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Abstract—The dynamic and statistical characteristics of diffusion trajectories are studied by introducing the
notion “fractional drift.” An equation for the random walk probability density for cases of subdiffusion and
superdiffusion is derived. A solution to this equation is constructed on the basis of the Mittag–Leffler function
properties. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Anomalous diffusion, whose distinctive feature is
the nonlinear growth of the root-mean-square deviation
with time, has been already discovered in a variety of
physical processes. This phenomenon can be ade-
quately described in terms of fractional differential
equations. In this study, we consider the case

which is typical of most phenomena where anomalous
diffusion is observed: the random dynamics of Hamil-
tonian systems [1], the motion of particles in a plasma
[2], turbulent diffusion [3], and the motion of high-
energy charged particles in a crystal [4] (see also [5, 6]).
Such a dependence is closely related to the violation of
the central limit theorem. In the case of anomalous dif-
fusion, it should be replaced by the Levy–Gnedenko
generalized central limit theorem, which is valid when
the moments of some orders are absent.

An effective method of describing diffusion phe-
nomena is the detailed study of a model process for
which the probability distribution is an exact solution to
a certain diffusion equation. A prominent example is
the Wiener process with its probability density adhering
to the classical diffusion equation.

In this study, we construct several model processes
to derive a general asymptotical equation for the ran-
dom walk probability distribution that is applicable to
both subdiffusion (0 < γ < 1) and superdiffusion (1 < γ < 2)
cases and seek its solution.

THE KINETICS OF A DIFFUSING 
PARTICLE

Consider a diffusion process similar to the diffusion
of gas molecules. We will concentrate on the one-
dimensional case, bearing in mind that the results

X2 t( )〈 〉 tγ,∼
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obtained can be easily generalized to diffusion in a mul-
tidimensional space.

Let {…, t0, t1, t2, …, tn, …} be the instants of “colli-
sions,” between which the velocity of a particle is con-
stant and changes stepwise from v k to v k + 1 at an instant
tk. Let also {τ1, τ2, …} be the intervals between colli-
sions: τk = tk – tk – 1. At zero time t = 0, the particle is
taken to be at the origin (X(t = 0) = 0); the initial time
instant is assumed to be between the collision instants
t0 and t1 (t0 < 0, t1 > 0).

We are interested in the probabilistic properties of
the coordinate X(t) of the diffusing particle. The
detailed statistics of X(t) is defined by the properties of
the random time intervals {t1, τ2, …, τn, …} and veloc-
ities {v 1, v 2, …, v n, …} between collisions. Our aim,
however, is to study the asymptotical “macroscopic”
properties of X(t) at the time scale t @ 〈τ〉 , where 〈τ〉  =
〈τ k〉 is the mean time between collisions, which charac-
terizes the “microscopic” scale of the problem.

For the sake of simplicity, the macroscopic proper-
ties of diffusion will be analyzed under the assumption
that the measurement of the coordinate X(t) is also a
macroscopic process. That is, the coordinate of the par-
ticle at a given time t is taken to be its coordinate at the
instant tn of the last collision; accordingly, the coordi-
nate X(tn) plays the role of X(t). Then, the coordinate
measured at a given time instant t is expressed as

Here, N = N(t) is the number of collisions within the
interval [0, t]. The subscript “–” designates the measur-
ing procedure applied to the coordinate of a diffusing

X– t( ) X tN( )

v 1t1, t1 t>

v 1t1 v kτk, t1 t.<
k 1=

N

∑+




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particle. In further consideration, the function

(the time to an nth jump), which is the inverse to n =
N(t), will be of crucial importance.

A relationship between the functions n = N(t) and t =
T(n) is evident:

(1)

THE STATISTICS OF A DIFFUSING 
PARTICLE

Consider the characteristic function of the X(t) pro-
cess:

(2)

The broken brackets mean statistical averaging over
an ensemble of random instants of collisions and parti-
cle velocities between collisions. In order to represent
average (2) in a form more convenient for analysis, we
employ the expansion of the unit function:

(3)

where

(4)

With expansion (3), average (2) is recast as

(5)

Expression (5) involves one more function of inte-
ger argument:

Let us discuss an nth term of sum (5) (at n ≥ 1) in
more detail. In view of (4), it can be written as

(6)

t T n( )

0 n 0=

t1, n 1=

t1 τk, n 2≥
k 1=

N

∑+








= =

N t( ) n        T n( ) t.<≥

Θ– u, t( ) e
iuX– t( )

〈 〉 .=

χ z( ) Πn z( ),
n 0=

∞

∑=

Πn z( ) χ z n–( ) χ z n– 1–( ),–=

χ z( )
1, z 0≥
0, z 0.<




=

Θ– u, t( ) eiuX n( )Πn N t( )( )〈 〉 .
n 0=

∞

∑=

X n( )

v 1t1, n 1=

v 1t1 v ktk, n 2.≥
k 1=

n

∑+






=

eiuX n( )Πn N t( )( )〈 〉 eiuX n( )χ N t( ) n–( )〈 〉=

– eiuX n( )χ N t( ) n– 1–( )〈 〉 .
Taking advantage of the equivalence of inequalities
(1), we may change (6) for the expression

(7)

Now, we apply the Laplace transformation to both
parts of Eq. (5):

In view of (7), this function becomes

(8)

INDEPENDENT COLLISIONS

Assume that the velocities between the collisions
are statistically independent and have the same distri-
bution w(v). The random intervals {t1, τ2, …, τn, …}
are also considered to be independent. The distribution
of the time t1 (from the beginning of observation to the
first collision) is f+(τ), and the distributions of the inter-
vals τk are taken to be the same and equal to f(τ). Then,
the averages in (8) split up into the product of averages

and the function (u, s) appears as

(9)

Here,

(10)

In (9) and (10), the angular brackets stand for aver-
aging over the statistics of the intervals t1 and τ = τk;

(z) is the characteristic function of the particle’s
velocity:

and (s) and (s) are the Laplace transforms of the
distributions f(τ) and f+(τ).

For example,

eiuX n( )Πn N t( )( )〈 〉 eiuX n( )χ t T n( )–( )〈 〉=

– eiuX n( )χ t T n 1+( )–( )〈 〉 .

Θ̂– u, s( ) e st– Θ– u, t( ) t.d

0

∞

∫=

Θ̂– u, s( ) 1
2
--- eiuX n( ) sT n( )–〈 〉 eiuX n( ) sT n 1+( )–〈 〉–[ ] .

n 0=

∞

∑=

Θ̂–

Θ̂– u, s( ) 1
s
--- 1 f̂ + s( )– g u s,( ) 1 f̂ s( )–[ ]

1 g u s,( )–
-----------------------------------------+ .=

g+ u s,( ) ŵ ut1( )e
st1–

〈 〉 ,=

g u s,( ) ŵ uτ( )e st–〈 〉 ,=

g+ u( ) g+ u 0,( ) ŵ ut1( )〈 〉 ,= =

g u( ) g u 0,( ) ŵ uτ( )〈 〉 .=

ŵ

ŵ z( ) w v( )eiv z v ;d

∞–

∞

∫=

f̂ f̂ +

f̂ s( ) g 0 s,( ) e sτ–〈 〉 f τ( )e sτ– τ .d

0

∞

∫= = =
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In the following discussion, we make use of an

expression akin to (9). Setting g+ = g and  =  in (9)
yields

(11)

This formula is legitimate when zero time and the
instant of a collision coincide (t0 = 0).

ASYMPTOTICAL LAWS OF DIFFUSION

For now, we will perform a detailed analysis of sta-
tistical results stemming from Eq. (11), which is the
simplest of the expressions presented above. Note first
of all that expression (11) matches the normalization
condition

(12)

Here, W(x, t) is the sought probability distribution for
the coordinate of the particle, which is equal to the
inverse Fourier and Laplace transform of the function

(u, s). Since g(0, s) = , Eq. (11) gives (0, s) =
1/s, which is the Laplace transform of unity. This is a
direct indication that Eq. (11) matches normalization
condition (12).

Similarly, the Laplace transform of the mean square
of the particle’s coordinate can be found from the for-
mula

(13)

To calculate this Laplace transform, we expand the
original function in the Taylor series in the vicinity of
u = 0, substitute the first terms of the series into
Eq. (11), and assume for simplicity that 〈v 〉  = 0 and
〈v 2〉  = σ2. Eventually, we find

(14)

where the primes denote derivatives with respect to s.
Substituting (14) into (11) and then (11) into (13)

yields the Laplace transform of the mean square in the
form

(15)

Our concern is with the asymptotic behavior of the
mean square 〈X2(t)〉 at t  ∞. Since it is defined by
the asymptotics of Laplace transform (15) at s  0,
we will take a closer look at the behavior of Eq. (15).
Let us first consider the standard situation where f(τ)
tends to zero at t  ∞ so rapidly that the first two

f̂ + f̂

Θ̂– u, s( ) 1
s
--- 1 f̂ s( )–

1 g u, s( )–
--------------------------.=

W x, t( ) xd

∞–

∞

∫ 1.=

Θ̂ f̂ s( ) Θ̂

X̂–
2

s( ) X–
2 t( )〈 〉 e st– td

∞–

∞

∫ ∂2Θ̂ u, s( )
∂u2

------------------------
u 0=

.–= =

g u s,( ) f̂ s( ) σ2

2
-----u2 f ''ˆ s( )– …,+=

X̂–
2

s( ) σ2

sϕ s( )
-------------, ϕ s( ) 1 f̂ s( )–

f ''ˆ s( )
-------------------.= =
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moments of the intervals between collisions are lim-
ited:

(16)

In this case, the following expansion is valid:

(17)

Substituting (17) into (15), we have

(18)

Using the tabulated formula for the Laplace trans-
form

(19)

we get the conventional linear law of diffusion from
(18):

(20)

Anomalous superdiffusion, which we are interested
in, takes place when one or both inequalities (16) are
violated. For this to occur, the distribution of the inter-
vals between collisions must have a power asymptotics:

Here, κ has the dimension of time. We consider the
cases 0 < β < 1 and 1 < β < 2 separately (the cases β = 1
and 2, which include logarithmic corrections, need spe-
cial analysis). In the first case, the desired asymptotics
looks like

(21)

for the second derivative, we have

(22)

Substituting (21) and (22) into (15) yields

The inverse Laplace transform of this asymptotics is
found by standard formula (19):

(23)

The result obtained has a clear physical meaning.
For 0 < β < 1, collisions occur so rarely that the motion
of a particle can be considered as collision-free, i.e.,
uniform:

τ〈 〉 ∞ , τ2〈 〉 ∞ .< <

f̂ s( ) 1 τ〈 〉 s–
1
2
--- τ2〈 〉 s2+=

+… f ''ˆ s( ) τ2〈 〉 … .+=

X̂–
2

s( ) σ2 τ2〈 〉
τ〈 〉

---------- 1

s2
----, s 0.∼

1

sγ----        
tγ 1–

Γ γ( )
-----------,

X–
2 t( )〈 〉 Dt, t ∞, D∼ σ 2 τ2〈 〉

τ〈 〉
----------.=

f τ( ) κβτ–β 1– , τ ∞ , 0 β 2.≤<∼

f̂ s( ) 1 κβΓ 1 β–( )
β

---------------------sβ, s 0, 0 β 1;< <–∼

f ''ˆ s( ) κβΓ 2 β–( )sβ 2– , s 0, 0 β 1.< <∼

X̂–
2

s( ) σ2β 1 β–( ) 1

s3
----, s 0, 0 β 1.< <∼

X–
2 t( )〈 〉 σ 2β 1 β–( )

2
--------------------t2, t ∞, 0 β 1.< <∼

X t( ) v t, X
2

t( )〈 〉 σ 2t2.∼∼
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Let us now turn to the case 1 < β < 2. The corre-
sponding asymptotics can be written as

(24)

The asymptotics of  is also described by formula
(22). Substituting Eqs. (24) and (22) into (15), we have

Using tabulated formula (19), we finally arrive at

Thus, at 1 < β < 2, the mean square of the particle’s
coordinate obeys the law of superdiffusion:

As would be expected, this function transforms into
collision-free formula (23) and formula (20) of linear
diffusion at β = 1 and 2, respectively.

FRACTIONAL DIFFUSION EQUATION

We now derive an equation for W(x, t). To do this,
we replace the functions in formula (11) by their expan-
sions (14), (22), and (21) or (24) for 0 < β < 1 or 1 <
β < 2, respectively. In the first case, this leads to

Applying inverse Fourier and Laplace transforma-
tions, we come to the desired equation:

It can be solved via the inverse Fourier–Laplace
transformation of the function

In the second case (1 < β < 2), Eq. (11) leads to the
asymptotic equation

f̂ s( ) 1 τ〈 〉 s– κβΓ 2 β–( )
β β 1–( )
---------------------sβ,+∼

s 0, 1 β 2.< <

f ''ˆ

X̂–
2

s( ) σ2 κβ

τ〈 〉
--------Γ 2 β–( ) 1

s4 β–
----------, s 0, 1 β 2.< <∼

X–
2 t( )〈 〉 σ 2 κβ

τ〈 〉
--------Γ 2 β–( )

Γ 4 β–( )
---------------------t3 β– .∼

X–
2 t( )〈 〉 tγ, γ∼ 3 β.–=

s2Θ̂– u, s( ) Du2Θ̂– u, s( )+ s,=

D
β 1 β–( )

2
--------------------σ2, 0 β 1.< <=

∂2W x, t( )
∂t2

------------------------ D
∂2W x, t( )

∂x2
------------------------ δ' t( )δ x( ).+=

Θ̂– u, s( ) s

s2 Du2+
--------------------        W x, t( )=

=  
1
2
--- δ x Dt–( ) δ x Dt+( )+[ ] .

sγΘ̂– u, s( ) σ2

2δ
------u2Θ̂– u, s( )+ sγ 1– ,=

δ τ〈 〉
κ3 γ– Γ γ 1–( )
--------------------------------, γ 3 β.–= =
Hence, it follows that

By properly choosing the time and coordinate

scales,  = t/δ1/γ and  = x /σ with β replaced by γ =
3 – β, this equation can be reduced to the equation

(25)

which will be referred to as the fractional-diffusion
equation.

FRACTIONAL DRIFT

Before we solve the fractional-diffusion equation
obtained in the previous section, it would be useful to
discuss the properties of the fractional drift process. To
begin with, we introduce β-stable time t( ) with the
stable parent distribution fβ(t):

Here,  are infinitely divisible nonnegative random
quantities for which the Laplace transforms of the prob-

ability densities are equal to (s), where (s) =
exp[–sβ] is the parent Laplace transform (0 < β < 1). In
view of the stability of fβ(t), the probability density of
the random function t( ) is given by

(26)

Let us consider a function (t) that is inverse to
t( ). Given the probability density f(t, ) of the values
of t( ), we determine the probability density Q( , t) of
the values of the inverse function (t). The relation
between t( ) and (t) is based on the equivalence of
the inequalities

In probabilistic terms, the same can be written as

This allows one to find the desired relationship
between the probability densities of the random pro-
cesses t( ) and (t):

(27)

∂γW x, t( )
∂tγ------------------------

σ2

2δ
------∂2W x, t( )

∂x2
------------------------ t γ–

Γ 1 γ–( )
--------------------χ t( )δ x( ).+=

t̃ x̃ 2

∂γW̃ x̃, t̃( )
∂ t̃

γ------------------------ ∂2W̃ x̃, t̃( )
∂ x̃2

------------------------
t̃

γ–

Γ 1 γ–( )
--------------------χ t̃( )δ x̃( ),+=

ζρ

ζρ

ζρt( ) Tk
1/n( ).

k 1=

  n

∑
n ∞→
lim=

Tk
1/n( )

f̂
1/n

f̂

ζρ

ζρ ζρζρ
f β t,   ( ) 1

  1/β-------- f β
t

  1/β-------- 
  .=

ζρ
ζρ ζρ

ζρ ζρ
ζρ

ζρ ζρ

ζρζρζρt   ( ) t          t( )<   .≥

ζρ
ζρζρζρζρζρζρF t,   ( ) = P t   ( ) t<( ) = P   t( )   ≥( ) = Q   ', t( )   '.d

  

∞

∫

ζρ ζρ

ζρζρζρ
ζρ

ζρQ   , t( )
∂F t,   ( )

∂  
--------------------–

∂
∂  
------ f t',   ( ) t'.d

∞–

t

∫–= =
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Substituting distribution (26) into (27), we find the
probability density of the inverse function (t):

(28)

As follows from the definition of Qβ( ) and the
Laplace transform of the distribution fβ(t),

(29)

Let a quantity 5 be characterized by the distribution
Qβ( ). We will seek the moments of 5 by multiplying
(29) by ν – 1 and integrating the result with respect to 
from 0 to ∞. Eventually, we obtain

Finally, we have 

Consequently, the Taylor expansion of the Laplace
transform of the distribution Qβ(τ) has the form

(30)

Here, we use the Mittag–Leffler function Eβ(s), which
is defined as

The function Eβ(–(t/τ)β) is known [6–8] to be a solution
to equation

(31)

This equation is a fractional generalization of the
ordinary differential equation

which has the exponential solution e–t/τ = E1(–t/τ).
It follows from Eqs. (28) and (30) that the Laplace

transform of the distribution Q( , t) with respect to 
is given by

ζρ

ζρ

ζρζρ
ζρ

ζρQβ   , t( ) 1

tβ----Qβ
  

tβ---- 
  ,=

Qβ   ( ) 1

β  1 1/β+
------------------ f β

1

  1/β-------- 
  .=

ζρ

ζρζρ
ζρ  s

β–( )exp β e st–   

tβ 1+
---------Qβ

  

tβ---- 
  t.d

0

∞

∫=

ζρ
ζρ ζρ

Γ ν( )
sνβ------------ β 5ν〈 〉 e st– tνβ 1– td

0

∞

∫ β 5ν〈 〉 Γ νβ( )
sνβ---------------.= =

ζρζρζρ5ν〈 〉   νQβ   ( )   d

0

∞

∫ Γ ν( )
βΓ νβ( )
-------------------

Γ ν 1+( )
Γ νβ 1+( )
------------------------.= = =

Q̂β s( ) s
s5–〈 〉 1–( )n

Γ nβ 1+( )
------------------------sn

n 0=

∞

∑ Eβ s–( ).= = =

Eβ z( ) zn

Γ nβ 1+( )
------------------------.

n 0=

∞

∑=

dβΦ t( )
dtβ----------------- τ β– Φ t( )+

t β–

Γ 1 β–( )
---------------------χ t( ), 0 β 1.< <=

dΦ t( )
dt

--------------
1
τ
---Φ t( ),–=

ζρ ζρ
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Let us consider a random process -(t) = (t) with
the probability density

(33)

This process will be called fractional drift. Accord-
ing to (32), its characteristic function can be written as

As follows from Eq. (31), this function satisfies the
equation

(34)

The introduction of the fractional drift process
enables one to find the probability density of the frac-
tional diffusion -(t) = V( (t)). Here, V( ) is the
Wiener process (〈V2( )〉  = 2 ). Clearly, the desired
probability density obeys fractional diffusion equation
(25) and the characteristic function, the equation

We will solve it using the fractional drift character-
istic function. This function is divided into two (even
and odd) components,

and is substituted into Eq. (34). This yields two equa-
tions:

Taking the β-order derivative of the first equation
with respect to t and excluding the odd component, we
arrive at a closed equation for Qeven(u, t):

Accordingly, the even component of the fractional
drift probability density

(35)

satisfies the equation

ζρQ   , t( ) e γρ t( )–〈 〉 Eβ γtβ–( ).= =

ζρ

ζρW x, t( ) 1

tβ----Qβ
  

tβ---- 
  .=

Θ u, t( ) eiuρ t( )〈 〉 Eβ iutβ( ).= =

∂βΘ
∂tβ---------- iuΘ t β–

Γ 1 β–( )
---------------------χ t( ).+=

ζρ ζρ
ζρ ζρ

dβΘ
dtβ---------- u2Θ+

t β–

Γ 1 β–( )
---------------------χ t( ).=

Θ Θeven Θodd,+=

dβΘeven

dtβ----------------- iuΘodd
t β–

Γ 1 β–( )
---------------------χ t( ),+=

dβΘodd

dtβ---------------- iuΘeven.=

∂2βΘeven

∂t2β------------------- u2Θeven+
t 2β–

Γ 1 2β–( )
------------------------χ t( ).=

Weven x, t( ) = 
1
2
--- W x, t( ) W x, t–( )+[ ]  = 

1
2
---W x , t( )

∂2βWeven

∂t2β--------------------
∂2Weven

∂x2
------------------

t 2β–

Γ 1 2β–( )
------------------------χ t( )δ x( ),+=
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which is reduced to Eq. (25) when β is replaced by γ/2.
Thus, in view of Eqs. (33) and (35), the solution of frac-
tional diffusion equation (25) can be written in the form

The distribution Qγ/2(z) is found by applying inverse
Fourier transformation to Eγ/2(iu) (1 < γ < 2). From the
properties of the Mittag–Leffler function, one finds that

W x, t( ) 1

2tγ/2
----------Qγ/2

x

tγ/2
------- 

  .=

Qγ/2 z( ) 2
πγ
------Re ixz x2/γe iπ/γ–+( )exp x.d

0

∞

∫=

3.5

3.0

2.5

2.0

1.5

1.0

0.5

0 0.5 1.0 1.5 2.0 2.5 3.0
z

Qβ(z)

Distributions Qβ(z) with β = 0.65–0.95. The exponential
drop of the functions with z assures the finiteness of the
moments 〈5ν〉 .
The two last equalities define the probability density
of superdiffusion. The figure depicts the function Qβ(z)
for different β.

CONCLUSIONS
A typical diffusion process, the random walk of a

particle, is described under the assumption that its
velocity between collisions is constant. Based on the
asymptotic properties of its characteristic function, the
statistical characteristics of the process are obtained
and the macroscopic kinetic equations are derived. The
fractional drift process constructed makes it possible to
solve the fractional diffusion equation in terms of the
Mittag–Leffler function.
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Abstract—A method of designing a thermonuclear reactor based on the modified Cockroft–Walton accelera-
tor, where the lithium–proton fusion was first observed, is considered. It is proposed that the reactor have the
form of a spherical capacitor with a point lithium cathode used as the inner electrode and a spherical anode, as
the outer electrode. The interelectrode space is filled with hydrogen. A high-voltage electric pulse applied to the
electrodes is used as a driver. The reactor parameters providing an ion temperature of 100 keV and a proton flux
of 8.6 × 1015 W/cm2 to the cathode are determined. The basic elements of a system generating thermonuclear
fusion energy, including those of the energy conversion chamber with a fusion chamber inside, are listed, and
possible applications of the system are indicated. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Two approaches to controllable thermonuclear
fusion are studied today: the confinement of a high-
temperature plasma using a toroidal magnetic field
(tokamak) [1, 2] and inertial confinement fusion (ICF)
[3]. The latter is the subject of investigation in this
paper.

The simplest ICF scheme is as follows. A spherical
capsule (target) filled with either deuterium or a deute-
rium–tritium mixture is synchronously irradiated by
driving pulses from high-power lasers arranged spheri-
cally symmetrically. The nuclear fusion occurs as a lim-
ited-power thermonuclear explosion [3]. In the Labora-
tory for Laser Energetics, University of Rochester
(USA), 60 Omega lasers with a total energy of 40 kJ are
used [4]. The laser intensity at a target diameter of
1 mm and a pulse duration of 1 ns is 1.27 × 1015 W/cm2.
In the Russian Federal Nuclear Center (Sarov) [5], an
intensity of 1015–1016 W/cm2 was achieved using the
Iskra-5 facility with 12 lasers generating 0.3-ns pulses.

The ideas underlying controllable thermonuclear
synthesis have not been changed for many years, and
research is currently aimed at increasing the dimen-
sions of the facilities and quantity of the reactants. The
project of International Thermonuclear Experimental
Reactor (giant tokamak) and the National Ignition
Facility Program (USA) [1] are examples. Tens of bil-
lions of dollars have already been spent on these pro-
grams. It is, however, clear even now that the National
Ignition Facility Program will not be much more prof-
itable than its predecessors, at least because the effi-
ciency of converting the laser pump energy into radiant
energy for pulse durations of about 1 ns is smaller than
1% [6]. It is easy to check that the energy used to ini-
tiate the reaction is comparable to the released energy.
1063-7842/03/4807- $24.00 © 20807
In this paper, the design of a system generating ther-
monuclear fusion energy with a reactor based on the
modification of the Cockroft–Walton experiment is
proposed.

FIELD LINE FOCUSING IN A SPHERICAL 
CAPACITOR

The artificial conversion of lithium nuclei due to
accelerated protons,

(1)

was first performed in the Cockroft–Walton accelerator.
The Cockroft–Walton experiment has demonstrated

(1) the feasibility of energy production in reaction
where lithium atoms bombarded by hydrogen nuclei
are converted to helium nuclei and (2) the possibility of
using an electrostatic accelerator as a driver. In this
experiment, only a few particles out of millions enter
into the nuclear reaction because of the low density of
the accelerated proton beam; therefore, the bombard-
ment of a solid target by accelerated nuclei is consid-
ered to be inefficient for producing fusion energy.

If electrostatic field lines are focused on a point lith-
ium target in this experiment, the Cockroft–Walton
accelerator becomes a prototype of an electric-driver
reactor. This idea can be implemented in a reactor made
in the form of a spherical capacitor. Its capacitance is
found by the formula [7]

(2)

where ε0 = 8.85 × 10–12 C/(V m) is the electric constant;
ε is the relative permittivity; and r and R are the inner
and outer electrode radii, respectively.
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The potential difference U across the electrodes of a
spherical capacitor induces the charge

(3)

The electrostatic field intensity Er on the cathode
surface of a spherical capacitor is

(4)

The electrostatic field intensity between the cathode
surface and a sphere placed at a distance x from the cen-
ter inside the capacitor is given by

In view of (2) and (3),

(5)

In the limit x = R,

(6)

The ratio of the intensities k = Er/ER = R2/r2 shows
that the field is nonuniform and its intensity at the cath-
ode is k times higher than that at the anode at a fixed
potential difference U across the electrodes. The field
lines of the nonuniform electrostatic field between the
electrodes of a regularly shaped spherical capacitor are
straight lines propagating from the anode inner surface
to the vertex of the solid angle 4π sr in the center of the
cathode; i.e., they are focused on the cathode. The
smaller the radius of the cathode, the higher the field
line density on its surface at a constant potential differ-
ence across the electrodes.

CONDITIONS FOR CARRYING OUT 
THE THERMONUCLEAR REACTION

The focused electrostatic field is a field of conserva-
tive forces. If not too high, this field does not influence
the state of cathode atoms. When protons are injected
into the interelectrode space, as in the Cockroft–Walton
experiment, they are accelerated in the focused field
and gain kinetic energy. Under certain conditions, this
energy on the cathode surface may be sufficient for lith-
ium–proton fusion to occur. Because of the high energy
of fusion, it seems impossible to produce it continu-
ously over a small cathode area; therefore, it is appro-
priate to conduct this process as limited-power thermo-
nuclear explosions at regular intervals, as is done in
other relevant systems. The explosion energy is accu-
mulated and used over a period of time.

In the method proposed, a high-voltage pulse (HVP)
from a special power pulser is applied to the electrodes
of the spherical capacitor. The electrostatic field energy
is then injected into the space between the electrodes
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for a short time. This energy must be sufficient to
(1) generate hydrogen ions and (2) accelerate these ions
to velocities at which the protons and lithium atoms of
the cathode fuse together. Since the hydrogen–lithium
fusion is planned to have the form of a destructive ther-
monuclear explosion, the reactor should be placed into
a special energy-conversion chamber (ECC), where the
fusion energy is converted to the energy of superheated
steam (see figure).

We impose restrictions on the energy released in the
explosion, thereby considering the fusion energy given.
On this basis, we will determine (1) the masses of the
reactants; (2) the dimensions of the reactor, which
depend on of these masses; (3) the potential difference
and the electrostatic field intensity that are necessary
for (i) the ionization of hydrogen atoms and (ii) the
acceleration of the protons to energies sufficient for
proton–lithium fusion; and (4) the reaction time, the
HVP leading edge time, and the intensity of the proton
flux to the cathode.

MASSES OF THE REACTANTS 
AND DIMENSIONS OF THE FUSION CHAMBER 

Let the energy to be released in the course of the
thermonuclear reaction be equal to Wr = 1 MJ. In view
of the energy 17.35 MeV, which is released in reaction
(1) of nuclear fusion, and under the assumption that
100% of the lithium atoms are involved in the reaction,
the number of lithium atoms in the target is given by

Here, 6.24 × 1018 eV = 1 J. From the formula N =
m/(M × 1u), which relates the number of atoms N to
atomic weight M and the mass m of a material [7], we
find the lithium mass mLi:

since MLi = 7.016 and 1u = 1.66 × 10–27 kg for 7Li. For
the lithium density ρ = 530 kg/m3, the volume of the
lithium cathode is

The cathode radius is found from the formula for the
volume of a sphere: r = 0.124 mm. Let us find the
hydrogen volume VH at standard pressure pn = 0.1 MPa
for the number of hydrogen atoms taken to be equal to
NH ≥ N = 3.60 × 1017. In view of the Loschmidt constant
NL = 2.69 × 1025 m–3,

N
Wr6.24 1018×

17.35 106×
---------------------------------- 3.60 1017.×= =

mLi MLi1uNLi 4.19 10 9–  kg,×= =

V
mLi

ρ
------- = 7.91 10–12 m3.×=

VH
NH

2NL
---------- 6.69 10 9–  m3.×= =
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The distance between the electrodes may be
decreased by increasing the hydrogen pressure. For
example, let pr be equal to 1 MPa. Then, the hydrogen
volume is

according to the Boyle–Mariotte law.
The radius of the anode sphere is then equal to R =

 = 5.43 × 10–4 m. Actu-
ally, the radius of the anode must be larger if one takes
into account the volumes of the lithium cathode and
insulated metallic rod to which the cathode is attached.
However, in our case, this is of no significance.

HYDROGEN IONIZATION

An HVP applied to the reactor’s electrodes gener-
ates a rapidly increasing interelectrode electrostatic
field with an intensity E(t) rising with the HVP ampli-
tude. In this field, each hydrogen atom gains an addi-
tional induced energy [7]

(7)

where α is the atomic polarizability.
In the case of hydrogen, α = 7 × 10–41 F m2. When

the energy Wind(t) becomes equal to the total energy of
the hydrogen electron occupying the orbit with n = 1
(Wind(t) = WH ≤ 13.60 eV), the atom ionizes. The energy
required for the ionization of NH hydrogen atoms is

(8)

From (7), we find the threshold intensity of ioniza-
tion:

It is reasonable to propose that the field intensity
needed to ionize all the hydrogen, i.e., to break it down,
is substantially lower. The threshold intensity Eth =
2.49 × 1011 V/m corresponds to an individual hydrogen
atom rather than to many atoms that are in thermal
motion and, hence, are partially excited. The Earth’s
atmosphere serves as an indirect confirmation of this
statement. The field intensity at which air breaks down
is Eth, a ≈ 3 × 106 V/m at normal atmospheric pressure.
The Earth’s atmosphere consists of oxygen and nitro-
gen with insignificant amounts of other gases and water
vapor. The ionization potentials of oxygen (WO =
13.56 eV), nitrogen (WN = 14.47 eV), and hydrogen

VHp VH

pn

pr

----- 6.69 10 10–  m3,×= =

3 6.69 10 10–××( )/ 4 3.14×( )3

W ind t( ) αE t( )2

2
----------------,=

WiH NHWH=

=  3.60 1017 13.60 1.60 10 19–×××× 0.78 J.=

Eth
2WH

α
----------- 2 13.61 1.60 10 19–×××

7 10 41–×
---------------------------------------------------------= =

=  2.49 1011 V/m.×
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atoms (WH = 13.60 eV) are comparable. The polariz-
ability of an oxygen atom is α = 3.5 × 10–40 F m2. The
threshold field intensity for oxygen that is found with
(7) is Eth, O = 1.13 × 1011 V/m. The parameters of nitro-
gen atoms are similar. Therefore, the threshold ioniza-
tion intensity for hydrogen may be taken to be equal to
the intensity of air breakdown Eth ≈ Eth, a ≈ 6.3 ×
106 V/m. If necessary, this value may be refined exper-
imentally.

PROCESS PARAMETERS IN THE FUSION 
CHAMBER AFTER HYDROGEN IONIZATION

The force acting on an electric charge qi placed in an
electrostatic field of intensity E is Fi = qiE. Collinear
forces Fi act on electrons and protons appeared as a
result of ionization. At a certain time instant tx, these
charged particles will start moving in the opposite
directions with different velocities. The direction of
their motion coincides with that of the field lines.

The work needed to accelerate an electron is
expressed as A = e+U, where e+ = 1.60 × 10–19 C is the
proton charge and U is the potential difference between
the anode and cathode. It is believed that the proton
kinetic energy Wp becomes sufficient to overcome the
Coulomb barrier at a temperature T ≈ 109 K. Since
1 keV = 11.6 × 106 K,

Therefore, the work needed to accelerate a proton
may be taken to be equal to the above kinetic energy:
A = e+U = Wp = 86.21 keV. Hence, the potential differ-

Wp
T

11.6 106×
------------------------ 86.21 keV.= =
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(1) Driver (power pulser), (2) high-voltage pulse, (3) fusion
chamber (reactor), (4) metallic anode, (5) lithium cathode,
(6) hydrogen, (7) electrode, (8) energy-conversion chamber,
(9) control system, (10) water, (11) contact, (12) insulator,
(13) discharge outlet receiver, (14) superheated steam, and
(15) receiver.
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ence required is

The effective cross sections of the reactions
approach the maximum value at Wp ≈ 100 keV [7].
Therefore, the amplitude of the HVP applied to the
reactor’s electrodes is taken to be U ≤ 100 kV. Then,
according to (4) and (6), the field intensity at the cath-
ode is

and at the anode,

These values exceed the field intensity of hydrogen
ionization conventionally taken above.

The energy needed to transfer protons to the cathode
is written as

The field energy spent on the ionization of hydrogen
atoms (expression (8)), as well as on the transfer of
electrons to the anode and protons to the cathode, is
given by

Finally, the efficiency of the reactor is

A most important parameter of the reactor is the
reaction time. We will determine it as follows. Let a
charged particle move along the x axis. The one-dimen-
sional equation for a particle with a charge e and a mass
m moving in a uniform field of constant intensity E has
the form

(9)

In our case, the electrostatic field is nonuniform. Its
intensity depends on the coordinate x varying between
r and R (see (5)). To simplify the calculations, we will
use a certain conventional value  of the field intensity:

~ERLi ≤  < ErLi. Assuming that the initial proton veloc-

U
Wp

e+
------- 86 207 V.= =

Er
105 5.43 10 4–××

1.24 10 4– 5.43 10 4–× 1.24 10 4–×–( )×
-------------------------------------------------------------------------------------------=

=  1.045 109 V/m×

ER
105 1.24 10 4–××

5.43 10 4– 5.43 10 4–× 1.24 10 4–×–( )×
-------------------------------------------------------------------------------------------=

=  5.45 107 V/m.×

WΣp NHWp=

=  3.60 1017 105 1.60 10 19–×××× 5.76 103 J.×=

WΣH WiH 2WΣp+ 0.78 2 5.76 103××+= =

=  11 520.78 1.20 104 J.×≤

η
Wr WΣH–

Wr

----------------------- 106 1.20 104×–

106
-------------------------------------- 0.988.= = =

m
d2x

dt2
-------- eE.=

E

E

ity is v 0 = 0, we find from Eq. (9) both the velocity

v (t) = e t/mp and the path xi traveled by each of the
particles over the time ti

The mean path to the cathode traveled by a proton
over the time ti is given by

We assume that the intervals ti are uniformly distrib-
uted along the field line in the interval [0, τp]. The time
tp = ti max is the time taken for a proton to pass from one
electrode to the other with the velocity v(t) when v0 = 0.

The arithmetic mean of the intervals ti is written as

 = ( )/NH = τr/2. We put  =  – ∆ti)2,

where ∆ti =  – ti. Bearing in mind that  ≈ 0

and, for uniformly distributed intervals, )2 =

NH /12, we find

Hence,

In the worst case, taking  = ER = 5.45 × 107 V/m,
we arrive at

We will consider this time as the reaction time in the
reactor, since all protons arrive at the cathode in this
time and the nuclei fuse within hundreds of femtosec-
onds [5].

The intensity of the proton flux toward the lithium
cathode is

Here, S = 4πr2 = 4 × 3.14 × (1.24 × 10–4)2 = 1.93 ×
10−7 m2 = 1.93 × 10–3 cm–2 is the surface area of the

E

xi
eE

2mp
---------ti

2.=

x
R r–

2
------------

1
NH
------- xi

NH

∑ eE
2mpNH
----------------- ti

2.
NH

∑= = =

t tiNH∑ ti
2

NH∑ (t
NH∑

t ∆tiNH∑
(∆tiNH∑

τp
2

x
eE

3mp
---------τp

2 R r–
2

------------.= =

τp
3mp R r–( )

2eE
---------------------------.=

E

τp
3 4.19 10 4– 1.007 1.66 10 27–×××××

2 1.60 10 19– 5.45 107××××
------------------------------------------------------------------------------------------=

=  3.47 10 10–  s.×

I
WΣp

τpS
---------.=
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spherical cathode. Calculations yield

More detailed estimates show that the actual cath-
ode surface area where the field lines are focused may
differ from the surface area of the sphere. However, this
point does not change the order of the proton flux den-
sity value at the cathode.

TIME PARAMETERS 
OF THE VOLTAGE PULSE

The HVP rise time is defined by the time parameters
of the reaction. Hydrogen atoms may stay excited for
the time τ ≈ 10–8 s [7]. If an electron on the orbit n = 1
gains energy, it will pass on the orbit m = ∞ (i.e., leave
the atom) when the energy gained reaches the value
∆W ≤ WH = 13.60 eV. In accordance with the Heisen-
berg uncertainty principle [7], the transition time ∆t and
the energy ∆W are related by the expression ∆W∆t ≈ ",
where " = 1.055 × 10–34 J s is the Planck constant.
Hence, we can assume that the ionization time of an
atom is ∆t ≈ "/WH = 1.055 × 10–34/(13.60 × 1.60 ×
10−19) = 4.85 × 10–17 s. At first sight, it appears that all
hydrogen atoms must ionize over the same time
because of their similarity. However, this is not true and
the total ionization time for all the atoms subjected to
the field simultaneously will be longer than ∆t, because
the electrons in hydrogen atoms occupy the orbits at
random at any time instant. If the electron velocity on
the orbit is ∆v x = 106 m/s and the atom size is ∆x =
10−10 m [7], the period of electron motion over the orbit
may be considered as the maximum time delay between
the ionization of a particular atom and the time instant
the ionization starts: ∆tx = π∆x/∆vx = 3.14 × 10–10/106 =
3.14 × 10–16  s. Therefore, the total ionization time of the
atomic ensemble is equal to ∆tΣ ≤ ∆t + ∆tx = 3.63 ×
10−16 s. This time falls in the worst-case interval τp ≤
0.35 ns, since the protons start moving toward the cath-
ode immediately after the beginning of ion generation.
Thus, the HVP rise time must be comparable to τp ≤
0.35 ns and its duration must be tp ≥ 2τp = 0.7 ns.

CONVERSION OF THE ATOMIC ENERGY 
TO THE ENERGY OF SUPERHEATED STEAM

ECCs for laser ICF are being developed. One idea is
that the radiation due to thermonuclear microexplo-
sions heats up the spherical walls of the chamber and
water-filled pipes built in the walls absorb the heat. The
drawback of such a solution is the highly (by many
orders of magnitude) different rates of nuclear and ther-
mal processes. Therefore, the spherical surface of the
chamber has to be distant enough from the radiation

I
5.76 103×

3.47 10 10– 1.93 10 3–×××
-------------------------------------------------------------=

=  8.60 10
15

 W/cm2.×
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source to avoid the melting of the chamber walls sub-
jected to high-power radiation pulses during the fusion.
This fact would restrict the applicability of the system
if the problem of laser ICF is successfully solved.

The ECC suggested in this work is a metal vessel
filled with water and air. The reactor mounted on a spe-
cial holder is placed into the water. The ECC has two
electrodes to feed a pulser and a steam outlet firmly
closed by the exhaust valve. Such a design is to some
extent similar to the charge chamber in a piece of ord-
nance as regards durability and reusability when it is
reloaded by new reactors and water.

A manipulator sets the ECC into the position in
which the electrodes are connected to the pulser and the
outlet, to one port of the steam receiver. The receiver
may have several ports for connecting several ECCs
depending on the power of the steam turbine connected
to the receiver through a secondary converter.

On the command of the control system, an HVP is
applied to the reactor to initiate the explosive thermo-
nuclear reaction. The fusion-induced radiant energy
evaporates water in the ECC almost instantly. In the
course of the isochoric process in the ECC, the steam
may be heated up above the critical temperature. As the
steam parameters approach given values, it will be
transferred to the receiver. The manipulator detaches
the ECC from the receiver and sends it to reload.

DISCUSSION AND CONCLUSIONS

(1) The problem of inertial confinement fusion has
advanced from the area of fundamental physics to the
stage of engineering solutions. The calculations show
that the thermonuclear reaction between hydrogen and
lithium can be carried out by applying a high-voltage
pulse to the electrodes of the reactor made in the form
of a small spherical capacitor. The pulse-induced elec-
trostatic field provides the impact ionization of the
hydrogen atoms and their instantaneous fusion with
lithium nuclei at the reactor’s cathode. The driver
energy required to carry out the reaction is applied to
the reactor directly without being converted into other
forms. That is why this energy is two orders of magni-
tude smaller than the energy consumed by a laser
driver, in which less than 1% of the pumping energy is
converted to the radiant energy [6].

(2) If the equipment to be used with the reactor
admits an increase in the reactor energy Wr (explosion
energy) by a factor of n, then the increase is provided
by a proportional increase in the masses of the reactants
(reactor volume) and in the power applied to the reactor
from the pulser (i.e., driver). The amplitude of the HVP
applied to the electrodes and the proton flux intensity at
the cathode remain constant in this case. The linear
sizes of the reactor and the reaction time (pulse dura-

tion) τp will increase by a factor of . For instance, ifn3
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Wr = 10 MJ in the example considered, then n = 10 and

 = 2.15. Laser-driven ICF lacks such capabilities.

(3) Current technologies can easily turn the method
into an industry platform. Accordingly, the introduction
of this method of energy production into industry
would require much smaller time and much lower costs
than in the case of laser-driver ICF. The reactants
needed for the fusion are readily available. Lithium is
sold on the market at $220 per 1 kg [8].

(4) The method proposed does not alter the current
technology of power generation owing to the direct
conversion of nuclear fusion energy to the energy of
superheated steam. It only adds a new system of steam
generation. After being introduced into industry, this
technology can be immediately used at new and already
existing thermal and nuclear power plants. The new
technology is simpler than laser-driven ICF. Unlike
laser ICF, it allows one to control the energy in a wide
range; therefore, it is also applicable to marine crafts
and land vehicles.

103
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Abstract—An expression for the time-varying shape of an incompressible liquid drop immersed in a compress-
ible dielectric medium is derived to the second-order approximation in drop vibration amplitude. It is shown
that the acoustic radiation spectrum of the drop has a monopole component, which makes a considerable
contribution to the integral radiation intensity. Its appearance is associated with the time variation of the
zeroth-mode vibration amplitude, showing up in the second order of smallness. © 2003 MAIK “Nauka/Inter-
periodica”.
(1) An incompressible liquid drop vibrating in a
compressible medium may radiate acoustic waves. To
an approximation linear in vibration amplitude, the
zeroth and first modes do not contribute to the vibration
spectrum [1]. When the drop volume is invariable, the
fundamental mode dominates in the spectrum of acous-
tic radiation [2]. The dipole radiation, which is caused
by the excitation of the translational mode, appears
only in the second-order approximation in vibration
amplitude, when the spectrum of modes responsible for
the initial deformation has two adjacent modes (for
example, jth and j + 1th). This is because the amplitude
of the translational mode excited in the second order of
smallness is proportional to the Clebsch–Gordan coef-
ficients, which are other than zero only if adjacent
modes are among initially excited modes [3, 4].

The idea of acoustic radiation by a vibrating drop
stems from the fact that each vibration mode is respon-
sible for a distortion of the equilibrium (spherical) drop
surface in the form ~Pn(µ)exp(iωnt), where µ ≡ cosθ,
θ is the polar angle of the spherical coordinate system,
Pn(µ) are Legendre polynomials, and ωn is the fre-
quency of an nth mode. The periodical motion of the
drop surface causes periodical disturbances of the pres-
sure in the compressible environment, that is, generates
acoustic waves. The vibration frequencies for drops of
sizes typical of natural liquid-drop systems (fogs,
clouds, and rain) fall into the frequency range of acous-
tic waves and long-wavelength ultrasonic waves (see,
for example, [5, 6] and the references cited therein).
The charge present on the drops, the deviation of their
shape from spherical, their movement relative to the
ambient medium, and the influence of their viscosity all
cause a shift of the capillary vibration spectrum toward
lower frequencies [4, 5, 7], that is, toward the range of
acoustic waves perceptible to the ear.
1063-7842/03/4807- $24.00 © 20813
(2) Let a perfectly conducting drop of equilibrium
radius R, density ρ1, surface tension coefficient γ, and
charge Q be immersed in an ideal compressible dielec-
tric medium with a density ρ2 and permitivity ε. The
sound velocity in the environment is c.

We use the spherical coordinate system with the ori-
gin at the drop center and assume that, at the initial time
instant, a perturbation ξ(θ, t) of the equilibrium (spher-
ical) drop shape has the form ξ(θ, t) = αP2(µ), where α
is the small perturbation amplitude (α/R ! 1).

The equation of the vibrating drop surface at any
time instant is written in the form

Flows inside the drop and in the environment are
assumed to be potential with velocity potentials ψ1 and
ψ2, respectively.

Mathematically the problem is stated as

r R ξ θ t,( ); ξ /R α /R ! 1≤( ).+=

∆φ 0; ∆ψ1 0;
1

c2
----

∂2ψ2

∂t2
----------- ∆ψ2– 0;= = =

r R ξ : 
∂ψ1

∂n
---------+

∂ψ2

∂n
---------;

∂ψ1

∂r1
--------- ∂ξ

∂t
------

1

r2
----

∂ψ1

∂θ
---------∂ξ

∂θ
------;+= = =

∆p ρ1

∂ψ1

∂t
---------– ρ1

1
2
--- —ψ1( )2– ρ2

∂ψ2

∂t
---------

ρ2

2c2
--------

∂ψ2

∂t
--------- 

 –+

+
1
2
---ρ2 —ψ2( )2 ε

8π
------ —φ( )2+ γ— n;⋅=

φ const;=

r ∞: 
∂ψ2

∂t
--------- ikψ2+ o

1
r
--- 

  ;=
003 MAIK “Nauka/Interperiodica”
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Here, φ is the electric field potential; n is the unit vector
directed normally to the drop surface, ∆p is the differ-
ence between the hydrostatic pressures inside the drop
and in the environment, γ is the surface tension coeffi-
cient, and ξ0 is a normalizing constant that is deter-
mined from the constancy condition for the drop vol-
ume. In the first row of this set, ∆ stands for the Lapla-
cian operator.

We will solve the problem using conventional meth-
ods of the perturbation theory (see, e.g., [4, 6, 8–10]).

The time dependences of ψ1 and ψ2 are introduced
through the factor exp(iωt). Then, the wave equation
for the potential ψ2 can be transformed into the Helm-
holtz equation

(3) We will seek the velocity potentials inside and
outside the drop, the perturbation of the drop surface,
and the electrical potential in the form of expansions

(1)

where the superscripts denote the order of smallness
in α/R.

Since φ(0) is the electric potential of the unperturbed
drop surface, it must be equal to φ(0) = Q/εr; then, the
expansion for electrical potential φ can be written in the
form

(2)

Taking into account (1) and (2) and expanding the
boundary conditions into the series in α/R in the vicin-
ity of the unperturbed drop surface r = R and leaving the
expansion terms up to the second order of smallness
inclusive, we decompose the problem into subproblems
of the first and second orders of smallness.

The first approximation is stated as follows:

t 0: r R ξ0 αP2 µ( ); ψ1+ + 0;= = =

1
4π
------– n —φ⋅( )ds

S

∫° Q,=

S r R ξ θ t,( ), 0 θ π, 0 ϕ 2π≤ ≤≤ ≤+=[ ] ;=

r2 r θsind θd ϕd

v

∫ 4
3
---πR3,=

v 0 r R ξ θ t,( ), 0 θ π, 0 ϕ 2π≤ ≤≤ ≤+≤ ≤[ ] ;=

err
3 r θsind θd ϕd

v

∫ 0.=

∆ψ2 k2ψ2+ 0.=

ψ1 = ψ1
1( ) ψ1

2( ); ψ2+  = ψ2
1( ) ψ2

2( ); ξ+  = ξ 1( ) ξ 2( );+

φ φ0( ) φ 1( ) φ 2( ),+ +=

φ Q
εr
----- φ 1( ) φ 2( ).+ +=

∆φ 1( ) 0; ∆ψ1
1( ) 0; ∆ψ2

1( ) k2ψ2
1( )+ 0;= = =
The second approximation is given by

r R: 
∂ψ1

1( )

∂r
------------

∂ψ2
1( )

∂r
------------;

∂ψ1
1( )

∂r
------------ ∂ξ 1( )

∂t
-----------;= = =

–ρ1

∂ψ1
1( )

∂t
------------ ρ2

∂ψ2
1( )

∂t
------------ Pe

1( )+ + PL
1( );=

Pe
1( ) Q

4πR2
------------ ∂φ 1( )

∂r
----------- 2ξ 1( ) Q

εR2
--------+ ;–=

PL
1( ) γ –

2ξ 1( )

R2
----------- 1

R2
-----∆Ωξ 1( )– ;=

φ 1( ) ξ 1( )∂φ 0( )

∂r
-----------+ 0;=

1
4π
------ ε R2∂φ 1( )

∂r
----------- θsin θd ϕd

0

π

∫
0

2π

∫– 0;=

r ∞: 
∂ψ2

1( )

∂r
------------ ikψ2

1( )+ o
1
r
--- 

  ;=

t 0: ξ 1( ) αP2 µ( ); ψ1
1( ) 0.= = =

∆φ 2( ) 0; ∆ψ1
2( ) 0; ∆ψ2

2( ) k2ψ2
2( )+ 0;= = =

r R: 
∂ψ1

2( )

∂r
------------ ξ 1( )∂

2ψ1
1( )

∂r2
-------------- 1

R2
-----

∂ψ1
1( )

∂θ
------------∂ξ 1( )

∂θ
-----------–+=

=  
∂ψ2

2( )

∂r
------------ ξ 1( )∂

2ψ1
1( )

∂r2
-------------- 1

R2
-----

∂ψ2
1( )

∂θ
------------∂ξ 1( )

∂θ
-----------;–+

∂ψ1
2( )

∂r
------------ ξ 1( )∂

2ψ1
1( )

∂r2
--------------+

1

R2
-----∂ξ 1( )

∂θ
-----------

∂ψ1
1( )

∂θ
------------ ∂ξ 2( )

∂θ
-----------;+=

–ρ1
∂ψ1

2( )

∂t
------------ ξ 1( )∂

2ψ1
1( )

∂r∂t
--------------+

1
2
---ρ1 —ψ1

1( )( )2
–

+ ρ2
∂ψ2

2( )

∂t
------------ ξ 1( )∂

2ψ2
1( )

∂r∂t
--------------+

ρ2

2c2
--------

∂ψ2
1( )

∂t
------------ 

 
2

–

+
1
2
---ρ2 —ψ2

1( )( )2
Pe

2( )+ PL
2( );=

Pe
2( ) ε

8π
------ ∂φ 1( )

∂r
----------- 

 
2

Q

4πR2
------------ ∂φ 2( )

∂r
----------- 2ξ 2( ) Q

εR3
--------+–=

+
5Q2

4πεR6
---------------ξ 1( )2

2ξ 1( ) Q

4πR3
------------∂φ 1( )

∂r
-----------+

– ξ 1( ) Q

4πR2
------------∂2φ 1( )

∂r2
------------- ε

8πR2
------------ ∂φ 1( )

∂θ
----------- 

 
2

;+
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Here, ∆Ω is the angular part of the Laplacian operator.

(4) The first-order problem is easy to solve [11].
A solution is sought in the form of the expansions

where (x) are the spherical Hankel functions of the
second kind. The final form of the solution [2] is

PL
2( ) = γ2ξ 2( )

R2
-----------– γ 1

R2
-----∆Ωξ 2( )– γ 2

R3
-----ξ 1( ) ξ 1( ) ∆Ωξ 1( )+( );+

φ 2( ) ξ 1( )∂φ 1( )

∂r
----------- ξ 2( ) Q

εR2
-------- ξ 1( )2 Q

εR3
--------+–+ 0;=

1
4π
------ ε R2∂φ 2( )

∂r
----------- R2∂2φ 1( )

∂r2
-------------ξ 1( )+

0

π

∫
0

2π

∫–

–
∂ξ 1( )

∂θ
-----------∂φ 1( )

∂θ
----------- 2Rξ 1( )∂φ 1( )

∂r
----------- θdθdϕ ;sin+

r ∞: 
∂ψ2

2( )

∂r
------------ ikψ2

2( )+ o
1
r
--- 

  ;=

t 0: ξ 2( ) 1
5
---α2

R
-----; ψ1

2( )– 0.= = =

ψ1
1( ) A0 AnrnPn µ( );

n 1=

∞

∑+=

ψ2
1( ) B0h0

2( ) kr( ) Bnhn
2( ) kr( )Pn µ( );

n 1=

∞

∑+=

φ 1( ) F
F0

r
----- Fnr n 1+( )– Pn µ( );

n 1=

∞

∑+ +=

ξ 1( ) a0 anPn µ( ),
n 1=

∞

∑+=

hn
2( )

ξ 1( ) κ2 ω2*t–( ) ω2t β2+( )P2 µ( );cosexp=

ψ1
1( ) 1

2R
-------κ2 ω2*t–( ) ω2 ω2t β2+( )sin[exp–=

+ ω2* ω2t β2+( ) ]r2P2 µ( );cos

ψ2
1( ) κ2 ω2*t–( ) M ω2t β2 k r R–( )–+[ ]cos{exp=

+ X ω2t β2 k r R–( )–+[ ] } P2 µ( )sin

+ β2 k r R–( )–[ ]{ } P2 µ( );

φ 1( ) κ2
QR

εr3
-------- ω2*t–( ) ω2t β2+( )P2 µ( ).cosexp=
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Expressions for the coefficients κ2, ω2, , β2, M,
and X, which are dependent on the physical parameters
of the problem, are presented in Appendix 1.

(5) A solution to the second-order problem will be
sought by means of direct expansion [12]. We substitute

, , and ξ(1) found by solving the first-order
problem into the boundary conditions for the second-
order problem to obtain a set of inhomogeneous bound-
ary conditions:

(3)

(4)

(5)

(6)

Expressions for the coefficients K0, K1,…, K5 and
B0, B1, …, B8 are given in Appendix 2.

The second-order corrections , , and ξ(2)

will be sought in the same form as in the first-order

ω2*

ψ1
1( ) ψ2

1( )

∂ψ1
2( )

∂r
------------

∂ψ2
2( )

∂r
------------– κ2

2 2ω2*t–( ) K0 K0 Θ( )cos+[{exp=

+ K1 Θ( ) ]sin K2 K2 Θ( )cos K3 Θ( )sin+ +[ ] P2 µ( )+

+ K4 K4 Θ( )cos K5 Θ( )sin+ +[ ] P4 µ( ) } ;

∂ψ1
2( )

∂r
------------ ∂ξ 2( )

∂t
-----------–

1
2R
-------κ2

2 2ω2*t–( ) ω2 Θ( ) ω2*+sin[exp=

+ ω2* Θ( ) ]cos –
2
5
--- 1

7
---P2 µ( )–

54
35
------P4 µ( )+ 

  ;

Θ 2ω2t 2β2+( );=

ρ1

∂ψ1
2( )

∂t
------------– ρ2

∂ψ2
2( )

∂t
------------ Q

4πR2
------------ ∂φ 2( )

∂r
----------- 2ξ 2( ) Q

εR3
--------+–+

+ γ2ξ 2( )

R2
----------- γ 1

R2
-----∆Ωξ 2( )+ κ2

2 2ω2*t–( )exp=

× 1
5
--- B0 B1 Θ( )cos B2 Θ( )sin+ +[ ]





+
1
7
--- B3 B4 Θ( )cos B5 Θ( )sin+ +[ ] P2 µ( )

+
1
35
------ B6 B7 Θ( )cos B8 Θ( )sin++[ ] P4 µ( )





;

φ 2( ) ξ 2( )–
Q

εR2
-------- κ2

2 Q

εR3
-------- 2ω2*t–( ) 1 Θ( )cos+[ ]exp=

× 1
5
---

2
7
---P2 µ( ) 18

35
------P4 µ( )+ + 

  ;

1
4π
------ ε R2∂φ 2( )

∂r
----------- θ( )sin θd ϕd

0

π

∫
0

2π

∫– 0.=

ψ1
2( ) ψ2

2( )
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problem:

(7)

Substituting (7) into (3)–(6) subject to the radiation
condition and the initial condition for the second-order
problem yields a set of equations for the coefficients

, , , , F(2), , , , and .

Solving this set gives an expression for the generatrix of
an axisymmetric vibrating drop as a function of time:

(8)

Expressions for the coefficients , , ,

, N, L, M, N, L, and C are given in Appendix 2.

It is easy to see that the initial perturbation of the
fundamental mode causes the zeroth and fourth modes
to excite because of the second-order interaction. Of
most interest for the study of acoustic radiation from a
vibrating drop is the time dependence of the zeroth
mode amplitude. This allows us to consider of the drop
as a monopole acoustic radiator. The time dependence
of the zeroth mode amplitude follows from the con-
stancy of the vibrating drop volume.

ψ1
2( ) A0

2( ) An
2( )rnPn µ( );

n 1=

∞

∑+=

ψ2
2( ) B0

2( )h0
2( ) kr( ) Bn

2( )hn
2( ) kr( )Pn µ( );

n 1=

∞

∑+=

φ 2( ) F 2( ) F0
2( )

r
-------- Fn

2( )r n 1+( )– Pn µ( );
n 1=

∞

∑+ +=

ξ 2( ) a0
2( ) an

2( )Pn µ( ).
n 1=

∞

∑+=

A0
2( ) An

2( ) B0
2( ) Bn

2( ) F0
2( ) Fn

2( ) a0
2( ) an

2( )

ξ 2( ) µ t,( ) = a0
2( ) t( )P0 µ( ) a2

2( ) t( )P2 µ( ) a4
2( ) t( )P4 µ( );+ +

a0
2( ) t( ) 1

10R
----------κ2

2 2ω2*t–( ) 1 Θ( )cos+[ ]exp–=

+
1

10R
---------- –2α2 κ2

2 2β2( ) κ2
2+cos+[ ] ;

a2
2( ) t( ) κ2

2( ) ω2*t–( ) ω2t β2
2( )+( )cosexp=

– κ2
2( ) 2ω2*t–( ) N L Θ( ) M Θ( )sin+cos+[ ] ;exp

a4
2( ) t( ) κ4

2( ) ω4*t–( ) ω4t β4
2( )+( )cosexp=

– κ2
2( ) 2ω2*t–( ) N L 2ω2t β2+( )cos+[exp

+ C 2ω2t β2+( ) ] .sin

κ2
2( ) β2

2( ) κ4
2( )

β4
2( )
(6) From expressions (8), it is seen, in particular,
that the zeroth mode amplitude is quadratic in the small
parameter α; that is, this mode is excited because of the
mode interaction only in the second order of smallness,
whereas the problem linear in α gives the time-invari-
able amplitude of the zeroth mode. It is also seen that
the component of the amplitude periodically varying
with time and generating acoustic radiation decays with
time with the damping decrement ω*. The decay
depends on the acoustic radiation loss of the capillary
vibrations.

For numerical calculations, we assume, as in [2, 3],
that ρ1 = 1 g/cm3, ρ2 = 1.3 × 10–3 g/cm3, γ = 73 dyn/cm,
α = 0.1R, kR ! 1, R = 250 µm, and the concentration of
rain drops of this radius is N = 0.3 cm–3. Let us also
assume that the drop charge is much less than the lim-
iting one in terms of Rayleigh stability (W ! 1) [6, 13].

The expression for the power J of the acoustic radi-
ation emitted by a sphere vibrating with an amplitude a0
has the form [12]

(9)

From (8) and (9), it follows that a0 ≈ 10–3R and the
power of the monopole acoustic radiation emitted by a
single drop with the above parameters at a frequency of
ω ≈ 6 × 103 s–1 is on the order of 10–7 erg/s. At the same
time, the power of the acoustic radiation emitted by a
rainy space of 1 km3 equals ≈3 W, that is, considerably
exceeds both the power of the dipole acoustic radiation
associated with the excitation of the translational mode
[3] and the power of quadrupole acoustic radiation gen-
erated by the fundamental mode in the approximation
linear in oscillation amplitude [2]. The integral mono-
pole acoustic radiation at the boundary of such a cloud
has a loudness of ≈60 dB, which corresponds to the
loudness of human speech. The charge on the drop sur-
face lowers the acoustic radiation frequency, as follows
from (8).

CONCLUSIONS

We analyzed nonlinear capillary vibrations of an
ideal incompressible liquid drop immersed in an ideal
compressible medium. In the approximation quadratic
in initial deviation of the drop shape from equilibrium
spherical, it was found that the spectrum of modes
induced by nonlinear interaction has the zeroth mode.
Because of this, the drop can be viewed as a monopole
radiator of acoustic waves. The intensity of the mono-
pole radiation in the audio frequency range substan-
tially exceeds the linear intensity of the acoustic radia-
tion associated with the excitation of higher vibration
modes. From this it follows that the monopole acoustic
radiation dominates in the total intensity of the acoustic
radiation from liquid-drop systems, such as a rainy
space.

J
2πρ2R4ω4a0

2

c 1 ω2R2/c2+( )
------------------------------------.=
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APPENDIX 1

The coefficients involved in the solution to the first-
order problem are as follows:

APPENDIX 2

The coefficients involved in the solution to the sec-
ond-order problem are expressed as

ωn
2 n 1–( ) n 2+( ) γ

R3
----- 1 Wn–( )=

×
ρ1

n
-----

ρ2hn
2( ) rR( )

kRhn 1–
2( ) kR( ) n 1+( )hn

2( ) kR( )–
-------------------------------------------------------------------------– ;

Wn
Q2

4πεR3 n 2+( )γ
------------------------------------; ωn Re τn iτn*+( );= =

ωn* Im τn iτn*+( ) n 2 4,=( );=

τ2 Re ωn
2( )

4γ 1 W2–( )
R3

--------------------------- 2ρ1Λ1 4ρ2Λ2+[ ]= =

× Λ1ρ1
2 4Λ2ρ1ρ2 4Λ3ρ2

2+ +[ ] 1–
;

τ2* Im ωn
2( )

4γ 1 W2–( )
R3

--------------------------- 4ρ2k5R5[ ]= =

× Λ1ρ1
2 4Λ2ρ1ρ2 4Λ3ρ2

2+ +[ ] 1–
;

Λ1 81 9k2R2 2k4R4– k6R6+ +( );=

Λ2 27 6k2R2 k4R4+ +( );=

λ3 9 3k2R2 k4R4+ +( );=

κ2 α2 1 ω2*/ω2( )2
+ ; β2

ω2*

ω2
-------– 

  ;arctan= =

M Λ4ω2 Λ5ω2*+( )Λ6
1– ;=

X Λ5ω2 Λ4ω2*–( )Λ6
1– ;=

Λ4 = 3k3R3 k5r2R3– 27kR– 9k3r2R 12k3rR2– 27kr+ +( );

Λ5

= 12– k2R2 4k4r2R2 27 9k2r2 3k4rR3– 27k2rR+–+ +( );

Λ6 k8r3R4 1

k2R2
----------- 2

k4R4
-----------– 9

k6R6
----------- 81

k8R8
-----------+ + 

  .=

K0
1
10
------U

6

10R2
------------M

2
10R
----------ω2*–– 

  ;=

K1
1
10
------R

6

10R2
------------Z

2
10R
----------ω2*–– 

  ;=
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K2
1
7
---U

3

7R2
---------M–

1
14R
----------ω2*– 

  ;=

K3
1
7
---R

3
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1
14R
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  ;=

K4
9
35
------U

36

35R2
------------M

27
35R
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K5
9
35
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36
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27
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1
2
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2 ω2
2–( ) 1

4
--- ρ1 ρ2–( ) ω2

2 ω2*
2

+( )+
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+
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16πεR6
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ρ2

4c2
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2 ρ2
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2 6

16
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2
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6

4R2
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+( )
 ;
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3
4
--- ρ1 ρ2–( ) ω2*

2 ω2
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16πεR6
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=

+
ρ2

4c2
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4c2
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–

–
6

16ρ1
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2 ω2
2–( ) 6

4R2
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 ;

B2
3
4
--- ρ1 ρ2–( )2ω2*ω2

ρ2

4c2
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=

× ω2*Z ω2M+( ) 6
16
------ρ12ω2ω2*

6

4R2
---------ρ22MZ–+ 

 ;

B3 ρ1 ρ2–( ) ω2*
2 ω2

2–( ) 1
2
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2 ω2*
2

+( )+
=

+
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------

ρ2
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6

4R2
---------ρ2 M2 Z2

+( )
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B4
3
2
--- ρ1 ρ2–( ) ω2*

2 ω2
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R 81 9k2R2 2k4R4– k6R6+ +( )
------------------------------------------------------------------------------------------------------------------------------------------------------------;=
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R 81 9k2R2 2k4R4– k6R6+ +( )
------------------------------------------------------------------------------------------------------------------------------------------------------;=
M
–k5R6ω2 27Rω2* 6k2R3ω2* k4R5ω2*+ + +

81 9k2R2 2k4R4– k6R6+ +
---------------------------------------------------------------------------------------------------;=

Z
27Rω2 6k2R3ω2 k4R5ω2 k5R6ω2*+ + +

81 9k2R2 2k4R4– k6R6+ +
---------------------------------------------------------------------------------------------;=

L = τ2*
3
Ti– τ2*

2 τ2Tr– 4Trω2
2 8Srω2ω2* 4Trω2*

2
–+ +( )+[

– τ2Tr 4Trω2
2– 8Srω2ω2* 4Trω2*

2
+ +( ) τ2

2 8τ2ω2
2–(

+ 16ω2
4 8τ2ω2*

2
32ω2

2ω2*
2

16ω2*
4 ) τ2*–+ + +

× τ2
2Ti 8τ2Tiω2

2– 16Tiω2
4 16Siτ2ω2ω2* 64Siω2

3ω2*–+ +(

+ 8τ2Tiω2*
2

96Tiω2
2ω2*

2
64Siω2ω2*

3
16Tiω2*

4)]Λ 7
1– ;+ +–

M = Siτ2* τ2*
2 τ2

2 8τ2ω2
2–+(–[

+ 16ω2
4 8τ2ω2*

2
96ω2

2ω2*
2

– 16ω2*
4 )+ +

– Sr τ2 4ω2
2– 4ω2*

2
+( ) τ2*

2 τ2
2 8τ2ω2

2–+(

+ 16ω2
4 8τ2ω2*

2
32ω2

2ω2*
2

16ω2*
4 ) 8ω2ω2*+ + + +

× 2τ2*τ2Ti τ2*
2
Tr– τ2

2Tr 8τ2*Tiω2
2

– 8τ2Trω2
2–+(
+ 16Trω2
4 8τ2*Tiω2*

2
8τ2Trω2*

2
+ +

+ 32Trω2
2ω2*

2
16Trω2*

4 ) ]Λ 7
1– ;+

Λ7 τ2*
2 τ2

2 8τ2ω2
2– 16ω2

4 16τ2*ω2ω2*–+ +([=

+ 8τ2ω2*
2

32ω2
2ω2*

2
16ω2*

4 ) τ2*
2 τ2

2 8τ2ω2
2–+(+ +

+ 16ω2
4 16τ2*ω2ω2* 8τ2ω2*

2
32ω2

2ω2*
2

16ω2*
4 ) ] ;+ + + +

Λ8 = 
ρ1ω2ω2*

7
-------------------

1
7
--- 3 ρ1 ρ2–( )ω2*ω2

ρ2

c2
----- ω2Z ω2*M–( )–+

× ω2*Z ω2M+( ) 6
8
---ρ1ω2ω2*

6

2R2
---------ρ2MZ–+ ;

Sr AΛ8 @Λ9; Si– A*Λ8 B*Λ9;–= =

Λ9
ρ22ω2ω2*

7Rk
-----------------------

ρ2

k
----- 2ω2*

1
7
---R 3

7R2
---------– Z

1
14R
----------ω2– 

 +=

+ 2ω2
1
7
---U

3

7R2
---------M–

1
14R
----------ω2*– 

  ;

Tr AΛ10 BΛ11; Ti– A*Λ10 B*Λ11;–= =
TECHNICAL PHYSICS      Vol. 48      No. 7      2003



ON ACOUSTIC RADIATION 819
Λ10
ρ1 2ω2*

2
2ω2

2–( )
28

--------------------------------------- 3Q2

14πεR6
------------------–

1
7
--- 3

2
--- ρ1 ρ2–( )+=

× ω2*
2 ω2

2–( ) 14Q2

8πεR6
--------------- γ10

R3
------

ρ2

2c2
--------+–+

× ω2Z ω2*M–( )2 ρ2

2c2
-------- ω2*Z ω2M+( )2

–

+
6
16
------ρ1 ω2*

2 ω2
2–( ) 6

4R2
---------ρ2 M2 Z2

–( )– ;

Λ11
2ρ2 ω2*

2 ω2
2–( )

14Rk
-----------------------------------

ρ2

k
----- 2ω2*

1
7
---U

3

7R2
---------M–

+=

–
1

14R
----------ω2*

 2ω2
1
7
---R

3

7R2
---------Z–

1
14R
----------ω2– 

  ;–

Zr AΛ12 BΛ13; Zi– A*Λ12 B*Λ13;–= =

Λ12 ρ1

2ω2*
2

28
------------ 3Q2

14πεR6
------------------–

1
7
--- ρ1 ρ2–( ) ω2*

2 ω2
2–( )---+=

+
1
2
--- ρ1 ρ2–( ) ω2

2 ω2*
2

+( ) 14Q2

8πεR6
--------------- γ10

R3
------–

ρ2

2c2
--------+ +

× ω2Z ω2
*M–( )

2 ρ2

2c
------ ω2*Z ω2M+( )2

+

+
6
16
------ρ1 ω2

2 ω2*
2

+( ) 6

4R2
---------ρ2 M2 Z2

+( )– ;

Λ13
2ρ2ω2*

2

14Rk
------------------

2ρ2ω2
*

k
---------------- 1

7
---U

3

7R2
---------M–

1
14R
----------ω2*– 

  ;+=

A = ρ1Λ13* 4ρ2Λ14+( ) Rρ1
2Λ13* 4Rρ1ρ2Λ14 4Rρ2

2Λ15+ +( ) 1–
;

A* 4k5R4ρ2( ) ρ1
2Λ13* 4ρ1ρ2Λ14 4ρ2

2Λ15+ +( )
1–
;=

B 2kρ1Λ14 4kρ2Λ15+( )–=

× ρ1
2Λ13* 4ρ1ρ2Λ14 4ρ2

2Λ15+ +( ) 1–
;

B* 2k6R5ρ1( ) ρ1
2Λ13* 4ρ1ρ2Λ14 4ρ2

2Λ15+ +( ) 1–
;=

Λ13* 81 9k2R2 2k4R4– k6R6+ +( );=

Λ14 27 6k2R2 k4R4+ +( );=

Λ15 9 3k2R2 k4R4+ +( );=
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
κ2
2( ) κ2

2=

+ 1
N ω2*ω2

2 ω2*
3

+( ) L 3ω2*ω2
2 ω2*

3
+( ) 2Mω2

3+ +

ω2
3 ω2*

2ω2+( )N L ω2
3 ω2*

2ω2–( )– 2Mω2*ω2
2+

------------------------------------------------------------------------------------------------------
 
 
 

2

+

1/2

× N L
ω2

2 ω2*
2

–

ω2
2 ω2*

2
+

----------------------– M
2ω2*ω2

ω2
2 ω2*

2
+

----------------------+
 
 
 

;

N
Giτ4* Grτ4 4Grω2*

2
+ +

τ4*
2 τ4

2 8τ4ω2*
2

16ω2*
4

+ + +
-----------------------------------------------------------------;=

β2
2( )( )tan

=  
N ω2*ω2

2 ω2*
3

+( ) L 3ω2*ω2
2 ω2*

3
+( ) 2Mω2

3+ +

ω2
3 ω2*

2ω2+( )N L ω2
3 ω2*

2ω2–( )– 2Mω2*ω2
2+

--------------------------------------------------------------------------------------------------------------;

L –τ4*
3
Hi τ4

*τ4
2Hi– τ4*

2τ4Hr– τ4
3Hr–[–=

+ 8τ4*τ4Hiω2
2

4τ4*
2
Hrω2

2 12τ4
2Hrω2

2+ +

– 16τ4*Hiω2
4 48τ4Hrω2

4– 64Hrω2
6 8Urτ4*

2ω2ω2*+ +

– 16Uiτ4*τ4ω2ω2* 8Urτ4
2ω2ω2*– 64Uiτ4*ω2

3ω2*+

+ 64Urτ4ω2
3ω2* 128Urω2ω2

5ω2*– 8τ4*τ4Hiω2*
2

–

– 4τ4*
2
Hrω2*

2
12τ4

2Hrω2*
2

– 96τ4*Hiω2
2ω2*

2
+

+ 32τ4Hrω2
2ω2*

2
64Hrω2

4ω2*
2

64Uiτ4*ω2ω2*
3

–+

– 64Urτ4ω2ω2*
3

256Urω2
3ω2*

3
– 16τ4*Hiω2*

4
–

– 48τ4Hrω2*
4

64Hrω2
2ω2*

4
– 128Urω2ω2*

5
–

– 64Hrω2*
6 ]Λ 16

1– ;

C = –Uiτ4*
3

Urτ4*
2τ4– Uiτ4*τ4

2– Urτ4
3– 4Urτ4*

2ω2
2+[–

+ 8Uiτ4*τ4ω2
2 12Urτ4

2ω2
2 16Uiτ4*ω2

4– 48Urτ4ω2
4–+

+ 64Urω2
6 16τ4*τ4Hiω2ω2* 8τ4*

2
Hrω2ω2*–+

+ 8τ4
2Hrω2ω2* 64τ4*Hiω2

3ω2*– 64τ4Hrω2
3ω2*–

+ 128Hrω2
5ω2* 4Urτ4*

2ω2*
2

– 8Uiτ4*τ4ω2*
2

–

– 12Urτ4
2ω2*

2
96Uiτ4*ω2

2ω2*
2

32Urτ4ω2
2ω2*

2
+ +

+ 64Urω2
4ω2*

2
64τ4*Hiω2ω2*

3
64τ4Hrω2ω2*

3
+ +

+ 256Hrω2
3ω2*

3
16Uiτ4*ω2*

4
– 48Urτ4ω2ω2*

4
–

– 64Urω2
2ω2*

4
128Hrω2ω2*

5
64Urω2*

6 ]Λ 16
1– ;–+



820 GAIBOV, GRIGOR’EV
Λ16 = 256ω2
8 256ω2

6 τ4– 4ω2*
2

+( ) τ4*
2 τ4

2 8τ4ω2*
2

+ +(+ +[

+ 16ω2*
4 )

2
32ω2

4 τ4*
2

3τ4
2 8τ4ω2*

2
– 48ω2*

4
+ +( )+

+ 16ω2
2 τ4*

2
– τ4 τ4

3– 12τ4*
2ω2*

2
– 4τ4

2ω2*
2

–(

+ 16τ4ω2*
4

64ω2*
6 ) ] ;+

Ur RΛ17 FΛ18; Ui+ R*Λ17– F*Λ18;+= =

Hr RΛ19– FΛ20;+=

Hi R*Λ19– F*Λ20;+=

Λ17

2ρ2

k
-------- 9

35
------ ω2*R ω2U+( ) 36

35R2
------------ Zω2* Mω2+( )+ ;=

Λ18
1
35
------ –9 ρ1 3ρ2+( )ω2ω2*

9ρ2

c2
-------- ω2Z ω2*M–( )–=

× ω2*Z ω2M+( ) 36

R2
------ρ2MZ+ ;

Λ19 = 
2ρ2

k
-------- 9

35
------ ω2*U ω2R–( ) 36

35R2
------------ ω2*M ω2Z–( )+ ;

Λ20
1
35
------ 9

2
--- ρ1 3ρ2+( ) ω2

2 ω2*
2

–( ) 9Q2

8πεR6
---------------+=

–
90γ
R3

---------
9ρ2

2c2
-------- ω2Z ω2*M–( )2 9ρ2

2c2
--------–+

× ω2*Z ω2M+( )2 18

R2
------ρ M2 Z2

–( )+ ;

Gr RΛ21– FΛ22;+=

Gi R*Λ21– F*Λ22;+=

Λ21

2ρ2

k
--------ω2

9
35
------U

36

35R2
------------M+ 

  ;=

Λ22
1
35
------ 9

2
---ρ1 2ω2

2 ω2*
2

+( ) 9
2
---ρ2 3ω2*

2 ω2
2–( )––=

+
9Q2

8πεR6
--------------- 90γ

R3
---------–

9ρ2

2c2
-------- ω2Z ω2*M–( )2

+

+
9ρ2

2c2
-------- ω2*Z ω2M+( )2 18

R2
------ρ2 M2 Z2

+( )+ ;

F 4Λ23ρ1 16Λ24ρ2+( )=

× Λ23Rρ1
2 Λ248Rρ1ρ2 Λ2516Rρ2

2+ +( ) 1–
;

F* 16k9R8ρ2( ) Λ23ρ1
2 Λ248ρ1ρ2 Λ2516ρ2

2+ +( ) 1–
;=
ACKNOWLEDGMENTS

This work was supported by the President of the
Russian Federation (grant no. 00-15-9925).

R 4kρ1Λ24 16kρ2Λ25+( )–=

× Λ23ρ1
2 Λ248ρ1ρ2 Λ2516ρ2

2+ +( ) 1–
;

R* 4k
10

R9ρ1( ) Λ23ρ1
2 Λ248ρ1ρ2 Λ2516ρ2

2+ +( )
1–
;=

τ4

18γ 1 W4–( )
R3

------------------------------ 1 102 500k2R2 94 500k4R4+([=

+ 3600k6R6 20k8R8– 36k10R10– 4k12R12 )ρ1+

+ 882 000k2R2 100 800k4R4 6480k6R6+ +(

+ 320k8R8 16k10R10 )ρ2 ]+

× Λ23k2R2ρ1
2 Λ26ρ1ρ2 Λ27ρ2

2+ +( ) 1–
;

τ4*
18γ 1 W4–( )

R3
------------------------------ 16k11R11ρ2( )=

× Λ23k2R2ρ1
2 Λ26ρ1ρ2 Λ27ρ2

2+ +( ) 1–
;

Λ23 275 625 23 625k2R2 900k4R4+ +(=

– 5k6R6 9k8R8– k10R10 );+

Λ24 = 55 125 6300k2R2 405k4R4 20k6R6 k8R8+ + + +( );

Λ25 = 11025 1575k2R2 135k4R4 10k6R6 k8R8+ + + +( );

Λ26 441 000k2R2 50 400k4R4+(=

+ 3240k6R6 160k8R8 8k10R10 );+ +

Λ27 176 400k2R2 25200k4R4+(=

+ 2160k6R6 160k8R8 16k10R10 );+ +

κ4
2( ) = κ2

2 1 β4
2( )( )tan

2
+ N L

ω2
2 ω2*

2
–

ω2
2 ω2*

2
+

---------------------– C
2ω2*ω2

ω2
2 ω2*

2
+

---------------------+ ;

β4
2( )( )tan N ω4*ω2

2 ω4*ω2*
2

2ω2*ω2
2– 2ω2*

3
–+( )[=

+ L –2ω2*ω2
2 ω4*ω2

2
– 2ω2*

3
– ω4*ω2*

2
+( )

+ C –2ω2
3

2ω2ω2*
2

– 2ω4*ω2*ω2+( ) ]

× –N ω4ω2
2 ω4ω2*

2
+( ) L ω4ω2

2 ω4ω2*
2

–( )+[

– 2Cω4ω2*ω2 ] 1– .
TECHNICAL PHYSICS      Vol. 48      No. 7      2003



ON ACOUSTIC RADIATION 821
REFERENCES

1. L. D. Landau and E. M. Lifshitz, Course of Theoretical
Physics, Vol. 6: Fluid Mechanics (Nauka, Moscow,
1986; Pergamon, Oxford, 1987).

2. A. I. Grigor’ev and A. R. Gaibov, Zh. Tekh. Fiz. 71 (11),
6 (2001) [Tech. Phys. 46, 1351 (2001)].

3. A. I. Grigor’ev, S. O. Shiryaeva, A. R. Gaibov, and D. F. Be-
lonozhko, Pis’ma Zh. Tekh. Fiz. 21 (22), 7 (2001) [Tech.
Phys. Lett. 27, 934 (2001)].

4. S. O. Shiryaeva, Zh. Tekh. Fiz. 72 (4), 15 (2002) [Tech.
Phys. 47, 389 (2002)].

5. Won-Kyu Rhim, Song Kun Chung, M. T. Hyson, et al.,
IEEE Trans. Ind. Appl. 23, 975 (1987).

6. A. I. Grigor’ev and S. O. Shiryaeva, Izv. Ross. Akad.
Nauk, Mekh. Zhidk. Gaza, No. 3, 3 (1994).
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
7. V. P. Shagapov, Izv. Akad. Nauk SSSR, Fiz. Atmos.
Okeana 24, 506 (1988).

8. E. H. Trinh, R. G. Holt, and D. B. Thiessen, Phys. Fluids
8, 43 (1996).

9. S. O. Shiryaeva, Zh. Tekh. Fiz. 71 (2), 27 (2001) [Tech.
Phys. 46, 158 (2001)].

10. D. F. Belonozhko and A. I. Grigor’ev, Zh. Tekh. Fiz. 70
(8), 45 (2000) [Tech. Phys. 45, 1001 (2000)].

11. L. F. Lependin, Acoustics (Vysshaya Shkola, Moscow,
1978).

12. A. H. Nayfeh, Perturbation Methods (Wiley, New York,
1973; Mir, Moscow, 1976).

13. C. D. Hendricks and J. M. Schneider, Am. J. Phys. 1, 450
(1963).

Translated by N. Mende



  

Technical Physics, Vol. 48, No. 7, 2003, pp. 822–828. Translated from Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 73, No. 7, 2003, pp. 21–27.
Original Russian Text Copyright © 2003 by Shiryaeva, Grigor’ev, Morozov.

                                

GASES
AND LIQUIDS

     
On the Appearance of Ions near the Charged Surface 
of an Intensely Evaporating Electrolyte

S. O. Shiryaeva, A. I. Grigor’ev, and V. V. Morozov
Demidov State University, Sovetskaya ul. 14, Yaroslavl, 150000 Russia

e-mail: shir@uniyar.ac.ru
Received December 3, 2002

Abstract—Two mechanisms behind the appearance of ions in the vapor–gas sheath around a hot electrode
immersed in an electrolyte, electrolyte surface instability against the surface charge and field evaporation, are
considered. It is shown that the concept of the thermally activated field evaporation of ions provides a better
approximation to experimental conditions. A dispersion relation for capillary–barogravity waves at the electro-
lyte–saturated vapor charged interface is derived. Critical conditions for the instability of these waves are
found. © 2003 MAIK “Nauka/Interperiodica”.
(1) Let a metallic electrode be immersed in a con-
ducting vessel with a liquid electrolyte and a voltage
difference U ≈ 150 V be applied to the vessel. Under
such conditions, the electrode temperature will increase
above the boiling point of the electrolyte because of
Joule heat evolution, and a vapor sheath of thickness
h ≈ 100 µm, which separates the electrode from the
electrolyte, will form (Fig. 1). The further evolution of
Joule heat will heat the electrode to T ≈ 1000 K and the
vapor sheath to ≈1400 K, and the process will then
become steady-state. In such a system, the current den-
sity may reach ≈(4–6) × 104 A/m2. The electrode heats
up largely by heat exchange with the vapor sheath,
which, in turn, heats up due to its poor electrical con-
ductivity and low specific heat. Away from the elec-
trode, the electrolyte temperature is 310–330 K.

If the heat flux toward the electrolyte is intense and
the pressure of the superheated vapor is significant, the
temperature of the electrolyte surface near the electrode
is presumably very high, while lower than the tempera-
tures of the electrode and vapor. Note that the vapor is
hard to remove from the evaporating surface, since the
sheath is narrow. This phenomenon is however essen-
tially nonequilibrium, and the notion of surface temper-
ature for a liquid being in contact with a highly super-
heated vapor fails in this case. High-energy vapor mol-
ecules turning back from the interface to the electrolyte
will exchange energy with molecules of the liquid elec-
trolyte. Eventually, energetic molecules will prevail in
the nonequilibrium velocity distribution of liquid elec-
trolyte molecules in the narrow surface layer. Because
of this, to describe kinetic processes in the narrow sur-
face layer of the electrolyte in conventional physical
terms, we introduce the concept of effective tempera-
ture, which is assumed to be much greater than the
equilibrium boiling point of the electrolyte but lower
than the temperature of the superheated vapor. The
1063-7842/03/4807- $24.00 © 20822
effective temperature will be used below to estimate the
surface tension of the electrolyte, as well as the rates of
field and thermal evaporation.

(2) The phenomenon under discussion has been
known since the late 19th century and has found wide
application in many devices (see, e.g., [1–12] and the
references cited there). Yet a theoretical treatment of it
that is adequate to the current status of science is lack-
ing. In particular, transient and steady-state processes
of current passage and electrode heating have been
poorly understood.

Many theoretical models [1–12] consider this phe-
nomenon in terms of the theory of electrical discharge
in gases, ignoring its electrohydrodynamic features. If,
however, attention is drawn to the fact that the dis-
charge is initiated between a metallic electrode and the
heavily charged surface of an electrolyte that is
intensely evaporating due to heat exchange, it will
become obvious that the vapor pressure in such a sys-
tem must be substantially higher than the atmospheric
pressure. The same follows from the fact that the geom-
etry of the vapor sheath around the electrode is similar
to that of the electrode (Fig. 1) and the gravitational

g

ϕ

Vapor

Fig. 1. Experimental scheme.
003 MAIK “Nauka/Interperiodica”
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field (and also the field of surface tension forces) affects
the shape of the liquid–vapor interface insignificantly.

The aforesaid leads us to conclude that (1) the effec-
tive temperature of the intensely evaporating electro-
lyte surface is fairly high, i.e., much greater than the
equilibrium temperature averaged over the electrolyte
volume; (2) the geometry of the vapor sheath, which
separates the electrolyte from the electrode, depends on
the pressure of the evaporating electrolyte (vapor pres-
sure) to the greatest extent. The gravity forces and the
surface tension forces play a minor part in this process;
(3) the pressure of the vapor sheath, which separates the
electrode from the electrolyte, far exceeds the atmo-
spheric pressure; (4) the vapor flowing out of the elec-
trode–electrolyte gap follows the tangent to the electro-
lyte surface, and its motion may generate Kelvin–
Helmholtz oscillatory instability; and (5) the electrode–
electrolyte interface in the separating sheath has a high
charge density κ ≈ U/4πh, which may cause Tonks–
Frenkel aperiodic instability of the electrolyte surface.

Since the vapor pressure at the electrolyte surface is
very high (the free path of charge carriers, which are
ions instead of electrons according to the physical pic-
ture of the process, is low), the initiation of a glow,
corona, spark, or arc discharge between the electrolyte
and electrode is hardly possible under the conditions
mentioned above. At the same time, the field evapora-
tion of ions from the electrolyte surface and the electro-
hydrodynamic instability of the charged liquid surface
merit detailed consideration as possible mechanisms
underlying the phenomenon [13–16].

Although the phenomenon considered is essentially
nonequilibrium, the role of electrohydrodynamic
effects will subsequently be analyzed in terms of a sim-
plified equilibrium model, which allows us to use ther-
modynamic notions.

(3) Let an electrical charge uniformly distributed
over the equilibrium planar surface of an electrolyte
produce a uniform electrostatic field E0 that is normal
to the surface. The temperature and pressure of the sys-
tem are kept constant and close to the critical values for
the solvent (water). In such a system, the evaporation
and condensation processes are in equilibrium, allow-
ing us to study the field evaporation of ions from the
electrolyte surface and the instability of the vapor–liq-
uid interface against the surface charge.

The electrolyte and vapor are simulated by incom-
pressible immiscible fluids, of which the former occu-
pies the lower domain z ≤ 0 in the gravity force (g) field
and the latter occupies the upper domain z > 0 and
moves with a constant finite velocity V = V · nx relative
to the lower domain (nx is the unit vector in Cartesian
coordinates). Let the unperturbed fluid–fluid interface
be coincident with the XOY plane of the Cartesian coor-
dinate system where the unit vector nz is pointing
upward, i.e., is in opposition to the gravitational force
(–g || nz). The lower fluid of density ρ1 is assumed to be
viscous, perfectly conducting, and incompressible. The
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
upper fluid of density ρ2 is assumed to be nonviscous
and incompressible. We also assume that the unper-
turbed interface, which is described by the equation z = 0,
is uniformly charged with a surface charge density κ =
E0/4π and has a surface tension coefficient σ. The equa-
tion for an interface disturbed by low-amplitude ther-
mal capillary wave motion has the form

(1)

where |ζ| ~ (kT/σ)1/2 ! κ–1, κ is the wavenumber, k is the
Boltzmann constant, and T is absolute temperature.

The velocity fields of the wave motion of the fluids
that is induced by a small perturbation ζ(x, y, t) will be
denoted by Uj(r, t), where j = 1, 2 (the fields are of the
same order of smallness as the perturbation). Without
loss in generality, we may assume that the perturbation
ζ of the equilibrium surface is y independent and is due
to capillary waves Dexp(iκx – iωt) traveling along the
abscissa (ω is the complex frequency, t is time, and i is
the imaginary unit).

Finally, the liquid is assumed to be in thermody-
namic equilibrium with the vapor.

In such a system, the stability of the interface is
defined by the balance of five forces: the force of grav-
ity; surface tension; saturated vapor pressure; electro-
static field pressure; and aerodynamic pressure, which
is associated with the tangential discontinuity of the
velocity field. The first three stabilize the interface,
while the other two destabilize it. Bearing in mind the
specific features of the phenomenon being simulated,
we will assume that the force of gravity and the surface
tension force are negligible compared with the satu-
rated vapor pressure force.

Eventually, the instability conditions in the system
are found from the set of linearized equations

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

F r t,( ) z ζ x y t, ,( )–≡ 0,=

∂U1

∂t
--------- –

1
ρ1
-----—P1 ν∆U1 g;+ +=

∂U2

∂t
--------- V —⋅( )U2+ –

1
ρ2
-----—P2 g;+=

divU j 0; j 1 2;,= =

z ∞– : U1 0;

z ∞: U2 0;

z 0: U2z V
∂ζ
∂x
------ ∂ζ

∂t
------;+≈=

U1z
∂ζ
∂t
------;≈

t n —⋅( )U1⋅ n t —⋅( )U1⋅+ 0;=
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(10)

Here, Pi = Pj(r, t) is the pressure inside an ith fluid; P∗
is the saturated vapor pressure; ν is the kinematic vis-
cosity of the lower fluid; Pσ = –σ(∂2ζ/∂x2) and Pκ =
4πκ2κζ  are, respectively, the surface tension force pres-
sure under the liquid surface curved by the wave motion
and the electrostatic pressure on the liquid surface
because of the presence of the surface charge [17];
t and n are, respectively, the unit vectors of the tangent
and normal to the surface of the lower fluid; and ∆ is the
Laplacian. The flow of the lower fluid will be sought by
dividing the velocity field U1 = U1(r, t) into two compo-
nents: potential (with velocity potential ψ1(r, t)) and
vortical (described by the stream function). The flow of
the upper perfect fluid is purely potential with the
velocity potential ψ2. Then, the expressions for the
pressures P2 and P1 in the upper and lower fluids in (10)
can be written in the form

(11)

It should also be noted that the saturated vapor pres-
sure P∗  on the surface of the fluid depends on its local
curvature according to the well-known formula [18, 19]

where R is the gas constant, µ is the molecular weight,
P∞ is the saturated vapor pressure at infinity, and r is the
mean radius of curvature at a given point.

In the approximation linear in small quantities, the
mean surface curvature in the vicinity of a given point
is expressed as

accordingly, for the saturated vapor pressure, we have

Since for all real liquids, the exponent in the expo-
nential is much less than unity, this expression simpli-
fies to

(12)

(4) In the approximation linear in the small quanti-
ties Uj and ζ, a solution to the problem stated by (1)–

P2 r t,( ) P1 r t,( )– 2νρ1

∂U1z

∂z
----------- Pκ Pσ– P*–+ +  = 0.

P1 –ρ1

∂ψ1

∂t
--------- ρ1gζ ;–=

P2 –ρ2

∂ψ2

∂t
--------- ρ2gζ– ρ2V

∂ψ2

∂x
---------.–=

P* P∞ C*/r( ); C*exp 2µσ/ρ1RT ,= =

1
r
--- 1

2
---∂2ζ

∂x2
--------;–≈

P* P∞ C*
1
2
---∂2ζ

∂x2
--------– 

  .exp≈

P* P∞ 1 C*
1
2
---∂2ζ

∂x2
--------– 

  .≈
(12) is naturally sought in the form [20]

(13)

where A, B, C, and D are unknown constants.
Substituting (13) into boundary conditions (7)–(12)

yields a set of homogeneous algebraic equations for the
unknown constants A, B, C, and D. The solvability con-
dition for such a set provides a dispersion relation for
capillary–barogravity waves in the system:

(14)

A solution to dispersion relation (14) can be
expressed in analytical form for the case of a low-vis-
cosity fluid (i.e., when the condition |ω/νκ2| @ 1 is
met):

It is seen that, when  passes through zero and
falls into the negative range, the complex frequency ω
acquires an imaginary part. This means the appearance
of wave solutions that exponentially grow with time,
i.e., interface instability, which may be aperiodic
(Tonks–Frenkel instability against surface charge [17])
at V = 0 or oscillatory (Kelvin–Helmholtz instability
due to a tangential discontinuity in the velocity field [21])
at V ≠ 0.

It follows that the electrolyte–saturated vapor inter-
face will execute oscillatory motions that exponentially

decrease (  > 0) and exponentially increase (  < 0)
with time. The instability increment will grow with
increasing V and κ.

Taking into account the processes of evaporation

and condensation augments  by a term proportional
to 2µP∞/ρRT. From (14), it is seen that this ratio stands
for an increase in the pressure under the curved surface.

ψ2 x z t, ,( ) Vx A κz–( )exp+ iκx iωt–( );exp=

U1x x z t, ,( ) = iκB κz( )exp lC lz( )exp–( ) iκx iωt–( );exp

U1z x z t, ,( ) = κB κz( )exp ilC lz( )exp+( ) iκx iωt–( );exp

l2 k2 iων 1– ; ζ x t,( )– D iκx iωt–( );exp= =

ω2 1
ρ2

ρ1
-----+ 

  ω 4iνκ 2 2
ρ2

ρ1
-----κV– 

 +

– 4ν2κ4 1 1 iω
νκ 2
---------–– 

  ω0
2,=

ω0
2 κ

ρ1
----- gρ1 1

ρ2

ρ1
-----– 

 =

+ σκ2 1
2µP∞

ρ1RT
-------------+ 

  κ ρ2V2 4πκ2+( )– .

ω1 2, 1
ρ2

ρ1
-----+ 

  1–

2iνκ 2 ρ2

ρ1
-----– 

 –=

± 2iνκ 2 ρ2

ρ1
-----κV– 

 
2

ω0
2 1
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This correction can formally be included by introduc-
ing the effective surface tension coefficient σ∗  = σ(1 +
2µP∞/ρRT), since this correction depends on the wave-
number in the same way as that taking into account the
Laplace pressure under the curved liquid surface.

(5) The critical condition for the development of
interface instability against the disturbing forces due to
the electric field and the tangential discontinuity of the

velocity field at the interface has the form  = 0 (i.e.,

when  passes through zero) [13, 14, 19]. In the
dimensionless variables such that ρ1 = σ = g = 1, this
conditions is recast as

(15)

where 

Equating the first derivative of ω0 with respect to κ
to zero yields a relationship for the wavenumber κ of
the most unstable capillary mode (i.e., the value of κ for
the highest increment mode). This relationship is easy
to write in the dimensionless variables:

(16)

Solutions to set (15)–(16) has the form

(17)

Thus, as the saturated vapor pressure grows (the
parameters γ and ρ increases), so does the wavelength
of the most unstable capillary mode. The results of cal-
culation by (17) are given in Fig. 2. The effect of the
parameters γ and ρ on the critical value Wcr (which
characterizes the electric field pressure on the interface)
depends on a relationship between their magnitudes
and may both increase and decrease Wcr, as follows
from Fig. 3. The parameters γ and ρ are always less than
unity: at the critical point for water, γ ≈ 0.5 and ρ = 1
[22] (in subsequent physicochemical estimations, we
assume that the parameters of the electrolyte coincide
with those of water). Taking for definiteness that T =
546 K and P = 58.8 × 105 Pa, we find γ ≈ 0.06 and ρ ≈
0.04. Under these conditions (and also under lower
temperatures), a slight increase in the saturated vapor
pressure (a slight increase in γ and ρ) causes Wcr to
grow. When approaching the critical point (γ  0.5
and ρ  1), ρ exceeds γ and a rise in the saturated
vapor pressure decreases Wcr. An increase in the Weber

ω0
2

ω0
2

x2 1 γ+( ) x W We+( )– 1 ρ–( )+ 0,=

W
4πκ2a

σ
---------------; We

ρ2aV2

σ
---------------; x κa;≡≡ ≡

a2 σ
ρ1g
--------; γ

2µP∞

ρ1RT
-------------; ρ

ρ2

ρ1
-----.≡ ≡≡

3x2 1 γ+( ) 2 W We+( )x– 1 ρ–( )+ 0.=

Wcr 2 1 γ ρ–( ) γρ–+[ ] 1/2 We;–=

xcr
1 ρ–
1 γ+
------------ 

 
1/2

.=
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number We always decreases Wcr and does not have an
effect on xcr, according to (17).

From (15), it follows that the critical parameter of
instability Wcr for a capillary mode with a wavenumber
κ is related to x, γ, and ρ through the relationship

Hence, as x grows, the effect of the saturated vapor
pressure on the onset of instability builds up. In other
words, under a sufficiently strong electric field, when a
continuous sequence of capillary modes from a certain
wavenumber range becomes unstable, the shortest
length modes are affected by the saturated vapor pres-
sure to the greatest extent.

From Fig. 3 and the estimates made above, it can be
inferred that the effect of the saturated vapor pressure
(the parameter γ) and density (ρ) on the instability of
the charged interface is insignificant if the temperature
and pressure are far from the critical values for the elec-

Wcr x 1 γ+( ) 1 ρ–
x

------------ We.–+=
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Fig. 2. Dimensionless wavenumber κ vs. vapor-to-electro-
lyte density ratio ρ and dimensionless parameter γ, which
characterizes the vapor pressure.
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Fig. 3. Dimensionless parameter W, which characterizes the
stability of the charged interface against the surface charge,
vs. vapor-to-electrolyte density ratio ρ and dimensionless
parameter γ, which characterizes the vapor pressure. We = 0.
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trolyte. For T = 546 K and P = 58.8 × 105 Pa (in this
case, γ ≈ 0.06 and ρ ≈ 0.04), the critical value of W is
Wcr ≈ 2 (with V ≤ 30 cm/s, when We ! 1 and its influ-
ence on Wcr can be neglected). This value of Wcr corre-
sponds to the critical electric field strength Ecr ≈
18 kV/cm at σ = 21 dyn/cm (such a low surface tension
coefficient for water is associated with its fast decrease
with increasing temperature [22]). In the experiments
where U = 150 V and h ≈ 100 µm, the electric field
strength at the interface was ≈15 kV/cm.

Thus, the electrolyte–saturated vapor interface is
stable at the values of T and P considered. The electric
current passing between the electrodes in the phenom-
enon under study is unrelated to the instability of the
charged liquid surface. Such instability may yet arise
when the potential difference is increased. Indeed, as
follows from Fig. 3, the parameter Wcr drops fast when
the temperature and pressure approach their critical val-
ues (i.e., when the parameters γ and ρ grow). This
means that the interface may become unstable in the
oscillatory regime when the potential applied to the
electrodes is raised. The onset of oscillatory instability
will lead to the instability and oscillations of the current
passing in the circuit, as observed in experiments [1, 2, 5].

(6) Earlier, we considered and rejected an ion source
delivering ions to the vapor–gas sheath through the
interface instability that is accompanied by the emis-
sion of heavily charged droplets, clusters, and ions from
the electrolyte surface. Another source of ions to sus-
tain the electric current in the sheath may be the field or
thermal evaporation of ions [23–25] from the liquid
electrolyte surface.

Iribarne and Thomson [23] suggested a mechanism
of the field evaporation of ions and charged clusters
from electrolyte solutions. This mechanism is physi-
cally similar to the mechanism of field ion evaporation
from the metal surface that was developed theoretically
for field ion microscopy [24] and liquid-metal ion
sources [25] and is related to the thermal activation of
the process. According to this mechanism, metal ions
evaporate by means of electric-field-assisted thermal
activation above the Schottky barrier (which arises in
the presence of an electric field E at the metal surface).
The rate constant K of metal ion evaporation here is
given by

(18)

where k is the Boltzmann constant, T is absolute tem-
perature, ω is the atomic oscillation frequency, q is the
charge of an ion, and z∗  is the charge number.

In the exponent, Q is the energy of activation of ion
evaporation. In a virtual thermionic cycle of field emis-
sion microscopy [24], this parameter is estimated as
follows. A neutral atom evaporates from the metal sur-
face, absorbing the energy of sublimation Λ; the atom

K ω Q z*
3 q 3E( )1/2

–
kT

--------------------------------------– ,exp=

Q Λ J ϕ ,–+≡
ionizes, which requires an additional energy of ioniza-
tion J; and the electron released returns to the metal,
giving off an energy ϕ equal to the electron work func-
tion. The second term in the numerator of the exponent
describes a decrease in the activation energy due to the
Schottky effect.

Expression (18) may also be used to describe the
field evaporation of ions or ionic clusters from electro-
lyte solutions [23, 26]. In this case, ω (used in terms of
the absolute reaction rate theory) is replaced by kT/h,
where h is the Planck constant, and Q (the energy of
activation of ion evaporation from the metal surface) is
replaced by ∆H+ (the change in the enthalpy when an
ion or ionic cluster passes from the solution to free
space). The value of ∆H+ is equal in value but opposite
in sign to ∆H∗  (the change in the enthalpy upon the sol-
vation of an ion or cluster in the solution). In this case,
however, the energy of activation of evaporation turns
out to be excessively high and cannot provide satisfac-
tory agreement with experimental data. Therefore,
another evaluation of Q based on the model that is
applied in the theory of field metal evaporation [24] was
suggested [16, 27].

Following [16, 27], consider the possibility of an
Na+ ion thermally evaporating from aqueous sodium
solutions (NaI and NaCl). We will calculate the activa-
tion energy of the field evaporation of the ion from the
solution surface in a virtual thermionic cycle involving
NaI and NaCl molecules, as is done when field ion
evaporation from the metal surface is analyzed [24].
However, unlike [24], of interest to us is not the break-
away of the ion from the continuous metal surface by
the field but the field-stimulated decay of a neutral
NaCl or NaI molecule on the electrolyte surface (where
the field is high) into a Na+ cation and I– (or Cl–) anion
with the subsequent evaporation of the Na+ ion. Let Λ
be the energy of sublimation; D, the energy of molecule
dissociation into two neutral atoms (Na and I or Cl);
J, the energy of Na atom ionization; L, the affinity of
electrons for a I or Cl atom; and ϕ, the electron work
function for water. Then, the energy of field evaporation
of a Na+ ion from the electrolyte solution is given by

(19)

In other words, the salt molecule sublimates from
the solution and dissociates into two atoms; the Na
atom ionizes, and the electron and the neutral I (or Cl)
atom return to the solution, where the electron com-
bines with the I (Cl) atom to form an anion. It is remem-
bered that the thermochemical process is virtual. Actu-
ally, under the action of the field, the salt molecule
decays into a Na+ cation and I– (Cl–) anion immediately
on the surface of the solution. According to [28], with
T = 300 K, λ = 2.08 eV and D = 3.76 eV for a NaI mol-
ecule and λ = 2.39 eV and D = 4.22 eV for a NaCl mol-
ecule. In addition, the ionization potential of a Na atom
is J = 5.14 eV, and the electron affinity for I and Cl
atoms is L = 3.06 and 3.61 eV, respectively [22]. The

Q Λ D J ϕ– L.–+ +=
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electron work function for water is ϕ = 6.13 eV [29].
Substituting these values into (19) yields the energy of
activation of the field evaporation of a Na+ ion from NaI
and NaCl aqueous electrolytes: QNaI = 1.78 eV and
QNaCl = 2.01 eV. Eventually, the rate constant of field
ion evaporation from the electrolyte solution must be
calculated by the formula

(20)

where

To find the rate V of field ion evaporation from the
unit surface area of the solution based on the rate con-
stant defined by (20), one must multiply the rate con-
stant K by N, where N is the number of nondissociated salt
molecules on the solution surface subjected to a high elec-
tric field: V = KN. The dimension of V is [s–1 cm–2] (i.e.,
the number of ions evaporating from one square centi-
meter per second).

Let us evaluate the rate of the field evaporation of
Na+ ions from a NaCl solution with a concentration of
several tens of weight percent for the field strength at
the solution surface E = 15 kV/cm and T = 546 K. It is
easy to check that N (the number of nondissociated
NaCl molecules per square centimeter of the interface)
is ~1015 cm–2. According to the above, the activation
energy for the field evaporation of a Na+ ion is QNaCl =
2.01 eV at T = 300 K. We also take into account that the
heat of sublimation decreases with increasing tempera-
ture. Using analytical approximations Λ = Λ(T) (see,
e.g., [30]), we find that QNaCl ≈ 1.6 eV with T = 546 K.
Then, according to (20), K ≈ 2 s–1 and the rate of the
field evaporation of Na+ ions from the unit surface area
of the electrolyte is found to be V ≈ 2 × 1015 s–1 cm–2.
This corresponds to the current density at the electro-
lyte surface J ≈ 3 × 10–4 A/cm2. This value is four orders
of magnitude lower than that observed in experiments
[1–12]. However, the disagreement is related to the
choice of the model electrolyte used in the qualitative
estimations. If we had taken an aqueous solution of
NaBr, for which the energy of activation of Na+ ion
evaporation is much lower (QNaBr = 1.03 eV for T =
300 K [27]), the current density due to Na+ ion evapo-
ration would have been ~10 A/cm2 at T = 546 K.

CONCLUSIONS

The electric current in the vapor–gas sheath around
the electrode immersed in an electrolyte is due to the
field and thermal evaporation of ions from the electro-
lyte surface. The instability of the electrolyte surface
against the surface charge and oscillatory tangential
flow of the vapor causes current oscillations in the cir-
cuit.

K kT /h( ) Q z*
3 q 3E( )1/2

–
kT

--------------------------------------– ,exp=

Q Λ D J ϕ– L.–+ +=
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When the saturated vapor pressure on the interface
plays a decisive role in shaping the interface, the critical
conditions for the onset of the instability of the charged
interface depend significantly on both the saturated
vapor pressure and the ratio of the vapor and liquid den-
sities.
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Abstract—A method for evaluating the penetrating (piercing) power of shaped charges under the condition
when an intense electric current pulse is applied to a shaped charge jet is developed. The buildup of waist-type
MHD instability and the volume damage of the jet material are viewed as possible mechanisms behind a reduc-
tion of the penetrating power of a shaped charge jet under the current action. With this method, electrodynamic
action parameters that provide a significant reduction of the penetrating power of a shaped charge jet are calcu-
lated for shaped charges of various penetrability. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

It is known that a short high-intensity electrody-
namic action (EDA) on a fast metallic shaped-charge
jet (hereafter jet for brevity) produced by the explosion
of shaped charges (SCs) with a metal-coated charge
hollow [1] may reduce its penetrating power [2–6].
Such an action is carried out by passing an intense elec-
tric current pulse through the jet immediately before it
strikes an obstacle.

The simplest EDA device consists of two plates
(electrodes) spaced by an insulating layer and con-
nected to an electric power supply (Fig. 1). Such an ele-
ment is placed before an obstacle and, after the jet has
penetrated the insulator and the electrical circuit has
been closed, provides a current action on the jet moving
in the electrode gap.

The pioneering investigation into this problem was
performed more than 20 years ago in the Lavrent’ev
Institute of Hydrodynamics (Siberian Division, Rus-
sian Academy of Sciences) [7]. It was suggested that an
EDA on a jet be used to reduce the penetration of the
jet. In past years, a large body of experimental data has
been gathered [2–9]. The emphasis in the experiments
was on a two-electrode EDA device (Fig. 1) with a
capacitor bank as an electric energy source. In [8], the
feasibility of a magnetic cumulative generator for the
current action was considered. Experimental results
were obtained for SCs of diameter d0 (Fig. 1) varying
from 30 to 100 mm and are represented mainly as data
on the reduction of the SC penetrability, curves of the
discharge current in the electrode gap, and X-ray pat-
terns of SCs subjected to an intense current action.

However, the available experimental data are too
scarce for any practically valuable generalizations to be
made. The parameters of the electrode system (e.g., the
1063-7842/03/4807- $24.00 © 20829
distance h to the shaped charge and the electrode gap δ,
Fig. 1), as well as the amplitude and duration of the cur-
rent pulse, were chosen almost arbitrarily without any
substantiation and can by no means be considered opti-
mal in terms of accomplishing the desired effect (jet
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h

δ
3

C

4

L

Fig. 1. Two-electrode configuration for the application of a
current pulse to a shaped charge jet: (1) shaped charge,
(2) plane electrodes, (3) electric energy source (capacitor
bank), and (4) obstacle.
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damage) with a minimal energy consumption. Also, the
available experimental data are insufficient to reveal the
partial effects of the EDA parameters on the reduction
of the jet penetrability (any appreciable studies on this
issue were not carried out).

In the experiments with jets of diameter 100 mm,
noticeable damage of the jets was observed at a capac-
itor bank energy of 1 MJ or higher [5] (the huge dimen-
sions of such a capacitive energy storage eliminate its
practical use). Obviously, the current action conditions
should be optimized in order to decrease the energy
spent on the reduction of the jet’s penetrating power
and make such an approach practically feasible. The
optimization cannot be accomplished without knowing
the physical reasons why the penetrating power of a jet
subjected to a current pulse decreases. In addition, there
is an acute need for physicomathematical models of the
EDA-induced deformation of the jet and numerical
methods for predicting the results of the current action
on the jet.

This work is an attempt to elaborate a behavioral
model of a jet exposed to EDA and to reveal the partial
effects of the EDA parameters on the penetrating power
of the jets produced by different shaped charges.

PHYSICAL MODELS

As follows from the experiments, high-intensity
EDAs may substantially reduce the penetrating power
of the jet. The X-ray pattern of a jet exposed to an
intense EDA [2, 5, 7] suggests that the most plausible
mechanisms responsible for a decrease in the penetra-
bility of the jet are the buildup of waist-type MHD
instability and the volume damage of the jet material.
Both are due to compressive ponderomotive stresses
and the thermal effect that arises when a current passes
through the jet.

The analysis of MHD instability under the current
action was based on the model [10], where individual
portions of the jet are considered as elements of an
incompressible variable-radius rigid–plastic rod under
the assumption that its cross section remains plane
throughout the deformation process. The force action
of the current is taken into account by specifying the
surface magnetic pressure. The model also includes the
thermal softening of the rod material, with the current
density uniformly distributed over the cross section in
this case.

Numerical calculations showed that the EDA may
not only accelerate the development of the jet’s natural
plastic instability, causing the jet to decay into frag-
ments, but also, if sufficiently intense, favor the disk
formation process [9], when the jet fragments shrink
along the axis and extend in the radial direction.
Because of this process, the effective length of the jet
decreases considerably. To describe the MHD instabil-
ity due to the current action on the quantitative level, we
introduced the shape factor, which characterizes the
deviation of the jet fragment shape from cylindrical,
and the coefficient of velocity inversion, which charac-
terizes the variation of the axial velocity along the frag-
ment length [11]. These coefficients depend on three
dimensionless process-controlling parameters

Here, µ0 = 4π × 10–7 is the magnetic constant; ρ is the
jet material density; Rin, , and Tin are, respectively,
the initial radius, axial strain rate, and temperature of a
jet fragment by the time of current action; σY0 is the ini-
tial value of the yield strength of the jet fragment; J is
the current strength; η0 is the resistivity of the jet mate-
rial at normal temperature T0; γ is the temperature coef-
ficient of resistance; cv is the heat capacity at constant
volume of the jet material; and Tmelt is the melting point
of the jet material.

The parameter u, which equals the ratio of inertial
forces acting in the jet to the yield strength, reflects the
natural deformation of the jet [12]. The parameter s (the
ratio of the magnetic pressure to the yield strength)
characterizes the force action of the current, and the
parameter q (the ratio of the Joule heat evolving in the
rod of radius Rin for the characteristic time 1/  to the
amount of heat necessary to heat the rod to the melting
point) describes the thermal action of the current.

It is noteworthy that, under typical EDA conditions,
jet fragments take on a disk-like form not in the elec-
trode gap but beyond the EDA region because of the jet
material inertia. Once the current action has been
switched off, the dynamics of the disk formation pro-
cess, which can be followed from the variation of the
shape factor, depends on the value of the velocity con-
version coefficient by the end of the action and on the
degree of the thermal softening of the jet. In the calcu-
lation of the penetrability of the jet, the shape factor,
according to the hydrodynamic theory [13], was used to
determine the effective length of jet fragments sub-
jected to the current action.

The conditions for the volume damage of the jet
appear when it leaves the electrode gap, since the com-
pressive action of the electromagnetic forces suddenly
ceases. This may cause the dispersion of the thermally
softened jet material in the radial direction [3, 14].
When considering this mechanism of damage, we
applied the model of a uniformly elongating cylindrical
compressible elastic–plastic rod, where it is assumed
that the yield strength of the material decreases linearly
with growing temperature [14, 15]. By numerical cal-
culations, it was found that the rate of jet material radial
dispersion may be estimated with a simple energy rela-
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tionship. This relationship implies that, when the mag-
netic pressure dies out, the potential energy of the jet
uniformly compressed by the magnetic pressure is
spent on material damage; on quenching the kinetic
energy of jet fragments, which radially converge to the
axis of symmetry of the motion; and, on the contrary,
on imparting the kinetic energy of radial expansion to
the fragments. In this case, the work needed to damage
the material was assumed to be equal to the potential
energy of its uniform extension with a mean stress
depending on the instantaneous value of the yield
strength [11].

The penetrating power of the damaged portion of
the jet was calculated based on the hydrodynamic the-
ory of penetration combined with the concept of critical
penetration velocity. It was assumed that, once the jet
has come out of the EDA region, (1) the mean density
of the material decreases continuously with a rate
depending on the rate of radial expansion and (2) the
lower limit of the jet velocity with which it can pene-
trate an obstacle rises with decreasing density [13].

The factors that are responsible for the volume dam-
age and for MHD instability come into play at roughly
equal parameters of the current pulse [9]. In the compu-
tational technique for finding the penetration power of
a shaped charge under electrodynamic action, we there-
fore took into account the possibility of their joint
effect. The rate of the radial dispersion of the damaged
jet fragments was evaluated with allowance for varia-
tions in their shape and the rate of axial deformation
due to MHD instability. The geometric and kinematic
parameters of the jet were calculated by the technique
given in [16].

Figure 2 compares the calculated data for the reduc-
tion of the penetration depth for shaped charges when
the jet was subjected to electrodynamic action with
experimental results obtained in the Lavrent’ev Insti-
tute of Hydrodynamics (Siberian Division, Russian
Academy of Sciences) [17, 18] (Figs. 2a, 2b) and also
in the All-Russia Research Institute of Experimental
Physics, Russian Federal Nuclear Center [4, 5] (Sarov,
Nizhegorodsk oblast) (Figs. 2c, 2d). The data in
Figs. 2a–2c were obtained for SCs of diameter 50 mm;
those in Fig. 2d, for SCs with a coating base diameter
of 100 mm.

OPTIMAL CONDITIONS FOR THE CURRENT 
DISCHARGE

Good agreement between the analytical and experi-
mental results over a wide range of current pulse
parameters (Fig. 2) has spurred the determination of
optimal EDA parameters to decrease the piercing
power of various SCs. The charges had diameters d0 =
70 mm (the depth of penetration into a homogeneous
steel obstacle is L0 = 440–500 mm), 115 mm (L0 = 700–
750 mm), and 150 mm (L0 = 950–1100 mm). Below,
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
                  

they will be designated as SC1 (d0 = 70 mm), SC2 (d0 =
115 mm), and SC3 (d0 = 150 mm).

The EDA on the jet was accomplished with a capac-
itor bank as an energy source and a two-electrode EDA
device (Fig. 1).

The equivalent electrical circuit of the discharge ini-
tiated by the jet-closed EDA device comprises the
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Fig. 2. Experimental vs. calculated data for the penetration
power of the jet subjected to the pulsed current action.
(a, b) h = 40 mm, δ = 21 mm; (c) h = 50 mm, δ = 30 mm;
and (d) h = 115 mm, δ = 45 mm. (The figures by the bar
graphs for the penetration L correspond to the numbers of
the discharge current curves recorded in the experiments.
“0” marks the bar graph obtained in the absence of current
action.)
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inductance Lg and resistance Rg of the electrode gap, as
well as the inductance Lr and resistance Rr of the
remaining part of the discharge network (including the
energy source). The total inductance Lt = Lr + Lg and
resistance Rt = Rr + Rg of the discharge circuit distort the
current pulse shape and, hence, affects the EDA effi-
ciency. As the inductance and resistance grow, the dis-
charge current strength in the circuit diminishes. There-
fore, the Lr and Rr components should be minimized as
much as possible in a given setup.

For an electrode gap of width δ, the inductance Lg
can be estimated by the formula for an isolated cylindri-
cal conductor [19]:

where rf is the radius of the jet fragment closing the
gap.

For an electrode spacing δ of no more than 100 mm
and a jet radius of several millimeters (which is typical
of SCs of diameter d0 ≈ 100 mm), the inductance Lr var-
ies between 0.05 and 0.1 µH. The total inductance Lt of
the EDA system may reach several tenths of a micro-
henry, as indicated by the results of laboratory experi-
ments [5]. Thus, in actual conditions, the inductance Lr
somewhat exceeds the inductance Lg of the electrode
gap.

The active resistance Rg of the gap closed by the jet
fragment was measured as 0.01 Ω [5]. For the resis-
tance of the jet fragment between the electrodes, simple
estimators yield values that are more than one order of
magnitude lower. It appears that a major contribution to
the interelectrode resistance is from plasma contacts
between the jet and electrodes: the jet punches holes in
the electrodes, with a hole diameter far exceeding the
transverse dimension of the jet, and a gas discharge
between the electrode and jet fragment closes the cir-
cuit. Under these conditions, the resistance Rr, which
usually does not exceed 0.001 Ω , may be neglected.

Based on the experimental data and estimates made,
we took the following control values of the total induc-
tance and resistance: Lt = 0.25 µH and Rt = 0.01 Ω . The
variation of the inductance Lg and resistance Rg when
jet fragments with various diameters (cross sections)
passed through the electrode spacing was neglected,
since it is small.

When Lt and Rt are constant, the discharge current
law in the circuit with a capacitance C depends on the

dimensionless parameter γ = 0.5Rt : with γ < 1,
the oscillatory discharge regime is established; for γ ≥
1, the discharge is aperiodic. The time variation of the
pulsed current J in the circuit, as well as its maximal
value Jm and rise time tm, are defined by well-known
relationships from the theory of transients [19]. As for
the efficiency of the current action on the jet, it depends

Lg

µ0

2π
------ 2δ

rf
------ 

 ln 1– 
  δ,≈

C/Lt
on the initial voltage U0 and capacitance C of the capac-
itor bank, as well as on the inductance Lt and resistance
Rt of the discharge circuit.

Among the design parameters of the EDA device
that influence the efficiency of jet decay are the elec-
trode spacing δ and the distance h of the electrode sys-
tem to the shaped charge (Fig. 1). When selecting the
electrode–charge spacing, we considered the presence
and absence of a screen in front of the EDA device. In
the former case, it was assumed that the shaped charge
detonates upon striking the screen and the distance h
between the front electrode and the SC base is h = F +
h1, where F is the design “focus” length [1, 13] of an
SC (1.5–2.0 charge diameters) and h1 is the spacing
between the screen and front electrode. In the absence
of the screen, h = F.

The screening of the electrode system is expected to
favor the current-induced decay of the jet, since its
transverse dimensions decrease with distance from the
charge because of extension. However, since the shaped
charge jet eventually decays into gradientless frag-
ments [1, 12, 13], the possibility of the fragments enter-
ing into the electrode gap [20] must be taken properly
into account in selecting the electrode–screen spacing.
Breaks between the jet fragments increase the gap
resistance Rg and ultimately may quench the current
discharge. Because of this, we considered a small
screen–electrode separation (h1 = 100 mm).

In almost all the experiments where the jet decayed
under the action of a current pulse, the relative elec-
trode spacing was varied in the interval δ/d0 = 0.4–0.6
[5, 17, 18]. In our calculations, values of the electrode
spacing δ were similar or slightly larger (up to δ/d0 ≈ 1).
As the electrode gap widens, the time during which the
jet fragments experience the current action increases,
enhancing the jet decay effect. Simultaneously, how-
ever, the discharge initiation conditions may deteriorate
especially if the jet decays directly between the elec-
trodes. In the calculations, the effect of the jet state in
the electrode spacing on the discharge parameters and
the possibility of discharge quenching were not taken
into account. Accordingly, values of the gap that were
used in the calculations did not differ from those
employed in the experiments.

In all the calculations, it was assumed that the SC
axis at the time of detonation is perpendicular to the
electrode plane and that the obstacle placed behind the
EDA device is made of steel.

COMPUTATIONAL RESULTS

The factors influencing the EDA efficiency were
considered more carefully using SC2 as an example,
whose depth of penetration is intermediate between
those of SC1 and SC3. Figure 2 shows the reduction of

the penetration vs. the energy W = C /2 of the capac-
itive storage with various capacitances (for the

U0
2
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unscreened electrode gap, δ = 75 mm, Lt = 0.25 µH, and
Rt = 0.01 Ω). Also shown are the initial voltages across
the bank and the amplitudes Jm of the discharge current
(under real conditions, equipment-related restrictions
may be imposed on the voltages and allowable cur-
rents).

As follows from Fig. 3, at the given electrode spac-
ing and discharge loop, there is an optimal capacitance
of the bank (C = 8 mF) at which the penetrating power
is the lowest. With smaller or higher capacitances, the
EDA efficiency declines. The presence of the optimum
is due to the fact that the efficiency of interaction (syn-
chronization) between the current pulse and jet frag-
ments passing through the gap depends on the bank
capacitance. As follows from the analysis of the pene-
trability of different fragments, the EDA device with an

2.5

2.0

1.5

1.0

0.5

0
60

40

20

0

0

200

400

600

800

0.5 1.0 1.5 2.0
W, MJ

L,
 m

m
U

0,
 k

V
J m

, M
A

1

2

3

4

5

1

2

3

4

5

5
2

1

4
3

Fig. 3. Maximal discharge current, initial voltage across the
capacitor bank, and depth of SC2 penetration vs. source
energy. The bank capacitance C = (1) 1, (2) 4, (3) 8, (4) 20,
and (5) 50 mF.
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optimum-capacitance energy storage provides the most
appropriate distribution of the current pulse energy
when it is spent on the destruction of the front and tail
of the jet. Figure 4 shows how the SC2 penetration
increases because of the sequential strikes of jet ele-
ments in the absence of the current action and in the
presence of the EDA device fed by a capacitor bank
with the energy W = 1 MJ and different capacitances. It
is seen that, when the capacitance is lower than optimal
(C = 4 mF), the current rises rapidly and front frag-
ments of the jet are effectively destroyed. However, the
discharge is too short in this case and the tail of the jet
remains intact, keeping its penetrating power. Con-
versely, if the capacitance is too large (C = 20 mF), the
tail of the jet breaks up, while a significant part of the
front has a chance to break through the electrode gap
that is undestroyed because of the slow rise time.

The penetration vs. energy of the storage curves in
Fig. 3 clearly demonstrate that the amount of the
desired effect tends toward saturation as the energy
grows. The EDA efficiency markedly increases with
energy up to a certain threshold value. For example,
when the capacitance is optimal (C = 8 mF), the pene-
tration of the SC2 can be reduced by more than thrice
(from 700 to 200 mm) with W = 350–400 kJ. In this
case, the initial voltage U0 across the bank is about
10 kV and the maximal discharge current Jm, no more
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Fig. 4. Increase in the SC2 jet penetration as the integrated
effect of the fragments from different parts of the metal
coating (the z coordinate is measured from the coating top
along its axis; h0 is the coating height) (1) under natural
conditions and under the action of the capacitor bank with
C = (2) 4, (3) 8, and (4) 20 mF. A, EDA device; B, obstacle.
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than 750 kA. The further fivefold increase in the energy
to 2 MJ (U0 ≈ 22 kV, Jm ≈ 1.6 MA) additionally reduces
the depth of penetration by only 100 mm (it is of inter-
est that the total kinetic energy of the jet produced by
SC2 is roughly 700 kJ). Thus, as the bank energy grows,
the effect of penetration reduction is saturated, indicat-
ing that the penetration cannot be eliminated com-
pletely. As the length of the residual penetration
approaches the SC diameter d0, a further increase in the
energy of the storage becomes inefficient, since the
penetration decreases very slightly. The residual pene-
tration is associated with the front end of the jet, which
is impossible to decay completely, since it has a high
velocity and breaks through the electrode gap at the
very beginning of the current discharge, when the
amplitude has not yet reached the jet-breaking value.

The optimal capacitance of the bank, which pro-
vides the maximal conversion of the bank energy to the
jet decay energy, depends on the EDA parameters
(design parameters of the EDA device and electrical
parameters of the discharge circuit). Figure 5 shows the
depth of penetration vs. energy and capacitance of the
storage when the EDA device is away from the SC (h1 =
100 mm; the other parameters are the same as in Fig. 3).
As the electrode–SC distance grows, so does the time it
takes for jet fragments to fall into the electrode gap. The
total time the jet takes to pass through the EDA area
also increases. Because of this, much longer current
pulses are needed to effectively act on the tail of the jet.
Therefore, for the remote EDA device (h1 = 100 mm),
the optimal capacitance should be increased: in our
experiments, the least penetration was obtained with
C = 20 mF (Fig. 5). For C = 50 mF, the EDA efficiency
of the remote device was also improved. In the case of
C = 4 and 8 mF, the jet decay effect weakens: the cur-
rent pulses are too short to entirely “cover” the jet.
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Fig. 5. Penetrating power of SC2 vs. the energy and capaci-
tance of the capacitor bank with a screen placed in front of
the EDA device. The figures by the curves are the values of
C in mF.
For the shaped charges SC1, SC2, and SC3, we
determined the parameters of the EDA system that pro-
vide the reduction of the penetration to 50, 100, and
200 mm (Fig. 6) with discharge circuit parameters
being equal to the control values: Lt = 0.25 µH and Rt =
0.01 Ω . The capacitance of the energy source was used
as a varied parameter. For each capacitance value, we
found the initial voltage U0 across the capacitor bank

and the stored energy W = C /2 that allowed for theU0
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Fig. 6. Energy vs. capacitance relationships needed to
achieve a desired level of the residual penetration when the
jet is subjected to the current action. (a) SC1: (1) δ = 50 mm,
h1 = 0 and (2) δ = 50 mm, h1 = 100 mm; (b) SC2: (1) δ =
75 mm, h1 = 0 and (2) δ = 125 mm, h1 = 100 mm; and
(c) SC3: (1) δ = 75 mm, h1 = 0; (2) δ = 125 mm, h1 = 0; and
(3) δ = 125 mm, h1 = 100 mm. The figures by the curves
give the values of L (≥50) in millimeters.
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reduction of the penetration to a desired level. We con-
sidered various designs of the EDA device (h1 = 0 and
100 mm and different electrode spacings δ).

As follows from Fig. 6, optimal energy source
parameters appear in this case too: namely, there is a
capacitance of the source that provides a desired effi-
ciency at a minimal energy consumption. As require-
ments for the reduction become more stringent, the
minimum at the energy–capacitance curves sharpens:
even small deviations from the optimal capacitance
cause much extra energy consumption. As the electrode
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Fig. 7. Reduction of the penetrating power for SC1, SC2,
and SC3 by the unscreened EDA element at a given source
energy: (a) SC1 (δ = (1) 50 and (2) 75 mm), (b) SC2 (δ =
(1) 75 and (2) 125 mm); and (c) SC3 (δ = (1) 75 and
(2) 125 mm). The figures by the curves give the values of W
(≥100) in kilojoules.
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spacing δ grows and the distance h of the EDA device
to the charge increases, the optimal capacitance rises
because the time the jet takes to pass through the elec-
trode system rises. By varying these two design param-
eters simultaneously, one can minimize the energy
needed to reach a desired reduction. For SC1 and the
unscreened (h1 = 0) EDA device with δ = 50 mm, the
residual penetration L = 50 mm is achieved at an energy
of 1.6 MJ and a capacitance C = 10 mF. The presence
of the screen (h1 = 100 mm) with the optimal capaci-
tance C = 15 mF decreases this energy by more than
0.5 MJ. For SC3, which has the highest penetrating
power, the residual penetration L = 200 mm is provided
by using the EDA device with the electrode spacing δ =
125 mm, a source capacitance of 25–35 mF, and a
source energy of somewhat higher than 2 MJ. In this
case, the penetration L = 100 mm is unfeasible: this
would require a capacitor bank of energy about 10 MJ.
At the same time, to decrease the penetration of SC2 to
the same level requires 1.2–1.5 MJ and to L = 200 mm,
300–400 kJ.

Of practical interest is a relationship between the
penetration of shaped charges of various diameters and
the capacitor bank energy. We constructed penetration
curves for bank energies of 100, 200, 500, and 1000 kJ
(Fig. 7). The capacitance of the bank and the electrode
distance of the unscreened EDA devices were varied.

As follows from the calculations, the penetration
may be minimized by selecting an appropriate capaci-
tance value of the source at a given source energy
(Fig. 7). The penetration may be decreased still further
by expanding the electrode gap. For SC1 and an energy
of 100 kJ, the least possible penetration is roughly
200 mm (L/L0 = 0.4). At an energy of 200 kJ, the pene-
tration of SC1 and SC2 may be reduced to 125–150 mm
(L/L0 = 0.25–0.30) and 300–350 mm (L/L0 = 0.43–
0.50), respectively. With this energy and δ = 75 mm, the
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Fig. 8. Reduction of the penetrating power for various SCs
by the EDA device with δ = 75 mm vs. the energy of the
30-mF capacitor bank. h1 = 0 (continuous lines) and 100 mm
(dashed lines). (1) SC1, (2) SC2, and (3) SC3.
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penetrability of SC3 remains nearly the same. For δ =
125 mm, the residual penetration of SC3 with W =
200 kJ may be decreased to 650–700 mm (L/L0 = 0.68–
0.74), with the capacitance being relatively small
(within 5 mF). The bank of energy 500 kJ makes it pos-
sible to reduce the penetration powers of SC1, SC2, and
SC3 to L = 75–100 mm (L/L0 = 0.15–0.20), 150–
200 mm (L/L0 = 0.21–0.29), and 500–600 mm (L/L0 =
0.53–0.63), respectively.

Of practical value is to compare the efficiencies of
the same EDA system (with fixed parameters) when it
“opposes” various SCs. We considered the EDA system
with C = 30 mF, Lt = 0.25 µH, and Rt = 0.01 Ω . It was
assumed that the penetrability of SC1, SC2, and SC3 is
quenched by a screened (h1 = 100 mm) of unscreened
EDA device with the electrode spacing δ = 75 mm.
From the penetration vs. bank energy curves depicted
in Fig. 8, one can evaluate capacitor bank parameters
that can attenuate the cumulative action of the charges
to a desired level.

CONCLUSIONS
Thus, a simple engineering analysis makes it possi-

ble to predict the penetrating power of metallic shaped
charge jets subjected to the pulsed current action. In
addition, the approach suggested allows one to consider
the effects of the EDA device parameters and the
parameters of shaped charges on the penetration both
separately and in combination. At the same time, the
results presented in this work should be considered
only as a first approximation to the solution of the opti-
mization problem for EDA devices. They need analyti-
cal refinement and experimental verification. However,
our results may serve as a guide in experiments on
shaped charge jet decay by electric current pulses.
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Abstract—An analytical solution to the problem of a temperature jump in a metal is obtained. The jump is
caused by a heat flow to the surface. An exact expression for the heat-induced electric field is derived. Based
on the exact expressions, the electric field profiles are plotted for different ratios of the electron free path to the
Debye length. It is shown that the field profile near the surface may differ substantially from the Debye pro-
file. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The temperature distribution near a metal surface is
of primary importance in considering problems of heat
exchange between a metal and its environment, espe-
cially at low temperatures. This problem is also topical
for small-size metallic samples, which are widely
encountered in microelectronics. For small metallic
samples, taking into account the influence of the sur-
face on the temperature distribution becomes of crucial
importance.

Consider the plane interface between a metal and its
environment. We assume that there is a heat flux to (or
from) the metal surface. Let us introduce the Cartesian
coordinate system centered on the surface with the x
axis normal to the surface and directed into the metal.
Then, the heat flux at distances from the surface far
exceeding the electron free path l0 is described by a
constant temperature gradient Kt = dT/dx (hereafter the
anisotropy of the metal properties is neglected). This
gradient is assumed to be small enough; that is, the rel-
ative temperature drop over the length l0 is much
smaller than unity.

In the kinetic theory, the layer that is adjacent to the
interface and has a thickness of about l0 is usually
referred to as the Knudsen layer. Outside the Knudsen
layer, the temperature profile takes the form T = T0 +
Ktx. Let us denote the surface temperature as Ts. The
value ∆T = T0 – Ts is called the temperature jump. At
small temperature gradients, it is proportional to the
gradient Kt:

(1)

The Kt-independent coefficient Ct is named the tem-
perature jump coefficient. To determine Ct, a kinetic
equation near the metal surface in the Knudsen layer
must be solved. In practice, the relative jump εt = Ctl0kt,
where kt = Kt/Ts is the relative temperature gradient ∆T,

∆T Ctl0K t.=
1063-7842/03/4807- $24.00 © 20837
is usually used instead of the absolute temperature
jump.

In the general case, the process of heat conduction
in metals produces an electric field [1]. As a result, the
problem of the temperature distribution near the surface
arises along with the problem of electric field behavior
in the Knudsen layer.

In [2], we considered the behavior of the electric
field at the interface between crystallites in a metal with
an electric current. The analysis [2] was performed for
zero temperature, i.e., for the case when the tempera-
ture is much lower than the temperature of the degener-
ate electron gas. No other studies in this area have come
to our notice.

The aim of this paper is to calculate a temperature
jump in a metal based on an analytical solution to the
kinetic equation for electrons and to construct the elec-
tric field profile near the surface.

Note that we consider the general case of an arbi-
trary degree of electron gas degeneration. Therefore,
the results reported are valid in a wide range of temper-
atures and for a wide class of materials including semi-
metals.

KINETIC EQUATION

Consider a metal with a spherical Fermi surface. In
the kinetics of metals, the electron kinetic equation is
often used in the so-called τ approximation [1, 3, 4]:

(2)

Here, f is the electron distribution function, e0 is the
electron charge, p is the electron momentum, E is the
electric field, v is the electron velocity, and τ is the time
of electron relaxation to the Fermi equilibrium distribu-

tion function .

∂f
∂t
----- v ∇⋅( ) f e0E

∂f
∂p
------⋅+ +

1
τ
--- f F

0 f–( ).=

f F
0
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For a finite temperature, the dependence of the
relaxation time τ on the electron velocity should be
taken into account. If electron scattering by impurities
dominates, the assumption that the electron free path
remains constant seems to be the most reasonable. In
this case, the relaxation time τ is inversely proportional
to the electron velocity; i.e., τ = l0/w. Here, l0 is the elec-
tron free path, w = |v – u|, and u is the mean electron
velocity. In metals, the condition u ! v is fulfilled in
all physically realizable cases. Below, we shall use v
instead of w.

In addition, at a finite temperature, the kinetic equa-
tion describing the phonon behavior should, in general,
be taken into account together with the electron kinetic
equation.

Let the phonon distribution function fph satisfy the
kinetic equation [1, 4]

(3)

Here, C is the phonon velocity and J(fph, f) is the colli-
sion integral taking into account phonon scattering by
electrons and lattice defects, as well as phonon–phonon
scattering.

At a finite temperature, the Fermi distribution func-
tion with some effective temperature T∗  and effective
chemical potential µ* must be used as the electron
equilibrium distribution function in Eq. (2) instead of

, which corresponds to zero temperature. In this
case, the kinetic equation for electrons in the τ approx-
imation is expressed as

(4)

Here,

is the Fermi distribution function (Fermian) and k0 is
the Boltzmann constant.

The electron conversion law leads to the equality

(5)

which follows from Eq. (4). Here, dΩF = (2s +
1)(2π")−3dp, " is the Planck constant, and s is the elec-
tron spin. The integrals are taken over the entire veloc-
ity space. For most metals, the contribution of the elec-
tron subsystem to heat transfer dominates [4]. There-
fore, the phonon contribution to heat transfer will be
neglected.

∂ f ph

∂t
---------- C ∇⋅( ) f ph+ J f ph f,( ).=

f F
0

∂f
∂t
----- v ∇⋅( ) f e0E

∂f
∂p
------⋅+ +

v
l0
---- f F* f–( ).=

f F* = f F µ* T*,( ) mv 2

2k0T*
--------------- µ*

k0T*
------------– 

 exp 1+
1–

=

v f ΩFd∫ v f F* ΩF.d∫=
In the stationary case, electron kinetic equation (4)
yields

(6)

where Qe is the heat flux transferred by electrons and
m is the electron effective mass. In the absence of heat
sources, the total heat flux remains constant: ∇ ⋅ Q = 0.
When the phonon contribution to heat transfer in a
metal can be neglected, ∇ ⋅ Qe = 0, according to Eq. (6).
Then, Eq. (5) yields

(7)

Equations (5) and (7) define the parameters T∗  and
µ* of kinetic equation (4).

In the approximation considered, the kinetic equa-
tions for electrons, (4), and phonons, (3), are mutually
independent. In this case, a number of fine effects, for
example, the entrapment of electrons by phonons, may
be missed and the τ approximation, which is considered
in this paper, fails. Let us suppose that the mass velocity
is much lower than the electron velocity and the result-
ing temperature drops over the length l0 are small in
comparison with the electron gas temperature. Under
these assumptions, the problem can be linearized. The
distribution function will be looked for in the form f =

 + ϕ(t, r, v)g. Here,  = fF(µs, Ts), ϕ is a new
unknown function, µs is the chemical potential of elec-
trons scattered by the surface,

Introducing the designations

we have

Let us linearize the local Fermian  by passing to
dimensionless variables. Note that

∇ Qe⋅ v
l0
---- v

m
2
----v 2 f F* ΩFd∫ v

m
2
----v 2 f ΩFd∫– 

  ,=

v
m
2
----v 2 f ΩFd∫ v

m
2
----v 2 f F* ΩF.d∫=

f F
s f F

s

g
∂

∂εs
------- f F

s ; εs– mv 2

2k0T s
-------------

µs

k0T s
----------.–= =

c m
2k0T s
-------------v, α

µs

k0T s
----------, ε*

mv 2

2k0T*
---------------

µ*
k0T*
------------,–= = =

f F* ε*( ) = 
1
ε*( )exp 1+

-----------------------------, f F
s

c α,( ) = 
1

c2 α–( )exp 1+
--------------------------------------,

g g c α,( ) c2 α–( )exp

c2 α–( )exp 1+[ ] 2
---------------------------------------------.= =

f F*

ε*
T s

T*
------ m

2k0T s
-------------v 2 µ*

k0T s
----------–

T s

T*
------ c2 α*–( ),= =

α*
µ*

k0T s
----------.=
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Taking into account that T∗  = Ts + δTs and α∗  = α +
δα∗ , we obtain

hence,

where
δε∗  = ε∗  – εs,    εs = c2 – α.

Consequently,

or

Now we introduce the dimensionless variables

Hereafter, the asterisks will be omitted. In the
dimensionless variables, Eq. (4) takes the form

(8)

The parameters of this equation, δα∗  and δT∗ , are
found from the conservation laws (Eqs. (5) and (7)),
which can now be expressed as

From this system, we find

Here,

ε* c2 α–
δT*
T s

---------- c2 α–( )– δα*,–=

δε* δα* c2 α–( )δT*
T s

----------,––=

f F* f F
s ∂ f F*

∂ε*
--------- 

 
ε
*

εs=
δε*+=

f F* f F
s g δα* c2 α–( )δT*

T s
----------+ .+=

e
e0l0

k0T s
----------E, t* t

2k0T s

ml0
2

-------------, r*
r
l0
---.= = =

∂ϕ
∂t
------ c ∇⋅( )ϕ c e⋅–+ c δα* c2 α–( )δT*

T s
---------- ϕ–+ .=

δα* c2 α–( )δT*
T s

---------- ϕ–+ cgd3c∫ 0,=

δα* c2 α–( )δT*
T s

---------- ϕ–+ c3gd3c∫ 0.=

δT*
T s

----------
r1 α( )

2π∆ α( )
------------------- ϕcgd3c

l α( )
2π∆ α( )
------------------- ϕc3gd3c,∫+∫–=

δα* αδT*
T s

----------–  = 
r3 α( )

2π∆ α( )
------------------ ϕcgd3c

r1 α( )
2π∆ α( )
------------------ ϕc3gd3c.∫–∫

r1 α( ) 4 c 1 α c2–( )exp+[ ]ln c,d

0

∞

∫=

l α( ) 1 eα+( ),ln=
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Let us represent Eq. (8) in the conventional form.
Using the above formulas, we obtain for the right of
Eq. (8)

Note that

With the designations

we can express Eq. (8) as

(9)

STATEMENT OF THE PROBLEM

Let the half-space x > 0 be filled with a metal and the
plane xy be coincident with the metal boundary. We
assume that electrons reflect from the surface purely
diffusively [4] and that the heat flux is directed perpen-
dicularly to the surface. Then, the electric field related
to the heat flux is also normal to the surface and all the
parameters of the problem depend on the coordinate x
alone.

A set of equations describing this problem consists
of kinetic equation (9) for electrons (in view of the time
invariance of the problem) and an equation for the elec-
tric field. In dimensionless form, these equations have
the form

r3 α( ) 12 c3 1 α c2–( )exp+[ ]ln c,d

0

∞

∫=

∆ α( ) l α( )r3 α( ) r1
2 α( ).–=

c2δT*
T s

---------- δα* αδT*
T s

----------– 
 +

1
2π
------ l2 α( )

∆ α( )
------------c2c'2∫=

– c2 c'2+( )
r1 α( )l α( )

∆ α( )
------------------------

r3 α( )l α( )
∆ α( )

------------------------ g c' α,( )c'
l α( )

----------------------d3c'.+

l2 α( )
∆ α( )
------------c2c'2 c2 c'2+( )

r1 α( )l α( )
∆ α( )

------------------------–
r3 α( )l α( )

∆ α( )
------------------------+

=  1
l2 α( )
∆ α( )
------------ c2 r1 α( )

l α( )
-------------– 

  c'2
r1 α( )
l α( )
-------------– 

  .+

k c c',( ) 1
l2 α( )
∆ α( )
------------ c2 r1 α( )

l α( )
-------------– 

  c'2
r1 α( )
l α( )
-------------– 

  ,+=

dΩ α( ) g c' α,( )c'
l α( )

----------------------d3c',=

∂ϕ
∂t
------ cϕ t r c, ,( ) c e⋅ r( )–+  = 

c
2π
------ k c c',( )ϕ t r c, ,( ) Ω α( ).d∫

µ∂ϕ
∂x
------ ϕ x µ c, ,( ) µe x( )–+
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(10)

where ε0 is the permittivity and µ = cx/c. The boundary-
value conditions taking into account the diffusive scat-
tering of electrons by the surface [4, 5] and the condi-
tions in the bulk of the metal are

(11)

Here,

The function ϕh stands for the thermal conductivity
of the electron gas in the bulk of the metal. The process
of heat conduction generates an electric field eh (the
thermoelectric effect [1]). The condition e(0) = 0
assumes the absence of an electric field outside the
metal. The constant A0 is not preset: it is determined
from a solution to the problem. This constant is related
to the condition that electrons do not cross the surface.
In such a statement, the current equals zero everywhere
at x > 0; i.e.,

We stress that the functions ϕh, eh are solutions to
system (10).

=  
1

l α( )
---------- k c c',( )ϕ x µ' c', ,( )g c'( )c'3 µ'd c',d

0

∞

∫
1–

1

∫

e' x( ) a0
2 ϕ x µ c, ,( )g c( )c2 µd c,d

0

∞

∫
1–

1

∫=

a0
2 e0

2m2l0
2

π2
"

3ε0

----------------
2k0T s

m
-------------,=

ϕ 0 µ c, ,( ) A0, 0 µ 1< < ,=

ϕ x µ c, ,( ) = ϕh x µ c, ,( ) o 1( ),+

x +∞, 1 µ 0,< <–

e 0( ) 0, e x( ) eh o 1( ), x +∞.+= =

ϕh = εt c2 r0 α( )
s α( )
------------– 

  kt x µ–( ) c2 r0 α( )
s α( )
------------– 

  h0 α( )ktµ,–+

eh kth0 α( ), ∆0 α( )– r0 α( )l α( ) s α( )r1 α( ),–= =

h0 α( )
∆0 α( )

s α( )l α( )
----------------------,=

r0 α( ) 3
2
--- 1 α c2–( )exp+[ ] c,d

0

∞

∫=

s α( ) α c2–( )exp

1 α c2–( )exp+
-------------------------------------- c.d

0

∞

∫=

cµ( )ϕ x µ c, ,( )g c( )c2 µd cd∫ 0.=
DECOMPOSITION OF THE PROBLEM

According to the structure of the function ϕh, we
look for the function ϕ in the form

Substituting this expression into Eqs. (10) and cal-
culating the right-hand side of the first of Eqs. (10)
yields

(the second and third integrals vanished after integra-
tion with respect to c'). The right-hand side of the sec-
ond of Eqs. (10) is calculated in a similar way.

We arrive at the set of equations

(12)

(13)

(14)

Boundary conditions (11) can now be expressed as

(15)

ϕ x µ c, ,( ) h1 x µ,( ) c2 r0 α( )/s α( )–( )h2 x µ,( ).+=

1
l α( )
---------- k c c',( )ϕ x µ' c', ,( )g c'( )c'3 c'd µ'd

0

∞

∫
1–

1

∫

=  
1

l α( )
---------- h1 x µ',( )g c'( )c'3 c'd µ'd

0

∞

∫
1–

1

∫

+
1

l α( )
---------- c'2

r1 α( )
l α( )
-------------– 

  h2 x µ',( )g c'( )c'3 c'd µ'
l α( )
∆ α( )
------------+d

0

∞

∫
1–

1

∫

× c2 r1 α( )
l α( )
-------------– 

  c'2
r1 α( )
l α( )
-------------– 

  h1 x µ',( )g c'( )c'3 c'd µ'd

0

∞

∫
1–

1

∫

+
l α( )
∆ α( )
------------ c2 r1 α( )

l α( )
-------------– 

 

× c'2
r1 α( )
l α( )
-------------– 

 
2

c'2
r0 α( )
s α( )
-------------– 

  h
2

x µ',( )g c'( )c'3 c'd µ'd

0

∞

∫
1–

1

∫

=  
1
2
--- h1 x µ',( ) µ'd

1–

1

∫ c'2
r1 α( )
l α( )
-------------– 

  1
2
--- h2 x µ',( ) µ'd

1–

1

∫+

µ
∂h1

∂x
-------- h1 x µ,( )+ h1 x( ) µe x( ),+=

µ
∂h2

∂x
-------- h2 xµ( )+ h2 x( );=

h j x( ) 1
2
--- h j x µ,( ) µ, jd

1–

1

∫ 1 2;,= =

e' x( ) a2 α( )h1 x( ), a2 α( ) a0
2s α( ).= =

h1 0 µ,( ) A0, 0 µ 1< ,<=

h1 x µ,( ) –h0 α( )ktµ o 1( ),+=

x +∞, 1– µ 0;< <
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(16)

(17)

The problem given by Eqs. (10), (11) splits into two
that are related to each other only through the boundary
conditions: the problem of a temperature jump in a
metal (Eqs. (13) and (16)) and the problem of electric
field behavior near the surface under the action of tem-
perature gradient kt (Eqs. (12), (14), (15), (17)). We will
start with the former.

TEMPERATURE JUMP IN A METAL

Consider the problem given by Eqs. (13) and (16).
The method of its solution was developed in [6]. Fol-
lowing [6], we will seek a solution in the form h2η(x,
µ) = exp(–x/η)Φ(η, µ) and obtain the characteristic
equation

(18)

Due to the homogeneity of Eq. (13), we may assume
that m(η) ≡ 1. Then, for η ∈  σc, σc = (–1, 0) ∪  (0, 1),
we can determine from (18) the Case eigenfunctions
corresponding to the continuous spectrum σc:

Here, the symbol Px–1 means the distribution, the prin-
cipal value of the integral with respect to x–1; δ(x) is the
Dirac delta function; and λ(z) is the Case dispersion
function [6]:

Two solutions to Eq. (13), 1 and z = ∞, correspond
to the double zero x – µ of the function λ(z). A solution
to Eqs. (13) and (16) is found in the form of the expan-
sion in eigensolutions:

(19)

In expansion (19), the temperature jump εt and the
function m(η) are unknowns.

Using boundary-value conditions (16), we pass
from expansion (19) to a singular integral equation with

h2 0 µ,( ) 0, 0 µ 1,< <=

h2 x µ,( ) εt kt x µ–( ) o 1( ),+ +=

x +∞, –1 µ 0;< <

e 0( ) 0, e x( ) eh o 1( ), x +∞.+= =

η µ–( )Φ η µ,( ) = η1
2
---m η( ), m η( ) = Φ η µ,( ) µ.d

1–

1

∫

Φ η µ,( ) 1
2
---ηP

1
η µ–
------------- λ η( )δ η µ–( ).+=

λ z( ) 1
z
2
--- ud

u z–
-----------.

1–

1

∫+=

h2 x µ,( ) εt kt x µ–( )+=

+ x
η
---– 

  Φ η µ,( )m η( )exp η .d

0

1

∫
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the Cauchy kernel:

(20)

To solve Eq. (20), we introduce the auxiliary func-
tion

(21)

which is analytical in the complex plane with the cut
[0, 1]. The upper and lower extremes of M(z) on this cut
are related by the Sokhotsky formulas [7]

(22)

where

We also need the Sokhotsky formulas for the disper-
sion function λ(z):

where

Using the four last equalities, we can reduce
Eq. (20) to the Riemann inhomogeneous boundary-
value problem [7, 8]

Solve first the corresponding homogeneous bound-
ary-value problem

The curve z = λ+(µ)/λ–(µ) = exp(2iθ(µ)) (0 ≤ µ ≤ 1),

where θ(µ) = (µ), runs around the unit circle in
the positive direction once. From a family of solutions
to such problems, we choose the so-called canonical
solution (the solution whose order at infinity is equal to

εt ktµ–
1
2
--- ηm η( )

η µ–
----------------- η λ µ( )m µ( )+d

0

1

∫+ 0.=

M z( ) 1
2
--- ηm η( ) ηd

η z–
------------------------,

0

1

∫=

M+ µ( ) M– µ( )– πiµm µ( ), 0 µ 1,< <=

1
2
--- M+ µ( ) M– µ( )+[ ] M µ( ),=

M µ( ) 1
2
--- ηm η( ) ηd

η µ–
------------------------, 0 µ 1.< <

0

1

∫=

λ+ µ( ) λ– µ( )– πiµ, 1 µ 1,< <–=

1
2
--- λ+ µ( ) λ– µ( )+[ ] λ µ( ),=

λ µ( ) 1
µ
2
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1 µ+
------------, 1 µ 1.< <–ln+=
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the problem index):

Using the homogeneous boundary-value problem,
we can reduce the inhomogeneous problem to the prob-
lem of definition of an analytical function by its zero
jump on the cut:

A general solution to this problem contains one arbi-
trary constant C:

(23)

We require this solution to be taken as an auxiliary
function like (21). The constant C is chosen such that
the pole of solution (23) at the point z = ∞, C = –kt, is
eliminated. The value of εt is now determined from the
condition M(∞) = 0. Expanding the function 1/X(z) into
the Laurent series in the vicinity of the point z = ∞, we
equate the free term on the right of solution (23) to zero
and obtain

. (24)

This formula gives the sought temperature jump in a
metal. Comparing Eqs. (24) and (1), we estimate the
temperature jump coefficient as Ct = 0.71045. Note that
this coefficient does not depend on the electron gas
degeneration.

ELECTRIC FIELD BEHAVIOR IN A METAL

Let us now solve the problem stated by Eqs. (12)
and (14) with boundary conditions (15) and (17). We
shall seek solutions to Eqs. (12) and (14) in the form

The characteristic set is

(25)

(26)

X z( ) 1
z
--- V z( ), V z( )exp

1
π
--- ζ u( ) ud

u z–
-----------------,

0

1

∫= =

ζ u( ) θ µ( ) π– –
π
2
--- 2λ u( )

πu
--------------.arctan–= =

X+ µ( ) M+ µ( ) εt ktµ–+[ ]

=  X– µ( ) M– µ( ) εt ktµ–+[ ] , 0 µ 1< < .

M z( ) –εt ktz C/X z( ).+ +=

εt V1kt, V1 –
1
π
--- ζ u( ) ud

0

1

∫ 0.71045…= = =

h1η x µ,( ) x
η
---– 

  F η µ,( ),exp=

eη x( ) x
η
---– 

  E η( ).exp=

η µ–( )F η µ,( ) 1
2
--- 1 a2 α( )ηµ–( )ηn η( ),=

E η( ) 1
2
---a2 α( )ηn η( ), n η( )– F η µ,( ) µ.d

1–

1

∫= =
Assuming ηn(n) ≡ 1, we take a solution to Eq. (25)
in the space of generalized functions (for η ∈  (–1, 0) ∪
(0, 1):

(27)

where Φ is the Case eigenfunction introduced earlier.
The dispersion function of this problem, (1 –

a2(α)z2)λ(z)/z, has three zeros: z = ∞ and z = ±1/a(α).
To these zeros, there correspond three solutions to Eqs.
(12) and (14): {h1 = µ, e = 1} and {h1 = exp( (α)x),
e = (α)exp( (α)x)}. These solutions correspond
to the discrete spectrum, while the eigenfunctions (27)
and (26) correspond to the continuous spectrum.

Now we will seek a solution to the problem in the
form of the expansion in the eigenfunctions of the dis-
crete and continuous spectra:

(28)

(29)

The constants A0 and A1, as well as the function
n(η), are unknowns in expansions (28) and (29), with
A0 also entering boundary condition (15).

Note that expansions (28) and (29) meet the relevant
boundary conditions automatically for x  +∞. The
substitution of these expansions into the boundary con-
ditions at x = 0 yields

(30)

(31)

Let us solve Eq. (30). We introduce the auxiliary
function

(32)

F η µ,( ) 1
2
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η
-----------------------------Φ η µ,( ),+=
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+ x
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0

1

∫
e x( ) –kth0 α( ) a α( )A1 a α( )x–( )exp–=

–
1
2
---a2 α( ) x

η
---– 

  n η( )exp η .d

0

1

∫

A0 –kth0 α( )µ A1 A2+ +=

+
1
2
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η µ–
------------------
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1

∫ 1 a2 α( )µ2–( )λ µ( )
µ

-----------,+

A2
1
2
---a2 α( ) ηn η( ) η ,d

0

1
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a α( )A1 –kth0 α( ) 1
2
---a2 n η( ) η .d

0

1

∫–=

N z( ) 1
2
--- 1 a2 α( )η2–( )n η( ) ηd

η z–
------------------

0

1

∫=
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and, as before, reduce Eq. (30) to the Riemann bound-
ary-value problem

This problem has the solution

from which we find the last unknown function n(η),

(33)

and the constant A0: A0 = –kth0(α)V1 + A1 + A2. The inte-
gral in the expression for A2 is transformed according to
Eq. (33). Then,

(34)

Let us calculate the integral in Eq. (34). For most
metals, the value of 1/α(α) belongs to the cut: 1/α(α) ∈
(0, 1); hence, the integral on the right of Eq. (34) is sin-
gular. The value of this singular integral is denoted as
J(a):

Let us construct a function f(z) = z/[X(z)(z2 – a2(α))]
that is analytical in the entire complex plane, except for
the cut [0, 1] and simple poles at the points ±1/a(α). We
take an intricate contour (Fig. 1) consisting of a circle
γR with a sufficiently large radius R = 1/ε (ε > 0), a circle
γ–1 given by |z + 1/a(α)| = 2ε, and a contour γε encircling
the cut [0, 1]. The contour γε is placed at a distance ε
from the cut; is passed clockwise (unlike the other two
contours); and contains a part of the circle γ+1, which is
given by |z – 1/a(α)| = 2ε. According to the Cauchy the-
orem for multiply connected domains,

In the limit ε  0, we obtain

It is easy to see that (z) = V1 and (z) =

1/[2X(–1/a)]. Since the point 1/a falls into the cut, we

X+ µ( ) N+ µ( ) A0– A1 A2 h0 α( )ktµ–+ +[ ]

=  X– µ( ) N– µ( ) A0– A1 A2 h0 α( )ktµ–+ +[ ] ,

0 µ 1.< <
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-------------- 1
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-------------––
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---------------– 

  η ηd
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have

Thus,

Hence, according to Eq. (34),

Now we return to Eq. (31) and recast it, according to
Eqs. (26) and (33), in the form

The integral in this equality is also singular. Using
the above method for taking a special integral, we come
to

These residues are
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Fig. 1.
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Hence,

and the expression for A0 simplifies to A0 =
kth0(α)/X(−1/a). All the unknown constants and func-
tions in expansions (28) and (29) are now determined,
and the problem described by Eqs. (12), (14), (15), and
(17) is thus solved. With Eq. (22), the expansion coeffi-
cients found allow us to build the distribution function
for electrons on the metal surface in explicit form:

θ+(µ) = 1, µ > 0; θ+(µ) = 0, µ < 0.

As is seen from this expression, ϕ(0, µ, c) = A0 (0 <
µ < 1), which completely coincides with the first
boundary condition in (15).

Let us now construct the electric field profile in the
half-space. According to Eqs. (28) and (33), we have

(35)

The condition e(0) = 0 is obviously fulfilled, since,

A1 kth0 α( )1
2
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Fig. 2.
upon calculating A1, it was shown that

ELECTRIC FIELD PROFILE
Consider the case of typical metals, where the value

of the chemical potential α @ 1. To estimate the inte-
grals entering into Eq. (35), we apply the well-known
asymptotics [9, p. 191, Eq. (58.1)]

For α @ 1, we have

Hence, for α @ 1,

and the electric field can be expressed as

The quantity a is defined as a = 3 , where ωp

is the plasma frequency,  = n/mε0, and n is the
electron density. Then,

(36)
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The dependences of the reduced electric field

e∗ (x) = – αe(x) (where x is the distance from the sur-

face) are shown in Figs. 2–4 (continuous curves) for a =
5 (Fig. 2), 10 (Fig. 3), and 100 (Fig. 4). The physical
meaning of a is the ratio of the electron free path to the
Debye screening length (a = l0/rD). The profiles corre-
sponding to Debye screening (dotted lines) are also
shown for comparison. All the curves are normalized to
the field away the surface.

It is seen from the figures that, as the parameter a
(i.e., the electron free path) increases, so does the dif-
ference between the behavior of the field near the sur-
face (exact solution (36)) and in the case of purely
Debye screening. For a = 100, this difference is essen-
tial. Such a behavior of the field is associated with
kinetic effects modifying the electron behavior near the
surface. If Debye screening is localized in a range on
the order of rD, the kinetic effects tell at distances on the

1
4
---
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0.4

0.2

0 0.2 0.4 0.6 0.8 1.0

e*(x)

x

Fig. 3.
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x
0.001

Fig. 4.
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order of the electron free path from a wall (Knudsen
layer). In the dimensionless coordinates, the size of the
Knudsen layer is x ~ 1.

CONCLUSIONS

In this paper, the problem of a temperature jump
caused by a heat flux toward or from the surface of a
metal is solved analytically for the first time. An exact
expression for the electric field produced by thermal
processes is found. The distribution function of elec-
trons near the metal surface is constructed in explicit
form. The limiting case of typical metals is considered.
The dependence of the electric field on the distance
from the surface is studied for different ratios of the
electron free path to the Debye screening length.

The difference between the field behavior corre-
sponding to the analytical solution and in the case of
Debye screening is revealed. It is found that kinetic
effects show up at a distance on the order of the electron
free path. For typical metals, this distance is much
greater than the Debye screening length. Thus, the
effect of the metal surface on the electric field behavior
is appreciable at distances far exceeding the classical
screening length.
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Abstract—Experimental results on two-pulse generation and transportation of high-current relativistic electron
beams (REBs) through the gaseous medium of a plasmochemical reactor (PR) are presented. The generation of
two consecutive high-current REB pulses with a duration of 60 ns was achieved at the Tonus accelerator with
modified schemes of high-voltage pulse formation. The first version of the formation scheme enabled pulse
powers of 2 and 4.0–9.6 GW with a time interval between the pulses of 500 ns. The second version enabled one
to generate pulses with powers of 1.8 and 16 GW and time interval between the pulses of 160 µs. The transpor-
tation parameters of an REB injected into a 1.4-m-long PR filled with an N2 : O2 gas mixture are studied. The
conductance of the plasma produced under the action of the electron beams is measured. It is shown that the
schemes proposed provide more efficient (by 35–45%) transportation of the REBs in the reactor volume as
compared to single-pulse high-current REBs of the same power and pulse duration. © 2003 MAIK
“Nauka/Interperiodica”.
† INTRODUCTION

The results of numerous studies and application
developments in the field of plasmochemical technolo-
gies based on high-current relativistic electron beams
(REBs) show great promise for applying these technol-
ogies in industry [1, 2]. The main problem related to the
implementation of these technologies is the problem of
controlling the reactions proceeding in plasmochemical
reactors (PRs). A particular application requires not
only providing specific conditions in the reactor
(namely, the pressure, temperature, and working
medium composition), but also imposes certain
requirements on the characteristics of the PR itself (the
wall material, reactor dimensions, and diagnostic facil-
ity). Such an important PR parameter as the production
rate, which depends on the geometrical parameters of
the reactor, can be limited by the onset of various REB
instabilities, in particular, large-scale resistive instabil-
ity, due to which the beam falls out onto the reactor wall
over a relatively short propagation length. A number of
plasmochemical technologies that are employed in
metallurgy (for waste utilization) and hydrocarbon syn-
thesis require stable transportation of the beam through
the PR. This paper is devoted to the experimental study
of the possible ways of the efficient transportation of
high-current REBs propagating through the gaseous
medium of a PR. Here and below, the REB transporta-
tion efficiency is defined as the ratio Ie/Iinj of the elec-
tron beam current Ie passed through the reactor to the

† Deceased.
1063-7842/03/4807- $24.00 © 20846
beam current at the point of injection. We note that, in
this study, no external focusing magnetic field was
applied. Instead, we used the so-called passive methods
for increasing the REB transportation efficiency in the
gaseous medium of a PR, namely, the gas-dynamic
propagation method and a method in which the beam
propagates in a preformed plasma channel.

The gas-dynamic method for increasing the trans-
portation efficiency of a high-current REB in the gas-
eous medium of a PR requires creating a low-density
gas channel along which the REB propagates. The gas
pressure P1 in the channel should be much lower than
the pressure P0 of the surrounding gas (P1/P0 ! 1). Ide-
ally, the pressure P1 should be so low as to provide the
forceless drift of the REB (for air, this is P1 = 1 torr).
Previously, gas heating and the dynamics of the gas
density under the action of an REB were studied in [3–5].
In [3], it was noted that, for an REB with an electron
energy of Ee = 1 MeV, a beam current of Ib = 8 kA, and
a pulse duration of 60 ns (such a beam provides an
energy input into the gas of about Q = 0.3 J/cm3), the
decrease in the pressure inside the propagation channel
was P1/P0 = 0.4 (where P0 is the atmospheric pressure
and P1 is the pressure in the channel); this value was
reached in 80–100 µs. The low-pressure channel can
also be formed under intense pulsed gas heating due to
the dissipation of energy deposited by an external
source. The energy deposition can be provided by a
thin-wire electrical explosion, an electric gas discharge,
an extended laser spark, or gas heating with a high-cur-
003 MAIK “Nauka/Interperiodica”
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rent REB. All these methods have their own advantages
and drawbacks, and the aim of this study is to investi-
gate their comparative efficiencies. In our opinion, the
last method (gas heating with a high-current REB) is
the most challenging from the technological stand-
point. In this case, the beam accelerator must provide
the formation of several consecutive REBs (with given
time intervals between them) that are then injected into
the PR channel. The efficient transportation of the REB
through the PR is possible if the REB propagates along
a low-density channel produced by the preceding
beams. The optimum time interval between the pulses
is determined by the REB parameters and the condi-
tions of energy deposition in the gas.

An alternative passive method that allows one to
keep the REB transportation parameters unchanged
throughout the entire PR is the electron beam injection
into a preformed plasma channel with a prescribed con-
ductivity. In this case, the processes of charge and cur-
rent neutralization are determined by the parameters of
the beam and plasma. In early experimental studies
[6, 7], it was noted that, after the beam is injected into
plasma, the beam magnetic field is highly neutralized
and the REB current can greatly exceed the Alfvén lim-
iting current. However, the higher the density of the
plasma into which the electron beam is injected, the
shorter the mean free path of the plasma electrons and
the higher the dissipation of the return current [8]. As a
result, the magnetic field neutralization comes to an end
a certain time after the beam injection. Hence, to pro-
vide stable transportation of an REB through a PR with
a preformed plasma, it is necessary to find the optimum
relation between the plasma density and the beam
parameters. This optimum relation was, first, found
numerically [9] and, then, experimentally [10], which
enabled one to increase the REB transportation effi-
ciency by a factor of more than 2.

In the present study, both the gas-dynamic regime of
REB propagation through the PR gas volume and the
regime of beam injection into a preformed plasma were
investigated using a generation scheme that allowed
two consecutive high-current pulsed REBs to be
formed. The optimum propagation conditions, which
enable efficient REB transportation, were found by
varying the power of the beams and the time interval
between them.

EXPERIMENTAL SETUP

In the experiments, the Tonus high-current electron
accelerator [11] was used as an REB generator. The
main components of the accelerator are a Marx genera-
tor (MG), a double pulse-forming line (DPFL), and the
vacuum diode of an electron gun (EG). After switching
on the MG, the stored electric energy (up to 28 kJ) is
supplied through a charging inductance to the DPFL
designed according to the Blumlein scheme [12] with a
wave impedance of p1 = p2 = 12 Ω (Fig. 1a). After
switching on spark gap 1, a high-voltage pulse with the
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
duration tp = 2L/V and the amplitude equal to the charg-
ing voltage is formed in a time t = L/V (where L is the
line length and V is the propagation velocity of an elec-
tromagnetic wave in the line) at the load Z = p1 + p2.
Then, this pulse is switched to the planar vacuum diode
of the EG. In the DPFL, a transformer oil was used as a
dielectric. The diameter of the stainless-steel EG
cathode was 2.5 cm. A 50-µm-thick Ti foil, which sep-
arated the EG from the PR gas volume, acted as an
anode. Vacuum in the EG was sustained at a level of 4 ×
10–5 torr. In the experiments, the generated single-pulse
REB had an electron energy of (1.0–1.2) × 106 eV, a
beam current of Ib = (12–20) kA, and a pulse duration
of tp = 60 ns. The DPFL voltage and the EG accelerat-
ing voltage were measured with the help of capacitive
voltage dividers 6–8. Return-current shunt 9 and a vac-
uum Faraday cup (FC) were used to monitor the total
diode current and the current of the produced electron
beam, respectively. A 1.4-m-long 9.2-cm-diameter
metallic cylinder served as a PR. The PR was attached
to the anode of the EG accelerator (Fig. 1d) and filled
with the N2 : O2 = 4 : 1 gas mixture at different pres-
sures.

To carry out experiments with an REB propagating
in a preformed plasma produced in the dense gaseous
medium of the PR by the first high-current electron
beam, the generation scheme of the Tonus accelerator
was modified as is shown in Fig. 1c. The principal dif-
ference between this scheme and the previous version
used for single-pulse generation is that the discharger
D1, which previously switched the middle forming line
to the grounded accelerator housing, now serves as a
switch between the middle and inner forming lines. The
discharge inductance L2 is separated from the inner line
by the discharger D2, which is set between the acceler-
ator housing and the flange of the EG cathode holder.
This scheme allows the generation of two high-current
pulsed REBs in a time equal to the MG pulse rise time
tf = 1–2 µs. The scheme operates as follows. After
switching on (energy commutation), the MG begins to
charge the DPFL through the charging inductance L1.
After the voltage amplitude reaches a value corre-
sponding to the first pulse, at the instant t1 (Fig. 1c), the
discharger D2 is switched on, the high-voltage pulse is
applied to the EG cathode, and the first high-current
REB is generated in the anode–cathode gap. After
switching on the discharger D2, the inner forming line
becomes connected to the accelerator housing through
the inductance L2.

The amplitude U1 of the first voltage pulse is regu-
lated by adjusting the switching time t1 of the dis-
charger D2, which, in turn, is varied by varying the
pressure of the gas mixture (N2 + 10% SF6) in the dis-
charger. The first high-current REB is then injected into
the PR through the anode foil.

At the instant t2, when the voltage applied from the
MG to the middle line reaches its maximum value U2,
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Fig. 1. Schematic of the experimental facility. (a) A schematic of the Tonus high-current electron accelerator operating in the single-
pulse mode: (1) discharger, (2) middle pulse-forming line, (3) inner pulse-forming line, (4) accelerator housing, (5) high-voltage
insulator, (6–8) capacitive voltage dividers, (9) return current shunt, (10) electron gun, and (11) Marx generator (MG1). (b) A circuit
diagram of the generator of two consecutive high-current REB pulses separated by the time interval tn = 160 µs: (1) MG1, (2) syn-
chronization scheme, and (3) MG2. (c) A circuit diagram of the generator of two consecutive high-current REB pulses separated by
a time interval tn of up to 500 ns: (1) MG1. (d) A schematic of the PR and a system for recording the REB parameters: (1) to an
oscilloscope, (2) PR, (3) Faraday cup, and (4) RFC.
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the discharger D1 switches on and the second high-volt-
age pulse is applied through the discharger D2 (whose
electric strength has not yet recovered) to the anode–
cathode gap, where the second high-current REB is
formed. The amplitude U2 of the second high-voltage
pulse can also be regulated by adjusting the switching
time t2 of the discharger D1, which is varied by varying
the pressure in the discharger.

This generation scheme allows the formation of two
high-voltage pulses of either equal amplitudes (if the
discharger D1 is switched on with a time delay tn = t2 –
t1 = 10–100 ns with respect to the switching-on of the
discharger D2) or with an elevated amplitude of the sec-
ond pulse, which can be done by increasing the time tn

to 500 ns. As the time interval between the pulses
increases further (tn > 500 ns), the operation conditions
of the accelerator vacuum diode become close to the
short-circuit conditions because of the filling of the
entire anode–cathode gap with a dense explosive-emis-
sion plasma produced during the formation of the first
REB. When studying the transportation of REBs gener-
ated by this scheme through the PR, we used high-cur-
rent electron beams with the following parameters. The
first REB had the electron energy Ee = (0.5–0.6) ×
106 eV, beam current Ie = 3–4 kA, and pulse duration
tp = 60 ns. In the second REB, the electron energy was
Ee = (0.5–0.6) × 106 eV, the beam current Ie was 8–
16 kA, and the pulse duration was tp = 60 ns. The time
interval between the pulses was varied in the range tn =
60–500 ns. In the experiments, we measured the prop-
agation efficiency of the second high-current REB
defined as the ratio of the beam current Ie passed
through a PR filled with N2 : O2 gas mixtures at differ-
ent pressures and recorded with a vacuum Faraday cup
to the injection current Iinj measured at the point where
the beam entered the PR (behind the accelerator anode
foil). The propagation efficiency was measured as a
function of the gas pressure in the PR, the beam propa-
gation length L, and the time interval between the
REBs.

Another modification of the scheme for generating
two high-current REBs is a version shown in Fig. 1b.
This scheme allowed one to investigate the gas-
dynamic regime of the propagation of two electron
beams with a time interval between them of up to
500 µs. The scheme included an additional oil-filled
Marx generator (MG2) with the maximum pulsed out-
put voltage U2 = 0.75 × 106 V and the stored energy W =
18.5 kJ. The MG2 charged the inner pulse-forming line
via the charging inductance L1. The charging of the
DPFL from the MG1 and MG2 generators was provided
by using a synchronization system allowing one to con-
trol the switching times of the D1, D2, and D3 discharg-
ers. After switching on the discharger D2, the MG2
charged the inner pulse-forming line, a high-voltage
pulse was applied to the EG, and the first REB was gen-
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
erated in the anode–cathode gap. The subsequent
switching-on of the discharger D3 (within a time inter-
val controlled by the synchronization system) gave rise
to the charging of the middle pulse-forming line from
the MG1. Then, after triggering the discharger D1, a
high-voltage pulse was applied to the EG through the
discharger D2 and a second REB was generated in the
anode–cathode gap. The parameters of the high-current
REBs were as follows. The electron energy in the first
beam was Ee = 0.7 × 106 eV, the beam current was Ie =
6–7 kA, and the pulse duration was tp = 60 ns. The elec-
tron energy in the second beam was Ee = (0.9–1.0) ×
106 eV, the beam current was Ie = 10–16 kA, and the
pulse duration was tp = 60 ns. The time interval between
the pulses was up to 500 µs. However, the propagation
of these REBs was first studied only for the time inter-
vals between the beams 300 < tn < 500 µs, because it
was impossible to reduce the time interval due to the
presence of a dense explosion-emission plasma in the
anode–cathode gap, the recombination time of this
plasma being no less than 300 µs. Preliminary experi-
ments showed that it was possible to reduce the time
interval between the pulses to tn < 300 µs by reducing
the density of the explosion-emission plasma produced
in the diode during the formation of the first high-cur-
rent REB. This reduction was achieved by decreasing
the power of the first pulse from 4.8 to 1.8 GW. In this
way, a 160-µs time interval between the beams was
achieved with the aim of increasing the parameter range
in which the gas-dynamic method for REB propagation
was investigated. This time interval is comparable with
the optimum time within which the maximum decrease
in the gas density inside the PR channel is reached after
a high-current electron beam has passed through the
channel (as was first observed in [3]). For both modifi-
cations of the REB generation scheme, the possible val-
ues of the time interval between the beams were limited
by the frequency characteristics of the accelerator vac-
uum diode with a field-emission cathode.

To obtain additional information about the parame-
ters of the plasma formed by the first and second REBs
in the volume of a PR, we used a facility (described in
detail in [13]) that allowed us to determine the conduc-
tance of the plasma channels and the plasma decay
time.

RESULTS AND DISCUSSION

Figures 2 and 3 show the transportation characteris-
tics of the second high-current REB for the scheme
with a preformed plasma channel. The beam transpor-
tation efficiency was defined as the ratio of the beam
current Ie passed through the PR and recorded with a
vacuum Faraday cup to the injection current at the
entrance to the PR (behind the accelerator anode foil).
This characteristic was measured at different distances
from the injection point as a function of the pressure of
the N2 : O2 gas mixture and the time interval tn between
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the beams. These experimental data can be convention-
ally divided into three groups corresponding to the time
intervals lying in the ranges <100, 100–250, and 250–
500 ns. Such a wide range of the time intervals between
high-current REBs was used in order to determine the
optimum conditions for the propagation of the second
REB for different parameters of the plasma produced
by the first beam. The change in the plasma density and
its spatial homogeneity along the pathway of the sec-
ond beam due to plasma expansion and recombination
in the reactor volume could be varied by varying the tn
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Fig. 2. Transportation efficiency of the second high-current
REB vs. gas pressure in the PR for different time intervals
tn between the pulses and different transportation lengths L:
(a) tn of up to 100 ns and L = (s) 0.4, (h) 0.75, (e) 1.2, and
(n) 1.4 m; (b) tn = 100–250 ns and L = (h) 0.75, (s) 0.85,
(d) 1.2, and (n) 1.4 m; and (c) tn = 250–500 ns and L =
(s) 0.4 and (n) 1.0 m.
value. It can be seen from Fig. 2b that, over a wide
range of gas pressure (P = 10–400 torr), the REB trans-
portation efficiency is the highest at time intervals of
tn = 100–250 ns. For example, for the propagation
length L = 1.2 m and the gas mixture pressure P =
300 torr, the efficiency is Ie/Iinj = 0.75. Typical wave-
forms of the accelerating voltage and REB currents in
this regime are shown in Fig. 4. The beam transporta-
tion efficiency obtained in the two-pulse regime at such
a high gas mixture pressure is significantly higher than
that obtained in previous experiments, including exper-
iments on the propagation of single-pulse 1-MeV
REBs. For comparison, the efficiencies for single-pulse
and two-pulse regimes of REB generation and propaga-
tion are shown in Fig. 3. The transportation characteris-
tics of high-current REBs were investigated over a wide
range of gas mixture pressure in the PR (up to atmo-
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Fig. 3. (a) Transportation efficiency for the single-pulse and
two-pulse regimes of high-current REB generation and
propagation vs. gas mixture pressure in a PR for different
electron energies Ee and injection currents Iinj at the trans-
portation lengths L = (1–3) 0.6 and (4–6) 1.4 m: (1, 4) Ee =
1 MeV and Iinj = 17 kA, (2, 5) Ee = 1 MeV and Iinj = 24 kA,
and (3, 6) two pulses with Ee = 0.5 MeV and the injection
current of the second REB Iinj = 15 kA. (b) Transportation
efficiency for the single-pulse and two-pulse regimes of
high-current REB generation and propagation vs. beam
transportation length L in a PR filled with an N2 : O2 gas
mixture at atmospheric pressure: (1) two-pulse regime with
Ee = 0.5 MeV and the injection current of the second REB
Iinj = 8 kA and (2) single-pulse regime with Ee = 0.6 MeV
and Iinj = 10 kA.
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spheric pressure). It can be seen from Fig. 3b that, in the
two-pulse regime with an optimum time interval
between the REBs, the beam transportation efficiency
increases by 35–45% as compared to the single-pulse
generation regime with an electron energy of Ee =
0.6 MeV. Moreover, the transportation length increases
by 50%. These results are certainly of great interest and
can be used in designing industrial plasmochemical
reactors with an elevated output capacity.

When measuring the transportation characteristics
of two high-current REBs with a time interval between
them of up to 500 ns, we also measured the conduc-
tance of the plasma created in the gas exposed to the
beam. For this purpose, we used a facility and tech-
nique that were approved earlier in [13]. The results of
these measurements are shown in Fig. 5 for the REB
transportation length L = 0.3 m. The data on the plasma
conductance in the PR and the REB transportation
characteristics allow us to suggest the following sce-
nario of the beam–plasma interaction.

When the time interval between the two high-cur-
rent electron beams is less than 100 ns, the density of
the plasma created by the first beam is relatively high.
As a result, the plasma beam current is also high, which
can lead to the onset of REB instabilities (most proba-
bly, resistive hose instability [14]). Since, in this case,
the repulsion caused by the magnetic fields of the
counter-directed and spatially separated beam current
and beam-induced return plasma current increases, this
can result in the excitation of transverse beam oscilla-
tions and, finally, to the departure of the beam onto the
reactor wall. Such oscillations prevent the beam trans-
portation over lengths longer than one to three betatron
lengths [11] (Lbet = πre/(IA/Ib)0.5, where IA is the Alfvén
current, Ib is the beam current, and re is the beam
radius). For beams with parameters similar to those
used in our experiments, Lbet is no longer than 0.1–
0.15 m. Nevertheless, the interaction of the second
high-current REB with a high-density plasma ensures
the complete charge neutralization of the beam and
reduces the time over which the complete current neu-
tralization is reached. However, the onset of REB insta-
bility can significantly decrease the beam transporta-
tion efficiency.

When the time interval between the pulses is in the
range tn = 100–250 ns, the density of the plasma created
by the first beam is much lower because, over this time
interval, the plasma has time to recombine and expand
under the action of the temperature and density gradi-
ents. Within a rather wide range of the gas mixture pres-
sures in the PR (P = 100–400 torr), the optimum rela-
tion between the beam electron density ne and the
plasma ion density ni is established (as occurred in
[10]), which significantly increases the transportation
efficiency of the second REB. As the gas mixture pres-
sure increases to P > 400 torr, this optimum relation
fails to hold because the recombination rate of the
plasma created by the first beam changes. The measure-
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
ments of the plasma conductance (see Fig. 5) indicate
that, for gas pressures P > 100 torr, the plasma created
by the first beam decays over a time no longer than 200
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ns. Hence, when the time interval between the pulses is
in the range 250–500 ns, this plasma only slightly
affects the propagation of the second beam. This is also
confirmed by the measurements of the REB transporta-
tion characteristics in the above range of time intervals.
In this case, the propagation of the second high-current
electron beam through the PR gaseous medium is sim-
ilar to the propagation of an REB in the single-pulse
generation regime.

Figure 6 shows the transportation efficiency of the
second REB under conditions of gas-dynamic propaga-
tion, when the first electron beam creates a low-density
channel in the PR gaseous medium through which the
second high-current electron beam propagates. We
investigated the transportation efficiency of two high-
current REBs with the time interval between them tn =
160 µs in a PR filled with an N2 : O2 = 4 : 1 gas mixture
at different pressures. It is interesting that the transpor-
tation efficiency of the second REB for gas pressures in
the range P = 80–150 torr and propagation lengths L =
0.7 and 1.2 m is fairly high and the ratio Ie/Iinj smoothly
increases from 0.8 to 0.95 as the gas pressure increases
from 10 to 150 torr (Fig. 6a). It is reasonable to suggest
that, in the initial stage of beam propagation (for L less
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Fig. 6. (a) Transportation efficiency of the second high-cur-
rent REB vs. gas pressure P in a PR for the time interval
between the pulses tn = 160 µs and different propagation
lengths: L = (n) 0.3, (h) 0.7, and (d) 1.4 m. (b) Transporta-
tion efficiency of the second high-current REB vs. propaga-
tion length in the PR gas mixture at atmospheric pressure
for different time intervals between the pulses: tn = (+) 500
and (d) 160 µs.
than 0.5 m), when the energy deposition in the gas from
the first electron beam is fairly high and the ionization
losses of the second REB are low, the formation of a
low-density channel increases the transportation effi-
ciency Ie/Iinj of the second REB to 0.95–0.98 at gas
pressures in the range P = 10–250 torr. As the gas pres-
sure increases to 500–700 torr, the efficiency slightly
decreases to 0.9 because of the increase in the ioniza-
tion losses. The ionization losses play a decisive role at
REB propagation lengths up to L = 0.7–1.2 m and
decrease the transportation efficiency to 0.8 at pressures
as low as P = 10 torr. The increase in the REB ioniza-
tion losses is certainly related to a significant decrease
in the gas mixture density in the propagation channel
created by the fist electron beam at these pressures. As
the gas mixture pressure in the PR increases to P = 10–
150 torr, the gas density in the channel created by the
first beam decreases to the optimum level; as a result,
the transportation efficiency of the second REB
increases to 0.96. With gas mixture pressures P >
150 torr and the REB propagation length equal to the
reactor length (L = 1.2 m), the energy deposition in the
gas from the first beam is not sufficient to provide the
optimum decrease in the gas mixture density, which
leads to a significant increase in the ionization losses of
the second REB and, hence, a decrease in its transpor-
tation efficiency. Nevertheless, the results obtained for
the gas-dynamic method of REB transportation in gas
mixtures at pressures close to atmospheric show that
the transportation efficiency of the second REB
increases by 40–45% as compared to the single-pulse
regime of beam generation and propagation at the same
beam powers (Fig. 6b). Certainly, in order to increase
the propagation efficiency of the second electron beam
and, thus, the output capacity of the PR as a whole, it is
necessary to further increase the power of the first REB,
i.e., the energy deposited in the gas from the first elec-
tron beam over the propagation lengths L > 1 m.

CONCLUSIONS
The results of the experimental studies of the two-

pulse generation regime of high-current REBs and their
transportation characteristics in the PR gaseous
medium can be formulated as follows:

(i) Two consecutive high-current REBs with powers
of 2 and 4.0–9.6 GW, pulse durations of 60 ns, and a
time interval tn between the pulses of up to 500 ns are
generated, and their propagation efficiency in a gaseous
medium at different pressures is investigated. It is
shown that, for PRs filled with an N2 : O2 = 4 : 1 gas
mixture at nearly atmospheric pressure, the beam trans-
portation efficiency for this generation method is higher
by 35–45% than that obtained for the single-pulse gen-
eration regime at the same level of beam power. For
electron beams in the power range under study, the
maximum beam transportation efficiency for the given
scheme of beam generation and propagation is Ie/Iinj =
0.75. This transportation efficiency is attained with the
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
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time intervals between the beams 100 < tn < 250 ns, the
gas pressure in the PR P = 300 torr, and the propagation
length L = 1.2 m.

(ii) Two consecutive high-current REBs with pow-
ers of 1.8 and 16 GW, pulse durations of 60 ns, and a
time interval between the pulses of tn = 160 µs are gen-
erated, and their propagation efficiency in a gaseous
medium at different pressures is investigated. It is
shown that, for PRs filled with an N2 : O2 = 4 : 1 gas
mixture at atmospheric pressure, the beam transporta-
tion efficiency for this generation method is higher by
40–45% than that obtained for the single-pulse genera-
tion regime at the same level of the beam power. It is
found that, with the given beam powers, the propaga-
tion length L = 1.4 m, and gas pressures in the range P =
80–150 torr, the transportation efficiency of the second
high-current REB attains Ie/Iinj = 0.95.

In authors’ opinion, the results obtained can be used
in practice and will be useful in designing plasmochem-
ical reactors and estimating their possible efficiency.
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Abstract—Results are presented from experimental study of the influence of the injection section on the sta-
bility of a high-current relativistic electron beam (REB) propagating through the gaseous medium of a plasmo-
chemical reactor (PR). An REB with the electron energy Ee = 1 MeV, beam current Ib = 10–22 kA, and pulse
duration t = 60 ns was generated by the Tonus accelerator and, then, injected into a 0.1-m-diameter PR filled
with air. The PR consisted of two sections with lengths L1 = 0.3–1.0 m and L2 = 1.1–2.5 m; the total length of
the system was no longer than 3.5 m. The first section was filled with air at a pressure of P1 = 0.8–1.5 torr, and
the pressure in the second section was varied within the range P2 = 0.1–760 torr. The current Ib of an REB
passed through both sections of the PR was measured with the help of a sectioned vacuum Faraday cup. The
transportation efficiency of the beam was determined as the ratio Ib/Iinj, where Iinj is the beam current measured
at the point of injection into the PR. It is shown that, for the optimal dimensions of the first PR section, it has a
stabilizing action on the REB with a current density of up to 3 kA/cm2, which makes it possible to increase the
effective length of the second (working) PR section, which is filled with a gas at various pressures, to L2 = (25–
35)Lbet, where Lbet is the beam betatron length. © 2003 MAIK “Nauka/Interperiodica”.
† Application of high-current relativistic electron
beams (REBs) interacting with various gaseous media
is of great interest because of their unique potentialities
for concentrated energy deposition in a gas and the per-
formance of a number of selective plasmochemical
reactions. An important aspect of these applications,
which are the subject of numerous investigations [1–3],
is the problem of the stability of REB propagation
through a gaseous medium. The regime and features of
the interaction of a high-current REB with a gaseous
medium are determined by the operating conditions of
the plasmochemical reactor (PR). In one case, it is nec-
essary to ensure the efficient volume recuperation of the
REB energy into a gas when performing particular
chemical reactions; in this case, a regime with large-
scale resistive instability of the beam [4] may be recom-
mended. In another case, stringent requirements are
imposed on the propagation stability of the beam with
minimum possible losses during its transportation in
the reactor volume with given parameters of the gas-
eous medium (composition, pressure, temperature,
etc.). The propagation regimes of high-current REBs
through the PR gaseous medium in the absence of
strong external focusing magnetic fields can be varied
over a wide range. This became possible due to previ-
ous investigations [5], which revealed the efficient sta-
bilizing action of the initial (injection) section of a PR
on the high-current REB transportation. In this paper,

† Deceased.
1063-7842/03/4807- $24.00 © 20854
we study the applicability limits of this method for
REB stabilization. The results obtained may be used in
practice when choosing the operating regimes of PRs.

The experimental setup was similar to that used in
[5]. The parameters of an REB generated by the Tonus
accelerator were the following: the electron energy Ee =
1 MeV and the beam current Ib = 10–22.5 kA. By using
apertures with different diameters at the accelerator
outlet behind the anode foil, we could vary the current
density within the range 0.5–3.0 kA/cm2 at the same
pulse duration (te = 60 ns). In the course of experiments,
a high-current REB was injected into a PR made of a
metal drift tube 0.1 m in diameter. The PR consisted of
two sections with lengths L1 = 0.3–1.0 m and L2 = 1.1–
2.5 m; the total length of the system was no longer than
3.5 m (Fig. 1). The sections were separated by a 50-µm

1

2

5

3

e P0 P~

L1 L2

R2

5
4

R0R1

Fig. 1. Circuit diagram of the experiment: (1) cathode,
(2) anode, (3) drift tube, (4) Faraday cup, and (5) to an oscil-
lograph.
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titanium foil in order to have different pressures in
them. The first section was filled with air at a pressure
of P1 = 0.8–1.5 torr. As was shown in [5], the REB
transportation efficiency in the second (working) PR
section is fairly high at this pressure. The air pressure in
the second section was varied over the wide range P2 =
0.1–760 torr.

It is well known that the onset of large-scale resis-
tive instabilities of a high-current REB (first of all, hose
instability) worsens the beam transportation. The hose
instability of a beam in a finite-conductivity plasma was
studied in many papers (see, e.g., [6]). The mechanism
for this instability can be explained as follows. Small
random oscillations (excursions) of the beam give rise
to a centrifugal force that acts on the beam particles
moving in the self-magnetic field. Under the action of
this force, the REB shifts in the transverse direction
over a distance on the order of the radius in a time
longer than the diffusion time of the magnetic field in
the ambient plasma, td = 4πσre/c2, where σ is the
plasma conductivity and re is the beam radius. As the
REB shifts in the transverse direction, its magnetic field
shifts more slowly (the velocity of this shift is deter-
mined by the plasma conductivity), so that there is a
phase lag between the shifts of the beam and its mag-
netic field. The beam motion with respect to its self-
magnetic field induces the return plasma current Ip,
which is spatially separated from the REB current Ib.
The magnetic repulsion of the oppositely directed cur-
rents leads to a further shift of the beam. The increase
in the amplitude of transverse REB oscillations is a
consequence of the onset of resistive hose instability
(RHI). These oscillations prevent the beam transporta-
tion over distances longer than one to three betatron
lengths Lbet = πre(IA/Ib)0.5, where IA is the Alfvén cur-
rent, Ib is the beam current, and re is the beam radius [2].
For an REB with parameters similar to those in our
experiments, Lbet is about 0.3–0.35 m. Based on this
condition, the length of the first PR section was chosen
so as to prevent the onset of large-scale REB instability.

The table gives the basic parameters of the high-cur-
rent REBs and the generation regimes used in our
experiments, as well as the betatron lengths corre-
sponding to these regimes (Lbet1 is equal to one betatron
length, and Lbet3 is equal to three betatron lengths). By
analogy to [5], a high-current REB passed through the
two PR sections was measured with the help of a sec-
tioned vacuum Faraday cup placed at the end of the sec-
ond section. This allowed us to determine both the
amplitude of the REB current and its spatiotemporal
evolution in the reactor. The beam transportation effi-
ciency in the reactor was determined as the ratio Ib/Iinj,
where Ib is the electron-beam current measured at the
end of the PR (the PR length is L = 3–3.5 m) and Iinj is
the REB current measured at the point of injection into
the PR (behind the anode foil of the accelerator, at a dis-
tance of L = 0.01 m). The results of the measurements
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
of the REB transportation efficiency as a function of the
air pressure in the second PR section are shown in
Figs. 2 and 3. The air pressure in the first section was
P1 = 1 torr in all the experiments. The figures clearly
demonstrate the main features of the propagation of a
high-current REB in the reactor under different condi-
tions. When choosing the regime of the interaction of
an REB with the PR gaseous medium, the preference
should evidently be given to a reactor scheme with the
first section (gas cell) having the optimal gas pressure

Basic parameters and generation regimes of an REB

REB
generation 

regime

REB
current 
Ib, kA

REB 
diameter 
Db, cm

REB
current 

density Je, 
kA/cm2

Betatron 
length

Lbet1/Lbet3, 
cm

1 22.5 5 1.14 11.5/34.4

2 17.5 5 0.89 13.0/39.0

3 12.8 5 0.65 15.2/45.6

4 18.5 2.8 3.00 7.0/21.5

5 10.1 2.8 1.64 9.8/28.7

With apertures on the accelerator anode

6 5.0 2.8 0.81 13.62/40.8

7 15.5 2.8 2.52 7.73/23.2

8 5.0 4.0 0.41 19.48/58.45
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0.1
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Ib/Iinj
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5
I

Fig. 2. Transportation efficiency of a high-current REB as a
function of air pressure in the second PR section for gener-
ation regimes 1–5 (see table) at the gas pressure in the first
section P1 = 1 torr and (I) regime without a first section. The
REB current is 22.5 kA.



856 KONDRAT’EV, SMETANIN
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Ib/Iinj

6
7
8
II

Fig. 3. Transportation efficiency of a high-current REB as a
function of air pressure in the second PR section for gener-
ation regimes 6–8 (see table) at the gas pressure in the first
section P1 = 1 torr and (II) regime without a first section.
The REB current is 15.5 kA.
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2.5
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1.0

1.5
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Fig. 4. Distribution of the beam current over the cross sec-
tion of the PR transportation channel at the injection current
Ib = 22.5 kA for the air pressure in the second PR section
P2 = (a) 150 and (b) 300 torr. The gas pressure in the first
section is P1 = 1 torr. The lengths of the first and second sec-
tions are L1 = 0.3 m and L2 = 2.5 m, respectively; the total
length of the system is 3 m.
P1 and length L1 in order to provide a relatively stable
propagation of the electron beam over interaction
lengths of about (20–30)Lbet.

A comparative analysis of the REB transportation
efficiency for the gas-cell regime (Fig. 2, regimes 1–5;
Fig. 3, regimes 6–8) and the regime without a first sec-
tion at the REB currents Ib = 22.5 kA (Fig. 2) and Ib =
15.5 kA (Fig. 3) shows the advantages of the former PR
scheme. With this scheme, the REB transportation effi-
ciency can be increased by 40–50% as compared to the
latter scheme. At gas pressures of P2 > 80 torr, it is this
scheme that allows one to achieve a relatively stable
REB propagation in the reactor gas volume over inter-
action lengths of about 3 m. Choosing the optimum
conditions for the REB transportation in the injection
section, one can minimize the effect of the plasma pro-
cesses that occur in the accelerating anode–cathode gap
and are responsible for the onset of transverse beam
oscillations [5]. In this case, the REB transportation
through the PR gaseous medium is disturbed primarily
by collisional ionization. At the same time, we cannot
exclude a possible contribution of large-scale beam
instability, which can be substantial under certain con-
ditions. However, if this instability actually takes place,
its spatial growth rate should be much smaller than that
observed in the regime without a first PR section (gas
cell). Thus, the increase in the current density to
3 kA/cm2 or higher leads to both the appearance of

1 2
0

0.05

3 0 4 5 6

(b)
5 ns

10 ns
20 ns
30 ns
40 ns

0.10

0.15

0.20
0

0.1

(b) 5 ns
10 ns
20 ns
30 ns
40 ns

0.2

0.3
Ib, kA

Fig. 5. Distribution of the beam current over the cross sec-
tion of the PR transportation channel at the injection current
Ib = 22.5 kA in the regime without a first PR section for the
air pressure in the second PR section P2 = (a) 40 and
(b) 80 torr. The length of the second section is L2 = 2.5 m.
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transverse REB oscillations that are typical of the onset
of large-scale instability and an abrupt decrease in the
transportation efficiency (Fig. 2, regime 1). The data on
the regimes without a first section agree well with the
onset of large-scale resistive REB instability, which
was considered in detail in [7].

Figures 4 and 5 show the distributions of the beam
current over the cross section of the interaction channel
in these regimes. These distributions, which were mea-
sured with the help of a sectioned Faraday cup, confirm
the results of the above comparison.

Hence, the results of our studies clearly demonstrate
the possibility of efficiently controlling the interaction
conditions of a high-current REB with a PR gaseous
medium. The general features revealed in the course of
these investigations are the following:

The stable regime of the interaction and transporta-
tion of a high-current REB in the PR gaseous volume
can be achieved by using the first PR section, whose
length is larger than 3Lbet and which is filled with air at
an optimal pressure of P1 = 1 torr.

The stabilizing action of the first PR section with
these optimal parameters manifests itself at REB cur-
rent densities of up to 3 kA/cm2. In this case, the effec-
tive length of the second (working) PR section, which
is filled with a gas at pressures of up to atmospheric
pressure, can attain L2 = (25–35)Lbet.

The increase in the REB current density to higher
than 3 kA/cm2, as well as the use of a reactor without a
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
first section, can be recommended for PRs operating
under conditions that admit the onset of large-scale
instability with the amplitude of transverse beam oscil-
lations substantially exceeding the beam diameter and,
in particular cases, resulting in the departure of the
beam onto the reactor wall.
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Abstract—Observations seem to indicate that, in the plasmas of tokamaks and Z-pinches, short-lived closed
current loops (filaments) can arise, each of which is composed of a pair of countercurrents flowing within the
two halves of the cross section of the plasma cylinder in directions perpendicular to that of the main magnetic
field. It is shown that such a plasma structure (which will be referred to as a bicylinder, for brevity) can, in fact,
be stable (or quasi-stable, in the terminology used below). In the note added in proof, a possible mechanism for
the generation of so-called blobs—peculiar perturbations that have relatively recently been discovered in toka-
maks—is discussed. © 2003 MAIK “Nauka/Interperiodica”.
PLASMA BICYLINDER

The first scientific paper [1] by one of us (B.A. Trub-
nikov), entitled “On the Stability of a Plasma Cylinder”
and published about fifty years ago, dealt with Z-pinch
constrictions, the breaking of which releases nonther-
monuclear neutrons in deuterium pinches. In the
present work, we consider the equilibrium and stability
of a plasma configuration having some properties sim-
ilar to Z-pinches (see Fig. 1).

Figure 1 shows the cross section of a circular plasma
cylinder in the (x, y) plane. The countercurrents ±I, dis-
tributed over the plasma, flow within the two halves of
the cylinder along the z axis. The cylinder is in an exter-
nal uniform magnetic field By = B0. For brevity, we will
call this configuration a plasma bicylinder. The exist-
ence of such structures in tokamaks and Z-pinches has
been discovered by A.B. Kukushkin and V.A. Rantsev-
Kartinov (KRK) [2] (see also the literature cited
therein). Figure 2 presents a photograph of the struc-
tures observed by them. On the left (1) and right (2)
sides of the photograph, which is taken from [2], we
can see tubular structures; KRK interpreted them as
“cables of solid-state carbon nanotubes.”

EQUILIBRIUM OF A PAIR 
OF COUNTERCURRENTS IN AN EXTERNAL 

MAGNETIC FIELD

We think, however, that there are no solid grounds
for such an exotic interpretation, because these struc-
tures are most likely to be a pair of current filaments
that form according to the mechanism illustrated sche-
matically in Fig. 3.

We consider two formless loops of flexible conduc-
tors that are laid out on the table and whose ends are
fixed (Fig. 3). We also assume that the magnetic field
By = B0 is directed upward; i.e., it is perpendicular to the
table’s surface. After switching on dc batteries, the
1063-7842/03/4807- $24.00 © 20858
loops start to interact with the magnetic field B0, which
thus drives them into motion (the friction between the
loops and the table surface is neglected). Then, the right
loop, in which the direction of the current with respect
to the magnetic field is that of a right-handed screw,
will smooth out to form a circle whose radius will
increase without bound provided that the loop is per-
fectly elastic.

In turn, in the interaction with the field B0, the left
loop, in which the current flows in the direction oppo-
site to that in the right loop, will form two parallel lines,
which will approach one another until the repulsing
forces produced by the oppositely directed currents in
them come into play. We can easily see that the parallel
lines stop moving when the total magnetic field across

x

y
1.5

–1.5

0

–1 0 1

Fig. 1. Streamlines of two countercurrents flowing along the
z axis in an external magnetic field B0 directed along the
y axis.
003 MAIK “Nauka/Interperiodica”



        

QUASI-STABILITY OF A PLASMA BICYLINDER 859

                                                                                                                                             
them vanishes, i.e., when the distance between them
becomes equal to 2a = 2I/cB0 (of course, when the con-
ductors are thin, this configuration is unstable against
their vertical displacements; however, this situation
will be discussed below).

Now, we analyze the behavior of the bridge between
the ends of the parallel lines on the left side of Fig. 3.
At first glance, it appears that the interaction between
the current I flowing in the bridge and the magnetic
field B0 should push the bridge toward the battery while
simultaneously trying to crease it. Instead, the bridge
indeed moves away from the battery. In order to con-
vince ourselves of this, note that, along the line z =
const that crosses the two parallel conductors and is far
from the bridge, the total magnetic field is equal to By =
B0[1 – 4a2/(a2 – x2)]. In the region between the conduc-
tors, the total field is negative; in particular, just
between the conductors (at x = 0), we have By = –3B0 <
0. In turn, the negative magnetic field pushes the bridge
outward from the battery, thereby elongating the two
parallel conductors. Figuratively speaking, the elongat-
ing conductors “germinate” in a direction perpendicu-
lar to the magnetic field.

Let us consider in more detail the equilibrium con-
figuration of a pair of semi-infinite countercurrents.
Using the Biot–Savart law, we can calculate the mag-
netic field of an arbitrarily thin, semi-infinite straight
conductor in which the current I flows along the z axis
from z = –∞ to z = 0. In cylindrical coordinates (r, ϕ, z),
we obtain the expression

(1)

At z = –∞, this field, as expected, is equal to Bϕ =
2I/cr; however, at z = 0, it turns out to be two times
weaker. Consequently, under equilibrium conditions in
the external magnetic field B0 = By, the distance
between the ends (at z = 0) of two semi-infinite straight
conductors with oppositely directed currents ±Iz should
be equal to 2anew = I/cB0, which is two times shorter
than the distance between two infinite (–∞ ≤ z ≤ +∞)
conductors in equilibrium.

If we introduce the dimensionless variables Z = z/a
and X = x/a (where a = I/cB0), then, from the above for-
mula, we can readily find the equilibrium positions of
two semi-infinite conductors that are in equilibrium
with one another in an external magnetic field and the
distance between which becomes progressively smaller
toward their ends:

(2)

where |X | is the absolute value of X.

In the photograph in Fig. 2, the upper parts of the
right two filaments are distinctly seen to approach one
another up to the points at which they terminate.

Bϕ
I

cr
----- 1 z

r2 z2+
-------------------– 

  .=

Z 1 2 X–( ) X / 1 X–( ),=
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SHORT-CIRCUITING OF TWO 
COUNTERCURRENTS AT THE ENDS

Moreover, the current in the bridge presumably
tends to bifurcate (branch) in two directions and to flow
along the two semicircles (Fig. 1). This possible struc-
ture is evidenced by the pattern of the magnetic field
lines in the end cross section. If, for simplicity, we
assume that the pattern is the same as that for two arbi-
trarily thin, infinite conductors with countercurrents ±I
separated by the two times smaller distance 2anew =
I/cB0, then the magnetic field lines A = const are
described by the simple formula

(3)

The pattern of these field lines is shown in Fig. 1,
where the separatrix is indicated by dots.

The tubular structures in the photographs presented
by KRK are such that the possible current path may be
as follows. First, the current +I flows from minus infin-
ity (z = –∞) to the point x = +anew. Second, the current
flows to the right toward the nearer (right) equatorial
point of the common circular separatrix. Third, at this
point, the current bifurcates into two equal currents I/2,
which flow along the upper and lower semicircles (i.e.,
along the separatrix of the magnetic field lines) toward
the left equatorial point of the separatrix, where they
merge. Finally, the current flows to the right toward the
end x = –anew, from where it flows to z = –∞.

Y
y

anew
--------- 4X A 2X+( )coth 1– 4X2– .±= =

1

2

x

y

Fig. 2. Filaments at the plasma periphery in the T-6 tokamak
(taken from [2]). The x axis is aligned with the toroidal field,
and the y axis is directed from the wall toward the plasma
column.

I I
I

I

+ –– +

B0
2a = 2I/cB0

Fig. 3. Behavior of two current loops in a vertical magnetic
field B0.
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It is clear that, for straight-line segments of finite
length, the separatrix in the form of two semicircles
should also form at the remote end of the structure and
should look like the left tubular structure in Fig. 2. On
the whole, such a structure may resemble a “squirrel
cage” with “wheel-like” ends and two “bridges”
between then. Presumably, it is these structures that
were revealed by KRK in tokamak plasmas and were
mistakenly interpreted by them as solid-state nano-
tubes.

It seems that, in tokamak plasmas, such structures
may result from short-term local fluctuations of the
main longitudinal magnetic field: the fluctuations give
rise to closed current loops that are perpendicular to the
main field and evolve into pairs of countercurrents in
the way described above. Another possible mechanism
for the onset of squirrel-cage structures that have
bridges and are oriented perpendicularly to the mag-
netic field may be associated with the fluctuation-
driven local potential difference that arises between
neighboring magnetic surfaces, especially in the vicin-
ities of rational surfaces with integer values of the
parameter q (in the tokamak theory, it is called the
safety factor). At a certain time, the differential rotation
of a plasma along the magnetic surfaces in the poloidal
direction may result in the close opposition of two local
spotlike regions with different potentials, as is the case
with two capacitor plates. In turn, the potential differ-
ence can generate a local cross-field particle beam,
which splits into individual filamentary bridges and
thereafter forms wheel-like ends.

EQUILIBRIUM OF A PLASMA BICYLINDER
IN AN EXTERNAL FIELD

Returning now to Fig. 1, note that two arbitrarily
thin, infinite conductors with equal and oppositely
directed currents in an external magnetic field are, of
course, unstable against vertical displacements along
the y axis. However, such a structure may be expected
to be stable when the region inside the cylindrical sep-
aratrix is filled with plasma. We start by considering the
equilibrium of a bicylinder.

For simplicity, we assume that there are no currents
on the outside of the cylinder, so that the vector poten-
tial A = Az(r, ϕ) of the external magnetic field is
described by the two-dimensional Laplace equation

(4)

which determines the field components in the form

(5)

∆A 0, A B0 r
a2

r
-----– 

  ϕ ,cos–= =

Br
∂A
r∂ϕ
--------- B0 1 a2

r2
-----– 

  ϕ ,sin= =

Bϕ
∂A
∂r
------– B0 1 a2

r2
-----+ 

  ϕ .sin= =
At the cylinder surface r = a, we have Br = 0, Bϕ =

2B0cosϕ, and B2/8π = ( /2π)cos2ϕ. Assuming that
there is a homogeneous plasma at constant pressure
(p0 = const) on the outside, we consider the situation
inside the cylinder.

Since there are currents with the density j = jz within
the separatrix, we can write the MHD equations

(6)

according to which the plasma pressure p = p(A) is an
arbitrary function and the current density is equal to j =
cdp/dA. Setting p(A) = p0 + |β|A2, we obtain the current
density, j = 2c|β|A, and arrive at the following Bessel
equation for the vector potential

(7)

where k = .
The solution with the first Bessel function yields the

potential and field components inside the cylinder,

(8)

where J = J1 = J1(ρ) and ρ = kr, and satisfies all the
requirements for equilibrium of the configuration. Spe-
cifically, at the cylinder surface r = a, the radial compo-
nent of the internal magnetic field, Br, vanishes if
J1(ka) = 0, where ka = N1 = 3.8317 is the first zero of
the first Bessel function, which is approximated by the
expression J1(ρ) ≈ (ρ/2)[1 – (ρ/3.8317)2] across the
region 0 < ρ < 3.8317. In this case, at the cylinder sur-
face, the vector potential vanishes, A = 0, and the pres-
sure of the inner plasma is equal to pA = 0 = p0, as is the
pressure in the entire region of the outer plasma.

At the cylinder surface, the magnetic field compo-
nent Bϕ = Bacosϕ with Ba = –A0kJ'(ka) produces the

magnetic pressure Pm = ( /8π)cos2ϕ. Consequently,
the complete equilibrium of a configuration with a
dipole current-carrying cylindrical beam, which moves
apart the lines of the external magnetic field, will be
achieved when Ba = 2B0. The tabulated values of the
Bessel functions give J'(N1) = –0.4028, which enables
us to determine the amplitude of the vector potential,
A0 = 1.3aB0, and, thereby, the current density j =
j0J1(kr)cosϕ, where j0 = 1.5(cB0/a). In such a configu-
ration, the current flowing through the right half of the
cylinder is about I+ ≈ 0.8caB0, and the same current
flows through the left part but in the opposite direction.
If the current I+ and the field B0 are specified, we can

B0
2

∆A
4π
c
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px'
j
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determine the equilibrium radius of the cylinder, a =
I+/0.8cB0. Thus, in order for the dipole current I+ = −I− =
10 kA to be in equilibrium with the tokamak magnetic
field B0 = 10 kGs, it should flow across the field B0
inside the region with a diameter of about 2a ~ 3 mm.
The filaments of roughly the same diameter were
observed by KRK [2].

STABILITY ANALYSIS BY EVALUATING 

THE INTEGRAL J = /B

Plasma–current filaments like a bicylinder of finite
length may be conditionally referred to as “pseudotubu-
lar structures,” because they resemble tubes. The exist-
ence of such structures is questioned by many critics of
KRK’s works (see, e.g., KRK’s paper [2] and two crit-
ical comments published in the same issue). However,
if these structures do indeed exist, it is relevant to study
their stability. The main characteristic of the stability of
a bicylinder is the correct behavior of the integral J =

/B near the cylinder surface. Below, it will be

shown that, on the outside of the cylinder, the integral
decreases with increasing distance from the cylinder
surface.

For comparison, we begin by recalling that the mag-
netic field on the outside of an ordinary Z-pinch of
radius a, with the current I = Iz, is equal to B = 2I/cr. In
this case, the integral becomes Jext = π(c/I)r2 ~ r2; i.e., it
increases with distance from the cylinder surface,
thereby indicating that the pinch is unstable against the
development of constrictions. Inside the pinch, the cur-
rent that is distributed uniformly over the pinch cross
section produces the magnetic field B = B0r/a, in which
case the integral is constant over the cross section, Jint =
π(c/I)a2 = const, and thus does not affect the stability.

It may be, however, that a Z-pinch in which the cur-
rent is nonuniformly distributed over the cross section
and the pressure has the form p = p(A) = p0 + βA2

resembles the bicylinder in question more closely. In
such a pinch, the current density is equal to j = cdp/dA =
2cβA, so that the vector potential satisfies the Bessel
equation

(9)

where z = kr and k2 = 8πβ.
The pinch radius a is determined by the first zero of

the first Bessel function, ka = N0 = 2.4, and the mag-
netic field is equal to B = Bϕ = –∂A/∂r = –A0k (z) =
A0kJ1(z), where J1(z) is the first Bessel function. For a
given total current I, the amplitude of the vector poten-
tial is A0 = 2I/cN0J1(N0), where J1(N0) = 0.52 and
N0J1(N0) = 0.2166. At the pinch boundary, the integral

ld∫

ld∫

∇ B× ∆A– 4π/c( ) j k2A,= = =

A Az A0J0 z( ),= =

J0'
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is equal to Ja = /B = πa2c/I, and, inside the pinch, it

is equal to Jint = /B = Jaf(r), where the factor f(r) =
0.2166z/Ji(z) increases from f(0) = 2 × 0.2166 at the
pinch axis to f(r = a) = 1 at the pinch boundary. On the
outside of the pinch, the integral increases according to
the law Jext = (r/a)2Ja. We thus see that the integral is
increasing everywhere, which indicates that the pinch is
unstable against the development of constrictions.

On the outside of the bicylinder, the situation is
opposite: the integral Jbc = /B decreases away from

the cylinder surface, thereby preventing the formation
of constrictions. Calculating this integral for the outer
region, in which the potential and the magnetic field are
equal to

(10)

yields

(11)

where the integration should be carried out along the
outer magnetic field line A(r, ϕ) = const.

Introducing the variable x = (r/a)2 and setting x =
xmin + (y/a)2, we rewrite integral (11) as

(12)

where R = R(y) = (1 – ξ)–1/2, ξ = 1/xmin[xmin + (y/a)2], and
xmin = (rmin/a)2. Since rmin > a, we have xmin > 1 and,
accordingly, ξ < 1, which permits us to expand the func-
tion R in a series,

(13)

The integral Jbc diverges because the outer magnetic
field lines are infinite in length. However, the first term
(the unity) in the expansion should be excluded from

consideration since it produces the integral  =

(2/B0)  over the straight lines of a uniform mag-

netic field unperturbed by the bicylinder. We finally
arrive at the “effective” integral

(14)

ld∫
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where z = a/rmin < 1 and F is a hypergeometric series.
In view of the fact that the effective integral Jeff

decreases with distance from the cylinder surface
(rmin > a), the result obtained allows us to expect that
the bicylinder will be stable at least against the develop-
ment of constrictions at its boundary. Inside the bicyl-
inder, the situation is unstable against snakelike pertur-
bations. Let us, however, investigate this point in more
detail.

ENERGY STABILITY PRINCIPLE

In what follows, we assume for simplicity that there
is no plasma outside the cylinder, in which case the
external magnetic field is a vacuum field. Under this
assumption, we can use the well-known generalized
energy stability principle (see, e.g., [3]), which requires
that S1 + S2 + S3 > 0, where the terms Si are three inte-
grals. The last (third) term S3 is a “vacuum” integral,
which is taken over the entire outer vacuum region and
is always positive. For this reason, it is sufficient to con-
sider only the first two terms. The second term S2 is a
“surface” integral, which is taken over the plasma sur-
face (in the case at hand, the cylinder surface) and is
equal to

(15)

where Be, i are the external and internal magnetic fields,
respectively, and p is the plasma pressure. Using the
above formulas, we find the difference of the total pres-
sures on the outside and inside of the cylinder:

(16)

At the cylindrical surface r = a, the radial derivative
of this pressure difference vanishes,

(17)

so that the surface integral also drops out of our analy-
sis. We are thus left with the first term, which is an inte-
gral over the entire plasma volume (or, in the case at
hand, the volume of the cylinder).

This volume integral is equal to

(18)
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4π
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c
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where γ = 5/3 is the adiabatic index, D = ∇  ⋅ ξ, and R =
∇  × [x × B]. Here and below, the vector function x is
treated as a test function (the velocity of the “initial
impact”) such that the stability condition S1 > 0 should
be satisfied for all its values.

Then, following the standard procedure, we resolve
the seed perturbation into two components parallel and
perpendicular to the magnetic field, x = x|| + x⊥ . Since
the longitudinal component x|| does not enter the
expression R = R∗  = ∇  × [x⊥ × B], the Lagrangian can
be rewritten as

(19)

where we have singled out the term δ = c–1(j ◊ [x|| ×
R∗ ]) + (x⊥ ∇ p)D||, which is known to reduce to the total
divergence and which vanishes (by virtue of the bound-
ary conditions at the cylinder surface) after integration
over the plasma volume. Now, the longitudinal pertur-
bation component x|| enters the Lagrangian only
through the term with the squared divergence, γp(D⊥  +
D||)2. If D|| = ∇ ⋅ ξ || ≠ 0, the most dangerous perturba-
tions minimizing the Lagrangian are those that satisfy
the condition ∇ ⋅  ξ = 0, which refers to an incompress-
ible fluid. That is why, in the next section, the stability
analysis will be continued in the incompressible fluid
approximation.

STABILITY ANALYSIS 
IN THE INCOMPRESSIBLE FLUID 

APPROXIMATION

Now, we are left with the terms that contain only the
perturbation component x⊥ , which is transverse to the
magnetic field:

(20)

In this case, the necessary stability condition has the
form +∗  > 0. To proceed further, it is convenient to
introduce three unit vectors, t, n, and b = t × n—a tan-
gent, a normal, and a binormal to the magnetic field line
at each point. We set x⊥  = nξn + bξb and introduce the
notation f = Bξn and g = Bξb to obtain the relationships

(21)

+
1
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2 1
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R1
2 ∇ t f( )2 ∇ n f( )2,+=
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R2
2 µ2 ∇ bg( )2, R1 R⋅ 2( ) ∇ n f( ) ∇ bg( ).= =
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Here, for brevity, the three components of the nabla
operator are conveniently denoted as ∇ t, n, b. As a result,
the first term of Lagrangian (20) becomes

(22)

Having found the vector

(23)

we can determine the second term of the Lagrangian,

(24)

where we have introduced the notation ψ = (f/B)|∇ × B|
and Φ = 1 + 2(∇ nB)/|∇ ×  B|.

Using the formulas obtained, we can write the sta-
bility condition in a convenient form:

(25)

where L = ν + ψ = ∇ nf + ∇ bg + ( f/B)|∇ ×  B|, M =
g ∇  ⋅ t + ∇ tg, and N = –ψ2(1 + Φ) < 0.

It is also expedient to utilize the relationship

with which we can rewrite the only negative (last) term
in formula (24) as

(26)

From this relationship, we see that the instability
results solely from the negative divergence of the nor-
mal, ∇  ⋅ n < 0, i.e., from the convexity of the inner mag-
netic field lines.

Taking into account the fact that an ordinary equilib-
rium Z-pinch is uniform along the z axis, we can choose
the perturbation component in the direction of the
binormal in the form g = g1sinkz + g2coskz, in which
case, in the limit of the minimization procedure,
g1, 2  0, we obtain M  0. As for the quantity L, it
contains the derivative ∇ bg = ∂g/∂z = kg1coskz –
kg2sinkz; consequently, in the limit k  ∞, the factors
kg1, 2 can be assumed to be finite and can be chosen so
that L = 0.

Then, the stability condition can be rewritten in
terms of the effective integral

(27)

Recall that, in order to put expression (24) in a sim-
pler form, we have introduced the notation f = Bξn and
b = Bξb, but now it is more convenient to return to the

1
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2 1
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function ξn. Introducing the notation α = ξn, we rewrite
formula (27) as

(28)

Here, the first term can be appropriately transformed
into

(29)

and the second term with the total divergence vanishes
after integration over the volume of the cylinder. As a
result, we arrive at the final form of stability criterion (27):

(30)

where 

FURTHER ANALYSIS OF THE STABILITY 
OF A BICYLINDER

We begin by illustrating how the stability criterion is
applied to an ordinary Z-pinch of radius a, in which the
current density is constant (j0 = const) over the cross
section. Within such a pinch, the magnetic field is equal
to B = Bϕ = B0r/a ~ r, where B0 = 2I/ca and I = πa2j0.
Accordingly, we have Φ = 0, G = 0, and R = 4(B0/a)2 =
const, so that the stability criterion reduces to

(31)

The axial symmetry of the Z-pinch enables us to
choose perturbation in the form α = α1sinmϕ +
α2cosmϕ and, in fact, set (∂α/∂ϕ)2  m2α2; as a
result, the stability criterion for an ordinary pinch (in
which the current is distributed uniformly over the
cross section) becomes m2 ≥ 4. We thus arrive at the
well-known results: unstable perturbations are snake-
like perturbations with m = 1 and constrictions with
m = 0.

This is also true for the Besselian Z-pinch, consid-
ered above, specifically, a pinch in which the current
density distribution is described by the zeroth Bessel
function, j = j(0)J0(kr), where j(0) = (I/πa2)ξ and ξ =
N0/2J1(N0) = 2.31. Let us, however, analyze this prob-
lem in more detail. Using stability criterion (27), in
which ∇ t f = r–1∂f/∂ϕ , we can set (∇ t f )2  (fm/r)2

and rewrite this criterion as the condition

(32)
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For a Besselian pinch, we obtain M(r) =
2zJ0(z)/J1(z) ≈ 4(1 – z2/8 + …), which indicates that,
near the pinch axis, snakelike perturbations with m = 1
are unstable. According to criterion (32), the bicylinder
under consideration should also be unstable against
internal snakelike perturbations.

If, however, further experiments will confirm that
tubular structures resembling the bicylinder can actu-
ally form in a tokamak, the following three theoretical
arguments may be proposed to explain them.

The first argument is that the lifetime of bicylinder-
type filaments is too short for the internal snakelike per-
turbations to grow to any significant amplitude. That
the lifetime is short is indirectly confirmed by the fact
that, although KRK revealed tubular structures by the
method of contrasting photographs on a computer, they
look like fairly thin (rather than smoothed) filaments
(Fig. 2).

The second argument can be summarized as fol-
lows. Recall that the “intermediate” Lagrangian (24)
has to be minimized under the following four condi-
tions: (i) the perturbation components in the direction
of the binormal should be small (g1, 2  0); (ii) the
wavelengths of these perturbation components should
be short (k = 2π/λ  ∞); (iii) the products (kg1, 2)

2 cm

∆t = 1 µs

C-Mod

Fig. 4. Six successive film frames of a blob in the Alcator C-
Mod tokamak.
should be finite; and (iv) the term L, which has the form
L = ν + ψ = ∇ n f + ∇ bg + (f/B)|∇  × B|, must vanish.
However, it is possible that internal snakelike perturba-
tions with arbitrarily short wavelength, λ  0 (which
are even difficult to imagine vividly), simply do not
break the global structure of bicylinders, which are sta-
ble against constrictions because the external integral

J = /B decreases with distance from the cylinder

surface.

The last (third) argument may be associated with the
finite length lz of a bicylinder that has the form of a
paper clip (Fig. 3) and rapidly “germinates” in a direc-
tion perpendicular to the magnetic field B0. If perturba-
tions g ~ sin(2πz/λ) with “quantified” wavelengths λ =
lz/n (where n is an integer) appear at a certain time, then
the wavelength λ = 2π/k should also rapidly increase
with lz, as if stretching the perturbation “spring.” Under
these quasi-steady conditions, it is incorrect to automat-
ically drive the term L2 in formula (25) to zero by
appropriately choosing the values of the finite factors
kg1, 2 in the limit k  ∞ and g1, 2  0. Presumably,
it is this circumstance that is favorable for the stability
of the bicylinder against internal snakelike perturba-
tions.

NOTE ADDED IN PROOF

After this paper had already been accepted for pub-
lication in the Journal of Technical Physics, we became
aware of the new experimental data on plasma transport
in tokamaks that were presented at the 19th IAEA
Fusion Energy Conference (Lyon, October 2002). In
some tokamak experiments, it was found that the fila-
ments stretched along the main magnetic field—they
are commonly referred to as “blobs”—sporadically
appeared in the edge plasma. So we decided to supple-
ment this paper, because such filaments seem to be
closely connected with the problem under discussion
here.

Figure 4, taken from [4], presents six successive film
frames of the cross section of an individual blob that
emerges into the edge of the plasma column in the
Alcator C-Mod tokamak (the frames were taken with
an exposure time of 4 µs). We can see that, as the blob
crosses the separatrix magnetic surface, it breaks into
two parts, one of which remains inside the separatrix
and the other passes through the separatrix and contin-
ues to move toward the wall. The mechanism for the
formation of blobs is still unknown. Krasheninnikov [5]
supposed that an individual blob is an overheated mag-
netic tube that becomes polarized in a nonuniform
peripheral tokamak magnetic field by the difference
between the gradient drifts of electrons and ions and
then continues to move with the velocity V = cE/B
toward the wall in the same manner as it does during
conventional flute instability.

ld∫
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However, the blob in Fig. 4 is seen to be an isolated
structure in the form of a hoop or a strip with a width of
about 1 cm; hence, it is more likely to be a self-contract-
ing current filament. The blobs originate in the edge
plasma, in which neutral impurities play an important
role. In some papers, it was pointed out that the temper-
ature at the center of the blob is close to 10 eV, which
seems to be more than mere coincidence. The fact that
the blob divides into two parts in crossing the separatrix
likely provides evidence for its double structure, which
may to some extent resemble the bicylinder under dis-
cussion, provided that a uniform toroidal magnetic
field, which is parallel to the currents flowing in the
bicylinder, is incorporated in the above formulas.

Here, we can propose the following nonlinear mech-
anism, in which the blobs are formed as current fila-
ments during a sort of thermal–radiative instability that
will be described below.

In tokamaks, the blobs originate in the scrape-off
layer plasma, which is contaminated with impurities
arriving from the wall. As the blobs diffuse inward, they
enter the region where the temperature is about 10 eV.
In this region, the blobs are ionized. Thereafter, the
inward diffusion of the blobs is hindered by the twisting
of the magnetic field lines. The inductive voltage
around the circumference of the torus and the longitu-
dinal electric field E|| can be assumed to be constant
during the discharge. In this case, the specific Joule

heating power WJ = η, where η = nee2/meνea is the
electrical conductivity, should be balanced by the radi-
ative loss power Wrad = neniQ, resulting mainly from
dielectronic recombination. The dependence of the fac-
tor Q on the electron temperature Te for typical impuri-
ties (such as C, O, Fe, Mo, and W) can be found, e.g.,
in [6]. From Fig. 19 presented in that paper, we can see
that, in the temperature range of interest to us (5 ≤ Te ≤
20 eV), this factor is nearly constant and is approxi-
mately equal to Q ≈ 10–18 erg cm3/s.

We take into account the quasineutrality of the
plasma (ni = ne) and assume that the electric conductiv-
ity is governed by collisions of electrons with neutrals,

so that we have νea = naσea . From the equality

WJ = Wrad, we deduce the relationship ne  = A =

e2 /Qnaσea  = const and then obtain the depen-

dence of the electron pressure p = 2neTe on the electron
density in the form of a descending hyperbola, p =
2A2/ne.

An unstable gas obeying the adiabatic equation of
state p ~ ρα with the adiabatic index α = –1 is custom-
arily called Chaplygin gas. A detailed theory of the

E||
2

Te/me

Te

E||
2 me
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associated quasi-Chaplygin media is given in mono-
graphs [7]. In such media, small perturbations should

grow at the rate γ = kc0 = 2πc0/λ, where c0 = 
is the ion thermal velocity (in our case, it is approxi-
mately equal to 10 km/s); hence, bloblike structures
with dimensions of about 1 cm should develop on
microsecond time scales, as is actually observed in
experiments.

However, in quasi-Chaplygin media, there are no
propagating waves that causally connect neighboring
regions. The waves more typical of these media are sep-
arate standing fluctuations that are spontaneously gen-
erated and grow until they collapse. Moreover, a typical
perturbation is a paired disturbance in the form of a
well and a hump in the density. In our model, the cur-
rent density is equal to j = ηE|| = (ne/ne0)2j0 (where n0
and j0 are unperturbed electron and current densities).
Consequently, against the background of a nearly uni-
form current density j0, such perturbation structure is
somewhat similar to the double structure of the experi-
mentally observed blobs. This interpretation of blobs
will be analyzed in more detail in a separate paper.
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Abstract—The domain structure in (011) crystalline garnet ferrite plates is studied with allowance for induced
uniaxial anisotropy and two-constant cubic anisotropy. It is shown that the inclusion of the second constant of
cubic anisotropy greatly affects the orientational phase diagram and also the topology of magnetic inhomoge-
neities in a given magnet. It is found, in particular, that 180° non-Bloch domain walls may appear in a certain
range of combined anisotropy constants, causing a continuous change in the wall orientation. © 2003 MAIK
“Nauka/Interperiodica”.
Domain nucleation in a magnet is known to influ-
ence significantly its static and dynamic properties. The
domain structure depends on many factors, including
higher order anisotropic interactions [1, 2]. In this
respect, of interest is the domain structure of single-
crystal garner ferrites, which usually combine two types
of anisotropy with different symmetries: induced uniaxial
anisotropy (IUA) and natural cubic anisotropy (CA).
These materials offer a number of unique properties and
are widely used in applied magnetoelectronics [3].

In this work, we study the structure and properties of
magnetic inhomogeneities that may arise in garnet fer-
rite plates with a developed (011) surface. These mag-
nets exhibit orthorhombic magnetic anisotropy, which
significantly improves their dynamic characteristics
and generates increased interest in these materials [3, 4].
Earlier [5], the properties of the (011) plates were stud-
ied in terms of the phenomenological model that takes
into consideration IUA and CA in the single-constant
approximation. Later, however, it has been shown [6, 7]
that, as the temperature decreases down to helium val-
ues, the contribution of the CA second constant K2 may
become comparable to (or even exceed) that of the first
constant K1. This has an effect on the ground state [7, 8]
and on the magnetoelastic wave spectrum of the crystal
[9]. It should be noted that the inclusion of K2 in the expan-
sion of the CA energy means a more careful consideration
of the CA symmetry and also (in terms of magnetic states)
taking into account the effect of 〈011〉  axes on the ori-
entational phase diagram of the magnet [6].

In view of the aforesaid, the energy of magnetic
inhomogeneities in a sufficiently thick plate can be rep-
resented as [5]

E A Θ/ ydd( )2 Θ ϕ/ ydd( )2sin
2

+[ ]{
∞–

∞

∫=

+ Ku Ko ϕ ψ–( )sin
2

+[ ] Θsin
2

1063-7842/03/4807- $24.00 © 20866
(1)

Here, A is the exchange parameter; Ku and Ko are the
constants of the uniaxial and orthorhombic anisotropy
components, respectively; Ms is the saturation magneti-
zation; Θ and ϕ are the polar and azimuth angles of the
magnetization M; and Θ∞ and ϕ∞ are the same angles in
the domains. The coordinate system is selected in such
a way that Oz || [011], Oy runs normally to the domain
wall (DW) plane, and Ox lies in the DW plane and
makes an angle ψ with the [100] axis.

Possible magnetic inhomogeneities are found from
the minimum condition for energy (1), i.e., by solving
the Euler–Lagrange equations [1, 2, 5]

(2)

subject to the condition

(3)

However, comprehensible analysis of Eqs. (2) in
view of condition (3) cannot be performed without
knowing the OPD for a magnet under study.
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HOMOGENEOUS MAGNETIC STATES

For a uniformly magnetized plate, the equilibrium
directions of the magnetization M in the domains can
be found from minimum conditions (2) and (3) by put-
ting ψ = 0, Θ = Θ∞, ϕ = ϕ∞, dΘ/dy = 0, and dϕ/dy = 0
in (1). Calculations show [8] that nine magnetic phases
may coexist in the (011) plates, three of which are sym-
metrical and the other six, disymmetrical [9]. These
phases are related to the following solutions.

(1) Θ = 0 or π, M || [011]. The area of stability of this
phase (Φ[100]), which is found from condition (3), is
given by relationships

(2) 

(3) 

(4)  or

3π/2, 

This phase ( ) is of the angular type [8]. In angu-
lar phases, the magnetization vector M changes direc-
tion according to the IUA and CA constants but remains
within a certain plane of symmetry of the cube. In the

phase , the magnetization lies in the (100) plane;

Here, opposite signs in the expression for ϕ correspond

to two angular phases: ( )1 and ( )2, which belong
to the same symmetry group. In both cases, the vector
M lies in the (011) plane;

Here again, two solutions correspond to two angular

phases: ( )1 and ( )2. In both cases, the vector M

lies in the (01 ) plane. Otherwise, this situation is sim-
ilar to the previous one;

(7) M || [uvw]. This phase ( ), which is some-
times called the phase of the general type [5], is also
one of noncollinear phases. However, unlike the angu-
lar phases considered previously, the associated vector
M changes direction according to the constants of com-
bined anisotropy, remaining in none of the symmetry

K2 2 2Ku K1+( ), K1 Ku Ko;+<–>

Θ π/2, ϕ 0 π, M || 100[ ] ,,= =

K2 Ko, K1 Ku Φ 100[ ]( );>–>
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TECHNICAL PHYSICS      Vol. 48      No. 7      2003
planes of the cube. The phase of the general type refers
to the lowest symmetry group: whereas the symmetry
groups of the angular phases contain some nontrivial
symmetry elements (e.g., a plane of reflection), the
symmetry group of the general phase lacks them.

Based on the results obtained, including those of the
numerical analysis of expressions (2) and (3), one can
construct the OPD of the (011) plane (Fig. 1), which
provides the most complete picture of the areas of sta-
bility for the magnetic phases and of spin-reorientation
transitions between them [8]. Without going into the
details of the phase diagram, we will only separate out
features associated with the effect of the constant K2.
First, this constant is responsible for the occurrence of

the angular phases ( )2 and ( )2, as well as the

general phase ( ). The last-named phase becomes
stable at K2 ≠ 0 in the area κ1 < 0, κ2 > 1.7, κo < 0, Ku < 0,
where κ1 = K1/|Ku|, κ2 = K2/|Ku|, and κo = Ko/|Ku|. Sec-
ond, at Ku > 0, there appears a quintuple point (κo = –1,
κ1 = 0, and κ2 = –4) which is shared by the areas of sta-
bility for five phases (Fig. 1). This is consistent with the
Gibbs phase rule, which states that the equilibrium ori-
entation of the vector M depends on the action of exter-
nal and internal fields, including additional internal
fields due to orthorhombic and cubic anisotropies.
Third, the inclusion of K2 also changes the areas of sta-
bility of the magnetic phases, specifically, Φ[011]. It
exists in the area κ2 > –12, becoming metastable at κ2 >
12. The interval of stability –12 < κ2 < 12 for the phase
Φ[011] is split into several parts where the OPD of the
(011) plate differs significantly. It makes sense to ana-
lyze each of them together with magnetic inhomogene-
ities that may arise in the magnet studied.

STRUCTURE AND PROPERTIES OF MAGNETIC 
INHOMOGENEITIES

The magnetization distribution over the crystal is
defined by Eqs. (2) in view of (1) and (3). They admit

Φ<
II Φ<

III

Φ<
IV

5

0

–5

–10 –5 0 5 10

î[011]

îI
<

(îII )2

(îIII)1

î[100]

î[011]

κ 1

κo

Fig. 1. OPD of the (011) plate for Ku > 0 and κ2 = –4. Con-
tinuous curves, SRPT lines; dashed lines, phase stability
boundaries.
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the existence of the first integral in explicit form. For
Bloch DWs (ϕ = 0 or π), the expression for this integral
is

(4)

where C is a constant of integration; ξ = y/∆0; ∆0 =

; and r, p, and q are parameters given by

(5)

(6)

Here, the angle ψ specifies the DW orientation relative
to crystallographic axes and is found from the last equa-
tion of system (2). From a variety of solutions to this
equation, three are of interest in the general case: ψ = 0,
ψ = π/2, and ψ = ψ(κ1, κ2, κo, Q, ϕ) (where Q =

Ku/2π ). These will be analyzed below. Consider the
values of Ku, Ko, K1, and K2 for which the phase Φ[011]
is stable in the OPD. With Ku > 0 and κ2 > –12, the asso-
ciated area consists of several subareas (Fig. 2) where
the phase portrait of Eq. (4) is substantially different.

(1) –4 < κ2 < 3. From the phase portrait of Eq. (4) for
subarea 1 (which is defined by –2 – κ2/2 < κ1 < 1, –1 –
κo < κ1 < 1 + κo, and κ1 < 2κo – κ2/2), it follows that sep-
aratrices (C = 0) passing through singular points Θ = πn
(n ∈  Z) of the saddle type correspond to solutions

(7)

These solutions, in turn, correspond to 180° DWs
that separate two domains with M || [011] and M ||
[ ]. The structure, energy, and width

(8)
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3

4
5

1

2

κo

κ1
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Fig. 2. Phase diagram for DWs of different topology that
may occur in the area of existence of the phase Φ[011] for
−4 < κ2 < 3.
of such a DW depend on the constants of combined
anisotropy and on the DW orientation ψ. The latter
parameter is found from condition (3), which, in this
case, reduces to the inequality [5, 11]

(9)

Analyzing (9), one can check that a DW with ψ = 0
or π/2 has several areas of stability, which intersect at
κ1 > 0. This means that, in the region of intersection, the
DW may change orientation relative to crystallographic
axes, exhibiting hysteresis. The line of change of orien-
tation is found from the energy condition

(10)

and has the form κ1 = f1(κo, κ2) (Fig. 2). With κ1 > f1(κo,
κ2) and κo < 0 (a part of subarea 3), a 180° DW with ψ =
π/2 is stable; with κ1 < f1(κo, κ2) and κo > 0, a 180° DW
with ψ = 0 is stabilized.

At κ1 < 0, the situation changes: the areas of stability
do not intersect. Moreover, the conditions κ1 > f2(κo, κ2)
(subarea 4) and κ1 < f3(κo, κ2) (the latter condition also
covers the part of subarea 1 lying below the line κ1 = 0)
are the stability conditions for the DWs with ψ = π/2
and 0, respectively. In subarea 5, which is bounded by
the curves κ1 = f2(κo, κ2), κ1 = f3(κo, κ2), κ1 = –2 – κ2/2,
and κo = –1, both DWs are unstable. In this case, non-
Bloch 180° DWs with a noncircular trajectory of the
magnetization vector M will apparently appear [12],
which deserve separate consideration. The curves κ1 =
f2(κo, κ2) and κ1 = f3(κo, κ2) are found from (9) by
replacing the nonequality sign by the equality sign for
related orientations.

In the area κ1 > 1 (subarea 2), the phase portrait of
Eq. (4) changes qualitatively: the shape of the separa-
trices passing through the singular points Θ = π/n (n ∈
Z) becomes much more complicated. Here, 180° DWs
with waists arise (Fig. 3, curve 1). For such walls, the
magnetization distribution exhibits three inflection
points. A waist serves as a new-phase nucleus [5, 11,
13] and appears when a metastable axis (the [100] axis
in our case) lies in the plane of spin rotation. In addi-
tion, the phase portrait shows closed phase trajectories
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with self-intersection (C = ), which are
associated with solitary magnetic inhomogeneities like
0° DWs or stationary solitons [5, 11]. They, unlike 180°
DWs, separate two domains with magnetization vectors
of like orientation (M || [100]) and obey the magnetiza-
tion law (Fig. 3, curve 2)

(11)

These features also serve as phase nuclei, which
condense on crystal defects, and are central to spin-flip
processes in magnets [14]. They have the same orienta-
tions as 180° DWs, ψ = 0 and π/2, and their stability is
defined by inequality (9). In this case, the line of orien-
tation change is an extension of the line κ1 = f1(κo, κ2).
Along with this range of κ1, soliton-like solutions like
(11) appear in the interval –1 – κo < κ1 < 2κo – κo/2.
These solutions have the same properties as the 0° DWs
mentioned above, except that the associated domain

states are characterized by M || [ ]. In this interval
of κ1, the 180° DWs exhibit waists, since the metasta-

ble [ ] axis lies in the DW plane.

(2) –6 < κ1 < –4. In this case, the subrange –1 – κo <
κ1 < 2κo – κo/2, where the phase Φ[011] coexists with the
phase  (Fig. 2), is absent. Therefore, in the inter-
vals –2 – κ2/2 < κ2 < 1 and κ1 < 1 + κo, usual waist-free
180° DWs form. For κ1 > 1, the phase Φ[011] coexists
with the phase Φ[100]; as a result, waists appear in the
structure of 180° DWs and solitary magnetic inhomo-
geneities like stationary solitons arise, which were
described above.

(3) –12 < κ2 < –6. In this range of κ2, we are dealing
with the only situation, namely, with the coexistence of
the phases Φ[011] and Φ[100], the latter being metastable.
Accordingly, the remaining solutions are those corre-
sponding to 180° DWs with one waist and ψ = 0 and to
0° DWs of the same orientation.

(4) 3 < κ2 < 12. The situation here is similar to case (1),

except that the metastable angular phase ( )2 arises

in the range (–κ2 + )/2 < κ1 < 1 in addition to
already existing ones. Because of this, the structure of
the 180° DWs exhibits two waists due to two [uvv ]
metastable axes with Θ = Θm and Θ = π – Θm (Fig. 4).
Accordingly, two extra singular points of saddle type
with Θ = Θm and Θ = π – Θm appear in the phase portrait
of Eq. (4), giving rise to phase trajectories in the form
of a twisted dumbbell that pass through these points.
The parts of the dumbbell that have the form of self-
intersecting loops are associated with stationary soli-
tons for which the ground states are Θ = Θm or Θ = π – Θm

(Fig. 4). The phase trajectories connecting the points
with Θ = Θm and Θ = π – Θm correspond to magnetic
inhomogeneities like (180 – 2Θm)° DWs with M ||
[uvv ] in the domains.

p q 1–+( )

Θtan 1 p–( )/ 2 p 1–( ) ξ r 2 p 1–( )[ ] .cosh±=

011

011

Φ
011[ ]
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III
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(5) κ2 > 12. In this case, the symmetrical phase Φ[011]

becomes metastable in the interval –(κ2 + 4)/2 < κ1 <

[−2κ2 – 2(  + 36κ2)1/2]/9. That is, the line κ1 = –(κ2 +
4)/2, which the line of the spin-reorientation phase tran-
sition (SRPT) of the second kind between the phases

Φ[011] and ( )1 for κ2 < 12, turns into the line κ1 =

[−2κ2 – 2(  + 36κ2)1/2]/9 at κ1 ≥ 12. The latter line is
now the line of the SRPT of first kind between these
phases. Thus, the point κ2 = 12 is a tricritical point in the

OPD of the (011) plate. In the interval [–2κ2 – 2(  +
36κ2)1/2]/9 < κ1 < [–κ2 – (12κ2)1/2]/3, the angular phase

κ2
2

Φ<
III

κ2
2

κ2
2

3

2

1

–6 –4 –2 0 2 4 6

Θ
π

ξ

1

2

Fig. 3. Magnetization distributions that describe (1) 180°
DWs with a waist and (2) 0° DWs in subarea 2 in Fig. 2.
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Fig. 4. Magnetic inhomogeneities of different topology that

are possible in the area bounded by (–κ2 + )/2 < κ1 <

1 and 3 < κ2 < 12.
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( )1 becomes metastable. From the aforesaid it fol-
lows that two saddle points with the coordinates Θ = Θm

and Θ = π – Θm appear in the area considered on the
phase portrait of Eq. (4) (as in case (4)). These saddles
give rise to magnetic inhomogeneities, namely, station-
ary solitons with their ground states at Θ = Θm or Θ =
π – Θm, (180 – 2Θm)° DWs, and 180° DWs with two
waists (Fig. 5).

Φ<
III

Θ
π
3

2

1

π – Θm

Θm

–5 0 5

Fig. 5. Magnetic inhomogeneities of different topology that

are possible in the area bounded by [–2κ2 – 2(  +

36κ2)1/2]/9 < κ1 < [–κ2 – (12κ2)1/2]/3 and κ2 > 12.

κ2
2
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1.5

1.0

0.5
Θm

π–Θm

Θ
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Fig. 6. Possible magnetic inhomogeneities in the area

bounded by –(κ2 + 4)/2 < κ1 < [–2κ2 – 2(  + 36κ2)1/2]/9

and κ2 > 12.

κ2
2

For –(κ2 + 4)/2 < κ1 < [–2κ1 – 2(  + 36κ2)1/2]/9, the
situation changes significantly: phase trajectories in the
form of self-intersecting closed loops pass through the
points Θ = πn (n ∈  Z). They correspond to 0° DWs with
M || [011] in the domains (Fig. 6). At the same time, one
can observe separatrices corresponding to (180 – 2Θm)°
DWs, which pass through the points Θ = Θm + πn and
Θ = π(n – 1) – Θm (n ∈  Z). However, (2Θm)° DWs also
may arise.

It should be noted that the magnetic inhomogene-
ities considered here in relation to the combined anisot-
ropy parameters are solitary inhomogeneities. How-
ever, the analysis of the phase portrait of Eq. (4) indi-
cates that, along with separatrices, there exist other
types of phase trajectories. They correspond to the dis-
tributions of magnetic inhomogeneities over the whole
crystal and, hence, describe various types of periodic
domain structure. The consideration of these inhomo-
geneities goes beyond the scope of this work.

NON-BLOCH 180° DOMAIN WALLS

Let us consider in more detail the range of κ1, κ2,
and κo (κ1 < 0) bounded by the curves f2 and f3 (subarea 5
in Fig. 2). In this subarea, 180° DWs with ψ = 0 and π/2
are unstable, as was already noted, and 180° DWs with
a quasi-Bloch structure may arise [12]. Expression (1)
for the DW energy can be recast as [12, 15]

(12)

where g(Θ, ϕ) is a function taking into account the den-
sities of the combined anisotropy energy and magneto-
static energy due to the space charge localized at DWs
[1].

Set of Eqs. (2), which specifies the structure of mag-
netic inhomogeneities, will be solved subject to the
boundary conditions

(13)

Because of the presence of easy magnetic axes in a
cubic ferromagnet, the magnetization vector tends to
leave the DW plane. Then, its rotation at the domain
wall must now be described by two angles Θ(ξ) and
ϕ(ξ). With |K1|, |K2|, and |Ko| ! Ku, the angle ϕ(ξ) can
be considered as weakly dependent on the coordinate y.
In this case, the angles Θ and ϕ can be represented in
the following way:

(14)

where Θ1 and ϕ1 are small additions to the zero-order
approximation given by Θ0 and ϕ0.
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In our case, the zero-order angles are

(15)

Linearizing system (13) in the vicinity of Θ0 and ϕ0,
we represent the DW energy in the form

(16)

where

(17)

In the principal approximation in κo, κ1, and κ2, we
obtain from the second equation of (2)
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A solution to Eq. (18) is sought in the form of the
expansion

(20)

where u0 and f(k) are the eigenfunctions of the operator

 [15, 16]:

(21)

After simple calculations, we arrive at
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Fig. 7. Magnetization distribution in the transition layer for 180° DWs at κo = –0.2, κ1 = –0.3, and κ2 = –0.3. (a) Angle ϕ vs. ξ for
different values of Q (the figures by the curves) and (b) magnetization components vs. ξ for Q = 0.5.
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The numerical calculation of the dependence ϕ =
ϕ(ξ) by formula (23) is shown in Fig. 7. It is seen that
the angle at which the magnetization leaves the DW
plane varies to the greatest extent near the wall. For
Q ! 1, the exit angle of the magnetization vector is
given by (in the first order of the perturbation theory)

(24)

The dependences derived allow one to determine the
DW orientation by minimizing (16) in view of (23). In
this case, the angle ψ will take different values depend-
ing on κo, κ1, and κ2, including ψ = 0 and π/2 (Fig. 8).
Hence, with κ1 < 0, a DW continuously changes orien-
tation with the magnetization vector leaving the DW
plane as at the phase transition of the second order,
while with κ1 > 0, the DW changes orientation stepwise
as in the case of the phase transition of the first kind.
Such a statement is valid when K2 = 0; for K2 other than
zero, the point κ1 = 0, at which the DW changes orien-
tation relative to crystallographic axes (this point is
akin to the tricritical point in the Landau theory of
phase transitions [13]), shifts.

Thus, the study of the effect of the CA second con-
stant on the ground state and domain structure of the

–
1
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Fig. 8. DW orientation angle ψ vs. κo. κ1 = (1) –0.3 and
(2) –0.5.
(011) crystal plate with combined anisotropy shows
that the contribution of 〈011〉  axes is essential and com-
plicates the OPD. This, in turn, influences the structure
and properties of magnetic inhomogeneities, which
may have a nontrivial topology. For example, 0° and
180° DWs with one or two waists may appear. Non-
Bloch 180° DWs are also a possibility. In this case, a
DW continuously changes orientation. These and other
features of the domain structure may also have an effect on
other properties of the crystal, specifically, on its behavior
upon magnetization and magnetization reversal.
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Abstract—The temperature dependence of the thermal expansion of polymers subjected to small harmonic
temperature oscillations about certain base temperatures near the glass transition range is considered. The con-
formational component of the expansion as a function of temperature is calculated in terms of the conforma-
tional transition kinetics. The temperature dependences of the expansion and the expansion vs. oscillation phase
shift are analyzed with allowance for the vibrationally anharmonic component. The thermal expansion of poly-
vinylacetate at base temperatures of 295–320 K, oscillation frequencies of 0.3 and 0.1 Hz, and an oscillation
amplitude of 0.8 K are studied experimentally. The measured and calculated data for the expansion and expan-
sion vs. temperature phase shift are shown to be in good agreement. © 2003 MAIK “Nauka/Interperiodica”.
The thermal expansion of solids, i.e., the variation
of the object’s volume or linear size with temperature,
is usually measured under equilibrium conditions.

Along with the obvious methodical requirement that
a temperature gradient in the bulk of an object be small
(this requirement is satisfied via a trade-off between the
thermal diffusivity, sample thickness, and rate of tem-
perature variation), it is necessary that the equilibrium
(at a given temperature) parameters of the structure and
internal thermal dynamics be established in the object.
The approach of a system to the equilibrium state is
characterized by the relaxation time. This parameter
imposes certain conditions on the measurement of the
steady-state thermal expansion (e.g., the temperature
should be raised stepwise and kept for a sufficiently
long time at each of the steps).

However, a physical investigation where the thermal
expansion is measured under a fortiori nonequilibrium
conditions may give important information on thermal
expansion mechanisms and shed light on the features of
atomic–molecular dynamics.

The thermal expansion measurement under low-
amplitude temperature cycling (the so-called modula-
tion regime [1, 2]) is an example of such investigations.
Nonequilibrium conditions here are provided by har-
monically varying the temperature relative to a certain
base temperature Tb with a frequency ω. The variation
(oscillation) amplitude, Tm = 1–3 K, is, as a rule, small
compared with the base temperature. By changing Tb
and ω, one may gain detailed information on the pro-
cess. The modulation regime and its applications are
described in [3].
1063-7842/03/4807- $24.00 © 20873
The use of the modulation regime makes it possible
to study the thermal expansion of solids of various
structures.

In low-molecular materials, the vibrational dynam-
ics of atoms (and, accordingly, the vibrationally anhar-
monic mechanism of thermal expansion) prevails up to
the melting point. The relaxation “inertia” of the vibra-
tional dynamics is low; therefore, the dynamic proper-
ties are equilibrium over a wide range of temperature
oscillation frequencies. For example, in metals, the har-
monic oscillations of the thermal expansion have been
found to be in phase with the harmonic oscillations of
the temperature [4]. In other words, for low-molecular
materials, the modulation method does not provide, at
moderate temperature oscillation frequencies, any new
information compared with “static” measurements of
the thermal expansion.

The chain molecular structure of polymers specifies
other types of internal dynamics and, hence, other ther-
mal expansion mechanisms [5, 6].

Below the glass transition temperature Tg, the vibra-
tional molecular dynamics dominates and polymers
differ little from low-molecular materials in terms of
thermal expansion in this temperature range. Above the
glass transition temperature, polymers exhibit dynam-
ics of a new type: segmental mobility, or conforma-
tional transitions. Conformational transitions are the
transitions of chain molecule segments from one
(straight trans) form to the other (flexed gauche (or
gosh)) form and vice versa. At these transitions, the
potential barrier is overcome due to local fluctuations
of the thermal energy. Since the potential energy of a
gauche conformer is usually higher than that of a trans
003 MAIK “Nauka/Interperiodica”
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conformer [7], the equilibrium concentration of gauche
conformers varied with temperature [5–7]. In addition,
the effective volume of a gauche conformer is larger
than that of a trans conformer; therefore, an increase in
the concentration of gauche conformers causes a ther-
mal expansion of a polymer, which adds up to the vibra-
tionally anharmonic expansion.

The thermal fluctuation mechanism of conforma-
tional transitions is characterized by the mean expecta-
tion time of the transition (or the mean frequency of the
transitions), which depends on the transition barrier
height. According to this mechanism, the transition
kinetics is such that the concentration of gauche con-
formers reaches its equilibrium value (at a given tem-
perature) not instantaneously but after a time, which is
named the relaxation time (this time is close to the
mean expectation time of the transition).

Thus, at a certain relationship between the tempera-
ture oscillation frequency (period) and relaxation time,
temperature cycling (oscillation) may establish condi-
tions for measuring the thermal expansion under non-
equilibrium conditions. Such measurements reveal the
conformational mechanism of expansion and make it
possible to determine the relaxation properties of the
molecular dynamics in a polymer.

The study of polymers in the modulation regime has
not yet been carried out.

In this work, we consider the thermal expansion of
polymers under conditions of harmonic temperature
oscillations both analytically and experimentally.

OBJECT OF STUDY

The object of study is polyvinylacetate (PVA),
whose monomer unit has the form

This polymer is convenient to study, because it is
completely amorphous and its glass transition tempera-
ture is near 300 K [8]. Data for the static (equilibrium)

OCH CH2

OC2H3

.
n

Ugt

Utg

∆U

“g”

“t”

U

Fig. 1. Potential relief for the trans (t)–gauche (g) confor-
mational transitions.
thermal expansion of PVA are given in [9]. They will be
used in subsequent calculations.

ANALYSIS

In this section, we will establish the temperature and
frequency dependences of the thermal expansion for
polymers subjected to harmonic temperature oscilla-
tions. Such calculations have not yet been performed.
The basic idea is to obtain the temperature dependence
of the gauche conformer concentration (as was noted,
an increase in this concentration results in the expan-
sion of polymers). The potential relief on conforma-
tional transitions is shown in Fig. 1.

The mean expectation time for gauche–trans and
trans–gauche transitions (τgt and τtg, respectively) are
given by [7, 10]

where τ0 ≈ 10–13 s.

Let ng be the relative concentration of gauche con-
formers: ng = Ng/N, where Ng is the concentration of
gauche conformers, N = Ng + Nt is the total concentra-
tion of the conformers, and Nt is the concentration of
trans conformers. Then, the relative equilibrium con-
centration of gauche conformers at a temperature T
is [7]

where ∆U = Utg – Ugt and τ* = (  + )–1.

The rate of change (kinetics) of the gauche con-
former concentration is given by the equation

from which follows a differential equation for ng:

(1)

A solution to this equation is the dependence ng(t).

Let a polymer have a temperature T1 and a gauche
conformer concentration ng(T1). If the temperature
experiences a step T2 – T1 at zero time and then remains
constant, the analytical solution for the gauche con-
former concentration tending toward its equilibrium

value (T2) at T2 takes the form

(2)
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Thus, under these conditions, the polymer will
approach its equilibrium state for a time greater than
τ*(T2).

Under temperature oscillation conditions, the equi-
librium state will not be established for a time tT (tT is
the temperature oscillation period) if tT < τ*. For the
temperature varying by the law

we have

Because of the high nonlinearity of differential
equation (2), an explicit dependence ∆ng(t) is impossi-
ble to derive analytically. Therefore, it is solved numer-
ically by using the PVA parameters and specifying the
parameters of harmonic temperature oscillations (Tm
and ω).

When calculating the conformational component of
the thermal expansion, we assume that the relative
change in the polymer volume because of a change in
the gauche conformer concentration is expressed as

where Vt is the trans conformer volume, Vg is the
gauche conformer volume, and δVgt = Vg – Vt is the dif-
ference in the volumes of the conformers.

Then, for the linear expansion of an isotropic poly-
mer by the conformational mechanism, we may write

To construct the dependence εc(t) by numerically
solving differential equation (1), we used the following
parameters of PVA and temperature oscillations:
(1) δVgt/Vt ≅  0.3. Such an estimate results from the data
for the “hole” component of the specific heat jump
upon PVA devitrification [5] under the assumption that
the holes (free volume elements) arise when trans con-
formers pass into looser gauche conformers; (2) U =
0.9 eV (data of dielectric and mechanical loss spectros-
copy and differential scanning calorimetry for PVA
[11]); (3) ∆U = 3 × 10–2 eV (data for PVA-like polymers
[11]);

(4) 

(5) 
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(6)  and 

  and

(7) Tb is taken from the 260–360 K interval.

The numerical calculation of εc(t) covered a suffi-
ciently large number of the temperature oscillation
periods, including the transition stage (after the onset of
the temperature oscillations at t = 0) and the establish-
ment of the steady-state thermal expansion process.
Below, we discuss the steady-state conditions.

Figure 2 shows εc(t) calculated at ν = 0.1 Hz for
three base temperatures. The time dependence of the
expansion εc(t) is compared with the sinusoidal temper-
ature variation

From Fig. 2, it follows that the polymer expansion
exhibits oscillations. The correlation analysis showed
that the oscillatory component of the expansion is
almost harmonic with the expansion oscillation fre-
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Fig. 2. (1) Specified base temperature oscillations ∆T(t) of
frequency 0.1 Hz and amplitude Tm = 1 K and (2) calculated
oscillations of the conformational expansion εc. The base
temperature is (a) 280, (b) 300, and (c) 320 K.
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quency being equal to the temperature oscillation fre-
quency.

It is essential, however, that the phase of the expan-
sion oscillations lags behind that of the temperature
oscillations. This phase shift ϕ varies inversely with the
base temperature Tb. In addition, the expansion oscilla-
tions have a constant component εcon, which also varies
in inverse proportion to the base temperature. The
amplitude εcm of the harmonic component of the expan-
sion increases with base temperature.

Similar calculations were also performed for a num-
ber of base temperatures from the 260–360 K interval
with ν = 10–1 and 10–2 Hz. The temperature depen-
dences ϕ(Tb), εcm(Tb), and εcon(Tb) for these two fre-
quencies are shown in Fig. 3. From Fig. 3a, it is seen
that the phase shift ϕ(Tb) varies along an S-shaped tra-
jectory from –π/2 at low temperatures to 0 at high tem-
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Fig. 3. Calculated dependences of the (a) phase shift,
(b) oscillation amplitude, and (c) constant component of the
conformational expansion on the base temperature for
(1) 0.01 and (2) 0.1 Hz. The temperature oscillation ampli-
tude is Tm = 1 K.
peratures. This is because the effective relaxation time
τ* falls exponentially with increasing temperature.

The increase in the expansion oscillation amplitude
εcm(Tb) with temperature (Fig. 3b) is associated with a
greater number of conformation transition events per
period; in other words, the system has more time to
reach the equilibrium state because of the decrease in
the relaxation time.

As the frequency rises, the dependences ϕ(Tb) and
εcm(Tb) shift toward higher temperatures because of the
fluctuation resonance effect, i.e., the resonant relation-
ship between the mean frequency of the conformational
transitions and the temperature oscillation frequency.

The appearance of the constant component εcon of
the expansion oscillations may be explained as follows.
When the number of oscillation cycles is not large, a
rise in the gauche conformer concentration with a pos-
itive change in the temperature (relative to the base
temperature) in the exponential dependences of τtg and
τgt exceeds the decrease in their concentration when the
temperature goes down. As the number of cycles grows,
the increase in the gauche conformer concentration
slows down. Eventually, the increase and decrease
counterbalance each other (as follows, e.g., from
expression (2) when ng(T1) rises), causing the constant
(steady-state) value εcon(Tb) to be established. As the
base temperature Tb grows, the “asymmetry” in the
change of the gauche conformer concentration per
cycle reduces, the balance is reached faster, and the
constant value εcon(Tb) approaches zero.

According to Fig. 2, the temperature–time depen-
dence of the conformational expansion can be
described by the relationship

In general, the calculated data show that, as the base
temperature grows, the conformational expansion
oscillations tend to be in phase with the temperature
oscillations because of a decrease in the relaxation time
with increasing temperature.

Having calculated the behavior of the conforma-
tional expansion under temperature oscillation condi-
tions, we will now estimate the total expansion of a
polymer under these conditions in order to compare the
calculated results with experimental data.

The total thermal expansion ε is the sum of the
vibrationally anharmonic, εv, and conformational, εc,
components:

As was noted above, the former term can be consid-
ered as inertialess, i.e., varying in phase with the tem-
perature variations [12]. Then,

In the classical range (above the characteristic tem-
perature), the coefficient of vibrationally anharmonic

εc t Tb,( ) εg Tb( ) εcm Tb( ) ωt ϕ Tb( )+( ).sin+=

ε t( ) εv t( ) εc t( ).+=

εv t( ) εvm ωt.sin=
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expansion, which is inherent in any solid, depends on
temperature only slightly [12]. Therefore, the general
expression for the thermal expansion of polymers under
the temperature oscillation conditions can be repre-
sented as

(3)

Expression (3), the sum of two sinusoids, can be
rearranged into

(4)

where

(5)

(6)

Thus, the total expansion is also a harmonic func-
tion that has the same frequency ω but is phase-shifted
by ψ relative to the temperature oscillations. The total
phase shift ϕ depends on the phase shift ϕ of the con-
formational expansion and on the amplitudes of the
vibrational and conformational components (εvm and
εcm). It is easy to find the limits of ψ(Tb). At low tem-
peratures, ϕ(Tb)  –(π/2) (Fig. 3a) and εcm(Tb)  0
(Fig. 3b); then, ψ(Tb)  0. At high temperatures,
ϕ(Tb)  0 (Fig. 3a) and ψ(Tb)  0. Between the
extremes, ψ(Tb) apparently goes through a minimum.
The dependence ψ(Tb) will be shown below.

To find the analytical dependence ε(Tb) from formu-
las (3)–(6) with the analytical dependences εcm(Tb) and
ϕ(Tb) known (Fig. 3), it is necessary to determine the
amplitude εvm of the vibrationally anharmonic compo-
nent of the expansion. To this end, we will use the
known experimental value of the thermal expansion
coefficient (TEC) αv for glassy PVA, in which the con-
formational dynamics is not yet excited and the expan-
sion depends nearly completely on the vibrational
dynamics. In the interval 260–280 K, the TEC of PVA
is αv = 7 × 10–5 [9].

Since the vibrationally anharmonic component of
the thermal expansion is expressed as εv(t) = εvmsinωt =
αvTmsinωt, we find that εvm = αvTm. Since we put Tm =
1 K in our calculations, the oscillation amplitude of the
vibrationally anharmonic expansion is εvm = 7 × 10–5.

The temperature dependences of the oscillation
amplitude ε(Tb) of the total expansion and of the total
phase shift ψ(Tb) for 0.1 and 0.01 Hz are given in Fig. 4.
Being close to zero at low and high temperatures, the
curve ψ(Tb) passes through a minimum as deep as
0.3 rad near 300 K. At the higher frequency, the mini-
mum shifts toward higher temperatures.

The curves εm(Tb) and ψ(Tb) obtained analytically
can now be contrasted with thermal expansion data for

ε t Tb,( )
=  εvm ωtsin εcon Tb( ) εcm Tb( ) ωt ϕ Tb( )+( ).sin+ +

ε t Tb,( ) εm Tb( ) ωt ψ Tb( )+[ ]sin εcon Tb( ),+=

εm Tb( ) εvm
2 εcm

2
2εvmεcm ϕcos+ + ,=

ψ Tb( )
εcm ϕsin

εvm εcm ϕcos+
----------------------------------.arctan=
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PVA measured under the temperature oscillation condi-
tions.

EXPERIMENT

As noted above, neither analysis nor experimental
studies of the thermal expansion of polymers under
temperature cycling have been reported to date. The
above calculations have demonstrated what kind of
temperature and frequency dependences of the thermal
expansion could be expected.

To validate the predictions, we performed experi-
ments with PVA using a specially designed setup for
measuring the thermal expansion of polymers under the
conditions of a harmonically varying temperature.
Temperature variations were produced with planar
Peltier cells to which a harmonically varying voltage
was applied. The sample temperature was measured by
a thermocouple with an accuracy of 0.01 K. The oscil-
lation amplitude was 0.8 K, and the oscillation frequen-
cies were 0.03 and 0.1 Hz. The thickness of the polymer
film, 100 µm, was taken such that the temperature field
nonuniformity (determined by calculating the thermal
diffusivity of PVA [5]) was no more than 10–2 for the
given oscillation frequencies. The operating length of
the sample was L = 20 mm. The thermal expansion
∆L(t) was detected with a 6MKh1S mechanotronic
detector accurate to 0.01 µm. The electrical signals
from the thermocouple (sample temperature) and from
the mechanotronic detector (sample expansion) were
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Fig. 4. Calculated dependences of the (a) phase shift and
(b) oscillation amplitude of the total (conformational and
vibrationally anharmonic) expansion of the polymer at
(1) 0.01 and (2) 0.1 Hz.
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(2) recorded waveforms ∆L(t) of the total PVA expansion.
The base temperature is 305 K. (a) Large-scale time-base
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data.
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Fig. 6. Experimental dependences of the (a) phase shift and
(b) oscillation amplitude of the PVA vibrational expansion
on the base temperatures for (1) 0.03 and (2) 0.1 Hz.

0

applied to an X–Y recorder and to a measuring com-
puter complex (MCC), which calculated the expansion
vs. temperature phase shift ψ(Tb) and the expansion
oscillation amplitude εm = ∆Lm/L. The phase shift was
determined with an accuracy of 2 ms.

During the measurements, the base temperature
(295–320 K) was changed stepwise. At each step, the
sample was kept until the steady-state conditions were
established (as a rule, for no more than 20 min).

The records of the temperature oscillations and the
vibrational component of the expansion for a frequency
of 0.3 Hz and a base temperature of 305 K are shown in
Fig. 5. The expansion is seen to harmonically oscillate
with the same frequency as the temperature. The pres-
ence of the expansion vs. temperature phase shift is
impossible to judge visually from large-scale curves 1
and 2 in Fig. 5a. However, the high-resolution MCC
reliably reveals it. A fragment of the MCC time-base
sweep demonstrates clearly that the expansion lags
behind the temperature (Fig. 5b).

Figure 6 shows the expansion, ε(Tb), and phase shift,
ψ(Tb), curves constructed for 0.03 and 0.1 Hz. It is seen
that the experimental (Fig. 6) and calculated (Fig. 4)
curves ψ(Tb) and ε(Tb) run in a similar manner.

Obviously, it would be unreasonable to anticipate
exact quantitative coincidence. For example, the calcu-
lation was carried out for only one transition barrier
height, while polymers are known [13] to exhibit the
distribution of conformational transition barrier values
about the mean. Furthermore, in the devitrification
range of polymers (near 300 K for PVA) [8], the con-
formational transition barriers depend on temperature
[13, 14], which was disregarded in the calculations.
Finally, the barrier values adopted in the calculations
are approximate. Yet the calculation and experiment are
in satisfactory quantitative agreement.

For example, the calculations used the experimen-
tally found value of the vibrationally anharmonic com-
ponent of the PVA expansion, whereas the conforma-
tional component was derived analytically from the
barrier values and the difference between the volumes
occupied by trans and gauche transformers. The calcu-
lated and experimental values of ε(Tb) are seen to differ
insignificantly at high temperatures (315 K or higher).

The minima of the expansion–temperature phase
shift calculated and found experimentally for 0.1 Hz are
318 and 309 K, respectively. For other parameters, such
as the width and depth of the phase shift minimum and
also the temperature shift of the curves with varying
frequency, the discrepancy is greater. It is expected that
the results will be refined if more realistic values of the
transition barriers are used.

As a whole, the agreement between the analytical
and experimental data should be considered as accept-
able (especially if it is taken into consideration that
these results are only tentative).
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
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The data obtained (first of all, the phase shift
between the expansion and temperature, as well as the
sharp increase in the expansion with temperature) are
an independent corroboration of the fact that, at the
stage of polymer devitrification, the conformational
expansion mechanism plays an increasing part and
eventually becomes prevailing. This mechanism is
unrelated to the atomic interaction anharmonicity
(unlike the low-temperature mechanism of expansion).
This is the first result of this work.

Further combined experimental and analytical
investigation into the thermal expansion of polymers
subjected to temperature cycling of variable frequency
and amplitude will give more detailed information on
the parameters of elementary events in conformational
thermal expansion (transition barriers, the difference
between the energy of trans and gauche conformers,
and the difference between their volumes) and on the
conformational dynamics as a whole.

To conclude, some comments concerning the well-
known parameter of thermal expansion—TEC. The
conventional definition of the TEC,

(7)

implies that it is measured at a constant pressure σ
under equilibrium conditions. Under nonequilibrium
conditions, definition (7) exhibits singularities. For a
single-step temperature change from T1 to T2 and sub-
sequent relaxation to the state equilibrium at T2, the
expansion grows at a constant temperature (see expres-
sion (2)). In this case, the TEC α = dε/dT = ∞ through-
out the relaxation period. Under temperature cycling
(oscillation), (4) formally yields

This means that the instantaneous value of the TEC
varies from –∞ to ∞ during the oscillation period. These
features should be taken into account when the notion
TEC is applied to the thermal expansion of nonequilib-
rium systems.

α dε
dT
------ 

 
σ
,=

α t( ) εd
Td

------
εd
Td

------ dT
dt
------ 

 
1– εm

Tm
------ ωt ψ+( )cos

ωtcos
------------------------------.= = =
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Abstract—The effect of mobile impurities on the dislocation dynamics under static and variable loading of
crystals is calculated. It is shown that the dynamic aging of dislocations may produce a specific regime where
dislocations are at rest upon static loading and move only under a growing stress. The dislocation mobility in
this regime is athermal. The existence conditions for this regime are studied. The dependence of the dislocation
path lengths in silicon on the stress pulse rise time that is observed in pulsed-load experiments is explained by
the existence of this regime. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The dynamic aging of dislocations is an efficient
means for hardening doped crystals and improving
their mechanical properties. This effect is caused by the
impurities, which are entrapped by moving disloca-
tions, thus affecting their mobility. Dynamic aging can
be induced by both controllable and uncontrollable
impurities or other point defects in crystals. For exam-
ple, Czochralski-grown silicon with an impurity oxy-
gen concentration of up to 1018 cm–3 turns out to be
more appropriate for microelectronics applications
than the pure crystals grown by zone melting (see, e.g.,
[1, 2]).

The early model describing the dynamic aging of
dislocations was the Cottrell–Jaswon model [3]. Subse-
quently, it was elaborated upon in [4, 5] and other
works. Cottrell and Jaswon [3] analyzed impurity diffu-
sion in the elastic force field of a steadily moving dislo-
cation. More recent works considering the Portevin–Le
Chatelier effect concentrated on the mechanism of dis-
location motion over local barriers, taking into account
its steplike nature [6, 7]. Impurities diffuse to a disloca-
tion when it is at rest at an obstacle, waiting for thermal
activation, and resulting impurity atmospheres partially
relax during a jump to a next obstacle.

Another mechanism of dislocation motion that is
characteristic of semiconductors, bcc metals, and a
number of other materials assumes that dislocations
uniformly overcome the intrinsic small-scale potential
relief (Peierls–Nabarro barriers) in the crystal lattice.
For this mechanism, the model of dynamic aging might
be similar to the original Cottrell–Jaswon model [3], at
least at relatively low velocities. However, the contin-
uum approach, which involves the elastic interaction
between impurity atoms and dislocations, is known to
fail in the vicinity of dislocations: the results of calcu-
lation become sensitive to the length of cutoff. This cir-
1063-7842/03/4807- $24.00 © 20880
cumstance greatly depreciate the calculations obtained
in terms of the continuum approach.

Moreover, elastic forces are not the only ones
involved in the impurity–dislocation interaction at short
distances. One should not neglect electronic (“chemi-
cal”) interactions. Maroudas and Brown [8] developed
a more general combined approach that takes into
account an additional moderating effect of the short-
range impurity–dislocation interaction. The energy of
the short-range interaction was evaluated by atomistic
calculations. This approach significantly clarified the
specific role of the dislocation core but failed in com-
pletely eliminating the dependence of the results on the
length of cutoff.

In [9], the case where dislocations move with a high
velocity comparable to the rate of impurity migration
D/a (D is the impurity diffusion coefficient, and a is the
lattice spacing) was studied. Here, the dimension of the
impurity atmosphere decreases to several lattice spac-
ings. Therefore, the contribution from the short-range
interaction to the retardation of dislocation motion
becomes dominant, and only this contribution was
taken into account. In this situation, a discrete approach
to describing the impurity redistribution by a moving
dislocation seems to be more appropriate. Without the
loss of physical justification (which is illusory in the
case of the continuum description because of the cutoff
length problem), such an approach is much simpler and
more illustrative. It will be used in this work.

The model [9] considers primarily an excess impu-
rity content c (per lattice site) in the dislocation core. Its
variation is described by the equation

(1)dc
dt
------

V
a
--- rc0 c

a
τ1V
---------– 

 exp– .=
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Here, V = a/td is the average dislocation velocity, td is
the time it takes for dislocations to overcome the bar-
rier, c0 is the impurity concentration in the bulk of the
crystal, τ1 is the time of impurity migration in the vicin-
ity of the dislocation core, and r is the impurity entrap-
ment length expressed in lattice parameters. The value
of τ1 may differ substantially from the migration time
a2/D in the bulk of the crystal because of the distorting
effect of the dislocation core. The first term on the
right-hand side of Eq. (1) describes the increase in the
excess concentration in the core due to the impurity
entrapment, and the second one describes the decrease
in c when the impurities lag behind the dislocation,
with a probability proportional to exp(–td/τ1).

Along with the entrapment of impurities, the inter-
action between dislocations and impurities also causes
a force that slows down the motion of dislocations,
which can be described in terms of a specific “internal
stress” σi counteracting an applied stress σ. This inter-
nal stress is proportional to the excess concentration of
impurities in the dislocation core: σi = βc. Then, the
effective stress σeff that activates a dislocation is

(2)

The coefficient of proportionality β is specified by
the short-range impurity–dislocation interaction and, in
specific cases, can be found by atomistic calculations.
In this work, β is taken to be a phenomenological
parameter. The dislocation velocity is assumed to be a
function of the effective stress: V = V(σeff). Such a
renormalization of the driving force will be considered
as the main channel through which impurities affect the
dislocation motion, and only this channel is taken into
account in this work.

The dislocation dynamics is studied with macro-
scopic mechanical testing of crystals and in model
experiments under both static loading, where long rect-
angular stress pulses are applied, and under varying
loading usually by applying triangular or trapezoidal
pulses that have various ratios of their variable and con-
stant components. First, we will consider the effect of
mobile impurities on the dislocation dynamics under
static loading and then study the possibility for the
existence of steady-state motion modes.

STEADY-STATE MODES AND THE THRESHOLD 
OF DISLOCATION IMMOBILIZATION

The steady motion is characterized by a constant
excess impurity content in the dislocation core that is
given by Eq. (1) with dc/dt = 0. This condition either is
satisfied at V = 0 or meets the roots of the equation

(3)

σeff σ βc.–=

V σ βc–( ) a
τ1 c/rc0( )ln
----------------------------.=
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Let us represent graphically the equation

(4)

which is derived from Eq. (3). Here, ϕ(V) is the func-
tion inverse to V(σ). For example, if the dislocation
velocity is a power function of the stress V(σ) = Bσm,
the inverse function has the form ϕ(V) = (V/B)1/m. How-
ever, the exact form of the function ϕ(V) is of minor sig-
nificance for further qualitative considerations; only its
general properties are important. If V(σ) is naturally
considered to be a monotonically increasing function,
then ϕ(V) is also a monotonically increasing function of
its argument. At c  rc0, this argument grows infi-
nitely; therefore, the plot of the right-hand side in (4)
against the concentration takes the form shown in
Fig. 1. The straight line here corresponds to V = 0; i.e.,
σ = βc. It is seen that at σ > σc, where σc is the mini-
mum of the right-hand side in (4), there are three solu-
tions to the stationarity condition dc/dt = 0: c1, c2, and
c3. In the intervals between the stationary values, c var-
ies as shown by the arrows at the horizontal axis. Thus,
the solution c2 is unstable because any deviation will
increase with time, while the solutions c1 and c3 are sta-
ble. The solution c1 corresponds to the increase in the
excess impurity concentration near a dislocation as the
stress decreases and, hence, to the decrease in the dis-
location velocity compared with its value in the pure
crystal (see Fig. 2).

As the stress decreases to σc, the solutions c1 and c2
merge together at the point of minimum in Fig. 1 and

σ βc ϕ a
τ1 c/rc0( )ln
---------------------------- 

  ,+=

σ

σc

c1 cc c2 c3

c

Fig. 1. Solution of Eq. (4) for the steady-state modes of dis-
location motion: c1 and c3 are stable solutions, c2 is an
unstable solution, and σc is the threshold of dislocation
immobilization.
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then disappear, giving rise to the solution c3, which cor-
responds to the zero dislocation velocity. The value c3 =
σ/β is the minimum concentration required to immobi-
lize the dislocation. With time, the concentration of
impurities at the pinned dislocation will exceed c3
owing to the impurity diffusion flux. This leads to the
stronger pinning of the dislocation, so that a higher
“starting” stress may be required to activate the disloca-
tion again [10]. The consideration of this process of
ordinary static aging, as well as the attendant saturation
of the impurity atmosphere and complexation [11], is
beyond the scope of this work.

At σ < σc, the steady motion is impossible; hence, σc

is the threshold of dislocation immobilization caused
by dynamic aging. Such a picture agrees well with the
experimental data on the effect of neutral impurities on
the dislocation mobility in silicon [10, 12], indicating
the qualitative validity of this model.

Figure 1 shows that, at given σ > σc, the resulting
dynamics can be different depending on the difference
between the initial impurity concentration at the dislo-
cation and c2. Therefore, the issue of how the disloca-
tion approaches the starting state and the behavior of
the dislocation–impurity system upon stressing are of
crucial importance.

Therefore, we will study the dislocation dynamics
under variable loading. 

DISLOCATION DYNAMICS 
UNDER AN INCREASING LOAD

Let us consider the case where the stress rises with
a constant rate: σ = t,  = const. This situation is
observed upon both macroscopic mechanical testing,

σ̇ σ̇

2.0

1.5

1.0

0.5

0

V

1.0 1.5 2.0σc
σ

Fig. 2. Dislocation velocity vs. stress dependence with
allowance for the effect of mobile impurities. The dashed
line is the initial dependence for a pure crystal. The stress is
expressed in a/(τ1B); the velocity, in a/τ1. The calculation
was carried out for m = 1, r = 1, and c0 = 0.1a/(βτ1B).
e.g., at the initial elastic stage of loading and upon
studying the dynamics of individual dislocations sub-
jected to triangular or trapezoidal stress pulses. At short
times, when the excess impurity concentration is still
low and the exponential term in (4) that describes the
separation of impurities from the dislocation can be
neglected, Eq. (3) is easy to solve. In implicit form, the
solution is

(5)

where V0 ≡ ( a)/(βrc0). At t  ∞, the effective stress
tends to a constant value: t – βc  σeff0, which cor-
responds to the dislocation velocity V0:

(6)

Thus, after a certain transition time, a constant dis-
location velocity V = V0 sets in. Under these conditions,
the impurity concentration at the dislocation linearly
increases with time:

(7)

As is seen from (7), the applicability domain of this
solution is bounded below by the condition t > σeff0/ .
The upper bound depends on whether or not the expo-
nential term in (1) can be neglected in comparison with
rc0. For the solution obtained, this term is approxi-
mately given by 

Thus, the regime under study occurs in the time
interval

(8)

At low rates of load variation,  < βrc0/τ1, the exist-
ence range of this mode may be rather long because of
the exponential term in (8). Above the upper boundary
of time interval (8), t > tm, the impurities begin to leave
the dislocation and their concentration by the disloca-
tion decreases. As a result, the dislocation velocity
increases, the impurities lag behind the dislocation still
further, and the process becomes catastrophic. Eventu-
ally, the dislocation becomes almost free of the impu-
rity atmosphere, as is shown in Fig. 3. The curve c(t)
here is obtained by the numerical solution of Eq. (1) at

σ = t,  = 0.2a/( B), c0 = 0.1a/(βτ1B), and m = r = 1.
This particular example illustrates the existence of the
long-term stage where the excess impurity concentra-
tion at the dislocation grows linearly with time, which
corresponds to solution (7).

σd
V0 V σ( )–
------------------------

0

σ̇t βc–

∫ tβrc0/a,=

σ̇
σ̇

V σeff0( ) V0
σ̇a

βrc0
-----------.= =

c σ̇t σeff0–( )/β.≈

σ̇

σ̇t σeff0–
β

---------------------
βrc0

τ1σ̇
----------- 

  .exp

σeff0

σ̇
--------- t tm< <

σeff0

σ̇
---------

βrc0

σ̇
-----------

βrc0

τ1σ̇
----------- 
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The applied stress increases with time linearly;
accordingly, c2, which separates different types of dis-
location dynamics, also grows (Fig. 1). The related
dashed curve c2(t) in Fig. 3 passes through the maxi-
mum in the curve c(t), since the value c = c2 corre-
sponds to the stationarity condition  = 0, which coin-
cides with the extremum condition for c(t). This cir-
cumstance will be used in following analysis.

Now let us consider the behavior of the dislocation
under pulsed trapezoidal loading. First, we will exam-
ine the constant amplitude portion. If the loading pulse
rise time t1 < σc/ , the stress amplitude σa is lower than
σc and the dislocation motion decays. The same is true
for the a pulse rise time in the range σc/  < t1 < tm, since
in this time interval, the impurity concentration at the
dislocation obeys the condition c(t1) > c2(t1) (Fig. 3) and
relaxes to c3 in the constant amplitude portion, thus
suppressing the dislocation motion.

However, at t1 > tm, the situation is reversed, c(t1) <
c2(t1), and the impurity concentration in the core relaxes
to the value c1, which allows for the steady motion of
the dislocation. Based on these considerations, we can
construct a diagram in the plane (σa, ) that separates
the types of the final dislocation dynamics and makes it
possible to find the dependence of the immobilization
threshold σth on the loading rate (Fig. 4).

According to (8), an increase in the threshold stress
σth = tm at   0 is governed by the exponential
term. As  increases, the maximum in the curve c(t)
goes down and eventually becomes equal to cc (at a cer-
tain value  = ). At high , the stress tm becomes
lower than σc and no longer determines the boundary of
the dislocation mobility region. In addition, at the end
point  of the dependence of the immobilization
threshold σth on the pulse edge steepness, interval (8),
where the regime under study exists, disappears.
Hence, we have the order-of-magnitude estimate  ~
βrc0/τ1. Let us show that the curve σth smoothly tends
to its constant value σc and takes it at  = . As was
already noted, the maximum in the curve c(t) is cm = c2;
then, 

(9)

The derivative dσth/d  has the form

(10)

At  = , cm = cc and 

ċ

σ̇

σ̇

σ̇

σ̇ σ̇
σ̇

σ̇ σ̇p σ̇ σ̇

σ̇p

σ̇p

σ̇ σ̇p

σth βcm σ̇( ) ϕ a
τ1 βcm σ̇( )/rc0( )ln
------------------------------------------- 

  .+=

σ̇

dσth

dσ̇
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d
dcm
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τ1 βcm σ̇( )/rc0( )ln
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dσ̇
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σ̇ σ̇p

d
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------ c ϕ a
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Hence, dσth( )/d  = 0 and the curve σth( )
touches the horizontal σth = σc, which proves the state-
ment.

σ̇p σ̇ σ̇

cc

cm

tmσc/σ
.

t

50 100 1500

0.5

1.0

1.5

2.0

2.5

c

c2

Fig. 3. Time dependence of the excess impurity concentra-
tion in the core of a dislocation moving under the action of
a stress growing with a constant rate . The dashed line
shows the related variation of the boundary c2 of the region
where the dislocation moves steadily under static loading.
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Fig. 4. Diagram separating the regions of mobile and
unmoving dislocations in the plane (σa, ) for the flat part
of a trapezoidal loading pulse with an amplitude σa. The
inset shows the normalized dislocation path lengths in sili-
con [16] as a function of the duration ti of stress pulses (the
total duration is 3600 s) for pulse rise times t1 = (1) 4 and
(2) 1 ms. σa = 7 MPa and T = 600°C.
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DISCUSSION

Thus, we showed that the dislocation dynamics in
impurity and pure crystals differ radically because of
dynamic aging. In impurity crystals subjected to load-
ing pulses with an amplitude σa, dislocation behave dif-
ferently at different pulse rise rates. Different modes of
behavior are separated by the curve σth( ) given in
Fig. 4. In the region under this curve, dislocations move
only during the stress rise time and stop moving on the
plateau. The cause of such a radical change in the
behavior is that the impurity atmosphere strongly influ-
ence the force moving the dislocation. Since the
amount of entrapped impurities increases along the dislo-
cation path, so does the retarding force. Therefore, an
applied load must grow continuously to sustain the
motion. If the applied load rises, the effective steady-state
stress acting on the dislocation and, hence, the steady-state
mode of dislocation motion may be established. The effec-
tive stress turns out to be much lower than the applied
stress, and the resulting pattern has little in common
with the conventional dislocation dynamics.

Within the stress rise time, the dislocation velocity
is expressed as V = ( a)/(βrc0). The universality of this
expression attracts attention: it is completely indepen-
dent of the dynamic characteristics of dislocations
under the normal conditions that are specified by the
function V(σ). In most cases, normal dislocation
motion is thermally activated and depends strongly on
temperature. However, the above expression for the
velocity implies that the motion mode under study is
athermal. Note that similar qualitative features were
observed for the dislocation dynamics in alkali halides
KCl [13] and NaCl [14, 15]. However, in the halides,
these features may have another nature, since they were
convincingly explained by the mechanism of the quasi-
static relaxation of dislocations in the internal stress
field [15].

Experiments on semiconductor materials add more
considerable support for the mechanism of dislocation
motion proposed in this work. When studying the dis-
location mobility in silicon single crystals under the
action of a train of stress pulses, Nikitenko et al. [16]
found the dependence of the dislocation path length on
the pulse edge steepness (see the inset in Fig. 4). At a
relatively low steepness, the path length was shorter
than under static loading, whereas steep pulses virtually
quenched this effect. It seems likely that mobile impu-
rities affect the motion of dislocation kinks, causing
their aging only when the stress rise time is long,
according to the diagram shown in Fig. 4. It should be
noted that our model of dynamic aging is applicable not
only to dislocations but also to other objects of any
dimension whose dynamics is associated with over-
coming a small-scale potential relief. These could be
both dislocation kinks and two-dimensional internal
boundaries of various physical nature.

σ̇

σ̇

CONCLUSIONS
The motion and multiplication of dislocations cause

microelectronic devices to fail. The aging of dislocations
when they entrap impurities pins dislocations or reduces
their mobility, thereby giving a chance to extend the
device’s service time. In this work, we showed that the
interaction with the impurity subsystem makes the dislo-
cation mobility dependent not only on the stress level in
the system but also on the system’s history (e.g., the
formation of an excess impurity concentration in the
dislocation core, which is a function of the rate  of
approach to the steady-state stress). At low , the dis-
location immobilization threshold was found to
increases significantly. This important finding could be
useful for applications. We noted experimental facts
indicating the dependence of the dislocation mobility in
silicon on the pulse steepness during pulsed loading,
which qualitatively agrees with the theory developed.
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Modification of GaAs by Medium-Energy  Ions
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Abstract—The modification of GaAs with a 2500-eV beam containing  and Ar+ ions is examined with
Auger electron spectroscopy. Most implanted nitrogen atoms are found to react with the matrix, substituting
arsenic atoms to produce a several-nanometer-thick layer of the single-phase GaAs1 – xNx (x = 6%) solid solu-
tion. The GaN phase is absent. Displaced arsenic atoms and nitrogen atoms unreacted with the matrix are
present in the layer and on its surface. The former segregate, whereas the latter form molecules. © 2003 MAIK
“Nauka/Interperiodica”.
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The use of GaAs1 – xNx solid solutions in electronics
and optoelectronics has aroused considerable interest in
recent years. The possibility of controlling the band gap
by varying the nitrogen content renders this material
extremely promising for controlled luminescence
devices based on InAs/GaAs1 – xNx quantum-dot nano-
heterostructures, such as long-wavelength injection
lasers (see [1, 2] and the references therein). The intro-
duction of an additional (third) GaAs1 – xNx layer with a
band gap of about 1 eV into GaAs/Ga0.5In0.5P structures
could improve the efficiency of tandem solar cells [3].
Another advantage of the GaAs1 – xNx solid solution is
that, for a certain nitrogen content (x ≈ 20%), it can be
lattice-matched with silicon, which is the basic elec-
tronic material, thus making it possible to integrate III–V
and silicon devices [4, 5]. Difficulties encountered in
reaching this goal are that nitrogen is hard to introduce
in amounts more than 2–3% [2, 4, 5] and also that the
material becomes unstable, especially at higher nitro-
gen concentrations [6, 7]. Good films of GaAs1 – xNx

solid solutions were grown by molecular beam epitaxy
(MBE) or metal-organic chemical vapor deposition
(MOCVD) in combination with the activated nitrogen
flows containing atoms, radicals, and accelerated nitro-
gen ions generated by high-frequency or plasma
sources (plasma assisted MBE/MOCVD) [1–10]. The
single-phase solutions with a nitrogen content x = 1.5–
3% were grown by many groups of researchers (over a
period of 1993 to 2001) [2–5]. The material grown with
a maximal nitrogen content x = 15% (1997), 5.6%
(2000), and 8% (2002) was reported [8–10]. The maxi-
mal nitrogen content, x = 20%, was reached in [6]; how-
ever, the material was not single-phase in this case. Of
interest are attempts to solve the problem not by grow-
ing the films, but by the nitridation of pure GaAs films
with low- and medium-energy (0.5–3 keV) beams of
molecular and atomic nitrogen ions [11, 12]. In partic-
1063-7842/03/4807- $24.00 © 20885
ular, Hecht et al. [12] succeeded in implanting up to
29% of nitrogen into a several-nanometer-thick GaAs
layer. However, in both the works cited, almost all the
implanted nitrogen formed the GaN phase. In this
work, we modify GaAs by bombarding it with a

2500-eV beam containing  and Ar+ ions. Our aim is
to see whether nanofilms of the GaAs1 – xNx solid solu-
tion with a low nitrogen content can be obtained in a
specific implantation process in which the layer being
modified is subjected to an additional cascade mixing
under the action of inert heavy argon ions. It was
assumed that this additional action may not only stim-
ulate the chemical reaction with the implanted nitrogen,
but also shift the dynamic equilibrium of the reaction
toward the single-phase solution. The latter assumption
is based on the fact that the formation of separate chem-
ical phases becomes difficult under conditions of
intense cascade mixing of atoms and weak room-tem-
perature diffusion. It should be noted that single-phase
GaAs1 – xNx solid solutions, even with a minor nitrogen
content, are of great interest, since the most noticeable
decrease in the band gap occurs at nitrogen concentra-
tions of no more than x = 5%. Experimental data [8]
demonstrate that the band gap of the solution decreases
from 1.45 eV (x = 0) to approximately 1.1 (x = 5%),
1.05 (x = 10%), and 1.02 eV (x = 15%).

The object under study was a GaAs(100) MBE-
grown film several tens of nanometers thick [1]. The
sample was placed in the high-vacuum chamber (P ~
10–10 torr) of an LHS-11 Auger electron spectrometer
equipped with a hemispherical energy analyzer. The
film surface was repeatedly bombarded (etched) by a

mixture of  and Ar+ ions with an energy of 2500 eV.
Between the etches, the Auger spectra of C, N, O, Ga,
and As were recorded. The surface area scanned by the
ion beam was knowingly taken larger than that from

N2
+

N2
+
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which Auger electrons were collected. Native oxides
and carbon contaminants were totally removed by the
argon ion sputtering. The alternate recording of the
Auger spectra and ion bombardment made it possible to
establish the fact of dynamic equilibrium between the
implantation and sputtering; exclude electron-beam-
induced oxidation during the long-term irradiation;
and, after summation, obtain fairly accurate spectra. As
a result, we determined the elemental composition of
the modified layer, performed a detailed analysis of the
position and shape of the Auger lines, and ascertained
the chemical state of the elements incorporated into the
layer.

Figures 1–3 present the Auger spectra of arsenic
(L3M45M45), gallium (L3M45M45), and nitrogen
(KL23L23). The spectra were taken with the same rela-
tive resolution (∆E/E = const). The energy of primary
electrons, E0 = 3000 eV, was high enough to take the
spectra of all the elements without electron beam read-
justment. In all the spectra, the position of the lines was
corrected for the static charge induced by the primary
electron beam because of a low sample conductivity.
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Fig. 1. (a) As [LMM] Auger spectrum and its (b) first and
(c) second derivatives. The arrows show the Auger peak
positions for arsenic in different chemical states.
The correction was made by using the energy of the Ga
[LMM] Auger electron (1066.2 eV), which was
obtained on the GaAs surface prepared by cleavage or
chemical etching [13]. After the correction, the energy
of the As [LMM] Auger electron (1224.5 eV) coincided
with that found on the cleaved GaAs surface [13]. Both
values are close to the energies of Ga [LMM]
(1065.5 eV) and As [LMM] (1224 eV) transitions,
which were recently measured in situ both on the as-
prepared epitaxial GaAs(001) film and on the same film
at the early stage of its nitridation by activated nitrogen
from an rf source [14]. The atomic percentage of nitro-
gen and other elements was estimated from the relative
intensities of the corresponding Auger lines with regard
to the element sensitivity factors. The peak-to-peak sig-
nal intensity was determined from the first derivative of
the spectrum with the use of the known sensitivity fac-
tors obtained in another instrument operating in the
constant relative resolution mode [15]. We found that
the Ga and As contents in GaAs films are approxi-
mately equal to 50%, which confirms the accuracy of
these sensitivity factors. It was revealed, in particular,
that about 5% of nitrogen atoms were implanted into
the GaAs near-surface layer. The introduction of a
minor amount of nitrogen into the steady-state implan-
tation–sputtering process was aimed at reducing the
phase instability of the forming solid solution. The
nitrogen content was small relative to the content of
argon in the ion beam. It was also assumed that a small
amount of nitrogen will not change the energy position
of the Auger lines for the GaAs lattice, making the anal-
ysis of the chemical state of the modified layer more
accurate.

Obviously, when colliding with the surface, molec-
ular nitrogen ions dissociate, and atomic particles pen-
etrate into the substrate to a depth of several nanome-
ters before they completely lose the kinetic energy. At
the end of this process, the nitrogen atoms may occupy
matrix interstices or react with the matrix, substituting
arsenic. In this bonding process, the matrix temperature
is of minor significance, since slowing-down nitrogen
atoms (as well as the slow atoms that are accelerated
when involved in secondary ion cascades) possess an
energy sufficient for such a reaction. Indeed, we found
that nitrogen atoms replace arsenic atoms during the
implantation. This is evidenced by the As [LMM] Auger
spectrum (Fig. 1). To reveal the contribution from fine
features imposed on the original (true) spectrum, the
first and second derivatives of the latter are also shown
in Fig. 1. Along with the main GaAs peak (1224.5 eV),
the As [LMM] spectrum also exhibits an additional
component Asseg (1226.0 eV), whose intensity is
approximately one order of magnitude lower than that
of the main peak. The position of this additional com-
ponent is close to the energy of the As [LMM] transition
(1225.3 eV), which was evaluated by averaging related
data for massive arsenic [13]. This indicates the pres-
ence of arsenic segregates on the surface and in the bulk
of the layer modified. Most of the segregates are likely
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
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to form on the surface as a result of the diffusion of the
substituted arsenic atoms. This is evidenced by the low-
intensity peak due to arsenic oxide As2O3 (1218.8 eV)
[13], which, in our experiment, may form only at the
surface by the electron-induced oxidation of the arsenic
segregates involving oxygen-containing molecules
from the residual atmosphere. The amount of the segre-
gates roughly correlates with the amount of the
implanted nitrogen, which also evidences that nitrogen
substitutes for arsenic.

When combining with the matrix, nitrogen may
form the GaAs1 – xNx solid solution, the GaN phase, a
mixture of these two phases in the initial GaAs matrix,
or a mixture of the GaN and GaAs phases as a result of
the ternary solution decomposition. The following
analysis of the gallium and nitrogen Auger spectra sug-
gests that the GaAs1 – xNx solid solution formed is single
phase. The initial Ga [LMM] spectrum (Fig. 2a), as well
as its fourth- and even sixth-order derivatives (Figs. 2b–
2d), shows only one GaAs state (1066.2 eV), which
actually is the state of the single-phase GaAs1 – xNx

solid solution with a minor nitrogen content (x < 0.05).
Near the Ga [LMM] line (1062.7 eV [14]), which cor-
responds to the GaN phase, no fine features are
observed. Taking into account the very low spectral
noise level and the position of the GaN line in the
immediate vicinity of the GaAs line, we can conclude
that the fraction of gallium in the GaN phase does not
exceed 5–10%. This estimation follows from the anal-
ysis of model spectra with a given contribution from the
GaN phase. No signs of metallic gallium (1068.2 eV
[13]) and gallium oxide Ga2O3 (1061.9–1062.8 eV
[13]) are observed in the spectrum. This means that, in
spite of the cascade mixing and amorphization of the
material, gallium does not change its chemical state,
remaining at GaAsN lattice sites.

The almost complete absence of the GaN phase is
directly evident from the nitrogen spectrum. Along
with the initial N [KVV] spectrum, Fig. 3 also shows
this spectrum with the background subtracted and its
first derivative. The N [KVV] peak (383 eV), which cor-
responds to the GaAs1 – xNx solid solution with a low
nitrogen content, dominates in the spectrum. The
energy of this transition (383 eV) was obtained in [14]
upon studying the early stage of GaAs surface nitrida-
tion by activated nitrogen from a high-frequency
source. The contribution of the GaN phase to the spec-
trum is so small that it is hard to separate out even from
the known position of the N [KVV] line of massive GaN
(379.6 eV [14]). The maximal content of this phase
estimated from the spectral noise level does not exceed
1–3%.

The high-energy part of the nitrogen spectrum con-
tains one more peak of unknown origin. The spectrum
is uniquely resolved into two lines because of the high-
energy shoulder present in the initial spectrum (Fig. 1a)
and the second minimum in the differential spectrum
(Fig. 1c). The energy of the N [KVV] Auger electron for
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
the unknown line is 5.4 eV higher than the energy of the
Auger electron from GaAs1 – xNx and 8.6 eV higher than
the energy of the Auger electron from GaN. So high
energy shifts are difficult to assign to any nitrogen state
chemically bound with matrix atoms, since these shifts
considerably exceed normal chemical shifts. Probably,
this unknown line can be assigned to molecular nitro-
gen in the bulk or on the surface of the modified layer.
The reason for such an assumption is the following.
Hecht et al. [12] implanted nitrogen into GaAs and
observed the main XPS N1s line of GaN (the binding
energy of the 1s electron is Eb = 397.4 eV) and also an
additional line (Eb = 403.8 eV), which was shifted from
the main peak by 6.4 eV and completely disappeared
after weak heating of the sample (at 300°C). The very
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low activation energy of the object corresponding to
this peak, as well as an analysis of the NEXAFS spec-
tra, made it possible to assign this peak to molecular
nitrogen. It is easy to show that the additional high-
energy Auger line found in this work corresponds to the
additional line of photoelectrons emitted from the inner
shell of molecular nitrogen [12]. Indeed, the energy of
an Auger electron is equal to the energy difference
between the initial state (a vacancy in the 1s-shell) and
final state (two vacancies in the 2p valence shell): EA =
Ei – Ef = Eb – E(L23L23). The increase in the binding
energy by 6.4 eV in going from GaN to N2 leads to the
same increase in the Auger electron energy. The
remaining 2.2 eV may be associated with a reduction of
the final state energy due to the increased energy of
extraatomic relaxation. It is notable that atomic nitro-
gen lines were found neither in [12] nor in this work.
Apparently, this is because the collision probability for
nitrogen atoms in cascade mixing is high and the reac-
tion of molecule formation is exothermic. The relative
intensities of the Auger lines for nitrogen (from the
solid solution and in molecular form) are 60 and 40%,
respectively (Fig. 3). Considering the total amount of
nitrogen implanted, we may conclude that the elemen-
tal composition of the modified layer is given by the
formula GaAs1 – xNx, where x = 0.05 × 0.6/0.5 = 0.06.
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Fig. 3. (a) Initial N [KVV] spectrum, (b) the same spectrum
without the background, and (c) the second derivative of the
spectrum.
The modified layer is expected to be considerably
amorphized by the argon component of the ion beam.
Therefore, the above reasoning concerning the states of
the solid solution lattice are valid for short-range order
and the character of chemical bonds. However, short-
term annealing may recover long-range order and
remove segregated arsenic and molecular nitrogen.

Thus, it is shown that the bombardment of GaAs by

a beam of low-energy  and Ar+ ions results in the
formation of a single-phase GaAs1 – xNx (x = 0.06) solid
solution layer with a thickness of several nanometers,
which contains a low amount of arsenic segregates and
molecular nitrogen.
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Abstract—Aluminaphosphate glasses with different concentrations of matrix and activator components are
prepared and investigated. The physicotechnical and spectral properties of titanium ions, the luminescence
kinetics, and the dependence of these properties on the matrix composition in the glasses prepared are studied.
The crystal field strength as a function of the Al2O3 content is determined. It is suggested that the octahedral
coordination of the ions in these glasses is distorted. © 2003 MAIK “Nauka/Interperiodica”.
This study continues a series of works concerning
the development of novel inorganic materials activated
by ions of titanium and some other 3d elements in order
to use them as active media in tunable lasers [1–17]. In
recent decades, many groups of researchers worldwide
have studied more than one hundred of solids, liquids,
and gases suitable for the production of lasers [18–24].
However, the search for new cheap optical materials,
such as glassy systems activated with ions of 3d ele-
ments, still remains topical. These materials are viewed
as alternatives to crystalline lasing elements of fre-
quency-controlled lasers.

Recently, attention has been focused on tita-
nium(III) ions, which, in contrast to chromium(III)
ions, have the structure of electronic levels similar to
that in Al2O3–Ti3+ crystals in a certain range of glass
compositions. This makes possible intense d–d lumi-
nescence from Ti3+-activated glasses via the 2E  2T2
channel. In [12–17], titanium(III) ions were studied as
sensitizers of luminescence due to rare-earth elements
(REEs).

In glasses, the coordination structure of activating
agents considerably affects the spectral properties of
these optical materials. For 3d activators, this influence
is the most noticeable. Therefore, the main purpose of
this work was to study the electron absorption spectra,
the luminescence spectra, and the kinetics of lumines-
cence quenching in the presence of Ti(III) coordination
polyhedra in the (Al2O3)x(P2O5)1 – x glassy system and
to determine the structure and symmetry in the neigh-
borhood of titanium(III) ions.

The structural role of aluminum atoms in glasses
was discussed in [25–27]. Most researchers are inclined
to believe that, at low Al2O3 concentrations, aluminum
atoms in the octahedral environment serve as modifiers.
In phosphate glasses, the presence of aluminum atoms
causes the noticeable shortening of polymer phosphate
chains. In the case of titanium glasses, this decreases
the degree of covalence of the Ti–O bond.
1063-7842/03/4807- $24.00 © 20889
The melting of (Al2O3)x(P2O5)1 – x–Ti2O3 glasses,
where x is the molar percentage, was carried out in the
weakly reducing atmosphere at T = 1450°C. The start-
ing mixture was prepared by the method of coprecipita-
tion from solution, which ensures a high homogeneity
of the glassy system being synthesized.

The glasses thus prepared had a light blue color,
which is typical of trivalent titanium. Spectrometric
measurements were performed on samples measuring
10 × 10 × (4–5) mm. The results of spectral analysis
were interpreted in terms of the crystal field theory.

The density of the glasses determined by hydrostatic
weighing was found to be 2.66 g/cm3, and their refrac-
tive index was 1.497. By chemical resistance, the
glasses were rated in hydrolytic class IV.

The absorption spectra of the glasses were recorded
with an SF-20 spectrophotometer in the range 340–
900 nm. In the electron absorption spectrum (EAS)
shown in Fig. 1, a single broad band with a maximum
at 595 nm and a pronounced shoulder at 660–770 nm is
seen. The absorption band half-width is 8620 cm–1. The
fact that it is 2000–2500 cm–1 larger than in the crystals
is apparently related to structural disordering in the
glassy matrix. Compared to the spectra of titanium in
sapphire crystals, which have a maximum at about
500 nm, our spectra are shifted to the red region, their
maximum being at 595 nm.

The samples exhibited intense luminescence at 700–
1000 nm. At a Ti3+ concentration of 0.5 wt %, the mean
time of luminescence is 10 µs. At a Ti3+ content of
1.5 wt %, the excited state lifetime dropped by half. In
the luminescence spectrum (Fig. 2) excited by a
helium–neon laser (λ = 632 nm) at a temperature of
300 K, a shoulder in the short-wave region at λ =
800 nm with a maximum at λ = 890 nm was observed.
The intensity of this shoulder diminishes as the tita-
nium content was increased from 0.5 to 1.5%. This is
probably associated with concentration quenching.
003 MAIK “Nauka/Interperiodica”
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Analysis of the observed bands and energy levels of
the Ti(III) ions in different symmetries [28–30] sug-
gests that titanium(III) in the glass has an octahedral
coordination. The pronounced shoulder in the visible
spectral range testifies to a considerable distortion of
the octahedral structure of the [TiO6] chromophore.
This may be attributed to the effect of disordered meta-
phosphate groups, which produce fields of heavily dis-
torted symmetry. From the EAS data, the crystal field
strength (10 Dq) was found to increase from 16 807 to
17 212 cm–1 with x increasing from 0.25 to 0.30, and the
split of the excited 2E level into the multiplets 2A1 and
2B1 was found to be 3292 cm–1 (at x = 0.25). Compared
with Al2O3–Ti3+ crystals, the value of 10 Dq in the
Al2O3–P2O5–Ti3+ glass is lower by about 3400 cm–1,
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Fig. 1. Absorption spectrum of the 25Al2O3–P2O5–Ti3+

glass for a titanium concentration of (1) 0.5 and (2) 1.5 wt %.
which confirms the significant tetragonal distortion of
the [TiO6] chromophore.

Thus, according to the titanium energy level dia-
gram found experimentally, we (for x = 0.25) assign to
the 2A1  2E transition an energy gap of 11235 cm–1.
Next, the shoulder indicates the split of the lower 2E
doublet into two singlets separated by an energy gap of
1015 cm–1. This split results not from spin–orbit inter-
action but from the low symmetry; otherwise, the split
of the ground level 2T2 would be about 200 cm–1. The
complete Ti3+ energy level diagram in the glass under
study is given in Fig. 3.

Considering that the positions of the EAS bands of
Ti(III) ions in all phosphate systems are identical and
coincide with their positions in NaPO3 [31], and also
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Fig. 2. Luminescence spectrum of the 25Al2O3–P2O5–Ti3+

glass for a titanium concentration of (1) 0.5 and (2) 1.5 wt %.
Table 1.  Spectral characteristics of Ti3+ ions in glasses

Glass composition Umax, cm–1 Splitting
constant, cm–1 U1/2, cm–1 εmax, cm–1 mol–1 Oscillator

strength ×10–4

25Al2O3–75P2O5 16 807 3292 8620 6.2 7.5

Ga2O3–P2O5 17241 3037 5493 10.85 2.5

Na2O–Ga2O3–P2O5 17875 3551 5493 12 2.96

Na2O–ZnO–Ga2O3–P2O5 17543 3298 5487 10.9 2.53

K2O–Al2O3–P2O5 17442 – 5820 10 3.4

Al2O3 crystals 20410 2230 4345 – –
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
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the fact that the position and shape of the fundamental
band in the glass remains unchanged, one may con-
clude that Ti(III) ions are in all cases coordinated by
(PO3)n chains.

The basic spectral characteristics of the Al2O3–
P2O5–Ti3+ glass and those for several phosphate glasses
activated with Ti(III) are listed in Table 1.

Thus, the spectral analysis of the optical material
obtained indicates the distorted octahedral coordination
of titanium atoms in the glass. The neighborhood of

Ti3+ consists of (P )n polymer phosphate chains. A
distinctive feature of the glass is a wide spectral range
of luminescence in near IR (luminescence band half-
width ∆λ = 200 nm), exceeding the luminescence band
half-width of titanium in other glassy matrices. In this
phosphor, four-level lasing occurs, thereby making it
possible to create a new glass laser frequency-con-
trolled in a wide range. The complete removal of

O3
–
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Fig. 3. Titanium(III) energy levels in the 25Al2O3–P2O5–Ti3+

glass at 300 K.

Table 2.  Quenching time of titanium(III) luminescence in
various glassy systems

Glass composition τlum, µs References

25Al2O3–75P2O5 10

Ga2O3–P2O5 6 [6, 7]

Na2O–Ga2O3–P2O5 8 [6, 8]

Na2O–ZnO–Ga2O3–P2O5 7 [6, 8]

K2O–Al2O3–P2O5 5 [3, 4]
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
degeneracy allows one to use titanium(III) as a struc-
ture probe to determine the symmetry of the neighbor-
hood. The basic spectral characteristics and behavior of
the crystal–glass structural transition are in general
similar to earlier results obtained for phosphate glasses
(Tables 1, 2).
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Abstract—The reflection and refraction of longitudinal and transverse acoustic waves by the plane interface
between an insulator and an easy-plane antiferromagnet undergoing a magnetic-field-induced orientational
phase transition are analyzed. The angles of refraction, as well as all four coefficients of wave conversion, can
be effectively controlled by varying the field. Conditions for the appearance of the critical angles of internal
reflection and the effect of the magnetic field on these angles are considered. A glancing wave radiated into the
material is shown to be a possibility near the phase transition. © 2003 MAIK “Nauka/Interperiodica”.
When a plane monochromatic elastic wave of cer-
tain polarization crosses the interface between two sol-
ids, three waves on either side generally appear. The
case of two isotropic media is the simplest, since the
incident wave gives rise to no more than two waves in
either medium and the polarization of these waves is
purely longitudinal or purely transverse. In this work,
we consider the reflection of elastic waves by the insu-
lator–antiferromagnet interface. For simplicity, both
crystals are assumed to be isotropic in elastic and mag-
netoelastic (ME) properties. It should be noted that, in
magnetically ordered crystals, magnetoelastic interac-
tion becomes stronger near the orientational phase tran-
sition (OPT) point, causing the long-wave transverse
acoustic oscillation spectrum to change from linear to
quadratic at the very OPT point [1]. In this case, the
anisotropy of dynamic elastic moduli arises even in
elastically and magnetoelastically isotropic magnets,
decreasing the velocity of longitudinal and especially
transverse sound.

Earlier [2], we considered the reflection of magne-
toacoustic waves (MAWs) from the free surface of a
semi-infinite easy-plane antiferromagnet in the vicinity
of the OPT with the magnetic field H applied in the xy
basal plane of the crystal (H || y, the OPT point is spec-
ified by the condition H = 0). This magnet displays a
high attenuation of sound near the OPT. Magnets with
such a property will be called magnetoacoustic materi-
als (MAMs). In the case considered, the MAM surface
borders with a semi-infinite insulating space rather than
with a vacuum. The propagation of acoustic waves in
such layered structures is expected to exhibit intriguing
features.
1063-7842/03/4807- $24.00 © 20893
For antiferromagnets mentioned above, the elastic
part of the free energy is given by [1]

(1)

where λ2 and µ2 are the Lamé coefficients for an MAM;

u2, ik is the elastic strain tensor; ζ = /  is the

parameter of ME coupling; εme = g  is the ME
gap in the spin wave spectrum; g is the gyromagnetic

ratio; ε1k =  is the energy of low-

frequency magnons; εm = g  is the mag-
netic part of the gap, which vanishes at the OPT point
(H = 0); He, HD, and Hme are, respectively, the exchange
field, the Dzyaloshinski field, and the field of magneto-
striction; ΘN is the Néel temperature; k is the wavevec-
tor; and a is the lattice constant.

The first two terms in expression (1) will suffice to
describe the elastic properties of an insulator.

The material constants for the constituents of the
quartz–hematite layered structure are as follows: s1l =
5000 m/s, s1t = 3800 m/s, and ρ1 = 2650 kg/m3 for
quartz; s2l = 6760 m/s, s2t = 4200 m/s, and ρ2 =
5290 kg/m3 for hematite. The fields were He = 9.2 ×
106 Oe, HD = 2.2 × 104 Oe, and Hme = 0.63 Oe. Based
on this values, the ME part of the gap can be estimated
as ωme = εme/" = 34 GHz. This means that, for frequen-
cies ω ! ωme, which are excited by ultrasonic radiators
in practice, the approximation where the dynamics of
the spin system is not considered in explicit form and
its effect on the acoustic system may be reduced to the
appropriate renormalization of the elastic moduli (or,

F2y
1
2
---λ2u2 ii,

2 µ2u2 ik,
2 2µ2ζu2 xy,

2 ,–+=

εme
2 ε1k

2

2HeHme

ΘN
2 ak( )2 εm
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2+ +

H H HD+( )
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which is the same, of the velocities of longitudinal, ,

and transverse, , sound) in MAMs is valid.

Using expressions for the free energies of the insu-
lator and MAM, one can easily obtain wave equations
for mechanical displacements. Solutions to these equa-
tions in the form of plane harmonic undamped waves
give for the velocities of transverse and longitudinal
MAWs [3]

(2)

(3)

where the angle α is measured from the negative y

direction counterclockwise; s2t =  and s2l =

 are the velocities of the transverse and
longitudinal sound, respectively, away from the OPT;

and n = µ2/λ2 + 2µ2 = / .

Let a longitudinal acoustic wave coming out from
the insulator (y > 0) be incident on the insulator–MAM
interface at an angle α to the normal to the interface
(y = 0). This wave gives rise to two, longitudinal and
transverse, reflected waves and two, longitudinal and
transverse, refracted MAWs. The inverse velocity sur-
faces, from which one can determine graphically the
propagation directions of the reflected and transmitted
waves, as well as their velocities, are shown in Fig. 1.
For plane harmonic waves, the elastic displacements ui

can be represented as (Fig. 1)
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(8)

where u0 and ω are the amplitude and frequency of the
waves.

The boundary conditions that describe the continu-
ity of the normal components of the mechanical stress
tensor Tiy and elastic strains ui are written in this case
as [4]

(9)

(10)

Here, I, R, and T stand for incident (longitudinal),
reflected, and transmitted waves, respectively, and i = x,
y. Substituting expressions (4)–(8) and the stress tensor
Tij = ∂F/∂uij into boundary conditions (9) and (10)

yields  =  =  =  =  = ω at any time

instant t and  =  =  =  =  = kx at
any point on the plane y = 0. From the aforesaid, it fol-
lows that the propagation directions of the waves are
defined by relationships

(11)

and can be found from (11) graphically by constructing
the surfaces of the inverse phase velocities for all the
waves (see Fig. 1).

Relationships (11) in view of (2) and (3) yield
expressions for wave conversion angles:

(12)

(13)

(14)

where

Figures 2 and 3 show the angles of refraction γ and
δ vs. angle of incidence α for various magnetic fields.
It is seen that the angles of refraction for the longitudi-
nal and transverse MAWs arising in the MAM can be
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Fig. 1. Geometrical construction of the wavevectors for the incident longitudinal, reflected longitudinal and transverse, and refracted
longitudinal and transverse MAWs at the quartz–hematite interface. H = 100 (continuous curve) and 200 Oe (dashed curve).
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Fig. 2. Angle of refraction γ of the transverse MAW vs.
angle of incidence α. H = (1) 100, (2) 500, and (3) 2000 Oe.
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Fig. 3. Angle of refraction δ of the longitudinal MAW vs.
angle of incidence of the longitudinal wave. (1–3) The same
as in Fig. 2.
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effectively controlled by varying the applied magnetic
field H.

Substituting (4)–(8) into Eqs. (9) and (10), one can
determine the reflection coefficient for the incident lon-

gitudinal wave, Rll = / ; the coefficient of its
conversion into the transverse wave upon reflection,

Rtt = / ; the coefficient of its transmission into

the MAM, Tll = / ; and the coefficient of its con-
version into the transverse MAW upon refraction, Tlt =

/ . All the four parameters can be found by the
Gaussian method from a set of four linear equations
derived from boundary conditions (9) and (10):

(15)

We omit solutions to (15) (for Rll, Rlt, Tll, and Tlt)
because of their awkwardness. Note only the conver-
sion of the waves does not occur at normal (α = 0) and
grazing (α = 90°) incidence.

System (15) was solved numerically for specific lay-
ered structures. Figures 4–7 show the results of calcu-
lation for the quartz–hematite structure at different
degrees of closeness to the OPT point.

From (13) and (14), it follows that there may exist
two critical angles of incidence αl, 1cr and αl, 2cr. Starting

from α > αl, 1cr = , the longitudinal MAW
starts propagating along the interface; then, starting
from α > αl, 2cr = c/(1 – ζ)]1/2, the transverse
MAW behaves in a similar way. Thus, the threshold
value of the angle of total internal reflection from the
MAM boundary becomes controllable with an applied
magnetic field.

At α > αl, 1cr, the longitudinal MAW, when propagat-
ing along the interface, is inhomogeneous: its velocity

 and depth of penetration into the MAM Λ2i (u2l ~

) begin to depend on the angle of incidence as

(16)
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For α > αl, 2cr, the transverse MAW, propagating
along the interface also becomes inhomogeneous: its
velocity and depth of penetration are given as

(18)

(19)

From (13) and (14), it follows that the heavy distor-
tion of the surfaces of the inverse sound velocity in the
MAM causes one more intriguing effect: the radiation
of a glancing wave into the material volume, which is
observed when ζ exceeds a certain threshold value ζ*.

In this case, the critical angle  is given by

(20)

where χ = (ζn)1/2 and depends on the closeness of the
MAM to the OPT point.

At ζ* = [2 – b – 2(1 – b)1/2]/(4n), we have  =
90°. As the ME coupling parameter ζ grows further, the

critical angle  decreases. With α = , the
expression under the radical sign in (13) vanishes and

becomes negative at α > . Formally, this means
that sinγ becomes complex and physically that the
glancing wave is deflected from its line of travel along
the interface toward the insulator volume with the
damping coefficient increasing with distance to the
interface. It should be noted that this damping is non-
dissipative (the energy is not absorbed by the medium)
and characterizes the structure of a new oscillatory pro-
cess that also concentrates near the boundary y = 0. For

the quartz–hematite structure, βt, lim = 55°,  = 53°,

and  is absent at ζ* = 0.1. With ζ = 1,  = 55°.

Now we pass to the case where a transverse acoustic
wave coming out from the insulator strikes the inter-
face. The reflected and transmitted waves generated are
described by expressions (5)–(8) with the substitutions
α  β, β  α, δ  γ, and γ  β, and the trans-
mitted wave is represented as

(21)
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Boundary conditions (9) and (10) are valid if the

substitutions    and    are
made. Proceeding in the same way as above, we find
that the propagation directions of the waves are defined
by the relationships

(22)

and can be determined graphically from these relation-
ships by constructing the surfaces of the inverse phase
velocities for all the waves (the wavevector of the inci-
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Fig. 4. Magnitude |Rll| and phase  of the reflection coef-

ficient Rll of the longitudinal wave at the quartz–hematite
interface vs. angle of incidence α. (1–3) The same as in Fig. 2.
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dent transverse wave is shown by the dash-and-dot line
in Fig. 1).

From (22) in view of (2) and (3), we find the expres-
sions for the angles of wave conversion
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Figures 8 and 9 demonstrate the angles of refraction
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γ and δ vs. angle of incidence α (according to (24) and
(25)) at different degrees of closeness of the MAM to
the OPT point. It is seen that the angles of refraction
can be effectively controlled with an applied magnetic
field H. This is especially true for the transverse wave
generated in the MAM, the velocity of which at the
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OPT point tends to zero.
With (5)–(8) and (21) substituted into the boundary

conditions, they represent the set of linear equations

(26)
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We omit solutions to (26) (for Rtl, Rtt, Ttl, and Ttt)
because of their awkwardness. Figures 10–13 show the
above coefficients calculated for the quartz–hematite
system at different degrees of closeness to the OPT
point.

From (23)–(26), it follows that there may exist three
critical angles of incidence, αt, 1cr, αt, 2cr, and αt, 3cr. For

α > αt, 1cr = , the longitudinal wave in the
insulator begins to propagate along the interface; for

α > αt, 2cr = d1/2}, the longitudinal MAW

becomes glancing; and for α > αt, 3cr = /(1 –
ζ)1/2, the transverse MAW behaves in a similar way.
Thus, the threshold value of the angle of total internal
reflection from the MAM boundary becomes controlla-
ble by an applied magnetic field. At ζ > ζcr = 1 – c, total
internal reflection disappears.

For α > αt, 1cr, the longitudinal wave, propagating

along the interface, is inhomogeneous: its velocity 

and penetration depth Λ1l (u1l ~ ) begin to depend

a1/2arcsin

{arcsin
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on the angle of incidence α as follows:
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inhomogeneous: its velocity  and penetration depth
Λ2l are defined by expressions (16) and (17). At α >
αt, 3cr, the transverse MAW behaves in the same way
with its velocity and penetration depth found from (18).

From (24) and (25), it follows that the heavy distor-
tion of the surfaces of the inverse sound velocity in the
MAM causes the radiation of a glancing wave into the
material volume, which is observed when ζ exceeds a
certain threshold value ζ*. In this case, the critical
angle  is defined by (20) where the substitution
b  e. At ζ* = [2 – e – 2(1 – e)1/2]/(4n), we have

 = 90°. As the ME coupling parameter ζ grows fur-

ther, the critical angle  decreases. For the quartz–
hematite structure, αt, 1cr = 55°, αt, 2cr = 38°, and αt, 3cr =
72° at ζ = 0 and 90° at ζ = 0.18. For ζ* ≥ 0.31, αt, cr ≤
90°; that is, the radiation of the longitudinal magneto-
static wave into the volume begins.

Thus, there appears the possibility of effectively
controlling the reflection and refraction coefficients, as
well as the mutual conversion of the waves, by a mag-
netic field. Near the OPT point, the threshold radiation
of glancing waves into the MAM volume takes place.
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According to the relationship between the elastic con-
stants of the constituents, field-controlled total internal
reflection from the MAM can be accomplished.
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Abstract—The main characteristics of a delayed-feedback multiple-cavity klystron oscillator with various
oscillation modes (single-frequency oscillations, as well as regular and chaotic self-modulations) are studied
experimentally. Maps of dynamic modes on the beam current–accelerating voltage plane are presented. Basic
scenarios of transition to chaos are considered. As the beam current and amount of feedback increase, regular
and chaotic oscillation modes are found to alternate in a complex manner. It is shown that one can significantly
increase the power of chaotic oscillations by appropriately tuning the control parameters. © 2003 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

The study of complex dynamics and chaos in vari-
ous vacuum-tube microwave oscillators is a topical
problem of modern radiophysics and electronics. Inter-
est in this problem arises, on the one hand, from the
necessity to suppress various undesired instabilities
and, on the other hand, from the need for high-power
wide-spectrum microwave sources, which must operate
in chaotic oscillation modes. Such sources may find a
number of applications, such as particle linacs, micro-
wave plasma heating, process equipment, and modern
data transmission and processing systems that use
dynamic chaos.

In these applications, it is very promising to use
delayed-feedback multiple-cavity klystron oscillators,
which feature a high output power and high efficiency.
However, the complex dynamics of such oscillators is
still poorly understood. Of special note is the lack of
experimental data.

Tentative experimental studies on the chaotic behav-
ior of a multiple-cavity klystron oscillator and its theo-
retical model that is built around a two-cavity klystron
and qualitatively agrees with experiments were consid-
ered in [1]. In this paper, we report detailed experimen-
tal investigations of a multiple-cavity klystron oscilla-
tor operating in single-frequency, quasi-harmonic mul-
tifrequency, and chaotic self-oscillation modes.

EXPERIMENTAL SETUP

The schematic of the experimental setup is given in
Fig. 1. The object of study is medium-power 10-cm-
range commercial klystron 1 with power supply 10.
The klystron uses five double-gap cavities operated in
the antiphase oscillation mode. The input cavity is cou-
pled to the catcher through a coaxial feedback loop.
1063-7842/03/4807- $24.00 © 200901
Through directional couplers 2, the feedback loop is
connected to crystal detector 6 for observing the signal
envelope on oscilloscope 7, second crystal detector 6
for observing the two-dimensional projection of the
phase portrait of an oscillatory process on the screen of
oscilloscope 9 by using the delay method, spectrum
analyzer 5 for studying the complete spectrum of
microwave signals over a wide frequency band, digital
frequency meter 8 for measuring the quasi-harmonic
oscillation frequency, and thermistor power meter 4
with polarization attenuator 3. Another polarization
attenuator 3 is included in the feedback circuit to con-
trol the amount of feedback.

The electrical length of the feedback loop with the
dielectric filling equals 105 wavelengths. The loaded Q
factor of the klystron’s input cavity is Qin = 250; that of
the catcher, Qout = 125. The unloaded Q factor of both
cavities is Q0 = 460, and their natural frequency is f0 =
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Fig. 1. Schematic of the experimental setup.
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2800 MHz. The total delay in the feedback loop, which
is determined in view of its length, the electron transit
time through the drift space, and the Q factors of the
klystron cavities, is about 0.3 µs. The time constants of
the cavities are about 0.05 µs. As control parameters,
the setup uses the electron beam current and attenuation
in the feedback loop.

Using this setup, one can study the operation of the
oscillator by observing the envelope, entire spectrum,
and phase portrait of the signal, and measuring the fre-
quency and output power. Thus, the setup provides
fairly accurate identification of oscillatory processes,
including regular and chaotic self-modulations.

EXPERIMENTAL RESULTS

First, the starting current was studied as a function
of accelerating voltage. This dependence specifies
the operating range of the accelerating voltage (1000–
3000 V). As in other delayed-feedback oscillators (see,
e.g., [2]), oscillation zones, which correspond to phase
conditions of self-excitation, are discrete. Figure 2
shows the boundaries of the oscillation zones on the
beam current (I0)–accelerating voltage (U0) plane
(without attenuation in the feedback loop). In the range
of accelerating voltages shown in Fig. 2, there are five
oscillation zones.

The positions of the oscillation zone centers, i.e., U0
at which the starting current is minimal, can be esti-
mated theoretically from the phase condition of self-
excitation. For a multicavity klystron oscillator in the
simplest case of synchronous tuning, this condition is

(1)

Here, Θ0 = ω0l/  is the unperturbed transit angle

mΘ0 ω0δt+ 2πn πm/2.–=

2ηU0

12

10

8

6

4

I 0
, m

A

1200 1600 2000 2400 2800 3200
U0, V

Fig. 2. Boundaries of the oscillation zones on the beam cur-
rent (I0)–accelerating voltage (U0) plane.
between two adjacent cavities, ω0 is the natural fre-
quency of the cavities, δt is the time of signal propaga-
tion through the feedback loop, η is the electronic
charge, l is the cavity spacing (in the klystron under
study, the cavities are equispaced), m is the number of
stages (in our case four), and n is an integer. The phys-
ical meaning of relationship (1) is straightforward: at
optimal tuning, the phase delay due to the feedback
loop is an integer multiple of 2π. The second term on
the right of (1) reflects the fact that each of the cavities
introduces a phase shift of π/2. In the klystron under
study, the intermediate cavities were detuned to
increase its efficiency in the amplification mode. A spe-
cial physical experiment showed that the detuning is
small (less than 1%). The positions of the zone centers
calculated from formula (1) are in good agreement with
the experiment.

As can be seen from Fig. 2, the lowest starting cur-
rents are observed in the zones near the middle of the
operating voltage range. This is explained as follows. It
is known that the klystron gain K depends on the gain
parameter [2, 3]

(2)

which has the meaning of the gain per stage at the res-
onant frequency. Here, ρ is the characteristic imped-
ance of the cavities and M is the gap factor. In particu-
lar, K ~ αm at the center of the oscillation zone. Then,
the amplitude condition of self-excitation can be writ-
ten in the simple form µαm > 1, where µ is the amount
of feedback (0 < µ < 1). This condition predicts that the

starting current at the center of the zone grows as .
On the other hand, for double-gap gridless cavities,
which were used in the klystron, the parameter M
decreases in the low-voltage part of the operating
range. Because of this, the starting current starts
increasing.

The above reasoning is speculative and explains the
experimental results only qualitatively. A rigorous the-
ory that allows for cavity detuning and agreement
between experimental data and results of simulations
will be published later.

When the beam current exceeds the self-excitation
threshold, stationary single-frequency oscillations are
observed. Figure 3 plots the (a) power and (b) fre-
quency of the oscillations versus accelerating voltage
for several beam currents. At the current 6 mA, only
two zones are excited. With increasing current, the
power grows, the zones expand, and their number
increases (cf. Fig. 2). Simultaneously, the zones change
their shape and the power maxima in the zones move
toward higher voltages.

A further increase in the current causes the zones to
overlap. Near their boundaries, the U0 dependences of
the power and frequency become ambiguous. In these
regions, the oscillator is bistable: at the same parame-
ters, one of two adjacent eigenmodes may arise depend-

α ρM2I0Θ0/4U0,=

U0
3/2
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ing on the initial conditions. Such behavior is typical of
oscillators with delay (see, e.g., [4–6]). As the acceler-
ating voltage is gradually increased, the oscillator
sharply switches from one zone to another, exhibiting
hysteretic (Fig. 3). At the points of sharp switching,
clear-cut maxima of the output power are observed.

When the current significantly exceeds the self-
excitation threshold, the single-frequency mode
becomes unstable and changes to the periodic self-
modulation regime with the output signal amplitude
oscillating about a constant value. Simultaneously, a
limit cycle appears smoothly in the phase portrait of the
signal envelope and two satellites, which are symmetri-
cally offset from the fundamental frequency by fsm ≈
3.6 MHz, arise in the spectrum. The minimum (thresh-
old) current of self-modulation is Ism ≈ 13 mA.
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Fig. 3. (a) Power and (b) frequency of the oscillations ver-
sus accelerating voltage for the beam current (circles) 6,
(squares) 8, and (triangles) 12 mA.
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
It was noted [1] that, physically, the self-modulation
stems from the steeply descending portion in the ampli-
tude characteristic of the amplifier. This portion reflects
the rebunching of electrons at strong input signals.
Such a self-modulation mechanism is usually called the
amplitude mechanism [7–9]. Figure 4 shows the exper-
imental amplitude characteristic of the klystron
obtained by the self-excited oscillator method: the out-
put power Pout plotted as a function of input power Pin

on the log–log scale. This figure also shows the feed-
back isolines L = Pout, dB – Pin, dB, where L = –20  is
the decibel attenuation in the feedback loop. The points
where these lines cross the amplitude characteristic
correspond to the power generated in the steady oscil-
lation mode [10]. The regular self-modulation appears
at L = 3.4 dB: the corresponding isoline crosses the
characteristic in the negative-slope portion. This indi-
cates that the amplitude mechanism is actually respon-
sible for the loss of stability.

A further increase in the beam current randomizes
the oscillations. As is known, systems with the ampli-
tude self-modulation mechanism usually pass to chaos
following the Feigenbaum scenario, i.e., through a
number of period-doubling bifurcations (see, e.g., [6–9,
11, 12]). Figure 5 is a map of dynamic modes on the
(I0, U0) plane, which is divided into regions of oscilla-
tions of different types. The map is generated for L =
20 dB and shows the regions of single-frequency oscil-
lations, periodic self-modulation, double- and quadru-
ple-period self-modulation, and chaotic dynamics. The
self-modulation regions appear as isolated areas sepa-
rated by extended segments of single-frequency oscil-
lations. As the beam current grows, some of the zones
merge (e.g., near U0 ≈ 1500 V in Fig. 5).
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Fig. 4. Amplitude characteristic of the klystron. The straight
lines are the lines of constant amount of feedback. The fig-
ures by the curves indicate the attenuation in the feedback
loop (decibels).
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Fig. 6. Envelopes, phase portraits, and spectra of the signals
for the attenuation L = (a) 1.7, (b) 0.9, and (c) 0.4 dB in the
feedback loop.
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Fig. 7. Oscillation spectrum in the developed chaos regime.
Expectedly, the transition to chaos proceeds largely
through period-doubling cascades. Figure 6 illustrates
the change in the signal spectrum, phase portrait, and
envelope as the system passes to chaos. The control
parameter in this case was taken to be the amount of
feedback L. Due to fluctuations, no more than three
period-doubling bifurcations are readily observed. In
Fig. 5, even quadruple-period oscillation regions are
very narrow and difficult to detect.

It should be noted that the lines of different bifurca-
tions run in a sufficiently complex manner (which is
typical of systems with several control parameters).
Therefore, the Feigenbaum scenario may be observed
only by properly moving over the parameter plane. If
we keep, for example, the accelerating voltage constant
and increase the beam current, we may, in general,
observe the oscillation modes giving way to one
another in an arbitrary sequence. For example, sharp
transitions to chaos that exhibit hysteretic phenomena
may occur from the regular self-modulation and even
single-frequency oscillation regimes. On the other
hand, there are accelerating voltage intervals where sin-
gle-frequency oscillations persist over the available
range of currents and even regular self-modulation does
not arise.

In the majority of the oscillation zones, the periodic
self-modulation areas have the form of narrow
“tongues,” which penetrate deeply into the chaotic
regions. Inside the tongues, the projections of the phase
portrait are cycles of topologically different shape. The
shape, as a rule, becomes more complicated with
increasing beam current. On an initially smooth cycle
(like, e.g., the one shown in Fig. 6a), loops are formed.
Accordingly, the temporal realization of the output sig-
nal also becomes more complex: several local maxima
are observed within a period of the oscillations. Simul-
taneously, the self-modulation frequency decreases.
Such behavior is typical of self-excited oscillators with
delay (for more detail, see [6]).

The regions with the complex dynamics also contain
numerous windows of regular behavior. They form a
complex pattern and are not shown in Fig. 5 because of
their small size. Near the boundaries where the system
passes to chaos, the chaotic oscillation spectrum is pro-
nouncedly irregular with clear-cut maxima at the self-
modulation frequencies. At high beam currents, the
system starts oscillating with a much more uniform
spectrum, which is approximately 32 MHz wide
(Fig. 7). In this case, the phase portrait lacks any distin-
guishable large-scale features. Such a regime, which
can be classified as developed chaos, is a distinctive
feature of systems with a large number of degrees of
freedom and is typical of many other vacuum-tube
microwave oscillators [6, 11, 12]. The maximum power
generated in this regime was 41 W at an efficiency
of 35%.
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
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CONCLUSIONS

A resonant multiple-cavity klystron oscillator is a
relatively simple and extremely convenient object for
the experimental study of self-sustained chaotic micro-
wave oscillations. The device is a typical delayed-feed-
back oscillation system and demonstrates the complex
behavior inherent in such systems [4–6, 11, 12] (multi-
stability and hysteresis, the complicated shape of limit
cycles, multiple alternation of regular and chaotic
regimes, transition to developed chaos, etc.). We may
expect that this oscillator will join the ranks of conven-
tional models of microwave electronics with a complex
dynamics, such as backward-wave oscillators and trav-
eling-wave tubes.

Our experimental results show that various regular
and chaotic oscillation modes can be accomplished by
appropriately tuning the control parameters (beam cur-
rent, accelerating voltage, amount of feedback, etc.).
The chaotic behavior is observable over a wide range of
control parameters. With other oscillators, to observe
such a behavior would require designing special mock-
ups (see, e.g., [5, 13]). It is important to note that there
are a great number of chaotic regimes characterized by
different strange attractors. The fine structure of chaotic
oscillations, which will furnish insight into common
features of the complex dynamics of distributed sys-
tems, is the aim of our further research.
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INTRODUCTION

Modern diagnostics of large-scale ocean–atmo-
sphere thermal interaction from microwave satellite
radiometry data is built upon the idea of using the
semiempirical global aerodynamic approach (the so-
called bulk formulas), which links the radiative and
thermal properties [1–3]. This approach rests on the
fact that the basic parameters involved in the bulk for-
mulas (the ocean surface temperature, the temperature
and humidity of air, and the wind velocity in near-water
atmospheric layers) are responsible (directly or indi-
rectly) for the generation and transformation of the self-
microwave radiation from the ocean–atmosphere sys-
tem (OAS).

In this work, we discuss the efficiency of using the
self-microwave radiation intensity of the OAS as a
direct characteristic of heat-and-moisture exchange
between the ocean and atmosphere on a synoptic
(weekly) scale, where the intensity of the ocean–atmo-
sphere interaction in the middle latitudes of the Earth is
maximum. Our analysis employs oceanographic, mete-
orological, and aerological observations made aboard
the vessels Viktor Bugaev, Musson, and Volna (State
Institute of Oceanography; April, 1990) in the New-
foundland energy-active zone of the North Atlantic
region during the NEUFOUEX-88 and ATLANTEX-
90 experiments. Based on these data, we calculate the
brightness temperature of OAS’s microwave radiation
in the cm- and mm-wave ranges (by simulating satel-
lite, aircraft, and ship measurements). Also, we con-
sider its dependence on the synoptic variation of verti-
cal turbulent fluxes of evolved and latent heat at the
ocean–atmosphere interface. Finally, we compare the
heat fluxes recorded in the ship experiments with the
microwave radiometry data obtained simultaneously
with an SSM/I radiometer aboard the US F-08 satellite.
This radiometer was the only instrument for sounding
the ocean during the NEUFOUEX-88 and ATLAN-
TEX-90 experiments. The combination of the measure-
ments aboard the Viktor Bugaev, Musson, and Volna
with the data of the satellite-borne SSM/I radiometer
1063-7842/03/4807- $24.00 © 20906
allowed us to account for the intimate linkage between
the OAS’s brightness temperature and processes at the
ocean–atmosphere interface.

SOLUTION OF THE PROBLEM

From the entire array of data gained afloat, we used
only those obtained during the stationary phases of the
experiments (March, 1988 and April, 1990). Unlike
other phases, these two (i) feature regular oceano-
graphic, meteorological, and aerological observations
and (ii) are expected to give the most reliable results on
the time evolution of the ocean and atmosphere param-
eters, since the vessels were anchored within definite
areas.

Over that time interval, the vessels made measure-
ments in the Gulf Stream delta and in the eastern branch
of the Labrador Current, where the synoptic variability
of the ocean and atmosphere parameters is very high
[4, 5].

To calculate the radiative properties of the OAS, we
use the plane-layer model of radiation. In terms of this
model, for observations in the nadir direction from an
altitude H, the brightness temperature of the OAS’s
microwave radiation consists of three components:

(1)

where

 = exp(–τΣ)

is the brightness temperature of the atmosphere-attenu-

ated radiation from the ocean surface (the quantity 
is proportional to the emissivity of the water surface
and to its thermodynamic temperature Ts);

is the brightness temperature of the atmosphere’s

TΣ
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ascending radiation;

is the brightness temperature of the atmosphere’s
descending radiation reflected by the water surface;
T(z) is the thermodynamic temperature of the atmo-
sphere at a level z;

is the integral absorption of the radiation by the atmo-
sphere, which depends on the absorption per unit length
γΣ and the thickness z of the absorbing layer measured
from the ocean surface (z = 0); and R is the coefficient
of reflection of the atmosphere’s descending radiation
from the water surface.

With this model, we analyzed the daily and synoptic
variations of the OAS’s brightness temperature in the
wavelength range 0.5–5.0 cm at the stationary phases of
the ATLANTEX-90 experiment aboard the Viktor
Bugaev, Musson, and Volna. From the filed data gath-
ered at the stationary phases, we extracted the follow-
ing: (i) hourly values of the ocean surface temperature
Ts and wind velocity V at the water surface to calculate
the brightness temperature of the ocean surface; (ii) the
total (integral) moisture content in the troposphere to
evaluate the water-vapor-related integral absorption of
the underlying surface both with and without cloudi-
ness (the measurements were made aboard the Volna at
15–20 min intervals with a set of microwave radiome-
ters (Voeœkov Main Geophysical Observatory, MGO) at
wavelengths of 0.8 and 1.35 cm; (iii) the temperatures
Ta, relative humidities q (water vapor pressures e), and
pressures P of air (measured at 20 levels between 10
and 16000 m every six hours) to estimate not only the
total absorption τ but also the absorption per unit length
γ(z) in the troposphere, from which refined estimates of
the atmosphere’s transfer function and, hence, the
brightness temperature can be found; and (iv) the esti-
mates of turbulent heat, qh, and moisture, qe, fluxes at
the ocean–atmosphere interface, which were calculated
in the State Institute of Oceanography by using MGO
parametrizations [6] based on hourly observational data
for Ts, Ta, V, and e.

The contributions from different layers to the radia-
tion properties of the OAS and their effect on the inter-
play between the radiative properties and thermal
fluxes at the interface on the synoptic scale were evalu-
ated with radiation detectors arranged at different alti-
tudes. In the first case, detectors (microwave radiome-
ters designed for the cm- and mm-wave ranges) with
downward-directed antennas were placed in free air to
simulate satellite observations. In the second case,
detectors with downward-directed antennas were
placed at the boundary between free air and the atmo-

T3
b = τΣ H( )–[ ] R T h( )γΣ h( ) τΣ h( ) τΣ H( )–[ ]exp hd

0

H

∫exp

τΣ h( ) γΣ z( ) zd

0

h

∫=
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
spheric boundary layer (a turbulent layer of thickness
from 0 to 1000 m), which simulates measurements
aboard an aircraft at altitudes of 1000–1500 m above
sea level. In the third case, detectors with downward-
directed antennas were placed 10–20 m above the
ocean–atmosphere interface to simulate observations
afloat.

CALCULATION OF THE BRIGHTNESS 
TEMPERATURE AND COMPARISON 

WITH HEAT FLUXES

The response of the OAS’s microwave radiation
field to the variability of heat fluxes at the ocean–atmo-
sphere interface was the most distinct in April 8–13,
1990. Over this period, the variation of the (evolved +
latent) heat fluxes were more than 800 W/m2 for the
Viktor Bugaev, 500 W/m2 for the Musson, and about
400 W/m2 for the Volna [4, 5]. Among the spectral
ranges used to calculate the OAS’s brightness tempera-
ture (5.4, 5.6, 5.9, 0.8, 1.0, 1.35, 1.6, 3.2, and 5.0 cm),
the luminance contrast over this time interval was
found to be the greatest in the wavelength range 0.59–
1.60 cm, which corresponds to the resonant radiation
from (absorption by) atmospheric oxygen and water
vapor (Fig. 1).

In the case of the satellite observational data, the
OAS’s brightness temperature in the ranges of the par-
amount effect of atmospheric oxygen (5–6 mm) and
water vapor (1.35 cm) was calculated with two
approaches. The former used the indirect measure-
ments of the integral atmospheric absorption that were
made by the MGO’s set of microwave radiometers. The
latter approach employed direct radiometric data for the
temperature, humidity, and pressure of the troposphere
measured at different horizons and altitudes varying
from 10 to 16000 m. Comparative analysis was of

50
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Fig. 1. Spectral dependence of the OAS’s luminance con-
trast ∆T b in the range 0.5–5.0 cm during the passage of a
cyclone (April 8–13) through the places of location of the
(−s–) Viktor Bugaev, (–n–) Musson, and (–h–) Volna.
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interest, since the time period between measurements
that was used to calculate the daily average brightness
temperature was 15–20 min in the former case and as
long as 6 h in the latter. However, the radiometric mea-
surements carry more detailed information about the
vertical distribution of the atmosphere parameters that
control the OAS’s microwave radiation field.

Comparing the calculation results (Fig. 2) demon-
strates that both approaches give the same variation of
the daily average brightness temperature at wave-
lengths of 5.6 mm and 1.35 cm for the stationary phase
of the ATLANTEX-90 experiment, although the dis-
crepancy may reach several degrees Kelvin at a wave-
length of 5.6 mm and 15–20 K at 1.35 cm.

We studied regression relationships in the form of
linear correlations between six-hour samples (Fig. 3) of
the total heat flux qhe at the ocean–atmosphere inter-
face and the brightness temperature of the OAS’s
microwave radiation (the simulation of satellite mea-
surements) at wavelengths of (a) 5.9 mm and (b) 1.35 cm
(the temperature was calculated from the oceano-
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Fig. 2. OAS’s brightness temperature calculated from
(1) integral microwave radiometric and (2) aerological
(layer-by-layer) measurements of the temperature and
humidity properties of the atmosphere at (a) 0.56 and
(b) 1.35 cm.
graphic and aerological measurements aboard the
Volna). It is seen that there is an intimate relation
between the synoptic variation of the heat fluxes
(recorded by the Volna) and the model estimates of the
OAS’s brightness temperature. For the six-hour sam-
ples of the parameters qhe and T b in the resonance
ranges of molecular oxygen and atmospheric water
vapor, the least absolute error of approximating the
total heat flux qhe by the brightness temperature Tb is
26–28 W/m2 for a flux variation amplitude of
320 W/m2. The relative variations of the regression
coefficients c1 and c2 are 13–15%, with the regression
coefficient c2 being negative in both cases. This means
that the heat flux and the brightness temperature vary in
antiphase: an increase in the parameter qhe causes T b to
decrease and vice versa. It is remarkable that the inten-
sity variation of the OAS’s microwave radiation corre-
lates well with the variation of the heat fluxes in this
case, although the accuracy of finding the brightness
temperature and especially the heat fluxes is not very
high. The relative error involved in model brightness
temperature values found under the hydrometeorologi-
cal conditions of the ATLANTEX-90 experiment is
estimated as 5–10%, while that of the heat fluxes deter-
mined by the parametrizations [6] may be as great as
several tens of percent [4]. This substantiates the idea of
using remote microwave radiometry data as natural
characteristics of ocean–atmosphere thermal interac-
tion.

Next, we studied the importance (priority) of water
surface parameters and parameters of different atmo-
spheric strata in terms of their effect on the interplay
between the heat-and-moisture exchange characteris-
tics and the microwave radiation of the system on the
synoptic time scale. To this end, the regression analysis
of the relationships between the daily average values of
the brightness temperature T b and the total heat flux
qhe was made based on the data gathered at the
ATLANTEX-90 stationary phase. We used the ordered
elimination method to reveal the contribution of one or
another parameter simultaneously to the heat exchange
process and the radiation in different parts of the micro-
wave range. Table 1 lists the errors due to the approxi-
mation of the total heat fluxes qhe by the brightness
temperature of the system’s radiation in the wavelength
range 0.56–3.2 cm. Here, the column d takes into
account the synoptic variations of all the basic thermo-
dynamic parameters of the OAS (Ts, Ta, V, and Q). In the
columns d–Ts, d–V, d–Ta, and d_Q, the effects of the
ocean surface temperature Ts, the water-wind velocity
V, the water-air temperature Ta, and the total moisture
content Q, respectively, are excluded.

The results of the analysis show that the parameters
Ta and Q should be taken into account in the first place
when a correlation between the heat-and-moisture
exchange parameters and the self-microwave radiation
intensity in the ocean–atmosphere system is established
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
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Fig. 3. Six-hour samples of the total heat fluxes qhe vs. their satellite (model) estimates at wavelengths of (a) 0.59 and (b) 1.35 cm.
The ATLANTEX-90 stationary stage at the location of the Volna.
on a synoptic time scale. This correlation shows up
largely in the bands of resonant absorption by molecu-
lar oxygen and water vapor.

ON A MECHANISM BEHIND A CORRELATION 
BETWEEN THE BRIGHTNESS TEMPERATURE 

AND INTERFACIAL HEAT FLUXES 
IN THE OCEAN–ATMOSPHERE SYSTEM

The problem of how the OAS’s brightness tempera-
ture (simulated or satellite-measured), for which an
effectively radiating 2- to- 5-km-thick atmospheric
stratum is responsible, can be related to the temperature
and humidity properties of a much thinner (roughly
10-m-thick) near-water atmospheric layer has been
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
repeatedly discussed by teams at the Institute of Radio
Engineering and Electronics, Russian Academy of Sci-
ences; the Institute of Space Research, Russian Acad-
emy of Sciences; and the Institute of Oceanography,
Russian Academy of Sciences. The processing of the
aerological data array gained afloat has made it possible
to put forward a concept of horizontal (advective) heat-
and-moisture transfer as a factor generating ascending
(vertical) heat and electromagnetic fluxes. The essence
of this idea is that horizontal heat transfer leads to a
periodical sharp heating (cooling) of air in a given
ocean area. This effect (i) intensifies heat fluxes from
the atmosphere to the ocean (or vice versa) because of
a greater temperature difference between the water and
air and (ii) increases (or decreases) the integral absorp-
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Table 1

Wavelength, cm
Approximation error, W/m2

d d–Ts d–V d–Ta d–Q

0.56 27.8 27.8 28.2 48.5 27.8

0.8 26.6 26.8 27.3 27.0 37.8

1.35 27.0 27.2 28.4 27.5 35.9

1.6 26.1 26.3 27.8 26.5 35.9

3.2 34.2 34.2 30.2 34.3 39.4
tion of electromagnetic fluxes and, in view of (1), the
system’s brightness temperature. Such a supposition
follows from the comparison of the enthalpy (heat con-
tent) variation in the atmospheric boundary layer,
which experiences the regular influence of the horizon-
tal heat-and-moisture transfer, with the vertical heat
fluxes at the ocean–atmosphere interface and the sys-
tem’s brightness temperature.

By way of example, Fig. 4 compares the estimates
of the boundary layer enthalpy (calculated from the aer-
ological sounding data for horizons at an altitude of 10,
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Fig. 4. Total heat fluxes qhe vs. the enthalpy J_1000 of the
atmospheric boundary layer during the passage of a cyclone
(April 8–13, 1990) through the location of the (a) Viktor
Bugaev and (b) Musson.
100, 200, 300, 400, 500, 600, 900, and 1000 m gathered
aboard the Viktor Bugaev and Musson) with the total
heat fluxes during the passage of a deep cyclone (the
ATLANTEX-90 stationary phase; April 8–13, 1990).
Simultaneously, Fig. 5 compares the values of qhe,

0.59 (the brightness temperature at a wavelength of

5.9 mm), and 1.35 (the brightness temperature at a
wavelength of 1.35 cm) obtained aboard the Viktor
Bugaev and Musson. It is seen that, in response to the
increase in the fluxes qhe, the OAS’s microwave radia-
tion field diminishes its brightness temperature T b and
vice versa: as the value of qhe decreases, T b grows.
This observation supports the validity of the formal
analysis the results of which are illustrated in Fig. 3.
Over this period, the brightness temperature variation
is, on average, 15–20 K at a radiation wavelength of
5.9 mm and 30–40 K at 1.35 cm. Also, the response of
the brightness temperature lags behind the heat flux
variation by 6–12 h. The response to the limiting values
of the heat fluxes does not depend on the place where
the measurements were taken: in the water atmospheric
layer, at the upper boundary of the atmospheric bound-
ary layer, or in free air. The brightness temperature dif-
fers only in magnitude and is the greater, the higher the
level of observation.

Based on the results of analysis performed in vari-
ous North Atlantic regions over different time periods,
one may safely suggest that the enthalpy variation in
the atmospheric boundary layer due to the horizontal
heat-and-moisture transfer (advection) controls the
variability of heat-and-moisture exchange between the
ocean and atmosphere and also specifies the OAS’s
brightness temperature. In addition, the enthalpy varia-
tion defines the relationship between them on the syn-
optic scale. Some issues, such as the delay between the
response of the system’s brightness temperature to the
variation of the thermal conditions due to the horizontal
and vertical heat fluxes in the water and boundary
atmospheric layers, need special investigation. To date,
we have gained experience in solving such problems by
mathematically simulating vertical heat and electro-
magnetic fluxes and in analyzing their interplay on a
daily scale [7].

T–
b

T–
b
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Table 2

Frequency, GHz Wavelength, cm Polarization (V/H) Spatial resolution, km Fluctuation
sensitivity, K

19.35 1.55 V, H 43 × 69 0.7

22.235 1.35 V 40 × 60 0.7

37.0 0.81 V, H 29 × 37 0.4

85.5 0.35 V, H 13 × 15 0.8

Note: V, vertical polarization; H, horizontal polarization.
CORRELATION BETWEEN SSM/I 
RADIOMETRIC MEASUREMENTS AND HEAT 

FLUXES

An SSM/I (Special Sensor Microwave/Imager) mul-
tichannel scanning radiometer is a most promising rep-
resentative of satellite-borne microwave radiometric
systems that have been used over the last 13 years
within the framework of the Defense Meteorological
Satellite Program, DMSP), which is sponsored by the
US Department of Defense. The aim of this program is
the long-term monitoring of the Earth in order to pro-
vide the US armed forces with global meteorological,
oceanographical, and solar–geophysical on-line infor-
mation (in December 1992, the DMSP data were
declassified and became open to the scientific commu-
nity). DMSP satellites have a solar-synchronized circu-
lar orbit at an altitude of about 850 km with an inclina-
tion of 98.8°. Today, six satellites of this series (F-10,
F-11, F-12, F-13, F-14, and F-15), which have a service
time of four years, are in orbit.

An SSM/I satellite-borne radiometer is a scanning
seven-channel four-frequency system (Table 2), which
measures the brightness temperature of the OAS’s
microwave radiation over a range of 1400 km and pro-
vides complete coverage of the Earth within three days
(incomplete coverage is reached within a day) [8].

Since 1987, SSM/I radiometers aboard the F-08,
F-10–F-15 satellites have been one of the most impor-
tant instruments for the meteorological sounding of the
atmosphere and the Earth’s surface. The SSM/I radiom-
eter aboard the F-08 satellite is of particular interest for
our study, since it was the only satellite-borne tool for
the microwave monitoring of the ocean in 1988 and
1990, when the NEUFOUEX-88 and ATLANTEX-90
experiments were carried out.

Figure 6 contrasts the total heat fluxes qhe and
momentum qv  estimated afloat at the ATLANTEX-90
stationary stage with the satellite estimates, which are
represented as the linear combinations of the brightness
temperature data from different SSM/I channels. The
channels provide information on the total water vapor
content in the atmosphere (channel 22V), integral water
supply in clouds (37V, H), and water-wind velocity
(19V, H). For weak cloudiness, the brightness tempera-
ture provided by channel 22V alone is a good quantita-
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
tive estimate of the heat fluxes; in general, however, the
data from channel 37V, H, which include the effect of
cloudiness, should be taken into consideration.

Although the character of ocean–atmosphere ther-
mal interaction at the places of observation within the
Newfoundland energy-active zone of the North Atlantic
region is quantitatively and even qualitatively different,
the estimates of the parameter qhe made afloat and
aboard the satellite are in good agreement. The correla-
tion coefficients r for the heat fluxes and their satellite
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microwave radiometric estimates reach 0.85 for the
Viktor Bugaev and 0.84 for the Volna. For the fluxes
measured afloat and estimated remotely, the ratio of the
rms residual σhe to the maximal natural variations of the
fluxes lies between 12% (the Volna) and 19% (the Mus-
son).
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Fig. 6. (1) Total heat fluxes qhe and momentum qv  vs.
(2) their estimates obtained by linear regressions applied to
the data from SSM/I radiometer channels 22V, 37V, H, and
19V, H37V, H. (a) the Viktor Bugaev, (b) Musson, and
(c) Volna.
The total heat fluxes estimated afloat at higher lati-
tudes, at the point M of the Norwegian–Greenland
energy-active zone (the materials are submitted by
courtesy of Jorgen Schultz from the Remote Sensing
Center, Germany), also closely correlate with the satel-
lite estimates made by linear regressions applied to the
data obtained simultaneously from channels 22V, 37V,
H, and 19V of the F-08-borne SSM/I radiometer
(Fig. 7).

The stability of the relationships between the total
heat fluxes and their satellite estimates constructed by
linear regressions applied to the data from channels
22V, 37V, H, and 19.35V of the F-08-borne SSM/I radi-
ometer is readily apparent from comparing the param-
eters qhe and qhe* that were determined with a two-
year shift in time (i.e., during the NEWFOUEX-88 and
ATLANTEX-90 stationary stages) in nearly the same
areas of the Newfoundland energy-active zone (Fig. 8).
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Fig. 7. Total heat fluxes measured directly (afloat), qhe, and
estimated aboard the satellites, qhe*, at the point M of the
North Atlantic region. (a) Variations of the quantities qhe
and qhe* in April, 1988, and (b) linear regression for qhe
and qhe*.
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CONCLUSIONS

The brightness temperature of the self-microwave
radiation of the ocean–atmosphere system that is mea-
sured on satellites in the resonant absorption bands of
water vapor (1.35 cm) and molecular oxygen (5 mm)
allows researchers to quantitatively estimate the inten-
sity of vertical turbulent fluxes of the evolved and latent
heat in the “thin” (in terms of the satellite scale) water
atmospheric layer over different time intervals. The
integral heat fluxes in the entire ocean–atmosphere sys-
tem and the local heat and moisture fluxes at the ocean–
atmosphere interface are related through the moisture
and temperature characteristics of the atmosphere.
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Fig. 8. Total heat fluxes measured directly, qhe, and esti-
mated aboard the satellites, qhe*, at the locations of the
(a) Musson and (b) Volna during the NEUFOUEX-88 and
ATLANTEX-90 stationary stages.
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The relationship between the OAS’s brightness tem-
perature and vertical interfacial turbulent fluxes at mid-
dle and high latitudes of the ocean is governed largely
by horizontal fluxes (advection) of moisture and heat in
the boundary atmospheric layer. This effect is responsi-
ble for the direct correlation between the brightness
temperature of the OAS and the boundary values of the
heat fluxes.

In this work, we used the data previously obtained
within the framework of contract NAS15-10110 con-
cluded between NASA and the Russian Space Agency.
Of inestimable value for this study were the archives of
the NEWFOUEX-88 and ATLANTEX-90 experiments
and also archival data on long-standing microwave
radiometric measurements aboard DMSP satellites (the
latter were submitted by the Marshall Space Flight
Center).
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Abstract—The influence of collective effects associated with transverse plasma oscillations excited by a beam
of negative ions on the neutralization of the space charge due to fast ions is studied. Conditions for the dynamic
deneutralization of an unstable ion beam are refined. Analytic expressions for the plasma ion density distribu-
tion and for the stationary electric field in a partially neutralized beam are obtained. The equation of motion of
a beam in the self-electric field and in an external magnetic field is used to determine the effect of secondary
charged particles on the transport of negative ions through the injector of a cyclotron. © 2003 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

External systems injecting H– ions into a cyclotron-
like accelerator are intended for generating 20- to
30-keV beams of current higher than 1 mA and trans-
porting them over a distance of several meters. The sys-
tem contains a plasma source of ions; an electrostatic
optics to focus the beam; a transport channel with a
magnetic focusing system; and an inflector, which
matches the beam to the cyclotron’s accelerating chan-
nel. In such an injector, the neutral gas enters the trans-
port channel from the plasma source. Its density
decreases as it approaches the cyclotron: downstream
from the system of electrostatic focusing and final
acceleration, the pressure is about 10–4 torr; in the mag-
netic focusing system, about 10–5 torr; and near the
cyclotron, 10–6 torr. The beam ionizes the gas, and sec-
ondary charged particles, accumulating in the transport
channel, neutralize the beam’s space charge. In the
electrostatic beam-forming system, the charge remains
unneutralized, because the plasma is scattered to the
electrodes, whose potential is high.

At the exit from the injector, the beam forming and
guiding system must provide a beam of H– ions with an
emittance matched to the acceptance of a cyclotron-like
accelerator. The match to the acceleration channel is the
best when, at the entrance to the accelerator, the beam
converges and has an optimum major-to-minor axis
ratio of an ellipse that represents the beam in the phase
space.

The significant pressure drop across the injector, as
well as the presence of the stationary beam–plasma
field, the field of plasma oscillations, and the field of the
space charge of negative ions in the neutralization
region, make the beam transportation difficult. The self-
consistent beam–plasma electric field [1] may affect the
dynamics of precision ion beams with a small phase
volume and low angular divergence [2]. Collective pro-
1063-7842/03/4807- $24.00 © 20914
cesses associated with the spectrum of beam-induced
plasma oscillations heat up fast ions [1] and dynami-
cally deneutralize the beam’s space charge [3]. Earlier,
the effect of secondary charged particles on the ion
beam transport through the cyclotron injector was dis-
regarded [4].

In this paper, we determine conditions of beam–
plasma interaction and use an equation of beam motion
to study the effect of secondary charged particles on the
transport of negative ions. This could be a help for a
designer in correcting the injector parameters and
matching the beam’s emittance to the cyclotron’s
acceptance.

CONDITIONS OF BEAM–PLASMA 
INTERACTION IN THE TRANSPORT CHANNEL

When the gas pressure is low (P ≤ 10–4 torr), in the
free drift space and in the region of the magnetic optics,
the space charge of the negative ion beam is completely
neutralized by positive ions of the plasma within time
τn = (ngσiv b)–1, where ng is the concentration of gas
molecules, σi is the cross section of ionization of a gas
molecule by a beam’s ion, and v b is the longitudinal
beam velocity. Over short free drift paths, strong static
or variable fields in the beam, as well as negative ion
density oscillations, are absent. However, when the
path is on the order of several tens of centimeters, the
neutralization breaks: the negative potential starts oscil-
lating with an amplitude reaching several tens of per-
cent of the potential of the completely deneutralized
beam. This phenomenon is attributed to ion–ion insta-
bility in the beam [5].

Let us study the effect of low-frequency plasma
oscillations on the stationary electric field and positive
ion concentration in the neutralized beam and find con-
ditions for the dynamic deneutralization of the beam.
003 MAIK “Nauka/Interperiodica”



        

EFFECT OF BEAM–PLASMA INTERACTION ON ION TRANSPORT 915

                                                                                                                                                                         
To this end, we will refine the hydrodynamic model of
a beam plasma proposed in [3].

In the hydrodynamic approximation, which disre-
gards the thermal spread in velocities, the equation for
the transverse ion velocity of plasma ions in the Carte-
sian coordinates system takes the form

(1)

Here, Ea(x) = –(Te/ene)dne/dx is the stationary ambipo-
lar field of the plasma; Te is the electron temperature; ne
and ni are the electron and ion concentrations in the

plasma;  and ωpi are the electric field and Langmuir
frequency of ion oscillations, respectively; and S =
d(niuix)/dx = σingv bnb.

At gas pressures indicated above, the ion density in
the beam nb ≈ ni @ ne and the ambipolar field is weak:
Ea(x) ≈ 2mi(σingv b)2x/e. This expression follows from
Eq. (1), where the known value of the plasma ion flux

niui at  = 0 is taken into account. Experiments [6]
show that the transverse electric field strength in a neu-
tralized beam is much greater than this theoretical pre-
diction. The last term on the right of (1) is due to the
Miller force produced by the field of the plasma oscil-
lations. In the field fast oscillating with high frequency
ωpi, plasma ions experience the stationary ambipolar
field and also an additional constant electric field,
which varies quadratically with the amplitude of the
variable field. The maximum strength of this field,

(2)

is comparable with the estimate given in [6]. In (2),

 = k⊥ ;  ≈ mi(∆v )2/e ≈ mi /e is the potential
amplitude in saturated ion oscillations with the plasma
ions captured by them; vφ⊥  = ωpi/k⊥  is the phase veloc-
ity of the oscillations, which becomes equal to the ion
sound velocity v s = (Te/mi)1/2 at low gas pressures [7];
ωpi = (4πe2ni/mb)1/2; k⊥  is the transverse wavenumber;
and xb is the cross-sectional dimension of the beam,
ni(x) > ni(xb). When the beam charge is completely neu-
tralized, the condition k⊥ xb @ 1 is valid at low gas pres-
sure and the ion oscillations propagate in the x-axis
direction in the form of plane traveling waves
(~exp(ik⊥ x)). We assume that the transverse ion oscilla-
tions (k⊥  @ kz), which drift along the beam, grow expo-

nentially with a linear increment (~exp( kzdz),

where kz is the longitudinal wave number) until the
limit value of the potential amplitude is reached. The
distance over which the oscillations become saturated
is defined as zn = (1/Imkz)ln( / ), where  is the
amplitude of initial fluctuations in the plasma, Imkz =
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ωbi(ωpiτi)1/2/2v b is the spatial growth increment, ωbi =
(4πe2nb/mb)1/2, and τi = σingv b is the life time of a
plasma ion.

Integrating equation of motion (1) and the equation
of plasma ion continuity yields a set of equations for the
plasma parameter distributions across the ion beam:

(3)

(4)

where A = σingv bxb/v s and the ion concentration in the
beam, nb, is assumed to be constant for simplicity.

The first term on the right of (3) is proportional to
the integral of Eani with Ea/ui = 2(mi/e)Av s/xb = const.
A relationship between Ea and the linear function ui(x)
is derived under the condition ni ≈ nb from the equation

d(ni )0/dx = (e/mi)Eani, which is the zeroth-order

approximation of (1) in the oscillation field . In
Eq. (4), the flux n1vφ⊥  is a constant of integration and is
related to the electric field produced by an external
source (the beam). The transverse ion oscillations
enhance the ion flux toward the chamber wall. Mea-
surements [6] show that the plasma ion flux at the beam
boundary is three times as high as the theoretical value
obtained when the plasma oscillations are ignored.
Assuming that ni(xb)ui(xb) ≈ 3Anbv s and vφ⊥  ≈ v s, we
find that n1 ≈ 2Anb.

The same value of n1 can be obtained by solving the
set of Eqs. (3) and (4) with appropriate boundary con-
ditions imposed on the plasma at the beam surface. In
the region of the quasi-neutral plasma outside the beam,

ni ≈ ne,  = 0, the ion flux is niui ≈ 3Anbv s = const, and
the velocity with which the ions strike the wall is v s.
Equation (1) yields the boundary condition ui(xb) ≈ v s.
Assuming that vφ⊥  ≈ v s and ni(x = 0) ≈ nb, we find from
Eqs. (3) and (4) an equation for η1 = n1/nb:

(5)

From (5), it follows that η1 = 2/3 = 2A at A = 1/3.
According to Eq. (4), when A < 1/3, ni(xb) < nb, which
means the onset of the ion beam deneutralization mode.
This condition yields the critical gas density

(6)

which is in good agreement with the value measured
in [6].
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Consider the dynamic deneutralization of an ion
beam that is associated with beam instability [5]. It was
found [8] that the transverse oscillations of plasma ions
that are triggered by a beam of negative ions in a rar-
efied gas make a major contribution to the radial drift of
positive ions when the oscillation amplitude is high
enough. In this case, the drift velocity is proportional to
the oscillation amplitude. As a result, the average nega-
tive potential grows with beam length.

Let us study the distributions of plasma ions and sta-
tionary electric field along and across a cylindrical
beam of negative ions when the space charge is deneu-
tralized. When the gas density is ng < ng, cr, the density
of plasma electrons drops abruptly and their Debye
length exceeds the beam radius: de > rb. Under these
conditions, the beam excites the zeroth-order radial
mode (k⊥  @ kz) of the plasma ion oscillations [7]. The

electron density meets the inequality ne/ni @ / ,
which is typical of the cyclotron’s injector. The possi-
bility of developing the longitudinal (kz > k⊥ ) oscilla-
tions of plasma ions when the opposite inequality is
valid was considered in [3].

Let us represent the radial distribution of the stand-
ing wave potential as (r, z) = (0, z)J0(k⊥ r), where

(0, z) = exp( kzdz) is the amplitude of the

potential at the beam’s axis, k⊥  = α0/rb, and α0 = 2.4 is
the first zero of the Bessel function J0. Then, expression
(2) for the electric field becomes

(7)

In formula (7), J1(ξ) = –dJ0(ξ)/dξ is the first-order

v s
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2
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Fig. 1. Radial distribution of the plasma ion density in the
beam at z = (1) 50, (2) 127, (3) 132, (4) 135, and (5) 138 cm.
                                                   

Bessel function, d /dξ = 2J1(J0 – J1/ξ), and ξ = α0r/rb.
The spatial increment Imkz of the oscillations in the
deneutralized beam for ng < ng, cr is defined by attenua-
tion due to a finite life time of plasma ions and attenu-
ation due to the spread in their thermal velocity [8, 9].
The minimum of either of two expressions correspond-
ing to these attenuation modes specifies the rate of
beam instability buildup:

where τi = rb/vφ⊥ , vφ⊥  = ωpi/k⊥ , a = ωpirb/α0vTi, vTi =
(Ti/mi)1/2, and Ti is the temperature of plasma ions.

The average energy of plasma ions is assumed to be
approximately equal to the depth of the potential well
that is determined by the negative potential drop across
the beam radius.

The ambipolar field Ea of the plasma is absent when
the beam is deneutralized, because the electron density
is low. By substituting expression (7) into the Poisson
equation, we obtain the equation that describes the
radial plasma ion distribution η = ni/nb:

(8)

where f1(ξ, z) = 2B(z)(  –  – 2J0J1/ξ + 2 /ξ2),

f2(ξ, z) = 2B(z)J1(J0 – J1/ξ), B(z) = [ (0, z)/8ϕb]2,

and ϕb = πenb  is the potential drop across the radius
of the completely deneutralized beam.

When solving the Poisson equation, we assumed
that dEM/dr @ dEM/dz in a long narrow beam. In the
approximation dlnη/dξ ! |f1/f2|, Eq. (8) yields

(9)

The solution η0 may be used to refine η by finding
the derivative dη0/dξ in Eq. (8). Thus,

(10)

The approximation used here is valid everywhere in
the beam where 4f1 ≤ 1. The maximum difference
between expressions (9) and (10), !10%, is observed
near the beam axis at the boundary of the applicability
domain (η0 = 1/2). Radial distribution (10) of the
plasma ion density for several values of the z coordinate
is shown in Fig. 1. It can be seen that the beam of neg-
ative ions is in the deneutralized state with the negative
potential drop across the radius. At the circumference
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of the beam, the weak overneutralization of the space
charge is observed. The state of the beam–plasma sys-
tem with positively and negatively charged channels
present in the cross section of the negative ion beam at
ng < ng, cr was experimentally discovered in [10].

BEAM TRANSPORT IN THE CASE 
OF COMPLETE AND PARTIAL SPACE CHARGE 

NEUTRALIZATION

The parameters of the beam–plasma system and
transport channel are taken as follows: the beam current
Ib = 30 mA, the energy of negative ions Wb = 30 keV,
the radius of the quasi-parallel beam downstream from
the electrodes of the primary beam-forming system (z = 0)
rb = 1.5 cm, the normalized emittance ε = 5 × 10–5 cm rad,
the radius of the ion guide R = 5 cm, the potential drop
across the charged beam radius ϕb = 112.5 V, and the
plasma ion temperature Ti = 0.03 eV.

If the transport channel is filled with xenon, the
space charge of the ion beam is completely compen-
sated at a pressure of P ≥ 3 × 10–6 torr, as follows from
(6). The xenon plasma parameters, Te = 3 eV and
σi(χe) ≈ 8 × 10–16 cm2, we take from [6]. The above gas
pressure is not too different from the residual gas pres-
sure in the cyclotron itself. However, the penetration of
heavy xenon particles into the evacuated space of the
cyclotron is undesirable. Therefore, the beam’s space
charge is neutralized with molecular hydrogen, which
enters the injector from the plasma source of H– ions. In
this case, the critical (initial) pressure of beam deneu-
tralization is Pcr = 1.2 × 10–4 torr (ng, cr = 4.3 × 1012 cm–3).
In our calculations, we used Te = 1 eV and σi(H2) =
1.5 × 10–16 cm2.

The maximum gas pressure in the injector is limited,
because too high a pressure may cause breakdowns in
the final acceleration system of the plasma source.
Also, as the density of the gaseous medium increases,
the beam particle density in the transport channel
decreases as a result of the inelastic conversion of neg-
ative ions into neutral atoms and positive ions. The
associated cross sections are σ–10 = 7.3 × 10–16 cm2 and
σ–11 = 0.43 × 10–16 cm2, respectively.

A typical distribution of the molecular hydrogen
density along the injector downstream of the final
acceleration system is plotted in Fig. 2. Estimates show
that, as the beam passes through the gaseous medium in
the injector, the density of negative ions

(11)

decreases by only 10–11%.
As can be seen from Fig. 2, the gas density is on the

order of or less than the critical density ng, cr, even in the
initial portion of the transport channel. However, the

nb z( ) nb 0( ) σ 10– σ 11–+( ) ng z( ) zd

0

z

∫– ,exp=
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
beam’s charge remains neutralized over the length zn ≈
23 cm until the amplitude of plasma ion oscillations

reaches  ≈ mi /e ≈ 1 eV. The oscillation incre-

ment, which is determined by the finite lifetime of 

ions in the quasi-neutral plasma, is Imkz ≈ 0.2 cm–1, the
ion Langmuir frequency is ωpi = 9.3 × 106 s–1, and ωbi =
1.3 × 107 s–1. The minimum potential amplitude for the
spontaneously excited oscillations of plasma ions is
assumed to be  ≈ 10–2 V. The space charge neutral-
ization in the initial portion of the beam drift path at a
low gas pressure was observed in [5].

For the given parameters of the beam–plasma sys-
tem, attenuation due to the leakage of plasma ions is the
basic factor controlling the increment of the ion oscilla-
tions in the region of space charge deneutralization.
Therefore, when simulating the beam dynamics in the
region z > zn, one should use the expression Imkz =

ωbi/2v b ≈ 0.77ωbi/v b, assuming that the negative
ion concentration at the axis remains constant when the
beam radius changes insignificantly. In the experiment
conducted under similar conditions [8], the increment
was measured to be 0.7ωbi/v b and remained constant in
the region of the deneutralized beam, where the ampli-
tude of the plasma ion oscillations grows exponentially.

As follows from Fig. 2, the space charge deneutral-
ization reaches 50% at z = 140 cm. The amplitude of the
transverse potential oscillations at the beam axis
increases from 1 V (at z ≈ 23 cm) to 80 V if the instabil-
ity increment is set equal to 3.8 × 10–2 cm–1. Such high-
amplitude oscillations of the potential were reported
in [5].

The dynamics of the negative ion beam was simu-
lated based on the equation for the beam envelope in the
Cartesian coordinates (the beam-plasma interaction in
the free drift channel and in four quadrupole magnetic

ϕ̃max v s
2

H2
+

ϕ̃0

α0
1/2

0 40 60 80 100 120 140 160

1012

1013

1011

20
z, cm

ng, cm–3

Fig. 2. Distribution of H2 particle density along the injector
axis.
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lenses ignored)

(12)

where G is the magnetic field gradient in the quadru-
pole lens.

The first and second terms on the right of Eq. (12)
define the defocusing of the ions due to the finite value
of the beam emittance ε and Coulomb repulsion,
respectively. In the yz plane, the equation for the enve-
lope has the same form except that the last term on the
right is taken with a plus sign.

Equation (12) was integrated numerically by the
Runge–Kutta method. Figure 3 plots the envelopes of
the beam propagating in a vacuum and when the space
charge is completely neutralized. In the first case, the
magnetic field gradients in the four quadrupole lenses
were G1 = 0.9 T/m, G2 = –2.2 T/m, G3 = 2.2 T/m, and
G4 = –0.9 T/m. These optimum magnetic field gradients
in the lenses do not eliminate the wall loss of the beam
current. With the space charge completely neutralized
at G1 = 0.45 T/m, G2 = –1.2 T/m, G3 = 1.2 T/m, and
G4 = –0.45 T/m, the radius of the beam is minimal and
the beam converges to the axis. However, as was shown
above, the beam charge cannot be neutralized com-
pletely at a low gas pressure in the injector.

The dynamics of the negative ion beam in the trans-
port channel with allowance for beam–plasma interac-
tion was simulated by the coarse particle method
applied to the equation of motion in the Cartesian

d2xb
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Fig. 3. Envelope of the beam (1) with the space charge and
(2) with the charge completely neutralized in the injector
with four quadrupoles.
coordinates:

(13)

In the region where the beam charge is completely
neutralized (z ≤ zn), the effect of weak focusing field (2)
(EM ≤ 1 V/cm) on the dynamics of the negative ions was
disregarded.

Upon simulating the ion dynamics in the region of
deneutralization, the plasma ion density was evaluated
by formula (10) at each step along the z coordinate. The
ion densities found were used to determine Miller force

(7): eEM = – J1(J0 – J1/ξ) (0, z)/8ϕbrbη. The
adopted approximation that a change in the radius (den-
sity) of the initially cylindrical beam is small allows us
to apply the axisymmetrical model when calculating
the Miller force.

Figure 4 shows the trajectories of the particles
injected at different distances from the axis of the sys-
tem. The magnetic field gradients in the quadrupoles
are the same as in the case of a completely neutralized
beam. In the paraxial region, where a negatively
charged channel is present, the negative ions are defo-
cused. Conversely, peripheral particles move toward
the beam’s axis under the action of the self-consistent
beam–plasma field EM. As a result, the particle concen-
tration decreases near the axis and increases at the
periphery. This effect, as well as the significant change
in the cross-sectional dimension of the beam (Fig. 4),
disagrees with the initial approximation. In this case,
one should take into account the variation of the beam
particle concentration when calculating the instability
increment and the potential amplitude at the axis. Such
a necessity has been corroborated experimentally and is

d2x

dz2
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Fig. 4. Trajectories of the beam ions (solid lines) with
allowance for the beam–plasma interaction and envelope of
the completely charge neutralized beam (dashed line, corre-
sponding to curve 2 in Fig. 3).
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beyond question. This fact cannot be neglected when
the beam dynamics in long transport systems is simu-
lated.

Thus, we found conditions for beam–plasma inter-
action when negative ions pass through the cyclotron’s
injector and refined conditions for the dynamic deneu-
tralization of the ion beam, which excites plasma oscil-
lations. A value of the critical gas pressure (below
which the space charge of the beam becomes deneutral-
ized) that is more accurate than the one reported in [3]
was found. The distributions of the plasma ion density
and stationary electric field for the partially neutralized
beam in the presence of developed transverse ion–ion
instability and intense flow of positive ions across the
beam were obtained. The beam dynamics was studied
numerically in the regions where the space charge is
neutralized completely or partially. The beam–plasma
interaction was shown to affect noticeably the dynamic
characteristics of the beam at the exit from the transport
channel. This effect must be taken into consideration
when it is necessary to match the injector and the cyclo-
tron. To minimize the transverse beam dimensions and
provide a desired convergence of the negative ions to
the axis requires the adjustment of the magnetic field in
the quadrupoles and the parameters of the beam–
plasma system.
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Abstract—A plasma opening switch fed by a helical magnetic explosion generator is developed. A plasma
sheath with an axial length of ≈4 cm and an electron density of ~1017 cm–3 is produced in the electrode gap of
the switch by six coaxial gaseous-plasma injectors. A series of explosion experiments shows that the system
developed allows one to study the switch at currents of about 2 MA. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In the past decade, plasma opening switches (POSs)
have advanced into the megaampere current range at a
conducting phase duration of 1 µs [1, 2]. In these
devices, voltage pulse generators based on capacitive
energy storages serve as primary energy sources.

A generator with a POS where a magnetic explosion
generator (MEG) is used as a primary energy source
was first suggested in [3]. Such an approach had
become possible owing to great advances in decreasing
the current rise time in the termination. Recent develop-
ments have made it possible to transfer currents of
amplitudes as high as several tens of megaamperes with
a typical current rise time of several microseconds by
using disk-shaped MEGs. Currents of amplitudes up to
10 MA with a rise time of <1 µs can now be transferred
by means of helical MEGs with cumulative current
switches [4].

The use of helical MEGs to form a current pulse of
amplitude up to several millions of amperes with a rise
time of ≈1 µs suggests a low impedance of the generator
termination, i.e., a low inductance (no higher than sev-
eral tens of nH) and resistance (<10 mΩ). This restric-
tion limits the longitudinal dimension of the POS
plasma sheath and requires the sheath to be localized
near a feedthrough insulator between the MEG and
plasma chamber. Also, it implies the generation of an
ultra-high-density plasma.

Erosion plasma injectors, which are currently in
common use, generate plasmas in the electrode gap of
a POS with densities at a level of (4–6) × 1015 cm–3 [5].
In view of conditions imposed on MEG-fed POSs, it
seems reasonable to apply coaxial plasma injectors
with intermittent gas delivery. It has been shown that
1063-7842/03/4807- $24.00 © 20920
such injectors provide plasma channels with an electron
density of ~1017 cm–3.

A limited number of POS elements implies that the
current density per plasma channel (injector) must
increase. The transfer of a megaampere current in a
device that markedly differs from conventional ones
needed experimental verification. Since the experimen-
tal technique is very sophisticated and associated
explosion experiments are destructive, much theoreti-
cal and experimental preliminary work with capacitive
storages on laboratory benches had to be done. In the
laboratory experiments, we considered the plasma cur-
rent channels of a POS as electrically independent and
studied the properties of only one channel. When
selecting the bench parameters, we assumed that the
current rise time τ is on the order of 1 µs and the voltage
U0 across the capacitor bank does not exceed the max-
imum value Um ~ 150 kV, which is typical of a plasma
current channel in explosion experiments. Among
available benches, the one based on a current pulse gen-
erator with U0 = 80 kV and the bank capacitance C0 =
8 µF, the source circuit inductance Ls ≈ 0.2 µH (which
provides the maximal current Jm = U0/(Ls/C0)1/2 ≈ 500 kA),
and τ = (LsC0)1/2/4 ≈ 1.25 µs, was the most appropriate.

Below we report the refined design, numerical sim-
ulation, and early results of explosion experiments with
an MEG-fed POS operating in the conducting mode.

EXPLOSION EXPERIMENT DESIGN

The lack of experience in experimentation with
MEG-fed plasma opening switches influenced the
design of early experiments and limited the scope of the
problems to be solved. The main goals at this stage of
investigation were (i) to select an experimental tech-
003 MAIK “Nauka/Interperiodica”
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nique of MEG-induced explosion directed into a vac-
uum chamber with a spatially confined dense plasma
sheath, (ii) evaluate the feasibility of passing a current
of ≈2 MA through this plasma sheath, (iii) test the
detection system, and (iv) verify the results of the labo-
ratory experiments and model calculation. The plasma
chamber was directly connected to the MEG and,
accordingly, was destroyed in each of the runs. The vac-
uum system and the power supply circuit of the plasma
injectors were preserved intact.

At a current of ≈2 MA, the POS was fed by a helical
MEG with a conic liner. The inner diameter of stator
turns is 100 mm. The terminating loop of the helical
generator includes a cylindrical explosive switch. Such
an arrangement is similar to a VMG-100 device with an
explosive switch [4]. The schematic representation of
the energy source for a POS is shown in Fig. 1. The ini-
tial inductance of the MEG is equal to 20 µH. The
destructible conductor of the switch has the form of a
cylinder of diameter 100 mm and is made of 0.3-mm-
thick copper foil. Inside the helical MEG, differentiat-
ing transducers recording the generator current deriva-
tive are arranged.

Figure 2 depicts the plasma chamber designed for
studying the POS operation in the conducting mode
during explosion experiments. The chamber contains
coaxial injectors generating a plasma sheath in the elec-
trode gap. Transducers Tr1–Tr3 (not shown) placed in
sections S1–S3 measure the parameters of the electrical
pulse. The current derivative is recorded with differen-
tiating probes. The current pulse amplitude and shape
are determined with integrating Rogowski loops.

The experimental design, as well the plasma sheath
parameters that ensure the transfer of a ≈2-MA current
with a rise time of ≈1 µs, were substantiated by scaling
on laboratory benches with capacitive energy storages.

CONDUCTING STAGE OF A PLASMA OPENING 
SWITCH: NUMERICAL SIMULATION 

ON LABORATORY BENCHES

When conducting the numerical simulation of the
conducting stage, we assumed that the magnetic field
penetrates into the plasma via the magnetized plasma
region, which compensates for the longitudinal compo-
nent jz/σ. In the generalized Ohm’s law, this term cor-
responds to the Hall term ([j × B]z/(enec)).

The conduction current is compensated for by the
Hall current near the anode, where the Hall field is
short-circuited. As the electron temperature grows, the
plasma magnetization increases; consequently, so do
the channel resistance and the rate of penetration of the
magnetic field into the plasma. With rising channel
resistance, the energy deposition into the magnetized
plasma region increases still further, and so on. During
this process, the plasma density drops because of gas-
dynamic relief in the transverse direction. This effect
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
favors, but does not control, the penetration of the mag-
netic field into the plasma [5, 6].

The numerical calculations were based on a locally
planar plasma channel model. An injection-induced
plasma channel resulting on the anode side was repre-
sented as a parallelepiped with a base area h × l, which
equals the contact area between the plasma column and

1 2 3

∅
10

0

Fig. 1. VMG-100 magnetic explosion generator with an
explosive switch. (1) Helical VMG, (2) explosive electric
switch, and (3) shaper of divergent cylindrical shock wave.
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Fig. 2. Plasma chamber. (a) First experiment and (b) second
experiment: (1) chamber body, (2) insulator, (3) protecting
screen, (4) anode rings, (5) plasma injector, (6) nozzle
extensions, (7) cathode, (8) simulator of termination, and
(9) helical MEG.
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the cathode. The height of the parallelepiped is equal to
the electrode gap δ (Fig. 3). Taking into account that the
transverse dimension a of the magnetized plasma
region is small, ignoring the transverse gasdynamic
relief, and neglecting electronic and ionic heat fluxes,
one can write the following one-dimensional equations
for the dynamics of the magnetized plasma and the
component Bx of the magnetic field [6]:

(1)

Here, z and uz are the coordinate and mass velocity of
the plasma, respectively, along the channel; ρ is the
plasma density; p = pe + pi is the total pressure, which
is the sum of the electronic, pe, and ionic, pi, compo-
nents; εe and εi are the respective electron and ion inter-
nal energies per ion; Te and Ti are the respective electron
and ion energies; me and mi are the respective electron
and ion masses; τr is the momentum relaxation time;
Z is the mean ion charge;

is the Spitzer plasma conductivity; σ' = σ/(1 + ω2 ) is
the conductivity of the magnetized plasma; ω = e|Bx|/me

is the electron Larmor frequency; jy = 1/µ0∂Bx/∂z is the

current density; and  = jy/σ' is the electric field in the
frame of reference related to the plasma.
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Fig. 3. Geometry used in the calculations: (1) solid insula-
tor, (2) vacuum, (3) plasma, (4) magnetized plasma region,
(5) cathode, and (6) anode.
Equations (1) are supplemented by the equations of
state

(2)

The mean ion charge Z is determined from the elec-
tron temperature Te [7]:

(3)

where the ionization potential I(Z) is considered to be a
continuous function of the ion charge.

At the boundaries of the plasma with the source, z =
s1, and with the termination, z = s2, the pressure

 = 0 and the magnetic fields are defined by the

currents in the source circuit,  = µ0Js/h, and in

the termination circuit,  = µ0Jl/h. The currents

are calculated from the circuit equations

(4)

for the source circuit and

for the termination circuit.
Here, Vs and Vl are the plasma surface voltages on

the source side and termination side, respectively;
Us and C0 are the voltage and the capacitance of the
capacitive source; Rs, Rl, Ls, and Ll are the resistances
and inductances of the source and termination circuits,
respectively; and  = µ0s1(t)a/h and  = µ0(D –
s2(t))a/h are the inductances of the waveguide lines on
the source and termination sides, respectively. At zero
time, Us|t = 0 = U0 and the current and magnetic field are
zero.

The value of the parameter a is related to the skin
depth. It was shown [6] that both the critical current Jm
and the time taken to achieve this current depend on the
initial plasma temperature and parameter a only
slightly. In the calculations, it was assumed that, at the
initial time instant, Te = Ti = T0 = 1 eV, the plasma den-
sity ρ = ρ0 is uniformly distributed over the channel’s
cross section, and a ≅  1 cm. Such a value of a provides
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the best agreement with the experiments on current
breaking performed on the Kovcheg setup [8].

Prior to the experiments on the laboratory bench, we
carried out three series of scaling calculations with
varying source and plasma channel parameters. The
geometrical parameters h × l of the channel were 3.14 ×
4.4 cm (first series), 4.4 × 4.4 cm (second series), and
6.2 × 6.2 cm (third series). The parameters of the source
circuit C0 = 8 µF and Rs = 0.015 Ω were the same in all
three series. In the first series, U0 = 70 kV and Ls =
240 nH; in the second series, U0 = 80 kV and Ls =
180 nH; and in the third series, U0 = 80 kV and Ls =
200 nH. Also, it was assumed that Rl = Rs and Ll = Ls.

Figure 4 shows typical waveforms of the source cur-
rent and the current in the termination. Current break-
ing is observed at t = τm ≈ 1 µs. At this time instant, the
maximal (critical) current is Jm ≈ 300 kA.

The calculations show the strong dependence of the
critical current on the plasma channel geometry h × l
and plasma density ρ0. The Jm vs. linear plasma density
S0 = ρ0l dependence is depicted in Fig. 5. In simula-
tions, current breaks were observed at S0 ≤ 5 µm/cm2.

The critical current is seen to grow with plasma den-
sity, its value being dependent on the channel–cathode
contact area.

To determine the plasma parameters and the con-
ductivity of the plasma current channel induced by
coaxial plasma injectors, we carried out a number
experiments.

PARAMETERS OF THE PLASMA INDUCED 
BY A COAXIAL PLASMA INJECTOR: 
EXPERIMENTAL DETERMINATION

The plasma induced by a plasma injector [9] was
studied in the vacuum chamber evacuated to (5–8) ×
10–5 torr. A coaxial plasma injector with intermittent
gas delivery (Fig. 6) was mounted on one side wall of
the chamber. With electromagnetic valve 1, the gas is
delivered to central (inner) electrode 2 of the injector,
which is made in the form of a closed tube with an outer
diameter of 2 cm. The gas duct diameter is 1.4 cm. The
gas leaves the tube through four side openings and
enters a cylindrical tube with an inner diameter of 4 cm,
which serves as the external electrode of plasma injec-
tor 3. The distance between the gas inlet (the end of the
central electrode) and the injector nozzle is 5 cm. In the
experiments, a negative voltage of 25 kV from a 12-µF
capacitor was applied to the central electrode of the
injector. The maximal amplitude and half-period of the
current were 125 kA and 6.5 µs, respectively.

The plasma produced by the injector was studied
with a Michelson interferometer (He–Ne laser radiation
with λ = 0.63 µm). The interference pattern was
recorded by means of a slit-scan streak camera with
time and space resolutions of 0.1 µs and 0.3 mm,
respectively.
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
Tentative results showed that the gas entering the
vacuum chamber from the injector does not cause the
fringes to shift if the capacitor bank of the plasma injec-
tor is switched off. With the bank on, the refractive
index of the injected plasma diminished. Therefore, the
change in the refractive index was presumably associ-
ated with the dominant effect of free plasma electrons.

The integral (along the line of probing) electron
concentration (hereafter linear electron concentration)
was calculated by the formula

(5)

where ne is the optical-path-averaged electron concen-
tration, l is the geometrical length of the plasma object
along the line of probing, and ∆k is the shift of the
fringe relative to its width.

nel 1.76 1017∆k cm 2–( ),×–=
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Fig. 4. Time dependences of the (1) source current and
(2) current in the termination (second series, S0 = 0.3 µg/cm2).
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Fig. 5. Calculated dependences of the current on the linear
plasma density. The channel dimensions h × l are (1) 3.14 ×
4.4, (2) 4.4 × 4.4, and (3) 6.2 × 6.2 cm. The circle denoted
experimental current values related to S0 = 9.3 µg/cm2.
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Fig. 6. Plasma injector. (1) Electromagnetic valve for inter-
mittent gas delivery, (2) inner electrode of plasma injector,
and (3) outer electrode of plasma injector.
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Fig. 7. (a) Time dependence of the linear electron concen-
tration at a distance of 1.5 cm away from the injector and
(b) the distribution of the plasma electron concentration
across the plasma channel. The figures by the curves are the
time instants (µs) at which the distributions of nel are taken.
The sensitivity of the method in determining nel
equals 9 × 1015 cm–2. The numerical coefficient in (5)
was found by the double passage of the radiation
through the plasma object in view of the electron polar-
izability at the probing laser wavelength.

The investigations performed allowed us to deter-
mine both the optimal delay of gas delivery and the
optimal time shift between the instant of initiating the
discharge of the capacitive storage of the POS and the
instant the plasma injector is switched on. Figure 7
shows the time dependence of the linear electron den-
sity at a distance of 1.5 cm away from the injector and
the electron density distribution over the cross section
of the plasma channel at the exit from the injector under
its optimal operating conditions.

From Fig. 7 it follows that the linear electron con-
centration reaches a maximum of ≈4 × 107 cm–2

roughly by the fourth microsecond. For single ioniza-
tion, this agrees with the linear plasma density S0 ≈
9.3 µg/cm2 and with three calculated values of the crit-
ical current in the POS circuit (Jm = 260, 360, and
400 kA, respectively, for the first, second, and third
series of calculations) (Fig. 5).

EXPERIMENTAL INVESTIGATION 
OF THE PLASMA CURRENT CHANNEL 

CONDUCTIVITY

The aim of this investigation was to find the maxi-
mal current that can pass through the plasma channel
upon using various replaceable electrodes.

We employed a POS with two, generally mis-
aligned, cylindrical electrodes. The plasma channel
was produced by a single plasma injector and filled the
electrode gap only partially. The channel–cathode con-
tact area was varied by varying the geometry of the
internal electrode (cathode). The configurations of the
POS electrodes used in three series of experiments are
schematically depicted in Fig. 8. The diameter of the
cathode was 20 mm (the first series), 85 mm (the sec-
ond series), and 250 mm (the third series). The former
two were placed at a distance of 30 mm away from the
nozzle of the injector; the cathode with a diameter of
250 mm, 80 mm away from the injector. Based on the
interferometry data, the channel–cathode contact areas
were estimated as ≈14, 20, and 40 cm2, respectively.
These values are close to those used in the three series
of calculations (Fig. 5).

The setup used for studying the plasma current
channel conductivity is represented in Fig. 9. It
includes a capacitive storage (a GIT-100 current pulse
generator), which is connected to the POS via a
feedthrough insulator. The GIT-100 parameters are as
follows: the capacitance is 8 µF; the self-inductance,
35–40 nH; the charging voltage, 70–90 kV; and resis-
tance of the GIT gaps, 15–20 mΩ . A plasma injector is
mounted on the 480-mm-diameter outer tube (POS
anode) of the vacuum chamber. The total inductance of
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
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the circuit with the 20-mm-diameter cathode is 240 nH;
in the other two configurations, 160–180 nH. The vac-
uum chamber is evacuated to ≈2 × 10–4 torr. The plasma
is generated by a high-current discharge in the elec-
trode gap of a coaxial injector with intermittent gas (air)
delivery. The amplitude and half-period of the dis-
charge current in the injector are, respectively, ≈120 kA
and 6.5 µs. One Rogowski loop is placed at the begin-
ning of the feedthrough insulator to measure the total
current and another, in the vacuum chamber to measure
the current through the plasma channel. The range of
maximal current was sought by varying the plasma
injection time and also the time delay between gas
delivery to the channel and energizing the capacitor
bank of the injector.

The current waveforms for the three electrode con-
figurations are shown in Fig. 10. The current is maxi-
mal for the 250-mm-diameter cathode and an electrode
gap of 80 mm, i.e., for the case when the plasma–cath-
ode contact area is the largest.

It should be noted that the plasma injection times
and delays between injection bank switching and gas
delivery that correspond to the maximal currents in the
experiments coincided with the times taken to achieve
the maximal plasma density. The current amplitudes
that were measured in the experiments with the 20-, 85,
and 250-mm-diameter cathodes (Im = 250, 350, and
410 kA, respectively) agree well with those calculated
for the measured linear plasma density S0 ≈ 9.3 µg/cm2

(Fig. 5).
Thus, the comprehensive analytical and experimen-

tal investigations of the plasma parameters and the
parameters of the plasma channel provided a complete
consistent set of the properties of a single-plasma-chan-
nel POS operating in the conducting mode. This made
it possible to substantiate the number and operating
conditions of MEG-fed POSs in explosion experiments
aimed at transferring a current of amplitude ≈2 MA and
rise time of ≈1 µs.

RESULTS OF EXPLOSION EXPERIMENTS

In these experiments, we tested the VMG-100 mag-
netic explosion generator terminated by a POS-equiva-
lent termination and carried out two runs with plasma
injectors. It was found that a current of amplitude
≈2 MA may be achieved if five plasma injectors operate
synchronously under optimal conditions. The plasma
bridge was produced by six plasma injectors. The
waveforms of the current recorded by Tr1 in the section
S1 in three runs are demonstrated in Fig. 11.

The test where the VMG-100 was terminated by a
POS-equivalent termination shed light on the efficiency
of operation with an explosive switch. This test differed
from subsequent ones in that plasma injectors were
absent and plasma channels were replaced by conduct-
ing jumpers. In the explosive switch, a 190-mm-long
destructible conductor was used.
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Fig. 8. Electrode configurations in (a–c) three series of runs:
(1) anode, (2) plasma current channel, and (3) cathode.
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Fig. 9. Experimental setup: (1) current pulse generator,
(2) Rogowski loop to measure the generator current,
(3) feed through insulator, (4) Rogowski loop to measure
the current in the vacuum chamber, (5, 6) guide electrodes,
(7) plasma injector, and (8) replaceable electrode.
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In the terminating loop of the helical MEG with an
inductance of ≈20 nH, a current pulse of amplitude
6.9 MA and characteristic rise time of ≈10 µs (at the
final stage of generator operation) was observed. The
maximal value of the current derivative in the helical
generator was found to be 7.4 × 1011 A/s. Note that, in
subsequent experiments, the output parameters of the
helical MEG were almost the same.

In the presence of the POS, the termination with an
inductance of 40 nH formed a current pulse of ampli-
tude ≈2 MA and rise time of 0.7 µs (Fig. 11, curve 1).
The maximal value of the current derivative in this case
is 5.2 × 1012 A/s, which corresponds to a voltage of
≈200 kV across the switch.

The waveforms of the signals from Tr1 obtained in
the first run with the plasma termination (Fig. 2a) indi-
cate that, when the electrical loop of the VMG-100
breaks, the current rise time is shorter than in the test
with the inductive termination 40 nH. In the explosive
switch circuit, the pulse rise time is ≈0.5 µs. Because of
such a short rise time, Tr1 failed to measure the maxi-
mal current derivative. However, from the set of data
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Fig. 10. Characteristic current pulse waveforms for a cath-
ode diameter of (1) 20, (2) 85, and (3) 250 mm.

Fig. 11. Current waveforms in the section S1. (1) Run with
the equivalent terminating load, (2) run 1 with the plasma
terminating, and (3) run 2 with the plasma terminating load.
obtained, it follows that the operation of the switch in
the section S1 generated a current of amplitude >2.6 MA
(Fig. 11, curve 2). The high amplitude and the short rise
time of the current pulse that are recorded by Tr1 can be
explained by the presence of the conducting region on
the surface of insulator 2, which appears when the
switch is terminated by the loop with an inductance of
20–30 nH (this value is lower than the inductance of the
loop bounded by the sections S1 and S2). This statement
is also substantiated by the readings of Tr2, which show
that, within initial ≈0.5 µs of switch operation, the cur-
rent amplitude in the termination rises to only ≈50 kA,
while within subsequent ≈0.7 µs, it grows to ≈300 kA.

The waveforms obtained can be treated as follows.
Since the end part of the feedthrough insulator is
exposed to the plasma from the injector, a plasma cloud
has formed over the insulator on the injector side by the
time of switch operation. This cloud shunts the cavity
where Tr2 are placed. On operation of the switch,
feedthrough insulator 2 undergoes surface breakdown.
In the plasma sheath produced by the injectors, the cur-
rent grows slowly and does not reach the value that can
pass through the plasma. The spread in the Tr2 readings
may be associated with the asymmetry of the current
related to the surface breakdown. In the section S3, the
current appears 2.5 µs after the appearance of the cur-
rent in the section S2 and even its peak value is twice as
low as the current in the section S2. This points to a high
conductivity of the plasma sheath.

Thus, the breakdown of insulator 2 increases the
amplitude of the current pulse and shortens its rise time
in the termination. Currents above 2.6 MA are observed
when the initial inductance of the termination is ≈20 nH.
The subsequent fast fall of the current to ≈1.8 MA may
be associated with the expansion of the plasma sheath
under the action of the magnetic field, causing a higher
inductance loop to form.

In the second run with the plasma termination, the
design of the experimental setup was somewhat modi-
fied. The length of the foil used in the explosive switch
was shortened to 100 mm in order to decrease the max-
imal output voltage of the MEG. The vacuum chamber
was that shown in Fig. 2b. Insulator 2 of the vacuum
chamber was made in the form of a bicylinder and cov-
ered the cathode and a part of the anode. To protect the
insulating surface against the plasma radiation, the
cylindrical cathode was equipped with screen 3, which,
together with anode rings 4, retards the propagation of
the plasma toward the insulator. Injectors 5 were shifted
to the right from the insulator by 30 mm. Nozzle exten-
sions 6 serve to improve the azimuth homogeneity of
the plasma sheath in the gap between the cathode and
anode rings 4. At the exit from the injectors, the exten-
sions have a circular cross section of diameter 40 mm;
on the cathode side, they have an elliptical cross section
with minor and major axes of 30 and 60 mm, respec-
tively. The anode–cathode gap is 30 mm. The interfer-
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
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ometric data confirmed that conical nozzles generate
plasma jets with a desired shape of the cross section.

In this experiment, all the energy systems, including
the MEG, behaved as expected. Comparing the current
signals with the readings of the transducers in section S1
(Fig. 11) shows the absence of the surface breakdown
in this experiment. As follows from the run with the
POS-equivalent termination, the current amplitude 2
MA is observed at an inductance of 40 nH. Assuming
that the inductance remains constant, one can estimate
the total resistance of the loop from the rate of fall of the
current. It turned out to be 13–15 mΩ in this experiment
and 5–6 mΩ in the experiment with the equivalent ter-
mination. Hence, the resistive contribution of the
plasma to the terminating load is 7–10 mΩ . The fall of
the current may be related to both the plasma resistance
and an increase in the terminating inductance because
of the drift of the current channel. These two reasons
cannot be distinguished from each other without spe-
cial diagnostics. If it is assumed that the rate of fall of
the current varies only because of an increase in the
inductance of the loop, dL/dt = 10 nH/µs. It is then easy
to check that the maximal rate of the axial drift of the
current channel is no higher than several cm/µs at a cur-
rent level of ≈2 MA.

CONCLUSIONS

The comprehensive analytical and experimental
investigation of the plasma parameters and the parame-
ters of the plasma current channel allowed us to refine
the design of explosion experiments where a plasma
opening switch is fed by an MEG.

The successful experiments on ≈2-MA current
transfer through the POS make it possible to study con-
ditions for current breaking at this and higher levels of
energy applied to the plasma chamber.

The results obtained in this work open up possibili-
ties for creating unique devices based on an inductive
storage with an MEG-fed POS. These devices are
expected to generate currents with amplitudes as high
TECHNICAL PHYSICS      Vol. 48      No. 7      2003
as several tens of megaamperes and rise times of sev-
eral tens of nanoseconds.
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Abstract—The potential energy for a set of a finite number of point charges that are assumed to be aligned is
calculated. The lower estimate of the energy is formally obtained by calculating the interactions between neigh-
boring charges, with each interaction considered as attraction. In another (quantum mechanical) approach, the
three-dimensional problem of N bodies is studied. It is established that the lower energy level rises in absolute
value no faster than N. This result is extended to the case when the particles have different masses. © 2003
MAIK “Nauka/Interperiodica”.
INTRODUCTION
The calculation of the energy of nonrelativistic elec-

trostatic interaction in a set of elementary charges is of
interest for a number of problems in solid-state physics
and plasma physics. As a rule, specific cases where the
charges are regularly arranged at lattice sites are stud-
ied. However, there may appear the need for investigat-
ing more general configurations. In this work, we will
analyze a linear but not strictly uniform arrangement of
charges in terms of the classical approach and find the
lower estimate of the potential energy. Since the kinetic
energy makes only positive contribution, there is no
point in including it in the calculations.

In the quantum-mechanical approach, on the con-
trary, the particle motion cannot be neglected according
to the Heisenberg relations. Mathematically, to obtain
the lower estimate of the total energy of N particles
interacting electrostatically means to minimize a cer-
tain functional of the wave function ψ in the 3N-dimen-
sional configuration space (we consider the three-
dimensional case).

In both approaches, we use the same auxiliary ine-
quality for an exponential law of interaction taken by
convention.

BASIC INEQUALITY
Consider an arbitrary number of points with coordi-

nates xj (1 ≤ j ≤ N) such that

(1)

These points are assigned charges εj = ±1 in any
combination. We will prove that

(2)

by applying induction in N. At N = 2, the statement is
obvious. Consider the case N > 2. Let L be the differ-

x1 x2 … xN .< < <

εiε je
xi x j––

i j<
∑ e

x j 1+ x j–( )–
 ε j 1±=( )

j 1=

N 1–

∑–≥
1063-7842/03/4807- $24.00 © 20928
ence between the left- and right-hand sides of Eq. (2).
This quantity is a function of N – 1 variables ui =
exp(xi – xi + 1), has the domain of definition 0 ≤ ui ≤ 1
(i = 1, 2, …, N – 1) (by virtue of (1)), and is linear in
each of the arguments ui. As any polylinear form, L
reaches a maximum at one of the vertices of this cube.
However, if at least one of the quantities ui vanishes, the
statement is proved, since the set of N particles is virtu-
ally portioned into subsets consisting of a smaller num-
ber of particles. It remains to check the vertex u1 = u2 =
… = un – 1 = 1, to which there corresponds x1 = x2 = …
= xN = x; hence,

which proves the statement.
Obviously, each of the exponents can be multiplied

by an arbitrary positive factor:

(3)

CLASSICAL CHARGED PARTICLES

Integrating (3) over k from 0 to ∞, we arrive at

(4)

subject to previous condition (1). Thus, for the energy,
for example, of a system of electrons and protons
located along an axis, the lower estimate is obtained if
we take into account only the negative energy of pair-
wise interaction between particles.

L = εiε j N 1–+
i j<
∑  = 

1
2
--- εi ε j N–
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N

∑
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ε j 1±= k 0>,( ).

εiε j
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-----------------
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xi 1+ xi–
-------------------- εi 1±=( )
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N 1–

∑–≥
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The authors of [1], elaborating upon an idea in [2],
derived a similar inequality for the spatial distribution
of point charges of any value and sign:

(5)

where rij is the distance between relevant point and αi =
.

In our case of the nonlinear distribution of unit
charges, expression (4) is a better estimator than
expression (5), although the right-hand sides differ only
by a factor of no more than 2.

QUANTUM CHARGED PARTICLES
IN SPACE

Consider the Hamiltonian for the one-dimensional
motion of N particles that have identical masses and
obey an exponential law of interaction:

(6)

The least eigenvalue Hm of operator (6) can be eval-
uated from the conventional variational definition

(7)

(where dΩ = dx1, dx2, …, dxn) in the class of continu-
ously differentiable normalizable complex functions ψ
(x1, x2, …, xN). The entire N-dimensional configuration
space is divided into N! zones differing by the mutual
order of quantities xj. We weaken the continuity condi-
tions for the wave function in the sense that we abandon
the necessary coincidence of its values when approach-
ing the boundary between the zones on both sides. In
this case, the minimum in (7) may only decrease. Then,
the numerator and the denominator of fraction (7) are
split into the sums of N! terms, the pairs corresponding
to different zones being totally identical and unrelated
to each other. It is easy to check that taking the integrals
over one typical zone defined by (1) would suffice to
evaluate Hm. From inequality (2), it follows that

where

and integration is performed over domain (1). Next, we

apply the transformation  = ,  = ,  =

εiε jrij
1–

i j<
∑ εi

2

α i

-----,
i 1=

N

∑–≥

rij
j i≠
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Ĥ
p̂i

2

2m
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N

∑ εiε jke
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Hm min
ψ*Ĥψ Ωd∫
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Hm min
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----------------------------,≥

Ĥi
p̂ j

2
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N
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P̂1 p̂1 Q̂1 q̂1 P̂ j
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(1/2)(  – ), and  = (1/2)(  – ) (2 ≤ j ≤ N)

(the operator  is known to mean mere multiplication
by xj) under which the Heisenberg relations

(8)

remain valid.

Accordingly, using the commutativity of  with
various j, we find

(9)

In going to the Hamiltonian , the coordinate Q1

becomes of no significance, so that integration over it
can be omitted. The remaining N – 1 coordinates obey
only the positiveness condition independently of one
another. Thus, we have separated the variables and,
consequently,

now with one-dimensional wave functions. However, in
view of (9), the determination of λ is equivalent to find-
ing the eigenvalue for the Schrödinger equation

(10)

where the function ψ(x) does not have nodes and meets
the “free” boundary condition ψ'(0) = 0. We virtually
need only the asymptotics at k  ∞. It can be easily
found by expressing a desired solution to (10) through the
Bessel functions. However, for physical problems of such
a kind, the conventional approximation (at x @ k–1)

(11)

is more illustrative.
We integrate the left-hand side of (10) over a narrow

potential well in the vicinity of the origin, taking into
account that the function ψ(x) has no time to vary sig-
nificantly and the term λψ is relatively small. Then,

Comparing with (11) gives approximately
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Eventually, we find that

(12)

with large k.
However, the above reasoning holds if the motion of

the particles is considered to be three-dimensional and
xj and  in (6) are replaced by the projections of the
radius vector and vector momentum operator onto a
fixed axis. Actually, this means that xj and  (j = 1, 2,

…, N) are viewed as αxj + βyj + γzj and α  + β  +

γ , respectively.

Let us average Hamiltonian (6) (with the above sub-
stitution) over the directions of the unit vector (α, β, γ).
After averaging Hamiltonians with the same spectra,
the lower estimate of (6) can only rise. Performing
straightforward calculations on the assumption that all
the directions are equivalent, we come from (12) to

(where rij = ), which
is the inequality for the spectrum edge.

Finally, if k tends to ∞, we find the exact, rather than
asymptotical, inequality

(13)

(here, 3m was replaced by m). Thus, the ground-state
energy of a set of a large number N of oppositely
charged elementary particles with a given mass m rises
in absolute value no faster than N. This conclusion (eas-
ily predictable by intuition has been drawn under differ-
ent simplifying assumptions (splitting into N/2 isolated
pairs, etc.), but the general proof seems to be lacking in
the literature.

Note that no assumptions concerning the similarity
of the particles were used.

We believe that the frequently cited result for a
dense gas of particles that obey the general statistics is
incorrect and misleading. In [3], the (negative) asymp-
totical estimate of the lower energy level was derived.
It is proportional to Nρ1/4 (ρ is the spatial plasma den-
sity), which is in obvious disagreement with inequality
(13), since we said nothing about either restrictions on
the density of the system or the identity of electrons.

The inconsistency involved in the calculations per-
formed in [3] can be found in the following way. If we
assume that the corresponding result is true, the average
kinetic energy of an individual particle in its ground

Hm – N 1–( ) m
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state must then be roughly equal (according to the virial
theorem) to

(14)

in the system of units where m = ε = " = 1. Accordingly,
the relaxation time must be on the order of ρ–5/8 or
somewhat less (due to the logarithmic factor). How-
ever, in view of the uncertainty relation, energy T is not
a strictly determined quantity in the range of T < ρ5/8

and can hardly serve as the argument of the quantum-
mechanical propagator. However, quantity (14) falls
into this “bad” range at large ρ. In other words, in this
model, fluctuations evolve so rapidly that one cannot
pass from the inertial to true motion by the summation
of perturbations. Such contradictions are absent in the
case of fermion gas and in the theory of hot plasma [4],
where, as a rule, the characteristic specific kinetic energy
considerably exceeds that defined by formula (14).

DIFFERENT MASSES

When the particles have different masses m1, m2, …,
mN, an estimate like (13) is the simplest to derive by
replacing all the masses by the largest one. However, it
is possible to apply a more elegant expedient. General-
izing (9), one may take advantage of the fact that

is a positive definite form.
Next, in the expression for H2, m is replaced by

(1/2)(mj + mj – 1). Note that the numbering of the masses
in each of the N! zones will be different. However, the
result of replacing the same m by pairwise arithmetic
means on the right of (12) makes it possible to express
the general estimate from below in the form

Eventually, expression (13) is generalized as
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Abstract—For a nonmetallic isotropic paramagnetic solid, a set of generalized Grüneisen parameters γi that are
suitable in applied computations is introduced. Exact thermodynamic expressions for the temperature depen-
dences of the Grüneisen parameters γθ and  are derived, and basic factors responsible for these dependences
are found. Thermodynamic conditions under which the parameter γθ changes sign and the Invar effect shows
up in the material are determined. © 2003 MAIK “Nauka/Interperiodica”.

γθ*
(1) The dimensionless Grüneisen parameter Γ,
together with the characteristic Debye temperature θ, is
a basic parameter in the solid-state theory. It is defined
as the isothermal logarithmic derivative of the Debye
temperature with respect to volume V [1, 2]:

(1)

Generally speaking, the parameter Γ characterizes
the average “distortion” of the phonon spectrum of
acoustic oscillations in the lattice by an applied voltage,
which changes the solid volume. For most solids, the
Grüneisen parameter is positive and close to unity. In
some cases, however, Γ may change sign and become
negative. It is believed (see, e.g., [2]) that such a rever-
sal may be responsible for the unusual behavior of the
thermal expansion coefficient in a number of materials,
such as Si and Ge. In these materials, the thermal
expansion coefficient changes sign, becoming negative
in a rather wide range of low temperatures (the so-
called Invar anomaly). This fact has been known for a
long time and is explained [2] by the features of the
phonon spectrum. However, an adequate thermody-
namic interpretation of this phenomenon is still lack-
ing. Even thermodynamic conditions under which the
Grüneisen parameter changes sign remain unclear.
Thermodynamic properties whose anomalous behavior
is responsible for the Invarness of the materials men-
tioned above are also unknown.

The aim of this work is to calculate the Grüneisen
parameters of the first and second order for a nonmetal-
lic isotropic paramagnet by using a self-consistent ther-
modynamic approach. This study elaborates upon the
authors’ ideas put forward in previous publications
[3−6].

Γ ∂ θln
∂ Vln
------------ 

 
T

.–=
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Let us introduce for convenience generalized Grü-
neisen parameters γi of the first (γi) and second ( )
order, which are defined as

(2)

where i = θ, θl, θt, K, K0, Kph, σ, Ξ, Ξl, and Ξt (see the
text). It is easy to check that the Grüneisen parameter γθ
from (2) coincides with conventional definition (1) up
to the sign.

As was already mentioned, we are interested in the
temperature dependences of the parameters γθ and .

(2) The parameter specifying the value of the Grü-
neisen parameter γθ is the Debye temperature, which is
conveniently represented as the average over one longi-
tudinal and two transverse branches of the phonon spec-
trum of acoustic oscillations in the crystal lattice [1]:

(3)

The partial Debye temperatures θl and θt that corre-
spond to longitudinal and transverse acoustic oscilla-
tions, respectively, are given by

(4)

γi*

γi
V
i
--- ∂i

∂V
------- 

 
T

,=

γi*
V2

i
------ ∂2i

∂V2
--------- 

 
T

,=








γθ*

θ 3

1/θl
3 2/θt

3+
--------------------------- 

  1/3
.=

θl

" 6π2NA( )1/3

kB
------------------------------

K
4
3
---G+

µ
------------------V1/6;=
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(5)

In (4) and (5), ", NA, and kB are the Planck constant,
the Avogadro number, and the Boltzmann constant,
respectively; µ and V are the molar weight and volume,
respectively; and K and G are the bulk and shear mod-
uli, respectively. The well-known relationships of the
elasticity theory [7],

allow us to express the so-called longitudinal elastic
modulus K and the transverse elastic (shear) modulus G
through the Poisson’s ratio σ and the bulk modulus.
Since the Poisson’s ratio lacks the thermodynamic def-
inition and there is no reliable data for its temperature
dependence, we will assume it to be a temperature inde-
pendent material constant. Then, the temperature
dependences of the partial Debye temperatures given
by (4) and (5) are related largely to the temperature
dependences of the bulk modulus and molar volume.

In view of the aforesaid, the partial Debye tempera-
tures can be expressed in the mathematically conve-
nient form

(6)

where the subscript i = l, t for the longitudinal and
transverse phonon oscillation modes, respectively. The
constant in (6), which is of no significance for the sub-
sequent calculations, is given by

and

(7)

Thus, expression (6) contains in explicit form the
thermodynamic parameters that are functions of vol-
ume (Ξ, K, and V) and those depending on temperature
(K, V). For the molar volume and bulk modulus, we will
employ the thermodynamically exact expressions
derived previously:

(8)

θt

" 6π2NA( )1/3

kB
------------------------------ G

µ
----V1/6.=

K
4
3
---G+ 3

1 σ–
1 σ+
------------K ,=

G 3
1 2σ–
1 σ+
---------------K ,=

θi constΞi
1/2K1/2V1/6,=

const 3
µ
---" 6π2NA( )1/3

/kB,=

Ξi

1 σ–
1 σ+
------------, i l=

1 2σ–
1 σ+
---------------, i t.=






=

V V0 Vph+ V0 3R
3
8
--- D z( )

z
------------+

∂θ
∂P
------ 

 
T

,+= =
(9)

In (8) and (9), V0 and K0 are the initial molar volume
and bulk modulus extrapolated to T = 0; Vph and Kph are
the phonon (lattice) contributions to related quantities;
z = θ/T; and D(z) and CVR(z) are the tabulated Debye
functions and the Debye heat capacity at constant vol-
ume normalized to unity. The baric isothermal deriva-
tive of the Debye temperature in (9) can be expressed
through γθ by means of the well-known thermodynamic
relationships [1]:

(10)

Eventually, we will arrive at a consistent set of
expressions that relate the thermodynamic parameters
V, K, σ, θ, γθ, and  to each other. Next, one may
devise an iterative scheme to find consistent values of
these parameters in a sufficiently wide temperature
range by the method of successive approximations and
determine the temperature dependences of γθ and .

(3) Omitting simple mathematical manipulations
based on (2) and (3), we write averaging expressions
for γθ and :

(11)

With (6)–(10), it is easy to obtain a set of four
expressions for γθl, γθt, , and :

(12)

Omitting mathematical manipulations again, we
write the basic relationships for γΞl and γΞt:

(13)

K K0 Kph+=

=  K0
3R
V

------- 3
8
---γθ*θ T γθ

2
CVR z( ) γθ*D z( )–[ ]–

 
 
 

.+

∂θ
∂P
------ 

 
T

θ
K
----γθ.–=

γθ*

γθ*

γθ*

γθ
γθl/θl

3 2γθt/θt
3+

1/θl
3 2/θt

3+
-------------------------------------,=

γθ*
γθl* /θl

3 2γθt* /θt
3+

1/θl
3 2/θt

3+
-------------------------------------.=









γθl* γθt*

γθi
1
2
---γΞi

1
2
---γK

1
6
---,+ +=

γθi* –
1
4
--- γΞi γK–( )2 1

6
--- γΞi γK+( )+=

+
1
2
--- γΞi* γK*+( ) 5

36
------; i– l t.,=











γΞl
2

1 σ+( ) 1 σ–( )
-----------------------------------γσ,–=

γΞt
3

1 σ+( ) 1 2σ–( )
--------------------------------------γσ,–=





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for  and :

(14)

and for γK:

(15)

Finally, the parameter γKph is given by the awkward
expression

(16)

Here, the prime means differentiation in respect to the
argument

Thus, expressions (12)–(16), together with (3)–(5),
(8), and (9), completely determine the temperature
dependence of the Grüneisen parameters γθ and . In

the iterative process, the parameters σ, γσ, , γK0
, and

 may be used as variable material constants if
experimental data for them are absent. Such data may
be found, e.g., for σ or γK0

. The latter parameter
depends on the baric derivative of the bulk modulus and
in principle can be measured. It is seen from the above
relationships that the temperature dependence of the
Grüneisen parameters γθ is specified largely by the tem-
perature dependences of the thermodynamic quantities
Kph and γKph.

Expression (12) clarifies the thermodynamic condi-
tions under which the usually negative Grüneisen

γΞl* γΞt*

γΞl* 2σ
1 σ+( )2 1 σ–( )

------------------------------------- 2σγσ
2 1 σ+( )γσ*–[ ] ,–=

γΞt* 3σ
1 σ+( )2 1 2σ–( )

---------------------------------------- 2σγσ
2 1 σ+( )γσ*–[ ] ,–=









γK

γK0K0 γKphKph+
K0 Kph+

---------------------------------------.=

γKph 1+
3PT

V
----------- 3

8
--- D' z( )+ 

  γθ* γθ
2CVR' z( )– zγθ





=

+ 3
8
--- D z( )

z
------------+ 2γθ* γθγθ*– γθ**+( )

--– 2γθCVR z( ) γθ γθ
* γθ

2–+( )




.

γθ** V3

θ
------ ∂3θ

∂V3
--------- 

 
T

.=

γθ*

γσ*

γθ**
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parameter γθ changes sign subsequent to γθl and γθt;
namely,

and/or

More detailed calculations (for example, the calcu-
lation of ) can be made following the same scheme;
however, they seem to be unjustified in the light of the
experimental accuracy.

The results of this work can be summarized as fol-
lows. A set of generalized Grüneisen parameters γi that
are convenient in applied computations is introduced.
As far as we know, the thermodynamically exact tem-
perature dependences of the Grüneisen parameters γθ

and  for a nonmetallic isotropic paramagnetic solid
are derived for the first time. The main reasons for the
temperature dependences of γθ and  are established
correctly in terms of thermodynamics. Thermodynamic
conditions under which the parameter γθ changes sign
and, accordingly, a nonmetallic isotropic paramagnet
acquires the Invar properties are established.
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Abstract—Geodesics in that part of a toroidal manifold containing the major equator of a torus are studied.
The local and global properties of the geodesics are analyzed by taking the integrals along them. Maximal geo-
desics are used to construct closed trajectories that have integer global invariants. © 2003 MAIK “Nauka/Inter-
periodica”.
INTRODUCTION

Any information on trajectories is useful for motion
control. In low-energy physics, electromagnetic inter-
actions play a central part. The direction and focusing
of particles with a magnetic moment can be varied with
a magnetic field. Such an approach has long been used
to advantage in the physics of atomic beams and has
been recently suggested for neutron beams [1].

Neutrons are accumulated more readily if the mag-
netic field is configured into a torus. In a torus, the
allowable energy of trapped neutrons is higher than in a
sphere. No barrier is encountered by incoming neutrons
if they move in a trap over a limited surface area [2]. In
the absence of external forces, the neutrons naturally
follow geodesics. In the case of a toroidal manifold,
maximal geodesics are not all defined on the entire
manifold. Therefore, the toral surface on the set R3 is
geodesically incomplete. Geodesics are characterized
by local and global invariants. A relationship between
global invariants along geodesics on toroidal manifolds
has been found in [3, 4].

In this work, equations for geodesic trajectories on
limited toroidal manifolds are derived.

CLAIRAUT INTEGRAL

A set of differential equations for geodesics [5]
include two integrals. In the toroidal coordinate system
η, φ, θ, the first integral, Clairaut integral has the
form [6]

where h is a constant along a geodesic γ on a torus η =
η0 (Clairaut constant).

The angle α between the geodesic and meridian of
the torus varies within the closed interval α ∈  [0, π/2].
If the right of the Clairaut integral exceeds unity, the
geodesic is situated within a limited part of the toroidal
manifold. The upper bounds of h for several values of φ
are listed in the table.

αsin h η0cosh φcos–( ),=
1063-7842/03/4807- $24.00 © 20934
Note that a geodesic path may wind around the azi-
muth axis of a torus, crossing the major and minor
equators, only if h < (  + 1)–1. The equation for
a geodesic for this case is given in [4]. This geodesic is
maximal on the entire toroidal manifold [7] and is
defined on the whole set R3. For other h, geodesics are
located on part of the toroidal manifold and, if closed,
may be only piecewise smooth.

With h ≤ ( )–1, geodesics are placed in
the convex part of the manifold and cross the major
equator of the torus.

The Clairaut integral establishes a local relationship
between the properties of geodesics.

ANALYSIS OF THE SECOND INTEGRAL

Let us derive equations for maximal geodesic paths
that are defined on a limited toroidal manifold.

The relationship between the surface coordinates of
geodesics has the integral form [4]

When considering trajectories that either densely
cover the manifold R2 or are periodic, we must stay in
the real vector space R. In this case, geodesics
described by these two integrals are smooth paths with-
out self-intersections and nodes.

η0cosh

η0 η0sinhtanh

θ φ( )
h η0cosh φcos–( ) φd

η0 1 h2 η0cosh φcos–( )2–sinh
------------------------------------------------------------------------------.∫=

Table

ϕ h

0 (coshη0 – 1)–1

arccos(1/coshη0) (tanη0sinhη0)–1

π/2 (coshη0)–1

π (coshη0 + 1)–1
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For further analysis of the second integral, it is con-
venient to introduce a new variable x = φ/2). Then,
the integral can be represented as the sum of two terms:

Hereafter, the subscript 0 by η is omitted; however,
it is assumed that we are in the set R2. The integrand of
the first term

is the product of two factors. The expression under the
radical sign in the first factor vanishes when the Clair-
aut constant exceeds (  + 1)–1. Therefore, h
decreases with increasing φ (see table). The second fac-
tor does not vanish.

The second term

does not add any singularities.

With h = (  – 1)–1, the major equator of the
torus is a geodesic.

When h = ( )–1, the first term

is expressed through the elliptic integral K(k) and the
elliptic function F(ϕ, k). The squared magnitude of the
latter is

and the argument of the elliptic function is

(tan

θ x( ) 2h
ηcosh 1+

ηsinh
------------------------ A1 A2+( ).=

A1 =
1 h ηcosh 1–( )– 1 h ηcosh 1+( )–[ ]x2+{ } 1/2–

1 h ηcosh 1–( ) 1 h ηcosh 1+( )+[ ] x2+ +
------------------------------------------------------------------------------------------------------------- xd∫

ηcosh

A2
2
ηcosh 1+

------------------------–=

× 1 h ηcosh 1–( )– 1 h ηcosh 1+( )–[ ] x2+{ } 1/2–

1 x2+( ) 1 h ηcosh 1–( ) 1 h ηcosh 1+( )+[ ] x2+ +
--------------------------------------------------------------------------------------------------------------------- xd∫

ηcosh

η ηsinhtanh

A1
ηcosh 1+( ) 1/2– ηsinh

2

2 ηcosh
2 ηcosh 1–+

-------------------------------------------------------=

×

ηcosh 1–
ηcosh 1+

------------------------ x2– 
  1/2–

xd

2 ηcosh
2 ηcosh 1––

2 ηcosh
2 ηcosh 1–+

--------------------------------------------------- x2+

-------------------------------------------------------------------∫

=  
ηsinh

2 ηcosh
----------------------- K k( ) F ϕ k,( )–( )

k2 2 ηcosh
2 ηcosh 1–+

4 ηcosh 1+( ) ηcosh
---------------------------------------------------,=

ϕ ηcosh 1+
ηcosh 1–

------------------------x 
  .arccos=
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The second term can be recast as

It does not have any singularities, unlike the first
term. The effect of the third factor on A2 can be esti-
mated asymptotically. The calculation result is

With h = ( )–1, the geodesic path runs
between the upper and lower parabolic lines of the
torus,

and crosses the major equator of the torus.
Another case where a maximal geodesic path is

defined on a limited toroidal manifold is h = ( )–1.
The domain of definition for the trajectory is bounded
by the upper (φ = π/2) and lower (φ = –π/2) parallels
and covers the major equator of the torus.

The terms of the second integral,

have singularities at the points x = ±1.

A2
2 ηcosh 1+( ) 3/2– ηsinh

2

2 ηcosh
2 η 1–cosh+

---------------------------------------------------------–=

×

ηcosh 1–
ηcosh 1+

------------------------ x2– 
  1/2–

xd

1 x2+( ) 2 ηcosh
2 ηcosh 1––

2 ηcosh
2 ηcosh 1–+

--------------------------------------------------- x2+

--------------------------------------------------------------------------------------.∫

A2
2 ηcosh 1+( ) 1– ηsinh

2

2 ηcosh
2 ηcosh 1–+( ) ηcosh

----------------------------------------------------------------------------–≈

× 2 ηcosh

ηcosh 1– ηcosh 1+( )x2–
-----------------------------------------------------------------x 

  .arctan

ηtanh ηsinh

θ φ( ) ηcosh

ηsinh
2

------------------- ηcosh 1+( )-




≅

× 1
2
π
--- 2

ηcosh φcos–
ηcosh 1+( ) 1 φcos–( )

-------------------------------------------------------arctan– 
  K k( )

–
2 2 ηsinh

2 ηcosh
2 ηcosh 1–+

------------------------------------------------------- 1 φcos–( ) ηcosh
η φcoscosh 1–

-----------------------------------------arctan




,

ηcosh

A1
ηcosh

2 ηcosh 1+
-------------------------------- xd

1 x2– 2 ηcosh 1–
2 ηcosh 1+
---------------------------- x2+

--------------------------------------------------------------,∫=

A2
2 ηcosh 1+( ) 1– ηcosh

2 ηcosh 1+
-----------------------------------------------------–=

× xd

1 x2+( ) 1 x2– 2 ηcosh 1–
2 ηcosh 1+
---------------------------- x2+

---------------------------------------------------------------------------------,∫
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The maximal geodesic

touches the upper parallel from the side of smaller φ
and the lower parallel from the side of larger φ. The
elliptic integral magnitude squared is in this case

This trajectory does not have singularities along the
parabolic lines of the torus.

Both trajectories densely cover a part of the toroidal
manifold when the initial values of the surface coordi-
nates vary continuously [8].

CLOSED GEODESICS

Let us construct an equation of closed trajectory
based on the expressions for maximal geodesics. The
curves discussed above are smooth, except for the
vicinities of the points of contact. According to the Dar-
boux theorem [9], the necessary and sufficient condi-
tion for the closeness of all toroidal-metric geodesics is
the fulfillment of the equality

for all i (p and q are integers). Any geodesic γ consists
of 2q geodesic segments between the points of contact
with the parallels.

θ φ( )
1

ηsinh
-------------- ηcosh 1+

ηcosh
------------------------ 1

2
π
--- 2 φcos

1 φcos–
--------------------arctan– 

  K k0( )
≅

–
2 2

2 ηcosh 1–
-------------------------------- 1 φcos–

φcos
--------------------arctan 



k0
2 2 ηcosh 1+

4 ηcosh
----------------------------.=

h ηcosh φcos–( ) φd

η 1 h2 ηcosh φcos–( )2–sinh
--------------------------------------------------------------------------

i h( )
∫ p i( )

q i( )
----------π=

x3

x2
x1

Fig. 1. Toroidal geodesic with p = 1, q = 4, and i =
1/ ). For this torus, the aspect ratio is slightly

above unity (  = 3/2). Dashed line, the invisible part
of the geodesic; continuous line, a segment of the geodesic
lying on the most distant (from the center) part of the toroi-
dal surface.

(arccos ηcosh
ηcosh
The geodesic rounds the torus axis p times. The lim-
its of integration i(h) depend on the normalization of
the Clairaut constant.

With h = ( )–1, a geodesic lies between
the parallels i = ± 1/ ), which are the par-
abolic lines of the torus.

A geodesic is closed if and only if the condition

is met for a certain rational p/q.

When h = ( )–1, the equation of geode-
sic paths

consists of piecewise maximal geodesics that are con-
tinuous curves. The sign of ε1 = ±1 specifies the orien-
tation of a geodesic.

The sign of ε = ±1 is fixed within the segment
between i = 1/ ) and i = – 1/

) and changes each time i takes the value
1/ ) or – 1/ ).

Figure 1 shows a three-dimensional piecewise max-
imal closed trajectory between the parabolic lines of the

torus for p = 1, q = 4, and the scale factor c = 15 . The
upper and lower parallels touched by the trajectory are
shown.

When h = ( )–1, the angle θ(π/2) between two
successive points of contact with extreme parallels is

The closeness condition for a trajectory turning
around the torus axis p times and consisting of 2q geo-

ηtanh ηsinh
(arccos ηcosh

θ π
2
--- 

  2 ηcosh

ηsinh
2

----------------------- ηcosh 1+( )-




=

× 1
2
π
--- ηcosharctan– 

  K k( )

–
2π ηsinh

2 ηcosh
2 ηcosh 1–+

-------------------------------------------------------


 p

q
---π=

ηtanh ηsinh

ε1θ φ( ) ε ηcosh

ηsinh
2

---------------------- ηcosh 1+( )




≅

× 1
2
π
--- 2 ηcosh φcos–( )

ηcosh 1+( ) 1 φcos–( )
-------------------------------------------------------arctan– 

  K k( )

–
2 2 ηsinh

2 ηcosh
2 η 1–cosh+

------------------------------------------------------- 1 φcos–( ) ηcosh
η φcoscosh 1–

-----------------------------------------
arctan

(arccos ηcosh (arccos
ηcosh

(arccos ηcosh (arccos ηcosh

5

ηcosh

θ π
2
--- 

  ε1
ε

ηsinh
-------------- ηcosh 1+

ηsinh
------------------------K k0( ) 2π

2 ηcosh 1–
--------------------------------– 

  .≅
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desic segments is given by

A closed trajectory consisting of piecewise maximal
geodesics,

runs between the parallels φ = ±π/2 and covers the
major equator of the torus (see Fig. 2).

CONCLUSIONS

(1) A toroidal manifold is a widely met natural phys-
ical object of investigation.

ε1εθ π/2( ) p
q
---π.=

ε1θ φ( )
ε

ηsinh
-------------- ηcosh 1+

ηcosh
------------------------ 1

2
π
--- 2 φcos

1 φcos–
--------------------arctan– 

  K k0( )
≅

–
2 2

2coshη 1–
------------------------------- 1 φcos–

φcos
--------------------arctan 



x1 x2

x3

Fig. 2. Geodesic trajectory turns around the torus axis once
(p = 1) and consists of four geodesic segments (q = 2). The
torus is relatively thick (  = 3/2) The parallels that are
in contact with the geodesic are positioned at i = ±π/2.

ηcosh
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(2) Geodesic trajectories on a limited toroidal man-
ifold open up fresh opportunities for particle trapping.

(3) The first (Clairaut) integral allows one to dis-
criminate between the situations where a geodesic is
maximal and when it is placed on a part of the toral sur-
face.

(4) Singularities of the second integral in the geode-
sic equation mean that a geodesic is located on a limited
part of a toroidal manifold.

(5) Singularities of the second integral specify the
positions of the extreme parallels of the torus that are in
contact with a geodesic.

(6) A closed trajectory has global invariants: p, the
number of turns about the torus axis to closure, and 2q,
the number of geodesic segments.

(7) A closed geodesic is a piecewise smooth curve
without self-intersections and nodes.
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