# Classical and Nonclassical Symmetries of the Nonlinear Equation with Dispersion and Dissipation 

V. V. Gurskiï*, A. M. Samsonov*, and F. Schwarz**<br>* Ioffe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia<br>e-mail: samsonov@math.ioffe.ru<br>** Fraunhofer-Einrichtung für Algorithmen und Wissenschaftliches Rechnen (SCAI), St. Augustine, D-53754, Germany<br>Received April 17, 2003


#### Abstract

Nonclassical symmetries of the fourth-order nonlinear partial differential equation with dispersion and dissipation are obtained and are used as a basis for deriving new exact solutions that are invariant with respect to these symmetries. The equation describes the propagation of nonlinear long-wavelength longitudinal deformations in an elastic rod placed in an external dissipative medium, the waves at the surface of a viscous liquid, etc. The solutions describing running waves are investigated based on the classical symmetries of a reduced version of the basic equation. It is shown that such solutions can be constructed within the class of elliptic functions. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The goal of the present paper is to construct new solutions to the nonlinear quasi-hyperbolic equation with dissipation that describes the propagation of deformation waves in a nonlinearly elastic rod placed in a dissipative or an active medium [1]. The new solutions are constructed based on the Lie symmetries obtained for the equation. This quasi-hyperbolic equation contains fourth-order derivatives accounting for the dispersion and a third-order derivative describing the dissipation of energy into the environment through the side surface of the waveguide. In view of the fact that this equation, which is applicable to many problems about long-wavelength waves in a waveguide, is complicated and universal, any exact solutions are very important for applications and numerical experiments. Exact solutions to differential equations that are invariant under groups of point transformations are often asymptotically stable attractors (in a certain functional norm) of solutions to the initial- and boundary-value problems for these equations.

The classical theory of Lie point symmetries for differential equations describes the groups of infinitesimal transformations in a space of dependent and independent variables that leave the manifold associated with the equation unchanged [2-4]. The contact transformations (the Lie-Baucklund symmetries) are generalizations of such symmetries and include transformations of derivatives [2, 3]. However, the class of partial differential equations (PDEs) possessing nontrivial point or contact symmetries is fairly narrow, which limits the applicability of the method of classical symmetries.

If the equation contains free parameters or arbitrary functions, then, in some cases, it is possible to impose such restrictions on them that the equation will possess a nontrivial symmetry and thereby to construct the corresponding invariant solution. Since the relevant calculations are usually rather laborious, they can be conveniently carried out by means of symbolic computations. In our work, we used the ALLTYPES computer software package, which was devised earlier by one of us [5].

Along with the method of symmetries, various methods are often used in which exact solutions to nonlinear equations are sought in a straightforward way. Some of these methods were proposed and considered in [1, 6-9]. Generalizations of the methods of point and contact classical Lie symmetries were also developed [10-12]; it was shown that these new group methods (involving nonclassical and conditional symmetries) can produce new invariant solutions. In particular, it was established that any reduction of the PDE to an ordinary differential equation (ODE) or a set of ODEs is equivalent to the existence of a nonclassical symmetry possessed by the PDE $[6,11,13]$. However, mathematically correct relationships between the method of symmetries and the methods based on direct integration of nonlinear equations are as yet undetermined.

In this paper, we will show that the nonlinear equation under analysis possesses classical and nonclassical symmetries. Nonclassical symmetries lead to a new exact solution that can describe both the effects of relaxation of a dynamic load to a static stress and the parametric oscillations of elastic stresses, whereas classical invariant solutions describe the running waves. We
will consider several methods for constructing such solutions; in particular, we investigate the classical symmetries of the corresponding ODE for running waves. The invariant solutions generated by these symmetries are derived in terms of Jacobian elliptic functions with a fixed modulus.

## CLASSICAL AND NONCLASSICAL SYMMETRIES

We consider the following nonlinear quasi-hyperbolic PDE with two dispersions and with dissipation:

$$
\begin{equation*}
u_{t t}-c^{2} u_{x x}-\left(u^{2}+a u_{x x}+b u_{t t}\right)_{x x}-\mu u_{x x t}=0 . \tag{1}
\end{equation*}
$$

Here, $t$ is the time; $x$ is the spatial coordinate along the longitudinal axis of a finite cross section rod; and $a, b$, $c$, and $\mu$ are constants dependent on the properties of the waveguide and environment. The details of the derivation of Eq. (1) can be found in [1]. In the absence of dissipation ( $\mu=0$ ), this equation describes the propagation of nonlinear longitudinal deformation waves with the amplitude $u(x, t)$ in a nonlinearly elastic rod and is called the equation with two dispersions. Strictly speaking, the amplitude $u(x, t)$ is the $x$ derivative of the longitudinal displacement, i.e., the component of the displacement gradient. The first term on the right-hand side of Eq. (1) describes the elastic nonlinearity of the waveguide, and the second and third terms account for the dispersion of the waves due to the small (but finite) cross section of the rod. It is assumed that the rod is immersed in an external elastic medium and that the reaction force at the rod surface has a dissipative (active) component [1, 14]. Taking into account such a contact between the rod and the environment and performing some manipulations gives rise to the dissipative (active) term with the coefficient $\mu$ in Eq. (1) [1]. Equations analogous to Eq. (1) also arise in the theory of waves at the surface of shallow water (in which case the coefficient $\mu$ is proportional to the water viscosity) and in some other applications.

In order to find the operators of classical and nonclassical symmetries possessed by Eq. (1), we consider the vector field of infinitesimal transformations in the phase space $(x, t, u)$ :

$$
\begin{equation*}
X=\xi(x, t, u) \frac{\partial}{\partial x}+\eta(x, t, u) \frac{\partial}{\partial t}+\varphi(x, t, u) \frac{\partial}{\partial u} . \tag{2}
\end{equation*}
$$

The functions $u=u(x, t)$, which are invariant under the infinitesimal transformations $X$, are, in essence, solutions to an equation arising as the "invariant surface condition":

$$
\begin{equation*}
\varphi(x, t, u)-\xi(x, t, u) \frac{\partial u}{\partial x}-\eta(x, t, u) \frac{\partial u}{\partial t}=0 . \tag{3}
\end{equation*}
$$

This condition is a first-order PDE for $u(x, t)$. Let us consider the space $J^{4}$ with the Cartesian coordinates ( $x, t, u, u^{(4)}$ ), where the symbol $u^{(4)}$ denotes the $x$ and $t$
derivatives of $u$ up to the fourth order. In this space, Eq. (1) can be thought of as belonging to a manifold $E$ $\subset J^{4}$ defined by the equalities

$$
\begin{gathered}
E: F\left(x, t, u, u^{(4)}\right) \equiv u_{t t}-c^{2} u_{x x}-2 u_{x}^{2}-2 u u_{x x} \\
-a u_{x x x x}-b u_{x x t t}-\mu u_{x x t}=0
\end{gathered}
$$

In this formula, the function $F$ is defined as the lefthand side of Eq. (1) and all the derivatives should be understood as independent coordinates in $J^{4}$. We denote by $M \subset J^{4}$ the manifold of solutions to Eq. (3) that are invariant under the infinitesimal transformations $X$.

Vector field (2) in the above phase space generates the extended vector field $X^{(4)}$ in $J^{4}$ such that

$$
\begin{gather*}
X^{(4)}=X+\zeta^{x} \frac{\partial}{\partial u_{x}}+\zeta^{t t} \frac{\partial}{\partial u_{t t}}+\zeta^{x x} \frac{\partial}{\partial u_{x x}} \\
+\zeta^{x x t} \frac{\partial}{\partial u_{x x t}}+\zeta^{t x x} \frac{\partial}{\partial u_{t t x x}}+\zeta^{x x x x} \frac{\partial}{\partial u_{x x x x}}, \\
\zeta^{\alpha}=D_{\alpha} \varphi-u_{x} D_{\alpha} \xi-u_{t} D_{\alpha} \eta, \quad \alpha \in\{x, t\}, \\
\zeta^{\alpha \beta_{1}, \ldots, \beta_{N}}=D_{\alpha} \zeta^{\beta_{1}, \ldots, \beta_{N}}-u_{x \beta_{1}, \ldots, \beta_{N}} D_{\alpha} \xi-u_{t \beta_{1}, \ldots, \beta_{N}} D_{\alpha} \eta,(4)  \tag{4}\\
\alpha, \beta_{1}, \ldots, \beta_{N} \in\{x, t\}, \quad s=1-4, \\
D_{\alpha}=\partial_{\alpha}+u_{\alpha} \frac{\partial}{\partial u}+\sum_{\beta_{1}} u_{\alpha \beta_{1}} \frac{\partial}{\partial u_{\beta_{1}}}+\sum_{\beta_{1}, \beta_{2}} u_{\alpha \beta_{1} \beta_{2}} \frac{\partial}{\partial u_{\beta_{1}, \beta_{2}}}+\ldots, \\
\alpha, \beta_{1}, \beta_{2}, \ldots \in\{x, t\} .
\end{gather*}
$$

classical Lie symmetries are defined as solutions to the following set of equations (defining equations) for the components of the operator $X[3,4]$ :

$$
\left.\left(X^{(4)} F\right)\right|_{E}=0 .
$$

The nonclassical symmetries include the vector fields $X$ satisfying the following modified defining equations [12]:

$$
\begin{equation*}
\left.\left(X^{(4)} F\right)\right|_{E \cap M}=0 . \tag{5}
\end{equation*}
$$

The nonclassical symmetries do not preserve the entire manifold $E$ for the equation but merely its intersection with the manifold $M$. This intersection contains solutions to the equation that are invariant under the infinitesimal transformations $X$.

Defining equations (5), which have the form of nonlinear PDEs for the functions $\xi, \eta$, and $\varphi$, cannot be solved in the general case. To obtain particular solutions, we had to make additional simplifying assumptions about the functional form of the solution to

Eq. (5). After some calculations, we succeeded in finding the following symmetries of Eq. (1):

$$
\begin{gather*}
X_{1}=\frac{\partial}{\partial t}, \quad X_{2}=\frac{\partial}{\partial x},  \tag{6}\\
Y=\frac{\partial}{\partial x}+(f(t) x+h(t)) \frac{\partial}{\partial u},
\end{gather*}
$$

where the functions $f(t)$ and $h(t)$ satisfy the equations

$$
\begin{equation*}
f^{\prime \prime}=6 f^{2}, \quad h^{\prime \prime}=6 f h \tag{7}
\end{equation*}
$$

The first of Eqs. (7) is the differential equation determining the Weierstrass elliptic function $\mathscr{P}$. The operators $X_{1}$ and $X_{2}$ produce classical symmetries of the equation, while the operator $Y$ generates essentially nonclassical symmetries.

## NONCLASSICAL INVARIANT SOLUTIONS

By the definition of nonclassical symmetries, the solution $u_{Y}(x, t)$, which is invariant under the infinitesimal transformations $Y$, also satisfies invariant surface condition (3) for $Y$. The solution to Eq. (3) has the form

$$
\begin{equation*}
u_{Y}(x, t)=\frac{f(t)}{2} x^{2}+h(t) x+k(t) \tag{8}
\end{equation*}
$$

where the function $k(t)$ satisfies the ODE

$$
\begin{equation*}
k^{\prime \prime}-2 f k=2 h^{2}+f\left(c^{2}+6 b f\right)+h f^{\prime} \tag{9}
\end{equation*}
$$

The solution to the equation for $f(t)$ can be written in the form

$$
\begin{equation*}
f(t)=\mathfrak{B}\left(t+\alpha ; 0, g_{3}\right), \tag{10}
\end{equation*}
$$

where $\alpha$ and $g_{3}$ are arbitrary constants.
In order to examine the solution $u_{Y}$, we simplify the function $f(t)$ by setting the third invariant of the function $\mathfrak{B}$ equal to zero, $g_{3}=0$. In this particular case, the function $f(t)$ degenerates into a rational function,

$$
f(t)=\frac{1}{(t+\alpha)^{2}}
$$

which enables the functions $h(t)$ and $k(t)$ to be calculated in explicit form:

$$
\begin{gathered}
h(t)=\frac{1}{(t+\alpha)^{2}} \\
\times\left(\beta+\gamma\left[\frac{t^{5}}{5}+\alpha t^{4}+2 \alpha^{2} t^{3}+2 \alpha^{3} t^{2}+\alpha^{4} t\right]\right) \\
k(t)=\frac{P_{10}(t, \alpha, \beta, \gamma, \delta, \lambda)}{(t+\alpha)^{2}}+\frac{2 \mu \log (t+\alpha)}{3(t+\alpha)}
\end{gathered}
$$

where $\beta, \gamma, \delta$, and $\lambda$ are arbitrary constants and $P_{10}$ is a tenth-degree polynomial in the variable $t$. The coefficients of the polynomial $P_{10}$ are determined by the con-
stants $\alpha, \beta, \gamma, \delta$, and $\lambda$. The explicit expression for the polynomial is fairly involved and is not presented here.

Setting $\gamma=\lambda=0$, we arrive at one of the solutions $u_{Y}$ that are finite in time:

$$
\begin{align*}
& u_{Y}(x, t)=\frac{1}{(t+\alpha)^{2}}\left(\frac{x^{2}}{2}+\beta x\right)+k(t), \\
& k(t)=\frac{3 b+\beta^{2}}{2(t+\alpha)^{2}}+\frac{\delta}{t+\alpha}-\frac{c^{2}\left(t+\frac{\alpha}{3}\right)}{2(t+\alpha)}  \tag{11}\\
& \quad+\mu\left(\frac{2}{9(t+\alpha)}+\frac{2}{3} \frac{\log (t+\alpha)}{t+\alpha}\right) .
\end{align*}
$$

We thus see that the solution $u_{Y}$ is a polynomial in the spatial variable $x$ and, at the same time, it is a complicated function of time (see solution (10)). Solution (11), which was obtained under the assumption that $g_{3}=0$ in solution (10), describes the relaxation of the deformation $u$ of a nonlinearly elastic waveguide to a certain constant deformation determined by the parameters in the equation in question. In addition, by appropriately choosing the displacement $\alpha$ in the argument of the function $\mathfrak{F}$ in solution (10), we can represent the function $f(t)$ in terms of Jacobian elliptic functions, which are finite and periodic. In this representation, the solution $u_{Y}$ describes the deformation waves that are periodic in time. Note that, physically, such regimes can generally occur only under special boundary conditions.

Another interesting feature of the solution $u_{Y}$ in representation (11) is that all the terms in basic nonlinear equation (1) make independent contributions to solution (11). We can see that the first fraction in the function $k(t)$ in representation (11) is determined only by the coefficient $b$, i.e., by the mixed fourth-order derivative in Eq. (1). The third fraction is seen to depend on the linear term with the coefficient $c$. Finally, the dissipation term in the equation containing $\mu$ describes the temporal dynamics determined by the last two fractions in the function $k$. The fact that the terms of different physical origin in the basic equation contribute additively to the solution to the nonlinear problem is rather unusual for exact solutions to nonlinear PDEs, although it is sometimes encountered in the asymptotic solutions of the problem.

## CLASSICAL INVARIANT SOLUTIONS

The solutions that are left unchanged by the classical symmetries $X=X_{1}-V X_{2}=\partial_{t}-V \partial_{x}$ with the constant $V$ describe running waves whose amplitudes $u=u(z)$ depend on the phase coordinate $z=x-V t$. Under the corresponding boundary conditions, these solutions
satisfy the nonlinear second-order ODE

$$
\begin{gather*}
\left(a+b V^{2}\right) u^{\prime \prime}(z)-\mu V u^{\prime}(z)+u^{\prime}(z)^{2}  \tag{12}\\
+\left(c^{2}-V^{2}\right) u(z)=A,
\end{gather*}
$$

where $A$ is an arbitrary constant.
Since, in the paper by Sophus Lie [15], such dissipative ODEs were investigated probably for the first time, Eq. (12) may be called the Lie equation.

Equation (12) can be solved explicitly either by applying a rather general method described in [1] (which is based on the differential substitution and the reduction of equation to the Abelian equation) or by using a certain special ansatz. In considering the third approach, which is based on the theoretical group method of seeking possible new solutions to the dissipative equation under discussion and to analogous dissipative equations, we investigate the classical symmetries of Eq. (12) in order to find the corresponding invariant solutions.

Applying the above procedure, we can show that, under the restrictions

$$
A=0, \quad\left(a+b V^{2}\right)\left(V^{2}-c^{2}\right)=\frac{6}{25} \mu^{2} V^{2},
$$

Eq. (12) possesses the symmetries

$$
\begin{align*}
X_{1} & =\frac{\partial}{\partial z}, \quad X_{2}=\exp \left(-\frac{5}{6 \mu V}\left(V^{2}-c^{2}\right) z\right) \\
& \times\left[\frac{3 \mu V}{5\left(V^{2}-c^{2}\right)} \frac{\partial}{\partial z}+\left(u-V^{2}+c^{2}\right) \frac{\partial}{\partial u}\right] \tag{13}
\end{align*}
$$

with the commutator $\left(X_{1}, X_{2}\right)=-[5 /(6 \mu V)]\left(V^{2}-c^{2}\right) X_{2}$. Applying this two-parameter symmetry group in the same manner as was described in [15], we can construct the solutions invariant with respect to symmetries (13):

$$
\begin{gather*}
u=B\left[1-\xi^{-2} \exp \left(\frac{5 B}{3 \mu V} z\right)\right] \\
\int \frac{d \xi}{\sqrt{1-C_{1} \xi^{6}}}=\exp \left(\frac{5 B}{6 \mu V} z\right)+C_{2} \tag{14}
\end{gather*}
$$

where $B=\left(V^{2}-c^{2}\right)$ and $C_{1}$ and $C_{2}$ are arbitrary constants.

For $C_{1}>0$, the integral in solutions (14) reduces to an elliptic integral of the first kind. Inverting the latter yields the elliptic function $\xi$ as a function of $z$. Substituting the elliptic function so obtained into the first of formulas (14) and performing the necessary manipulations, we arrive at two solutions:

$$
\begin{align*}
& u_{ \pm}(z)=B\left[1-C_{1}^{2} \exp \left(\frac{5 B}{3 \mu V} z\right)\right.  \tag{15}\\
& \left.\quad \times\left(1 \sqrt{3}+2 \sqrt{3} \frac{1 \pm C N}{S N^{2}}\right)\right] .
\end{align*}
$$

Here, we have introduced the notation

$$
\begin{aligned}
& S N \equiv \operatorname{sn}\left(2(3)^{1 / 4} C_{1} \exp \left(\frac{5 B}{6 \mu V} z\right)+C_{2}, k\right), \\
& C N \equiv \operatorname{cn}\left(2(3)^{1 / 4} C_{1} \exp \left(\frac{5 B}{6 \mu V} z\right)+C_{2}, k\right),
\end{aligned}
$$

where sn and cn are the first and second Jacobian elliptic functions (the elliptic sine and cosine, respectively).

The modulus of these functions is determined by the formula

$$
k=\frac{\sqrt{2-\sqrt{3}}}{2} \approx 0.26
$$

In these formulas, we have used, for simplicity, the same notation $C_{1}$ and $C_{2}$ as in solutions (14) but for the new arbitrary constants.

## CONCLUSIONS

We have investigated the symmetries of nonlinear equation (1) with two dispersions and with dissipation, which may serve as a natural generalization of the equation describing long-wavelength waves in a waveguide with allowance for nonlinear, dissipation, and dispersion terms. As a method of investigation, we have utilized the method of nonclassical symmetries. This method permitted us to show that the only classical symmetries of Eq. (1) are those generated by the operators $X_{1}$ and $X_{2}$, with which Eq. (1) can be reduced to ODE (12) for running waves. On the other hand, the nonclassical approach makes it possible to obtain a new symmetry generated by the operator $Y$ and to use it to construct invariant solution (8). We have also shown that the solutions to Eq. (1) that describe running waves can be derived as invariant solutions to the corresponding ODE, which are expressed in terms of the Jacobian elliptic functions with a fixed modulus.

The results obtained raise the hope that other possible generalizations of the theoretical group methods can extend the class of known exact solutions to physically important nonlinear equations. Thus, for some well-studied equations (e.g., the Korteweg-de Vries equation and its modified version, the Burgers equations, the nonlinear heat-conduction equation, etc.), fairly wide families of the nonclassical symmetries that they possess have already been derived (see, e.g., [12, 16] and the literature cited therein). We have found that the nonclassical method also works well for Eq. (1), which is a physically meaningful (although not so well studied) example of the nonlinear equations in question. Another possible method of investigation may consist in searching for effective ways of solving nonlinear defining equations (5) of the operators generating nonclassical symmetries.
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#### Abstract

The problem of choosing the best set of parameters for a given mathematical model that adequately describes independent experimental data is formulated in terms of the optimal control theory. The sum of squares of discrepancies between experimental data and their analogues calculated within the framework of a given mathematical model of a process is minimized. A solution to the problem is found, and conditions for optimally choosing the parameters of the mathematical model are established. The search algorithm is generalized for the case where a penalty function is present, and an efficient way of including inequality constraints is suggested. The algorithm was tested by finding the thermal conductivity of single crystals (Ioffe-Ioffe classical experiment), thermal diffusivity of a thin plate, and parameters of gene expression during the fruit fly (Drosophila melanogaster) embryo evolution. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Let a boundary-value problem for a set of equations with given differential operator and boundary (initial) conditions be the mathematical model of a process. In check experiments, the coefficients of the equations, as well as dissimilar terms in the equations and boundary conditions, are unknown (or partially known) and have to be found in such a way that the model describes adequately experimental data obtained independently. Usually, a set of boundary-value problem parameters (coefficients of equations, source functions, etc.) that best fits experimental data under given conditions is sought in this case. If mere interpolation fails, the problem may be solved in terms of the optimal control theory. The development of such an approach to experimental data processing is the aim of this work.

To find the phenomenological parameters of a model, one may apply the least-squares method to fit experimental data. Then, in terms of the optimal control theory, a model quality functional to be minimized is the sum of the squares of deviations of experimental data from values calculated independently within the framework of this mathematical model. The deviations are summed at times they were determined in experiments. Such a functional may have several local minima and, if necessary, a penalty function. Also, inequality constraints may be imposed on some of the problem parameters.

In the simplest statement, this problem was briefly considered in [1]. In the work cited, an associated algorithm was described and generalized for the case with a
penalty function and an efficient way of taking into account inequality constraints was suggested.

## 1. STATEMENT OF THE PROBLEM

Suppose we know the values of some vector function $y\left(t_{i}\right)=\left(y_{0}\left(t_{i}\right), \ldots, y_{K-1}\left(t_{i}\right)\right)^{T}$ that characterizes the state of a system at different times. The superscript $T$ hereafter means transposition; $i=1, \ldots, J$, where $J$ is the total number of time instants at which independent experimental data were obtained; and $K$ is the number of state variables for a system studied. We assume that a system of first-order differential equations in the independent variable $t$ together with a boundary condition is given and that this system depends on the vector of parameters $q=\left(q_{0}, \ldots, q_{I-1}\right)^{T}$, where $I$ is the number of parameters:

$$
\begin{equation*}
\frac{\partial v}{\partial t}=f(v, q) ; \quad v(0)=v_{0} . \tag{1}
\end{equation*}
$$

This system describes the behavior of a physical system in experiments. The left side of (1) is the vector of dimension $K$, which is composed of time derivatives of the function $\mathrm{v}(t, q)$ (state variables), and the right side of (1) is the vector function $f(v, q)$. If necessary, a penalty function $P(q)$ can be introduced into the problem.

Let us introduce a set of indices of parameters $I_{l}$ on which inequality constraints

$$
\begin{equation*}
q_{i}^{\text {low }} \leq q_{i} \leq q_{i}^{\text {up }}, \quad i \in I_{l} \subset I \tag{2}
\end{equation*}
$$

are imposed.

Optimal control in this case consists in choosing parameters such that the quality functional (a measure of deviation of measured data from those calculated in terms of an independent model for a physical process)

$$
\begin{gather*}
F(v, q)=\sum_{i=1}^{J}\left(v\left(t_{i}, q\right)-y\left(t_{i}\right)\right)^{T}\left(v\left(t_{i}, q\right)-y\left(t_{i}\right)\right)+P(q)  \tag{3}\\
=\varphi\left(v_{1}, \ldots, v_{J}\right)+P(q) \\
v_{i}=v\left(t_{i}, q\right)
\end{gather*}
$$

is minimized.
Note that many problems of mathematical physics that are stated in the form of higher order differential equations can be reduced to the normal form, i.e., to a system of first-order equations with additional parametric variables (Pfaffian special system) [2]. Therefore, the selection of system (1) as the basic set of the problem stated is justified.

Finding the minimum of the quality functional necessitates the derivation of first-order stationary conditions. For system (1), which is written in general form, they are conveniently found with the Lagrange method of multipliers. In this case, however, one must consider an extended quality functional that includes inequalities (2), which impose restrictions on the control parameters. To this end, inequalities (2) must be transformed into equivalent equalities.

## 2. NECESSARY CONDITIONS FOR MINIMUM

To derive necessary conditions for stationarity (optimality) for quality functional (3), it is necessary to introduce additional controls $u_{i}$ for which one can write equivalent equalities. Since the choice of these equalities is ambiguous, we will consider algebraic and trigonometric transformations of the inequalities into equivalent equalities.
(1) Algebraic transformation of the restricting inequalities. Let us replace inequalities (2) with the algebraic equalities [3]

$$
\begin{equation*}
\xi_{i}=\left(q_{i}-q_{i}^{\mathrm{low}}\right)\left(q_{i}^{\mathrm{up}}-q_{i}\right)-u_{i}^{2}=0 \tag{4}
\end{equation*}
$$

It is obvious that the condition $u_{i}=0$ is satisfied if the initial parameter takes on either of the two preset extreme values, $q_{i}=q_{i}^{\text {low }}$ or $q_{i}=q_{i}^{\text {up }}$, and any $u_{i} \neq 0$ corresponds to an intermediate value of the control parameter: $q_{i}^{\text {low }}<q_{i}<q_{i}^{\text {up }}$.

Next, we introduce a vector function $\psi(t)$ of Lagrangean multipliers to include Eqs. (1) into the functional and a necessary number $\mu_{i}$ of Lagrangean multipliers to take into account the inequality constraints, which were transformed into (4). The extended
functional of the problem can now be written in the form

$$
\begin{gather*}
L=\varphi\left(v_{1}, \ldots, v_{J}\right) \\
+\sum_{i=0}^{J-1^{t_{i+1}}} \int_{t_{i}}^{T} \psi^{T}(t)\left(-\frac{\partial v}{\partial t}+f(v, q)\right) d t+\mu^{T} \xi+P(q) \tag{5}
\end{gather*}
$$

where the vectors $\mu=\left\{\mu_{i}\right\}$ and $u=\left\{u_{i}\right\}$, as well as the vector function $\xi(q, u)=\left\{\xi_{i}(q, u)\right\}$, are introduced for all $i \in I_{l}$.

Thus, the restrictions are involved in the extended functional and it reaches an extremum simultaneously with (3). This allows us to use the standard procedure for deriving the stationarity conditions.

Having calculated the first variation of the quality functional

$$
\begin{equation*}
\delta F=\frac{\partial \varphi}{\partial v_{1}} \delta v_{1}+\ldots+\frac{\partial \varphi}{\partial v_{J}} \delta v_{J}+\left(\frac{\partial P}{\partial q}\right)^{T} \delta q \tag{6}
\end{equation*}
$$

which is a measure of discrepancy between measured and calculated data, and the first variation of differential constraints

$$
\begin{equation*}
-\frac{\partial \delta v}{\partial t}+\frac{\partial f}{\partial v} \delta v+\frac{\partial f}{\partial q} \delta q=0 \tag{7}
\end{equation*}
$$

which are the equations of model (1), we can write the first variation of the Lagrangean function as

$$
\begin{gather*}
\delta L=\sum_{i=1}^{J} \frac{\partial \varphi}{\partial v_{i}} \delta v_{i}+\sum_{i=0}^{J-1} \int_{t_{i}}^{t_{i+1}} \psi^{T}(t)\left(-\frac{\partial \delta v}{\partial t}+\frac{\partial f}{\partial v} \delta v\right.  \tag{8}\\
\left.\quad+\frac{\partial f}{\partial q} \delta q\right) d t+\mu^{T}\left(\frac{\partial \xi}{\partial q} \delta q+\frac{\partial \xi}{\partial u} \delta u\right)+\left(\frac{\partial P}{\partial q}\right)^{T} \delta q
\end{gather*}
$$

where $\partial P / \partial q$ are the components of the vector $\partial P / \partial q_{i}$.
Integrating (8) by parts yields

$$
\begin{gather*}
\delta L=\sum_{i=1}^{J} \frac{\partial \varphi}{\partial v_{i}} \delta v_{i}+\sum_{i=0}^{J-1}\left[\psi^{T}\left(t_{i}+0\right) \delta v_{i}-\psi^{T}\left(t_{i+1}-0\right) \delta v_{i+1}\right] \\
+\left(\frac{\partial P}{\partial q}\right)^{T} \delta q+\sum_{i=0}^{J-1} \int_{t_{i}}^{t_{i+1}}\left[\left(\psi^{T} \frac{\partial f}{\partial v}+\frac{\partial \psi^{T}}{\partial t}\right) \delta v+\psi^{T} \frac{\partial f}{\partial q} \delta q\right] d t  \tag{9}\\
+\mu_{(9)}^{T}\left(\frac{\partial \xi}{\partial q} \delta q+\frac{\partial \xi}{\partial u} \delta u\right) .
\end{gather*}
$$

Here, $\psi\left(t_{i}+0\right)$ and $\psi\left(t_{i+1}-0\right)$ are the right- and lefthand limits of the Lagrangean multipliers $\psi(t)$ at intermediate points where experimental data are available; therefore, the values of Lagrangean multipliers (the function $\psi(t)$ ) vary in steps.

Below are a set of first-order minimum conditions for the quality functional [4] that use the stationarity
condition $\delta L=0$ :

$$
\begin{gather*}
\frac{\partial f}{\partial v} \psi+\frac{\partial \psi}{\partial t}=0 \forall t \in\left[t_{i}, t_{i+1}\right)  \tag{10}\\
\frac{\partial \varphi}{\partial v_{i}}-\psi\left(t_{i}-0\right)+\psi\left(t_{i}+0\right)=0  \tag{11}\\
i=1, \ldots,(J-1) \\
\frac{\partial \varphi}{\partial v_{J}}-\psi\left(t_{J}\right)=0  \tag{12}\\
\mu_{i} u_{i}=0, \quad i \in I_{l} \tag{13}
\end{gather*}
$$

This set of equations solves the problem of minimizing the discrepancy between experimental data and data calculated from a solution to the boundary-value problem.

Thus, the stationarity condition can be recast in the form of a vector equality for the Lagrange function gra$\operatorname{dient} \zeta:$

$$
\begin{equation*}
\zeta(v, q) \equiv \int_{t_{0}}^{t_{J}} \psi^{T} \frac{\partial f}{\partial q} d t+\frac{\partial P}{\partial q}+\mu^{T} \frac{\partial \xi}{\partial q}=0 \tag{14}
\end{equation*}
$$

(2) Numerical solution algorithm. Let a set of $I$ parameters $q$ be given, a physical process be described by system (1), and it be necessary to find the coefficients of the equations such that the discrepancy between a solution to the model mathematical problem and measurements is minimal at each point of a given interval. Then, a solution algorithm for the problem stated by (1)-(3) consists of the following steps.
(1) Equation (1) is integrated.
(2) Equation (10) is integrated in reverse order, i.e., from $t_{J}$ to $t_{0}$, in view of initial condition (12) and conditions (11) at those intermediate points where experimental data are available.
(3) The parameter gradient $\zeta^{k}=\zeta\left(v^{k}, q^{k}\right)$ is calculated by formula (14).
(4) Condition (13) for Lagrangean multipliers that correspond to algebraic constraints for additional controls $u_{i}$ is satisfied as follows. If a parameter $q_{i}$ in (2) meets the strict inequality, $\mu_{i}=0$; otherwise, $u_{i}=0$ and $\mu_{i}$ is selected so that a new value of the parameter $q_{i}$ is allowable.
(5) New values of parameters $q^{k+1}$ are found by the formula

$$
\begin{equation*}
q^{k+1}=q^{k}-\alpha^{k} \zeta^{k} \tag{15}
\end{equation*}
$$

where $k$ is the number of iterations and $\alpha^{k}$ is a parameter selected so that functional (3) diminishes at each step.

Steps $1-5$ are repeated until a desired calculation accuracy is achieved, for example, until the value of the functional becomes less than a preset value. A vector of
parameters $q^{N}$ obtained at the last step specifies a solution to the problem.
(3) Trigonometric transformation of constraints. The commonly used procedure in the optimal control theory is the replacement of control parameters $q_{i}$ for which inequality constraints (2) are imposed by new controls $u_{i}$ by means of trigonometric relationships, for example,

$$
\begin{equation*}
u_{i}=\alpha_{i}+\beta_{i} \sin \left(\gamma q_{i}\right) \tag{16}
\end{equation*}
$$

where the factor $\gamma$ is taken so as to improve divergence during numerical experiments and the constant $\alpha$ and $\beta$ are determined from the upper and lower limits of the initial controls:

$$
\alpha_{i}=\left(q_{i}^{\mathrm{up}}+q_{i}^{\text {low }}\right) / 2 ; \quad \beta_{i}=\left(q_{i}^{\mathrm{up}}-q_{i}^{\text {low }}\right) / 2
$$

Clearly, such a transformation is not unique; therefore, it seems reasonable to consider another finite representation:

$$
\begin{equation*}
u_{i}=\alpha_{i}+\beta_{i} \tanh \left(\gamma q_{i}\right) \tag{17}
\end{equation*}
$$

The above transformations are applied only to those $q_{i}$ that must satisfy conditions (2). Thus, instead of (1), we obtain upon rearrangements

$$
\begin{equation*}
\frac{\partial v}{\partial t}=\bar{f}(v, \bar{q}, u) \tag{18}
\end{equation*}
$$

where $\bar{q}=\left\{q_{i}\right\}$ for $i \notin I_{l}$ and $u=\left\{u_{i}\right\}$ for $i \in I_{l}$.
Designating $\left\{u_{i}\right\}$ as $\left\{q_{i}\right\}$, where $i \in I_{l}$, we can write (18) in the form of (1), where $q=\left\{q_{i}\right\}$ and $i=0,1, \ldots$, $I-1$.

To derive necessary minimum conditions for the discrepancy functional, we write the Lagrangean

$$
\begin{gather*}
L=\varphi\left(v_{1}, \ldots, v_{J}\right) \\
+\sum_{i=0}^{J-1^{t_{i+1}}} \int_{t_{i}}^{T} \psi^{T}(t)\left(-\frac{\partial v}{\partial t}+f(v, q)\right) d t+P(q) \tag{19}
\end{gather*}
$$

where $\psi(t)$ is, as before, the vector function of Lagrangean multipliers.

Now, there is no need for additional multipliers that include inequality constraints into the extended functional, since they are involved in the equations.

After integrating (19) by parts, the standard derivation of necessary conditions for minimum leads us to a formula for the first variation of the Lagrangean:

$$
\begin{aligned}
& \delta L=\sum_{i=1}^{J} \frac{\partial \varphi}{\partial v_{i}} \delta v_{i}+\sum_{i=0}^{J-1}\left[\psi^{T}\left(t_{i}+0\right) \delta v_{i}-\psi^{T}\left(t_{i+1}-0\right) \delta v_{i+1}\right] \\
& +\sum_{i=0}^{J-1} \int_{t_{i}}^{t_{i+1}}\left[\left(\psi^{T} \frac{\partial f}{\partial v}+\frac{\partial \psi}{\partial t}\right) \delta v+\psi^{T} \frac{\partial f}{\partial q} \delta q\right] d t+\left(\frac{\partial P}{\partial q}\right)^{T} \delta q
\end{aligned}
$$

By virtue of the stationarity condition $\delta L=0$, the necessary conditions for minimum have the form

$$
\begin{gather*}
\frac{\partial f}{\partial v} \psi+\frac{\partial \psi}{\partial t}=0 \quad \forall t \in\left[t_{i}, t_{i+1}\right) ;  \tag{21}\\
\frac{\partial \varphi}{\partial v_{i}}-\psi\left(t_{i}-0\right)+\psi\left(t_{i}+0\right)=0,  \tag{22}\\
i=1, \ldots,(J-1) ; \\
\frac{\partial \varphi}{\partial v_{J}}-\psi\left(t_{J}\right)=0 . \tag{23}
\end{gather*}
$$

Thus, the stationarity conditions may be recast as the vector equality

$$
\begin{equation*}
\zeta(v, q)=0 \tag{24}
\end{equation*}
$$

where $\zeta$ is the Lagrangean gradient:

$$
\begin{equation*}
\zeta(v, q)=\int_{t_{0}}^{t_{J}} \psi^{T} \frac{\partial f}{\partial q} d t+\frac{\partial P}{\partial q} \tag{25}
\end{equation*}
$$

(4) Numerical solution algorithm for the trigonometric transformation of the constraints. Let a set of $I$ parameters $q$ be given, a physical process be described by system (1), and it be necessary to find the coefficients of the equations such that the discrepancy between a solution to the model mathematical problem and independent measurements is minimal at each point of a given interval. Then, a solution algorithm for the problem stated by (1)-(3) consists of the following steps.
(1) System (1) is integrated with a desired accuracy.
(2) Conjugate system (21) is integrated in reverse order, i.e., from $t_{J}$ to $t_{0}$, in view of (22) and (23).
(3) The parameter gradient $\zeta^{k}=\zeta\left(v^{k}, q^{k}\right)$ is calculated by formula (24).
(4) New values of parameters $q^{k+1}$ are found by the formula

$$
\begin{equation*}
q^{k+1}=q^{k}-\alpha^{k} \zeta^{k}, \tag{26}
\end{equation*}
$$

where $k$ is the number of iterations and the step $\alpha^{k}$ of the gradient method is selected so that functional (3) diminishes at each step.

Steps 1-4 are repeated until a desired calculation accuracy is achieved, for example, until the value of the functional becomes less than a preset value. A vector of parameters $q^{N}$ obtained at the last step provides a solution to the problem.

Unlike Section 2.2, here there is no need for step 4, since the constraints are taken into account in the new extended functional.

## 3. NUMERICAL EXPERIMENTS IN HEAT CONDUCTION PROBLEMS

A simple example of the problem studied is analysis of temperature fields in a sample with the subsequent determination of the coefficients of related equations. Let us demonstrate the efficiency of our data processing method by finding the thermal conductivity (thermal diffusivity) of a sample from measured temperature values.
(1) Thermal conductivity of single crystals. To verify the method, we turn to the classical results of Ioffe and Ioffe for the thermal conductivity of single crystals [5]. As in [5], assume that experimental conditions are such that the conventional heat conduction equation

$$
\begin{equation*}
\frac{\partial T(\tau, x)}{\partial \tau}=\frac{k}{c} \frac{\partial^{2} T}{\partial x^{2}} \tag{27}
\end{equation*}
$$

( $\tau$ is time; $x$ is spatial coordinate; and $T, k$, and $c$ are the temperature, thermal conductivity, and specific heat of the sample) is valid.

Our goal is to find the thermal conductivity coefficient $k$ that provides the least deviation of a solution to (27) from an experimental curve.

Ioffe and Ioffe experimented with a NaCl single crystal sandwiched in copper blocks with the same initial temperature. The lower block was immersed in a coolant or liquid air. One thermocouple measured the temperature difference $T_{1}-T_{2}$ between the blocks; the other, the temperature $T_{2}$ of the upper block relative to room temperature $T_{0}$. The readings of both thermocouples were taken in 30-s intervals for the measurement time $\tau_{\mathrm{m}}=7 \mathrm{~min}$ and tabulated (Table 1).

Table 1. Experimental data for the determination of the NaCl thermal conductivity [5]

| Measure- <br> ment no. | $\tau, \mathrm{s}$ | $T_{1}-T_{2}$ | $T_{2}$ |
| :---: | :---: | :---: | :---: |
| 1 | 60 | 7.7 | 0.22 |
| 2 | 90 | 10.7 | 1.5 |
| 3 | 120 | 12.3 | 3.2 |
| 4 | 150 | 13.4 | 5.0 |
| 5 | 180 | 13.9 | 6.85 |
| 6 | 210 | 14.2 | 8.75 |
| 7 | 240 | 15.0 | 10.7 |
| 8 | 270 | 15.2 | 12.75 |
| 9 | 300 | 16.1 | 14.80 |
| 10 | 330 | 16.3 | 16.85 |
| 11 | 360 | 16.7 | 18.95 |
| 12 | 390 | 16.8 | 21.0 |
| 13 | 420 | 16.8 | 23.1 |

Table 2. Absolute temperature values

| Measure- <br> ment no. | $\tau, \mathrm{s}$ | $T_{2}$ | $T_{1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 0 | 24 | 24 |
| 2 | 60 | 23.78 | 16.08 |
| 3 | 90 | 22.5 | 11.8 |
| 4 | 120 | 20.8 | 8.5 |
| 5 | 150 | 19 | 5.6 |
| 6 | 180 | 17.5 | 3.25 |
| 7 | 210 | 15.25 | 1.05 |
| 8 | 240 | 13.3 | -1.7 |
| 9 | 270 | 11.25 | -3.95 |
| 10 | 300 | 9.2 | -6.9 |
| 11 | 330 | 7.15 | -9.15 |
| 12 | 360 | 5.05 | -11.65 |
| 13 | 390 | 3 | -13.80 |
| 14 | 420 | 0.9 | -15.9 |

When using Table 1 [5], it is necessary to make two assumptions. First, since in the experiment provision was made for preventing heat losses, we may consider the problem as one-dimensional and direct the $x$ axis normally to the block-sample interfaces from the warm to cold block, i.e., from top to bottom. Second, since the temperature gradient in the experiment varies slowly, we may linearly interpolate in time the temperature values at the points $x=0$ and $L$, where the measurements were taken. The point $x=0$ lies at the warm block-sample interface; the point $x=L(L=0.64 \mathrm{~cm})$, at the sam-ple-cold block interface.

The absolute temperature values are listed in Table 2 (the initial temperature was $T_{0}=24^{\circ} \mathrm{C}$ ).

We discretize Eq. (27) over space, introduce a uniform mesh $\left\{x_{i}=i h, h=L(K-1)\right\}$ (where $i=0, \ldots, K-$ 1 ), take into consideration that the temperature distribu-


Fig. 1. Convergence for the quality functional $f$ vs. number $N$ of iterations upon calculating the thermal conductivity.
tion depends parametrically on the thermal conductivity, and obtain the set of differential-difference equations

$$
\begin{align*}
& \frac{\partial T\left(\tau, x_{i}, k\right)}{\partial \tau}=\frac{k}{c}\left(T\left(\tau, x_{i-1}, k\right)-2 T\left(\tau, x_{i}, k\right)\right.  \tag{28}\\
& \left.\quad+T\left(\tau, x_{i+1}, k\right)\right) ; \quad i=1, \ldots, K-2
\end{align*}
$$

and boundary conditions

$$
\begin{array}{cc}
T\left(\tau, x_{0}, k\right)=T_{2}(\tau) ; \quad \forall \tau \in\left[0, \tau_{\mathrm{m}}\right] \\
T\left(\tau, x_{K-1}, k\right)=T_{1}(\tau) ; \quad \forall \tau \in\left[0, \tau_{\mathrm{m}}\right] . \tag{31}
\end{array}
$$

The only unknown parameter in set (28) is the thermal conductivity $k$.

The final sum of squares of discrepancies between temperatures calculated (by model (27)) and measured at all time points,

$$
\begin{equation*}
F(k)=\sum_{i=1}^{K-2}\left(T\left(\tau_{\mathrm{m}}, x_{i}, k\right)-\bar{T}\left(\tau_{\mathrm{m}}, x_{i}\right)\right)^{2} \tag{32}
\end{equation*}
$$

gives the quality functional for the problem of experimental data processing.

Unfortunately, the function $\bar{T}\left(\tau_{\mathrm{m}}, x\right)$ [5] is known only at the points $x=0$ and $L$. Since the boundary conditions are approximated linearly, we may assume that the second derivative on the left of (27) is constant and, hence, the function is quadratic in $x$. For the function $\bar{T}\left(\tau_{\mathrm{m}}, x\right)$, we took a parabola $a x^{2}+b x$, since only two coefficients can be found by two points.

Calculation was performed for 40 randomly selected initial approximations that were uniformly distributed over the closed interval [0.005, 0.025]. The outcome exceeded our expectations. The average calculated thermal conductivity was $k=0.012$, rather than $k=0.013$, which was previously obtained by Ioffe. At the end of the calculation, the integral deviation of the calculated data from the quality functional (measured data) was found to be $9 \times 10^{-3}$.

Figure 1 shows a typical curve of convergence in the problem of thermal conductivity of single crystals.
(2) Thermal diffusivity of a plate. By way of second example, let us consider the problem of thermal diffusivity [6] of a plate of thickness $h=10 \mathrm{~cm}$. On one side of the plate, the temperature was $T_{0}$; on the other side and at the middle of the plate, the temperature oscillation amplitudes were $\Delta T_{1}=10^{\circ} \mathrm{C}$ and $\Delta T_{2}=8^{\circ} \mathrm{C}$, respectively. The oscillation period on the other side was $\tau_{0}=1 \mathrm{~h}$.

In [6], the thermal diffusivity value was found by plotting the Fourier test and turned out to be $a=$ $0.009 \mathrm{~m}^{2} / \mathrm{h}$.

Let us formalize the statement of the problem to apply our method. The temperature variation is described by the equation

$$
\begin{equation*}
\frac{\partial T(\tau, x)}{\partial \tau}=a \frac{\partial^{2} T}{\partial x^{2}} \tag{33}
\end{equation*}
$$

where $\tau$ is time; $x$ is the spatial coordinate; and $T$ and $a$ are the sample temperature and thermal diffusivity, respectively.

We discretize Eq. (33) over the coordinate $x$, introduce a uniform mesh $\left\{x_{i}=i r, r=h /(K-1)\right\}$ (where $i=$ $0, \ldots, K-1$ ), take into consideration that the temperature distribution depends parametrically on the thermal diffusivity, and obtain the set of differential-difference equations

$$
\begin{align*}
& \frac{\partial T\left(\tau, x_{i}, a\right)}{\partial \tau}=a\left(T\left(\tau, x_{i-1}, a\right)-2 T\left(\tau, x_{i}, a\right)\right.  \tag{34}\\
& \left.\quad+T\left(\tau, x_{i+1}, a\right)\right), \quad i=1, \ldots, K-2
\end{align*}
$$

with the initial condition

$$
\begin{equation*}
T\left(0, x_{i}, a\right)=T_{0} ; \quad i=0, \ldots, K-1 \tag{35}
\end{equation*}
$$

and boundary conditions

$$
\begin{gather*}
T\left(\tau, x_{0}, a\right)=T_{0}+\Delta T_{1} \sin \left(2 \pi \frac{\tau}{\tau_{0}}\right) ; \quad \forall \tau \in\left[0, \tau_{\mathrm{m}}\right]  \tag{36}\\
T\left(\tau, x_{K-1}, a\right)=T_{0} ; \quad \forall \tau \in\left[0, \tau_{\mathrm{m}}\right] \tag{37}
\end{gather*}
$$

The only unknown parameter in set (34) is the thermal diffusivity $a$.

In order to write the quality functional, we must know the time dependence of the temperature in the middle of the sample, $\bar{T}(\tau, h / 2)$. The period of temperature oscillation at this place is unknown, and we cannot take it to be equal to $\tau_{0}$, since the thermal diffusivity would indefinitely increase in this case. Let the oscillation period at the middle be $\tau_{h / 2}=2 \tau_{0}$ and let the measurement time be $\tau_{\mathrm{m}}=\tau_{0} / 2$. Bearing in mind that the plate is thin and the temperature conditions are quasi-steady-state [6], we linearly interpolate temperature values between the points $x=0, h / 2$, and $h$ and designate the temperature distribution thus obtained as $\bar{T}\left(\tau_{\mathrm{m}}, x\right)$. Then, the quality functional has the form

$$
\begin{equation*}
F(a)=\sum_{i=1}^{K-2}\left(T\left(\tau_{\mathrm{m}}, x_{i}, a\right)-\bar{T}\left(\tau_{\mathrm{m}}, x_{i}\right)\right)^{2} \tag{38}
\end{equation*}
$$

The results are in good agreement with those obtained in [6]. Calculation was made for 20 randomly selected initial approximations that were uniformly distributed over the segment [0.0006, 0.0180]. The mean value of the thermal diffusivity was found to be $a=$ 0.0094 versus $a=0090$ in [6]. The final value of the quality functional was 23.63.

## 4. NUMERICAL EXPERIMENTS ON MOLECULAR BIOLOGY DATA PROCESSING

A comparatively new area of application of the algorithm suggested is the processing of huge data arrays, for example, simultaneous search for many hundreds of phenomenological parameters in mathematical problems of biology and genetics, in particular, in the gene chain model. Protein concentration greatly varies upon the evolution of a biological object and is measured with high accuracy, but finding a correlation of these data with any of the advanced theoretical models is a challenge. In one of them, the dynamics of a system is described by nonlinear diffusion reaction equations (NDREs), which contain 50 or more parameters on most of which inequality constraints are imposed.

The molecular biology problem of segment determination in a standard biological system, the fruit fly (Drosophila melanogaster) embryo, was stated in detail in [1]. The mathematical statement of the problem involves the set of NDREs

$$
\begin{gather*}
\frac{\partial v_{i}^{a}}{\partial t}=R^{a} g\left(w_{i}^{a}\right)  \tag{39}\\
+D^{a}\left[\left(v_{i+1}^{a}-v_{i}^{a}\right)+\left(v_{i-1}^{a}-v_{i}^{a}\right)\right]-\lambda^{a} v_{i}^{a}
\end{gather*}
$$

where the argument of $g$ is

$$
w_{i}^{a}=\sum_{j=0}^{N-1} T^{a j} v_{i}^{j}+m^{a} v_{i}^{\mathrm{bcd}}+h^{a}
$$

The basic element of the gene chain model is the matrix $T$, which characterizes a gene chain. Its elements $T^{a j}$ describe the interplay between the concentration of one protein (the product of one gene) and the concentration of another protein (the product of another gene) by using a particular number specific for any pair of $a$ and $j$.

The control actions of the protein that is the Bicoid product of maternal gene $b c d$ are taken into account as an external perturbation (it is specified by the parameter $m^{a}$ ), and the parameter $h^{a}$ reflects the threshold value of regulatory action.

Let the position of a nucleus on the longitudinal axis of the embryo be defined by index $i$ and let all nuclei contain a copy of a regular chain of $N$ genes, which is characterized by an $N \times N$ matrix $T$.

The first term on the right of (39) stands for gene regulation and protein synthesis, with the parameter $R^{a}$ defining the level of synthesis. The second term describes gene product (protein) exchange between neighboring nuclei, with the parameter $D^{a}$ standing for the exchange rate. The parameter $\lambda^{a}$ describes the halflife period of the protein; the third term, gene product cleavage.

Differential constraints for the function $f$ in (1) are given by a set of nonlinear equations like (39). Numerical simulation is aimed at determining $N(N+5)$

Table 3. Results of calculations (see text)

| Value of functional | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $<1$ | $2(7229)$ | - | - | - | $100(512621)$ |
| $<10$ | $13(48840)$ | $3(77896)$ | - | $3(449563)$ | - |
| $<50$ | $41(46000)$ | $9(31755)$ | $21(56027)$ | $27(96432)$ | - |
| $<100$ | $50(52341)$ | $9(31755)$ | $39(54134)$ | $33(123410)$ | - |
| $>100$ | $50(69730)$ | $91(69873)$ | $61(98863)$ | $67(301301)$ | - |

parameters of the system, where $N$ is the number of genes.

Observables are patterns of gene activity, which supposedly are solutions to equations like (39). A desired set of parameters is that providing the closest fit of these solutions to experimental data. As before, it is necessary to minimize the sum of squares of discrepancies between the concentrations of all proteins that were calculated by the gene chain model and found in independent experiments. The sum is taken over all nuclei and all time instants for which experimental data are available.
(1) Test for efficiency of the method. Let us apply our method to data processing and finding the phenomenological parameters of a model described by a set of several hundreds of NDREs (like model (39)).

Consider a system that describes a regulatory chain of only two genes. In this case, we have 16 equations with $2(2+5)=14$ parameters.

We take a certain set of parameters and solve the direct problem, i.e., integrate system (1). Let known values of the function $y\left(t_{i}\right)=\left(y_{0}\left(t_{i}\right), \ldots, y_{K-1}\left(t_{i}\right)\right)^{T}$ be quantities $v\left(t_{i}, q\right)=\left(v_{0}\left(t_{i}, q\right), \ldots, y_{K-1}\left(t_{i}, q\right)\right)^{T}$ that were calculated for a given number $J$ of points over a given time interval ( $i=1, \ldots, J$ ) (so-called artificial data). Now, with these data, we will try to recover the initial set of parameters. In this case, the quality functional at the point of global maximum is known and equals zero.


Fig. 2. The same as in Fig. 1 upon determining phenomenological parameters in the problem of molecular biology.

This allows us to estimate the quality of a solution from the value of the functional.

Let inequality constraints be imposed on six parameters linearly entering into set (39). We introduce an exponentially increasing penalty function that depends on a complex consisting of the remaining eight parameters and solve the problem of minimization numerically in the same way as before.

Calculation was performed for 100 randomly selected initial approximations that were uniformly distributed in the parameter space. For each of the initial points, we obtained several results by the method of simulated annealing [7] and the gradient method. In the latter, inequality constraints were transformed algebraically and trigonometrically (sin-transformation and tanh-transformation with various $\gamma$ ).

Calculation was terminated if the functional changed by less than a specified quantity at each step from a given number of steps. The set of parameters $q$ obtained at the last step was taken to be optimal.

The numerical results listed in Table 3 are totally consistent with the theory. Columns 2-6 show the percentage of trials (initial points) when the functional falls into the interval indicated in column 1 . The parenthesized figures mean the average number of integrations of the set of equations or, in other words, machine time costs. Column 6 shows the values obtained by the random search (simulated annealing) method; column 5, by the gradient method with algebraic transformation of constraints; and columns 3 and 4, by the gradient method with tanh- and sin-trigonometric transformations, respectively.

The optimal point and the number of steps turned out to be dependent on the initial approximation. For each of the initial points, calculations with tanh-transformations with various arbitrary coefficients $\gamma$ were performed and the best result for each of the points was taken. These calculations are summarized in column 2.

The basic conclusions following from the calculation results are as follows.

The modified gradient method may be used to advantage in searching for the quality functional minimum when large data arrays are processed.

With the initial point selected appropriately, the number of steps needed for this method to become con-
vergent is two orders of magnitude smaller than in the random search method.

The most efficient transformation of inequality constraints is impossible to choose in advance; however, the proper selection of the parameter of tanh-transformation provided the highest rate of convergence (see Fig. 2).

## DISCUSSION

Our numerical experiments show that the suggested method of processing large data arrays for finding the most appropriate parameters of a given mathematical model has a number of advantages. Namely, it offers a high rate of convergence and is applicable even if experimental data are not independent, for example, if the elements of the vector $y\left(t_{i}\right)(i=1, \ldots, J)$ represent a Markovian sequence. In this case, the function $\varphi\left(v\left(t_{1}\right.\right.$, $q), \ldots, v\left(t_{J}, q\right)$ ) in (3) takes the form

$$
\begin{aligned}
& \quad \sum_{i=1}^{J} \ln \left[\frac{1}{\sigma_{1}\left(t_{i}\right) \sqrt{2 \pi}} \exp \left\{-\frac{\left[y_{1}\left(t_{i}\right)-v_{1}\left(t_{i}, q\right)\right]^{2}}{2 \sigma_{1}^{2}\left(t_{i}\right)}\right\}\right] \\
& +\ln \left[\frac { 1 } { \sigma _ { 2 } ( t _ { i } ) \sqrt { 2 \pi ( 1 - \rho ^ { 2 } ( t _ { i } ) ) } } \operatorname { e x p } \left\{-\frac{1}{2 \sigma_{2}^{2}\left(t_{i}\right)\left(1-\rho^{2}\left(t_{i}\right)\right)}\right.\right. \\
& \left.\left.\times\left[y_{2}\left(t_{i}\right)-v_{2}\left(t_{i}, q\right)-\frac{\rho\left(t_{i}\right) \sigma_{2}\left(t_{i}\right)}{\sigma_{1}\left(t_{i}\right)}\left(y_{1}\left(t_{i}\right)-v_{1}\left(t_{i}, q\right)\right)\right]^{2}\right\}\right] \\
& +\ln \left[\frac { 1 } { \sigma _ { K } ( t _ { i } ) \sqrt { 2 \pi ( 1 - \rho ^ { 2 } ( t _ { i } ) ) } } \operatorname { e x p } \left\{-\frac{1}{2 \sigma_{K}^{2}\left(t_{i}\right)\left(1-\rho^{2}\left(t_{i}\right)\right)}\right.\right. \\
& \times\left[y_{K}\left(t_{i}\right)-v_{K}\left(t_{i}, q\right)-\frac{\rho\left(t_{i}\right) \sigma_{K}\left(t_{i}\right)}{\sigma_{K-1}\left(t_{i}\right)}\right. \\
& \left.\left.\left.\times\left(y_{K-1}\left(t_{i}\right)-v_{K-1}\left(t_{i}, q\right)\right)\right]^{2}\right\}\right] .
\end{aligned}
$$

In [7, 8], a version of the random search method (the method of simulated annealing or the Metropolis method) was applied to find phenomenological parameters that provide a global minimum of the quality functional in a similar problem of mathematical biology. It was shown that the given functional has many local minima but simulated annealing "bypasses" them, finding a global minimum.

However, the use of simulated annealing necessitates multiple integration of a set of strong nonlinear differential-difference diffusion reaction equations. Note for comparison that, in the case of the random search method, finding each subsequent approximation to the entire vector of parameters requires that the quality functional be calculated as many times as the number of the parameters involved, while in the gradient method, only once. This fact may become of special significance when a large number of proteins (the products of gene activity) is considered, since the number of integrations necessary for random search grows as the number of proteins squared.
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#### Abstract

The band spectrum of natural waves in a periodic structure formed by alternating dielectric and semiconductor layers is investigated for the propagation of waves at some angle with respect to a magnetic field applied along the periodicity axis. A method is presented for deriving a dispersion equation, and its properties are analyzed numerically. It is shown that, in the absence of dissipation, there are two independent spectra of natural waves in the structure being considered, and the regions of existence of various types of such waves are classified. It is established that the transmission bands of the two spectra may supplement one another or overlap. It is found that, for the chosen magnetic-field direction, there exist numerous bands of transmission of cyclotron waves. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

It is well known [1, 2] that periodic layered media may be considered as a new type of artificial material whose properties can be efficiently controlled. The reaction of such media to electromagnetic radiation depends on the electrophysical parameters and thicknesses of layers forming the periodic structure in question, as well as on the applied magnetic field if use is made of semiconductors. In the last case, a solution to the problem of finding the band spectrum of natural waves in a periodic structure is determined by its configuration and by the direction of wave propagation. The configuration of the structure is specified by the direction of its periodicity and by the orientation of the applied magnetic field. For some cases that can be realized in such structures, the results of investigations can be found in the literature.

A structure where the direction of wave propagation, the direction of the applied magnetic field, and the periodicity direction coincide was considered in [3]. We note that, in a homogeneous gyrotropic medium, circularly polarized waves are normal waves, longitudinal field components being equal to zero [4]. An experimental investigation of some special features of wave propagation in such a configuration was performed in [5].

The case where the direction of the applied magnetic field is orthogonal to the periodicity direction and the plane of wave propagation was explored in [6-8]. Two waves polarized in orthogonal planes, each of these waves having three field components, are normal waves of a gyrotropic medium in this case.

In the present study, we consider a situation that is similar to that in [3] (that is, the direction of periodicity
of the structure coincides with the magnetic-field direction), but we examine the case of wave propagation at some angle with respect to the magnetic-field direction (Fig. 1).

A structure whose configuration is identical to that in the present study was investigated in [9], but, there, a plasma-like layer was a two-dimensional electron gas; therefore, its thickness was made to tend to zero. In our case, a semiconductor layer has a finite thickness that is commensurate with the wavelength of the electromagnetic wave being considered. As will be shown below, this leads to a number of special physical features in the formation of the spectrum of the periodic structure.


Fig. 1. Configuration of a periodic structure. Here, $B_{0}$ is the magnetic-field induction; the $z$ axis is aligned with the periodicity direction; $\bar{k}$ is the Bloch wave number; and $\mathbf{k}\left(k_{x}, k_{y}\right.$, $\bar{k})$ is the wave vector.

A feature that is particular to the problem considered here and which distinguishes this problem from those that were mentioned above is that, in the present case, the Maxwell equations for a semiconductor do not separate in field components into two independent polarizations, elliptically polarized waves, each involving six field components, being normal waves of the medium in this case $[4,8]$.

We will study the band spectrum of natural waves in a periodic semiconductor-dielectric structure of configuration described above. The semiconductor layer of the structure is considered in the cold-plasma approximation. In a hydrodynamic description, this layer is characterized by the dielectric-permittivity tensor of the form [10]

$$
\hat{\varepsilon}=\left|\begin{array}{ccc}
\varepsilon_{1} & i \varepsilon_{2} & 0  \tag{1}\\
-i \varepsilon_{2} & \varepsilon_{1} & 0 \\
0 & 0 & \varepsilon_{2}
\end{array}\right|
$$

where

$$
\begin{gathered}
\varepsilon_{1}=\varepsilon_{L}\left[1+\frac{\omega_{P}^{2}}{\omega_{H}^{2}-\omega^{2}}\right] ; \quad \varepsilon_{2}=\frac{\varepsilon_{L} \omega_{P}^{2} \omega_{H}}{\omega\left(\omega_{H}^{2}-\omega^{2}\right)} \\
\varepsilon_{3}=\varepsilon_{L}\left(1-\frac{\omega_{P}^{2}}{\omega^{2}}\right)
\end{gathered}
$$

$\varepsilon_{L}$ is the dielectric permittivity of the semiconductor lattice; $\omega_{P}$ and $\omega_{H}$ are, respectively, the plasma and the cyclotron frequency; and $\omega$ is the frequency of the electromagnetic field.

The boundary conditions for the problem to be addressed assume the continuity of the tangential components of the electric and the magnetic field at the layer boundaries.

## METHOD OF SOLUTION

In order to derive a dispersion equation that describes the properties of the periodic structure being considered, we will employ the transformation-matrix method [1], which makes it possible to reduce the order of the set of equations by a factor of 2 .

For composing the transformation matrix in one layer, one needs independent expressions for each field component that is transverse with respect to the mag-netic-field direction (in our case, these are $E_{x}, E_{y}, H_{x}$, and $H_{y}$ ). We note that it is these components that appear in the boundary conditions. For a gyrotropic medium, the procedure for their determination is given in [11]. It consists in introducing a scalar function $\Psi=Z(z) \psi(x, y)$ in terms of which all field components are expressed by means of simple differentiation operations. Assuming that the field components depend on the coordinate $z$ in the direction of a constant magnetic field according to a harmonic law, we represent this function in the form

$$
\begin{align*}
\Psi= & \left(A_{1} \cos k_{z 1} z+A_{2} \sin k_{z 1} z+A_{3} \cos k_{z 2} z\right. \\
& \left.+A_{4} \sin k_{z 2} z\right) \exp \left[i\left(k_{x} x+k_{y} y\right)\right] \tag{2}
\end{align*}
$$

where $k_{z 1}$ and $k_{z 2}$ are the transverse wave numbers in a semiconductor layer. An expression that determines their values is found from the dispersion equation for a cold magnetoactive plasma [10]; for the configuration considered here, this expression takes the form

$$
\begin{gather*}
k_{z 1,2}^{2}=\frac{1}{2}\left[2 \varepsilon_{1} k_{0}^{2}-\left(1+\frac{\varepsilon_{1}}{\varepsilon_{3}}\right) k_{x y}^{2}\right] \\
\pm \sqrt{\frac{1}{4}\left[2 \varepsilon_{1} k_{0}^{2}-\left(1+\frac{\varepsilon_{1}}{\varepsilon_{3}}\right) k_{x y}^{2}\right]^{2}-\varepsilon_{1}\left[\varepsilon_{V} k_{0}^{4}+\frac{k_{x y}^{4}}{\varepsilon_{3}}-\left(1+\frac{\varepsilon_{V}}{\varepsilon_{3}}\right) k_{x y}^{2} k_{0}^{2}\right]} \tag{3}
\end{gather*}
$$

where

$$
k_{0}=\frac{\omega}{c}, \quad \varepsilon_{V}=\varepsilon_{1}-\frac{\varepsilon_{2}^{2}}{\varepsilon_{1}}, \quad k_{x y}^{2}=k_{x}^{2}+k_{y}^{2}
$$

Substituting the function $\Psi$ into the corresponding expressions for the fields [11], we obtain

$$
\begin{gather*}
E_{x}=C_{1} A_{1} \cos k_{z 1} z+C_{1} A_{2} \sin k_{z 1} z \\
\quad+C_{2} A_{3} \cos k_{z 2} z+C_{2} A_{4} \sin k_{z 2} z \\
E_{y}=C_{3} A_{1} \cos k_{z 1} z+C_{3} A_{2} \sin k_{z 1} z \\
+C_{4} A_{3} \cos k_{z 2} z+C_{4} A_{4} \sin k_{z 2} z  \tag{5}\\
H_{x}=-D_{1} A_{1} \sin k_{z 1} z+D_{1} A_{2} \cos k_{z 1} z  \tag{4}\\
-D_{2} A_{3} \sin k_{z 2} z+D_{2} A_{4} \cos k_{z 2} z
\end{gather*}
$$

$$
\begin{gathered}
H_{y}=-D_{3} A_{1} \sin k_{z 1} z+D_{3} A_{2} \cos k_{z 1} z \\
-D_{4} A_{3} \sin k_{z 2} z+D_{4} A_{4} \cos k_{z 2} z
\end{gathered}
$$

The coefficients $C_{i}$ and $D_{i}$ are presented in Appendix 1, while the coefficients $A_{i}$ can be expressed in terms of the values of the fields at the point $z=0$. For the fields in a semiconductor layer, we eventually obtain the matrix relation

$$
\left(\begin{array}{l}
E_{x}(z) \\
E_{y}(z) \\
H_{x}(z) \\
H_{y}(z)
\end{array}\right)=\hat{S}\left(\begin{array}{l}
E_{x}(0) \\
E_{y}(0) \\
H_{x}(0) \\
H_{y}(0)
\end{array}\right)
$$

where $\hat{S}$ is a $4 \times 4$ square matrix that relates the fields at an arbitrary point $z$ of the layer to the fields at $z=0$. The elements of the matrix $\hat{S}$ are given in Appendix 1.

For a semiconductor, the transformation matrix $\hat{S}^{-1}$ relating the fields at the beginning of a layer to those at its end can be obtained by inverting the matrix $\hat{S}$ at $z=$ $d_{1}$, where $d_{1}$ is the thickness of a semiconductor layer in the structure being considered.

Similar manipulations must also be performed for a dielectric layer upon preliminarily obtaining, from Maxwell equations, independent expressions for the field components. The wave number $k_{z}$ characterizing the transverse distribution of the field in a medium of dielectric permittivity $\varepsilon$ can be obtained from (3) upon making the substitutions $\varepsilon_{1}=\varepsilon_{3}=\varepsilon_{V}=\varepsilon$ and $\varepsilon_{2}=0$. This yields

$$
\begin{equation*}
k_{z}^{2}=\varepsilon k_{0}^{2}-k_{x y}^{2} . \tag{6}
\end{equation*}
$$

For the field components at an arbitrary point $z$ of a dielectric layer that are expressed in terms of the field at the beginning of this layer, we have

$$
\begin{gather*}
E_{x}(z)=F_{1} E_{x}(0)+\frac{F_{2}}{\varepsilon} H_{x}(0)-\frac{F_{3}}{\varepsilon} H_{y}(0), \\
E_{y}(z)=F_{1} E_{y}(0)+\frac{F_{4}}{\varepsilon} H_{x}(0)-\frac{F_{2}}{\varepsilon} H_{y}(0),  \tag{7}\\
H_{x}(z)=-F_{2} E_{x}(0)+F_{3} E_{y}(0)+F_{1} H_{x}(0), \\
H_{y}(z)=-F_{4} E_{x}(0)+F_{2} E_{y}(0)+F_{1} H_{y}(0),
\end{gather*}
$$

where the coefficients $F_{i}$ are given in Appendix 2.
We can see that the matrix expression for the fields in a dielectric material has the same form as relation (5), but the matrix $\hat{S}$ is replaced there by the matrix $\hat{D}$, whose explicit form is given in Appendix 2. For a dielectric layer, the transformation matrix $\hat{D}^{-1}$ is obtained by inverting the matrix $\hat{D}$ at $z=d_{2}$.

Following [1] and using the condition that the fields are continuous at the boundaries of the layers, we find that the transformation matrix for one period of the structure is equal to the product of the transformation matrices for the respective superconductor and dielectric layers, $\hat{P}=\hat{S}^{-1} \hat{D}^{-1}$. This matrix relates the values of the fields at the beginning of one period of the structure to their values at its end. We note that the matrices $\hat{S}^{-1}, \hat{D}^{-1}$, and $\hat{P}$ are unimodular [12].

The condition of periodicity of the structure now makes it possible to express the fields at $z=0$ in terms of the elements of the transformation matrix $\hat{P}$ for one period and the phase factor $\exp (-i \bar{k} d)$, by which, according to the Floquet (Bloch) theorem, the fields at
the boundary of the period at $z=0$ and $z=d_{1}+d_{2}=d$, $d$ being the period of the structure, may differ. Specifically, we have

$$
\left(\begin{array}{l}
E_{x}(0)  \tag{8}\\
E_{y}(0) \\
H_{x}(0) \\
H_{y}(0)
\end{array}\right)=\hat{P}\left(\begin{array}{l}
E_{x}(d) \\
E_{y}(d) \\
H_{x}(d) \\
H_{y}(d)
\end{array}\right)=\hat{P} e^{-i \bar{k} d}\left(\begin{array}{l}
E_{x}(0) \\
E_{y}(0) \\
H_{x}(0) \\
H_{y}(0)
\end{array}\right),
$$

where $\bar{k}$ is the so-called Bloch wave number-that is, the new (instead of $k_{z 1}, k_{z 2}, k_{z}$ ) period-averaged wave number of the periodic structure.

Relations (8) can be represented in the form of a set of linear homogeneous equations, and this set of equations has nontrivial solutions if and only if its determinant vanishes; that is,

$$
\begin{equation*}
\operatorname{det}\left(\hat{P}-e^{i \bar{k} d} \hat{E}\right)=0 \tag{9}
\end{equation*}
$$

where $\hat{E}$ is the identity matrix.
By explicitly evaluating the determinant in (9), we obtain the dispersion equation that relates $\omega, \bar{k}, k_{x}$, and $k_{y}$.

## INVESTIGATION OF THE DISPERSION EQUATION

We note that the dispersion equation derived from (9) is an equation of fourth degree with respect to the quantity $\xi=\exp (i \bar{k} d)$; that is,

$$
\begin{equation*}
\xi^{4}+B_{3} \xi^{3}+B_{2} \xi^{2}+B_{1} \xi+B_{0}=0 \tag{10}
\end{equation*}
$$

where the coefficients $B_{0}, B_{1}, B_{2}$, and $B_{3}$ are expressed in terms of various combinations of the elements of the matrix $\hat{P}$, the free term of the dispersion equation being equal to the determinant of the matrix $\hat{P}$; that is, $\operatorname{det} \hat{P}=1$. Thus, Eq. (10) reduces to the form

$$
\begin{equation*}
\xi^{4}+B_{3} \xi^{3}+B_{2} \xi^{2}+B_{1} \xi+1=0 \tag{11}
\end{equation*}
$$

The explicit expressions for the coefficients $B_{0}, B_{1}$, $B_{2}$, and $B_{3}$ are given in Appendix 3.

In a dispersion equation of this type, the left-hand side can be recast into the form of the product of two polynomials of second degree:

$$
\begin{equation*}
\left(\xi^{2}+a_{1} \xi+1\right)\left(\xi^{2}+a_{2} \xi+1\right)=0 \tag{12}
\end{equation*}
$$

This becomes possible under the condition that $B_{1}=$ $B_{3}$. It can be demonstrated numerically that this condition is satisfied for the configuration considered here.

It should be noted that the transition from Eq. (10) to the form (12) is a result of a numerical analysis; therefore, this result is not general. However, physics considerations suggest that, in a periodic structure, the
physical properties of the layers that constitute it must also be reflected. It follows that, if the transverse wave numbers can be found explicitly (for example, in a gyrotropic medium), it is natural to assume that, owing to the symmetry of the problem, the Bloch wave numbers will be determined by quadratic (or biquadratic) equations.

The coefficients in Eqs. (11) and (12) are related by the equations $B_{1}=a_{1}+a_{2}$ and $B_{2}=2+a_{1} a_{2}$, whence it follows that

$$
\begin{equation*}
a_{1,2}=\frac{B_{1}}{2} \pm \sqrt{\left(\frac{B_{1}}{2}\right)^{2}+2-B_{2}} \tag{13}
\end{equation*}
$$

Thus, the dispersion equation (12) has two solutions; physically, this means that there are two independent spectra of natural waves in the structure considered here, each being characterized by an individual dispersion equation and an individual Bloch wave number. These equations are obtained from Eq. (12) upon substituting (13) into it and replacing $\xi$ with $\exp \left(i \bar{k}_{1,2} d\right)$. As a result, we arrive at

$$
\begin{align*}
& \cos \bar{k}_{1} d=-\frac{a_{1}}{2}  \tag{14}\\
& \cos \bar{k}_{2} d=-\frac{a_{2}}{2} \tag{15}
\end{align*}
$$

They describe two band spectra of natural waves in the structure, the transmission bands in these spectra being specified by the conditions $\left|a_{1}\right| \leq 2$ and $\left|a_{2}\right| \leq 2$, where $a_{1}$ and $a_{2}$ are real-valued numbers. The respective values of $\bar{k}_{1,2}$ are real. In all other cases, there is no transmission, and $\bar{k}_{1,2}$ are complex-valued numbers [13]. Since Eqs. (14) and (15) are independent of each other, the transmission bands of these spectra may overlap or may be superimposed. We note that the independence of the dispersion equations for the Bloch wave numbers $\bar{k}_{1}$ and $\bar{k}_{2}$ is due to the disregard of dissipation processes in the problem under study.

## BAND STRUCTURE OF THE SPECTRUM

The results obtained by numerically solving the problem being considered are represented in the form of two independent band spectra of natural waves in a periodic structure at a fixed induction of the applied magnetic field. For our calculations, we took an $n$ - InSb semiconductor layer characterized by an electron concentration of $3 \times 10^{14} \mathrm{~cm}^{-3}$ and by the values of $\varepsilon_{L}=$ 17.8 and $d_{1}=0.01 \mathrm{~cm}$ and a dielectric layer characterized by the values of $\varepsilon_{2}=2.0$ and $d_{2}=0.03 \mathrm{~cm}$.

Preliminarily, we would like to note the following:

1. In order to obtain deeper insight into the process of formation of the band spectrum of the structure, it is necessary to take into account the frequency depen-


Fig. 2. Frequency dependence of the elements of the tensor $\hat{\varepsilon}$ and of the Voigt dielectric permittivity $\varepsilon_{V}$ for a semiconductor layer of the periodic structure under consideration.
dence of the elements of the tensor $\hat{\varepsilon}$ and of the Voigt dielectric permittivity $\varepsilon^{k}$. For the magnetic-field-induction value of $B_{0}=0.05 \mathrm{~T}$, such dependences are displayed in Fig. 2, where one can single out some characteristic regions. These are regions to the left and to the right of the cyclotron-resonance frequency, at which the dielectric-permittivity-tensor components $\varepsilon_{1}$ and $\varepsilon_{2}$ diverge, changing sign. Moreover, there is a characteristic point at the plasma frequency, where $\varepsilon_{3}=0$; in addition, the Voigt dielectric permittivity $\varepsilon_{V}$ goes to infinity at the hybrid-cyclotron-resonance frequency $\omega_{h}=\sqrt{\omega_{H}^{2}+\omega_{P}^{2}}$. In these regions, there must arise singularities in the band structure of the spectrum as well.
2. Expressions (3) and (6) for $k_{z 1,2}^{2}$ and $k_{z}^{2}$, respectively, depend on the wave-vector components $k_{x}$ and $k_{y}$ only through the combination $k_{x y}^{2}=k_{x}^{2}+k_{y}^{2}$. Therefore, one can assume that the spectrum will also be determined by the quantity $k_{x y}$ exclusively. Indeed, numerical calculations reveal that, under the condition $k_{x y}=$ const, identical values of $\omega=f\left(k_{x}, k_{y}\right)$ are obtained for different values of the ratio $k_{y} / k_{x}$. From the physical point of view, this means that the rotation of the plane spanned by the $z$ axis and the vector $\mathbf{k}_{\mathrm{xy}}$-this is the plane in which the propagation of waves occurs along the $z$ axis (see Fig. 1)-does not change the pattern of the spectrum. It follows that the use of the quantity $k_{x y}$ (more precisely, $k_{x y} d$ ) for a variable parameter is quite reasonable.
3. In the periodic structure being considered, four partial waves-those that have the transverse wave numbers $k_{z 1}$ and $k_{z 2}$ in a semiconductor layer and those
that have identical transverse wave numbers $k_{z}$ but different (orthogonal) polarizations in a dielectric layerare involved in the process of formation of the band spectrum of natural waves. We note that, as follows from expressions (3) and (6), $k_{z 1}$ and $k_{z 2}$ may be realvalued, pure imaginary, or complex-valued quantities, while $k_{z}$ may be a real-valued or pure imaginary quantity. Various combinations of these possibilities for these three transverse wave numbers determine the possible existence of one type of natural wave in a given section of the band spectrum or another, as well as the distribution of electric and magnetic fields in the layers of the structure. In analyzing the band spectra, it is therefore of importance to know positions of the boundaries between regions where the transverse wave numbers are of different complex character. By using Eq. (3), we can show that, in a semiconductor layer, the boundary between real and pure imaginary values of $k_{z 1,2}$ are determined by the relations

$$
\begin{equation*}
k_{x y}=k_{0} \sqrt{\varepsilon_{3}} \tag{16}
\end{equation*}
$$

(for frequencies above $\omega_{P}$ ) and

$$
\begin{equation*}
k_{x y}=k_{0} \sqrt{\varepsilon_{V}} \tag{17}
\end{equation*}
$$

The boundaries between complex and real or pure imaginary values of $k_{z 1,2}$ are specified by the relations

$$
\begin{equation*}
k_{x y}=\frac{k_{0}}{\omega_{H}} \sqrt{2 \varepsilon_{L}\left(\omega^{2}-\omega_{P}^{2}\right)\left[1 \pm \sqrt{1-\left(\frac{\omega_{H}}{\omega}\right)^{2}}\right]} \tag{18}
\end{equation*}
$$

They occur in the region of frequencies for which $\omega>\omega_{P}, \omega_{H}$. For $\omega \gg \omega_{H}$, relation (18) for one of the


Fig. 3. Regions where the transverse wave numbers $k_{z 1}$ and $k_{z 2}$ in the semiconductor layers of the structure are of different complex character ( $C^{*}$ stands for complex conjugate quantities).
transverse wave numbers (with a minus sign in front of the square root) reduces to (16).

For the structure under study, the boundaries between the regions where $k_{z}$ is of different complex character are shown in Fig. 3 at $B_{0}=0.05$ T. For a semiconductor, these regions are bounded by the displayed curves and the dashed lines corresponding to the frequencies $\omega_{P}, \omega_{S P}$, and $\omega_{H}$. For a dielectric layer, the light-propagation line $k_{x y} c / \omega=\varepsilon^{1 / 2}$ appears as the respective boundary, with $k_{z}$ values being real to the left of it and pure imaginary to the right.

The total spectrum of our periodic structure is shown in Fig. 4a according to calculations at the mag-netic-field-induction value of $B_{0}=0.05 \mathrm{~T}$ and $k_{y} / k_{x}=2$. This spectrum was obtained by taking the sum of two independent spectra corresponding to the Bloch wave numbers $\bar{k}_{1}$ and $\bar{k}_{2}$ that are determined by the dispersion equations (14) and (15) and which are shown in Figs. $4 b$ and $4 c$. The spectrum consists of alternating transmission and nontransmission bands whose width is a function of $k_{x y} d$. In the structure of the spectrum, there are several specific regions characterized by the corresponding types of natural waves in our periodic structure. We will now consider some of them.

Region of collective surface waves. It includes two transmission bands occurring in the region of frequencies below the plasma frequency and also existing in the absence of a magnetic field. This property of a periodic medium - that is, the property of being transparent to electromagnetic waves at frequencies where the semiconductor layers entering into its composition are not transparent-was indicated in [1]. Such waves can be classified as unusual waves. A feature that is peculiar to the present case and which distinguishes it from the case considered in [1] is that, now, four partial waves (rather than two) determining the topology of the spectrum (in this region inclusive) are involved in the formation of the bands. This leads both to a change in the shapes of transmission bands and to a change in the character of the field distributions over the layers.

At large $k_{x y} d$, the width of these transmission bands decreases; they approach a horizontal asymptote corresponding to the surface-plasmon frequency $\omega_{S P}=$ $\sqrt{\varepsilon_{L} \omega_{P}^{2} /\left(\varepsilon_{L}+\varepsilon_{2}\right)}$. In this region of frequencies, the transverse wave numbers are pure imaginary (see Fig. 3) and correspond to partial waves whose fields decrease from the boundaries of each layer according to an exponential law. We also note that, at the uppermost boundary of this transmission band, there exists a segment of negative group velocity. The shape of the transmission bands depends on the induction of the applied magnetic field.

Region of waveguide plasma waves. It is represented by a narrow transmission band having an asymptote at the plasma frequency. This region does not exist in the absence of a magnetic field. For partial waves in
a semiconductor layer, the transverse wave numbers are real-valued (see Fig. 3); that is, these are waves of the waveguide type in each layer. In a dielectric layer, the wave numbers are pure imaginary, while the fields are of a superficial character; that is, their amplitudes decrease from the boundaries of dielectric layers according to an exponential law.

Region of cyclotron waves. The region consists of a number of bands lying below the cyclotron frequency; the bandwidth decreases as one approaches the cyclotron frequency, tending to zero in the limit. This is because, in the vicinity of this frequency, the wave numbers $k_{z 1}$ and $k_{z 2}$ can take indefinitely large values in view of the divergence of the components of the tensor $\hat{\varepsilon}$. Since trigonometric functions of the arguments $k_{z 1} d_{1}$ and $k_{z 2} d_{1}$ appear in the dispersion equation, this leads to the emergence of an infinite number of transmission and nontransmission bands. In [6], a similar effect was found in the case of a "transverse" propagation of waves at frequencies below the hybrid-resonance frequency. It goes without saying that such a fragmentation of bands is possible only if dissipative processes are disregarded. In the presence of dissipation, the width of transmission and nontransmission bands on the frequency axis cannot be less than the dissipation frequency.

In the frequency region $\omega \leq \omega_{H}$ being considered, the expressions for the transverse wave numbers in the layers under the condition $k_{x y} \gg k_{0}$ assume the form

$$
\begin{align*}
& k_{z 1} \approx \pm \sqrt{\left|\frac{\varepsilon_{1}}{\varepsilon_{3}}\right|} k_{x y},  \tag{19}\\
& k_{z 2} \approx k_{z} \approx \pm i k_{x y} . \tag{20}
\end{align*}
$$

Here, we have taken into account the frequency dependence in the components of the tensor $\hat{\varepsilon}$ of the semiconductor dielectric permittivity (see Fig. 2). From the above relations, it follows that, in the approximation used here, one partial wave in a semiconductor layer, that of wave number $k_{z 1}$, has a waveguide character, while the other, that of wave number $k_{z 2}$, has a surface character. This situation, in which volume waves must be "admixed" to surface waves in order to satisfy the boundary conditions, was classified in [14] as that in which there emerge pseudosurface modes.

In the upper part of the band spectrum, the transverse wave number in the dielectric material to the left of the light-propagation line is real-valued; in the same region, one transverse wave number is real-valued, while the other is pure imaginary (see Fig. 3), that is, this is also the region of pseudosurface modes. Here, there exist a few broad transmission bands corresponding to Bloch wave numbers $\bar{k}_{1,2}$. As can be seen from


Fig. 4. Band spectra of a periodic structure: (a) total spectrum, (b) spectrum for the Bloch wave number $\bar{k}_{1}$, and (c) spectrum for the Bloch wave number $\bar{k}_{2}$.

Fig. 4, these bands partly overlap, forming a transmission band common to $\bar{k}_{1}$ and $\bar{k}_{2}$.

## CONCLUSION

The band spectrum of a periodic layered semiconductor structure placed in a magnetic field aligned with the periodicity axis has been calculated for the case of wave propagation at some angle with respect to the magnetic field. A method for deriving the dispersion equation is given. It has been shown numerically that, for the periodic-structure configuration being considered, the left-hand side of the dispersion equation can be represented as the product of two polynomials of second degree, and an analysis of the properties of such an equation has been performed.

It has been established that, in this structure, there are two independent spectra of natural waves in the absence of dissipation. It has been shown that the band spectrum consists of collective plasma waves and numerous bands of cyclotron waves.

The regions of the existence of natural waves of this spectrum have been classified. It has been found that the transmission bands of the two independent spectra of the periodic structure in question can be superimposed and supplement one another.

APPENDIX 1
The coefficients $C_{i}$ and $D_{i}$ in expressions (4) for the field components in a semiconductor are given by

$$
\begin{gathered}
C_{1,2}=\left\{i k_{y}\left[\varepsilon_{1}\left(k_{0}^{2}-\frac{k_{x y}^{2}}{\varepsilon_{3}}\right)-k_{z 1, z 2}^{2}\right]\right. \\
\left.-\varepsilon_{2} k_{x}\left(k_{0}^{2}-\frac{k_{x y}^{2}}{\varepsilon_{3}}\right)\right\} e^{i\left(k_{x} x+k_{y} y\right)}, \\
C_{3,4}=\left\{-i k_{x}\left[\varepsilon_{1}\left(k_{0}^{2}-\frac{k_{x y}^{2}}{\varepsilon_{3}}\right)-k_{z 1, z 2}^{2}\right]\right. \\
\left.-\varepsilon_{2} k_{y}\left(k_{0}^{2}-\frac{k_{x y}^{2}}{\varepsilon_{3}}\right)\right\} e^{i\left(k_{x} x+k_{y} y\right)}, \\
=D_{1,2} \\
=k_{z 1, z 2}\left\{\frac{k_{y}}{k_{0}}\left[\varepsilon_{1}\left(k_{0}^{2}-\frac{k_{x y}^{2}}{\varepsilon_{3}}\right)-k_{z 1, z 2}^{2}\right]-i \varepsilon_{2} k_{0} k_{y}\right\} e^{i\left(k_{x} x+k_{y} y\right)}, \\
=k_{z 1, z 2}\left\{\frac{k_{y}}{k_{0}}\left[\varepsilon_{1}\left(k_{0}^{2}-\frac{k_{x y}^{2}}{\varepsilon_{3}}\right)-k_{z 1, z 2}^{2}\right]+i \varepsilon_{2} k_{0} k_{x}\right\} e^{i\left(k_{x} x+k_{y} y\right)}
\end{gathered}
$$

For the elements of the matrix $\hat{S}$ for a semiconduc-
tor, we have

$$
\begin{gathered}
S_{11}=C_{5}\left(C_{1} C_{4} \cos \alpha-C_{2} C_{3} \cos \beta\right) \\
\quad S_{21}=C_{3} C_{4} C_{5}(\cos \alpha-\cos \beta) \\
\quad S_{12}=-C_{1} C_{2} C_{5}(\cos \alpha-\cos \beta) \\
S_{22}=-C_{5}\left(C_{2} C_{3} \cos \alpha-C_{1} C_{4} \cos \beta\right) \\
S_{13}=D_{5}\left(C_{1} D_{4} \sin \alpha-C_{2} D_{3} \sin \beta\right) \\
S_{23}=D_{5}\left(C_{3} D_{4} \sin \alpha-C_{4} D_{3} \sin \beta\right) \\
S_{14}=-D_{5}\left(C_{1} D_{2} \sin \alpha-C_{2} D_{1} \sin \beta\right) \\
S_{24}=-D_{5}\left(C_{3} D_{2} \sin \alpha-C_{4} D_{1} \sin \beta\right) \\
S_{31}=-C_{5}\left(D_{1} C_{4} \sin \alpha-D_{2} C_{3} \sin \beta\right) \\
S_{41}=-C_{5}\left(D_{3} C_{4} \sin \alpha-D_{4} C_{3} \sin \beta\right) \\
S_{32}=C_{5}\left(D_{1} C_{2} \sin \alpha-D_{2} C_{1} \sin \beta\right) \\
S_{42}=C_{5}\left(D_{3} C_{2} \sin \alpha-D_{4} C_{1} \sin \beta\right) \\
S_{33}=D_{5}\left(D_{1} C_{4} \cos \alpha-D_{2} D_{3} \cos \beta\right) \\
S_{43}=D_{3} D_{4} D_{5}(\cos \alpha-\cos \beta) \\
S_{34}=-D_{1} D_{2} D_{5}(\cos \alpha-\cos \beta) \\
S_{44}=-D_{5}\left(D_{2} D_{3} \cos \alpha-D_{1} D_{4}\right)
\end{gathered}
$$

where $\alpha=k_{1} z, \beta=k_{z 2} z, C_{5}=\left(C_{1} C_{4}-C_{2} C_{3}\right)^{-1}$, and $D_{5}=$ $\left(D_{1} D_{4}-D_{2} D_{3}\right)^{-1}$.

APPENDIX 2
The coefficients $F_{i}$ in expressions (7) for the field components in a dielectric material are given by

$$
\begin{gathered}
F_{1}=\cos k_{z} z, \quad F_{2}=i \frac{k_{x} k_{y}}{k_{0} k_{z}} \sin k_{z} z \\
F_{3}=i \frac{\left(k_{x} k_{y}\right)^{2}+\varepsilon\left(k_{0} k_{z}\right)^{2}}{k_{0} k_{z}\left(k_{y}^{2}-\varepsilon k_{0}^{2}\right)} \sin k_{z} z \\
F_{4}=i \frac{k_{y}^{2}-\varepsilon k_{0}^{2}}{k_{0} k_{z}} \sin k_{z} z
\end{gathered}
$$

The matrix $\hat{D}$ for a dielectric material has the form

$$
\hat{D}=\left(\begin{array}{cccc}
F_{1} & 0 & F_{2} / \varepsilon-F_{3} / \varepsilon \\
0 & F_{1} & F_{4} / \varepsilon-F_{2} / \varepsilon \\
-F_{2} & F_{3} & F_{1} & 0 \\
-F_{4} & F_{2} & 0 & F_{1}
\end{array}\right)
$$
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APPENDIX 3
The coefficients in the dispersion equation that are expressed in terms of the transformation matrix $\hat{P}$ for one period of the structure are given by

$$
\begin{gathered}
B_{1}=-\sum_{i=1}^{2} \sum_{j=i+1}^{3} \sum_{k=j+1}^{4}\left(p_{i i} p_{j j} p_{k k}+p_{i j} p_{j k} p_{k i}\right. \\
\left.+p_{i k} p_{j i} p_{k j}-p_{i i} p_{j k} p_{k j}-p_{j j} p_{k i} p_{i k}-p_{k k} p_{i j} p_{j i}\right) \\
B_{2}=\sum_{i=1}^{3} \sum_{j=i+1}^{4}\left(p_{i i} p_{j j}-p_{i j} p_{j i}\right) \\
B_{3}=-\sum_{i=1}^{4} p_{i i}
\end{gathered}
$$
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#### Abstract

A dispersion equation is derived for nonaxisymmetric capillary vibrations of a spatially charged jet of a viscous dielectric liquid. It is shown that the critical conditions with respect to the instability of nonaxisymmetric jet modes are less stringent than those for axisymmetric modes, this effect being more pronounced for liquids characterized by lower values of the dielectric permittivity. © 2003 MAIK "Nauka/Interperiodica".


1. Investigation of capillary vibrations in charged jets of an electrically conducting or a dielectric liquid and of its stability and conditions of its disintegration into drops is of interest in connection with numerous application of these phenomena in various fields of technical physics and technology (see [1,2] and references therein). In view of the aforesaid, the physical object in question has been repeatedly studied experimentally and theoretically, both within a linear and within a nonlinear formulation of the problem [1-12]. Despite this, some questions concerning the stability of jets have yet to be clarified conclusively. In particular, this is so for an analysis of stability of nonaxisymmetric vibrational modes and is due to the fact that the majority of the previous investigations were aimed, in order to meet requirements of practice, at obtaining fluxes of monodispersed drops [2]. Nonetheless, one has to consider the disintegration of nonaxisymmetric jets into drops in exploring the spontaneous fragmentation of jets ejected from the vertices of freely falling drops [13] and from meniscuses of liquids at the end faces of capillaries $[14,15]$ and in dealing with the instabilities of jets with respect to their surface charge. General regularities of the loss of stability were analyzed in [12] for nonaxisymmetric modes of superficially charged jets formed by ideally conducting liquids, and it was found there that the critical conditions for the realization of the instability of nonaxisymmetric modes are less stringent than those for axisymmetric modes, this effect becoming more pronounced with increasing viscosity. In this connection, it is of interest to examine stability of nonaxisymmetric modes for another limiting case, that of spatially charged jets of ideally conducting liquids. This situation is of importance in connection with creating electrically controlled jets of charged liquidhydrogen drops for laser-induced thermonuclear fusion [16], accelerators of macroscopic particles [17, 18], and neutrino detectors [19].
2. Suppose that we have an infinite cylindrical jet formed by a viscous incompressible liquid of mass density $\rho$, kinematic viscosity v , dielectric permittivity $\varepsilon$, and the coefficient of surface tension $\sigma$ and that the jet, which has a radius $R$, moves at a constant velocity $\mathbf{U}_{0}$ along the symmetry axis. Within the frozen-charge model, we assume that the charge is distributed uniformly and denote its density by $\mu$. Since we consider an infinite jet, we go over, in order to simplify the problem, to inertial reference frame comoving with the jet. It is obvious that, in this reference frame, the velocity field $\mathbf{U}(\mathbf{r}, t)$ for the flow of the liquid in the jet is completely determined by possible capillary vibrations (of thermal origin, for example) of the jet surface and is of the same order of smallness as the amplitude of vibrations. We will seek critical conditions for the realization of the instability of capillary vibrations of the drop surface.

All the ensuing calculations will be performed in the system of cylindrical coordinates with the $z$ axis aligned with the jet symmetry axis, the respective unit vector $\mathbf{n}_{z}$ being directed along the velocity vector $\mathbf{U}_{0}$. We represent the equation of the jet surface perturbed by a capillary wave motion in the form

$$
r=R+\xi(z, \phi, t), \quad|\xi| \ll R .
$$

The mathematical formulation of the problem of calculating capillary vibrations of a jet includes the equations of fluid dynamics and electrostatics (under the assumption that the velocity of the motion of the liquid in the jet is much less than relativistic velocities),

$$
\begin{gathered}
\frac{d \mathbf{U}}{d t}=-\frac{1}{\rho} \nabla P+\nu \Delta \mathbf{U} ; \quad \nabla \cdot \mathbf{U}=0 \\
\Delta \Phi^{\mathrm{in}}=-4 \pi \frac{\mu}{\varepsilon} ; \quad \Delta \Phi^{\mathrm{ex}}=0
\end{gathered}
$$

the conditions of boundedness,

$$
\begin{gathered}
r \longrightarrow 0: \Phi^{\text {in }} \longrightarrow \text { const; }|\mathbf{U}|=\text { const }<\infty \\
r \longrightarrow \infty: \nabla \Phi^{\mathrm{ex}} \longrightarrow 0
\end{gathered}
$$

and the boundary conditions at the free jet surface

$$
\begin{gathered}
r=R+\xi: \Phi^{\mathrm{in}}=\Phi^{\mathrm{ex}}, \quad \varepsilon \frac{\partial \Phi^{\mathrm{in}}}{\partial n}=\frac{\partial \Phi^{\mathrm{ex}}}{\partial n} \\
-\frac{\partial \xi}{\partial t}+\mathbf{U} \cdot \nabla[r-(R+\xi(z, \phi, t))]=0 \\
\frac{\partial U_{z}}{\partial r}+\frac{\partial U_{r}}{\partial z}=0 \\
\frac{\partial U_{\phi}}{\partial r}+\frac{1}{r} \frac{\partial U_{r}}{\partial \phi}-\frac{1}{r} U_{\phi}=0 \\
-P(\mathbf{r}, t)-P_{0}+2 v \frac{\partial U_{r}}{\partial r}-P_{e}+P_{\sigma}=0
\end{gathered}
$$

Here, $U_{r}, U_{\phi}$, and $U_{z}$ are the components of the velocity field in the system of cylindrical coordinates; $P(\mathbf{r}, t)$ is a hydrodynamic pressure; $P_{0}$ is atmospheric pressure; $P_{e}$ is the electric-field pressure (see Appendix); $P_{\sigma}$ is the pressure of the surface-tension forces ( $P_{\sigma}=\sigma \operatorname{div} \mathbf{n}$ ); $\mathbf{n}$ is a unit vector orthogonal to the jet surface; and $\Phi^{\text {in }}$ and $\Phi^{\mathrm{ex}}$ are the electrostatic potentials within and beyond the jet, respectively.

The solution to the above problem will be sought in the form of an expansion in the small parameter $|\xi| / R$.

In the zeroth approximation, we obtain an immobile column of a liquid and the well-known expression for the electric field pressure at the surface of a uniformly charged infinite cylinder with a fixed radius.
3. Going over to a system of dimensional variables where $R=1, \rho=1$, and $\sigma=1$ and preserving the former notation for all physical quantities, we write the problem under consideration in the linear approximation in $|\xi|$ as

$$
\begin{gather*}
r=1+\xi(\phi, z, t) ; \quad|\xi| \ll 1  \tag{1}\\
\frac{\partial \mathbf{U}}{\partial t}=-\nabla P+v \Delta \mathbf{U}  \tag{2}\\
\nabla \mathbf{U}=0  \tag{3}\\
\Delta \varphi^{\mathrm{in}}=0 ; \quad \Delta \varphi^{\mathrm{ex}}=0  \tag{4}\\
r \longrightarrow 0: \varphi^{\mathrm{in}} \longrightarrow 0, \quad|\mathbf{U}|<\infty  \tag{5}\\
r \longrightarrow \infty: \varphi^{\mathrm{ex}} \longrightarrow 0  \tag{6}\\
r=1: \varphi^{\mathrm{in}}+\frac{\partial \Phi_{0}^{\mathrm{in}}}{\partial r} \xi=\varphi^{\mathrm{ex}}+\frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial r} \xi \tag{7}
\end{gather*}
$$

$$
\begin{gather*}
\varepsilon\left(\frac{\partial \varphi^{\mathrm{in}}}{\partial r}+\frac{\partial^{2} \Phi_{0}^{\mathrm{in}}}{\partial r^{2}} \xi\right)=\frac{\partial \varphi^{\mathrm{ex}}}{\partial r}+\frac{\partial^{2} \Phi_{0}^{\mathrm{ex}}}{\partial r^{2}} \xi  \tag{8}\\
-\frac{\partial \xi}{\partial t}+U_{r}=0  \tag{9}\\
\frac{\partial U_{\phi}}{\partial r}+\frac{\partial U_{r}}{\partial \phi}-U_{\phi}=0  \tag{10}\\
\frac{\partial U_{z}}{\partial r}+\frac{\partial U_{r}}{\partial z}=0  \tag{11}\\
-p+2 v \frac{\partial U_{r}}{\partial r}-p_{e}+p_{\sigma}=0 \tag{12}
\end{gather*}
$$

In Eqs. (1)-(12), $\varphi^{\mathrm{in}}, \varphi^{\mathrm{ex}}, p, p_{e}$, and $p_{\sigma}$ are corrections to, respectively, the electric potential within the liquid, the electric potential beyond the liquid, the hydrodynamic pressure, the pressure of electric forces, and the pressure of surface-tension forces from capillary vibrations of the jet surface.

Expanding the Laplace pressure and the electricfield pressure at the jet surface in the small quantity $|\xi|$, we can easily obtain expressions of the first order of smallness for the quantities $p_{e}$ and $p_{\sigma}$. Specifically, they are given by (see Appendix; see also [12])

$$
\begin{gather*}
p_{\sigma}=-\left(\xi+\frac{\partial^{2} \xi}{\partial \phi^{2}}+\frac{\partial^{2} \xi}{\partial z^{2}}\right)  \tag{13}\\
p_{e}=2 \pi \mu^{2}\left(1-\frac{\varepsilon-1}{2 \varepsilon}\right) \xi-\mu\left(\varphi^{\mathrm{ex}}+\frac{\varepsilon-1}{2 \varepsilon} \frac{\partial \varphi^{\mathrm{ex}}}{\partial r}\right) \tag{14}
\end{gather*}
$$

4. We will solve the set of Eqs. (2) and (3) by the method of operator scalarization (for details, see [20]; see also [12]), expanding the velocity field $\mathbf{U}(\mathbf{r}, t)$ in the sum of three orthogonal vector fields with the aid of differential vector operators $\mathbf{N}_{i}$,

$$
\begin{equation*}
\mathbf{U}(\mathbf{r}, t)=\sum_{i=1}^{3} \hat{\mathbf{N}}_{i} \psi_{i}(\mathbf{r}, t) \quad(i=1,2,3) \tag{15}
\end{equation*}
$$

that satisfy the orthogonality conditions

$$
\begin{equation*}
\hat{\mathbf{N}}_{j}^{+} \hat{\mathbf{N}}_{i}=0 \quad(\text { for } \quad i \neq j ; \quad i, j=1,2,3) \tag{16}
\end{equation*}
$$

and commute with the Laplace operator:

$$
\begin{equation*}
\Delta \hat{\mathbf{N}}_{i}=\hat{\mathbf{N}}_{i} \Delta \tag{17}
\end{equation*}
$$

In expressions (15) and (16), $\psi_{i}(\mathbf{r}, t)$ are unknown scalar functions and $\hat{\mathbf{N}}_{j}^{+}$are the Hermitian conjugates of $\hat{\mathbf{N}}_{j}$.

Since the equilibrium shape of the jet is axisymmetric, it is convenient to take the operators $\hat{\mathbf{N}}_{i}$ in the form

$$
\hat{\mathbf{N}}_{1}=\nabla ; \quad \hat{\mathbf{N}}_{2}=\nabla \times \mathbf{e}_{z} ; \quad \hat{\mathbf{N}}_{3}=\boldsymbol{\nabla} \times\left(\boldsymbol{\nabla} \times \mathbf{e}_{z}\right)
$$

From (15), it follows that, in the system of cylindrical coordinates, the expressions for the components of the velocity field $\mathbf{U}(\mathbf{r}, t)$ in terms of the scalar function $\psi_{i}(\mathbf{r}, t)$ are given by

$$
\begin{gather*}
U_{r}=\frac{\partial \psi_{1}}{\partial r}+\frac{1}{r} \frac{\partial \psi_{2}}{\partial \phi}+\frac{\partial^{2} \psi_{3}}{\partial z \partial r} \\
U_{\phi}=\frac{1}{r} \frac{\partial \psi_{1}}{\partial \phi}-\frac{\partial \psi_{2}}{\partial r}+\frac{1}{r} \frac{\partial^{2} \psi_{3}}{\partial z \partial \phi}  \tag{18}\\
U_{z}=\frac{\partial \psi_{1}}{\partial z}\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \psi_{3}}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} \psi_{3}}{\partial \phi^{2}}\right] .
\end{gather*}
$$

Substituting expressions (15) and (18) into the set of Eqs. (2) and (3) and using the operator properties (16) and (17), we obtain the set of scalar equations

$$
\begin{gather*}
\Delta \psi_{1}=0 ; \quad \Delta \psi_{i}-\frac{1}{v} \frac{\partial \psi_{i}}{\partial t}=0(i=2,3)  \tag{19}\\
p=-\frac{\partial \psi_{1}}{\partial t} . \tag{20}
\end{gather*}
$$

With the aid of relations (13), (14), (18), and (20), we transform the boundary conditions (9)-(12) into the following boundary conditions for the unknown functions $\psi_{i}$ and $\varepsilon$ :

$$
\begin{align*}
& r=1: \frac{\partial \xi}{\partial t}-\left[\frac{\partial \psi_{1}}{\partial r}+\frac{1}{r} \frac{\partial \psi_{2}}{\partial \phi}+\frac{\partial^{2} \psi_{3}}{\partial z \partial r}\right]=0 \\
& 2 \frac{\partial}{\partial \phi}\left\{\frac{\partial \psi_{1}}{\partial r}-\psi_{1}\right\}-\left\{\frac{\partial^{2} \psi_{2}}{\partial r^{2}}-\frac{\partial \psi_{2}}{\partial r}-\frac{\partial^{2} \psi_{2}}{\partial \phi^{2}}\right\} \\
& +2 \frac{\partial^{2}}{\partial z \partial \phi}\left\{\frac{\partial \psi_{3}}{\partial r}-\psi_{3}\right\}=0 ; \\
& \begin{aligned}
& \frac{\partial}{\partial r}\left\{\frac{\partial \psi_{1}}{\partial z}-\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \psi_{3}}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} \psi_{3}}{\partial \phi^{2}}\right]\right\} \\
& \frac{\partial \psi_{1}}{\partial t}\left\{\frac{\partial \psi_{1}}{\partial r}+\frac{1}{r} \frac{\partial \psi_{2}}{\partial \phi}+\frac{\partial^{2} \psi_{3}}{\partial z \partial r}\right\}=0 ; \\
&\left.-2 \pi \mu^{2}\left(1-\frac{\varepsilon-1}{2 \varepsilon}\right) \xi+\frac{1}{r} \frac{\partial \psi_{2}}{\partial \phi}+\frac{\partial^{2} \psi_{3}}{\partial z \partial r}\right\} \\
& \quad\left(\varphi^{\mathrm{ex}}+\frac{\varepsilon-1}{2 \varepsilon} \frac{\partial \varphi^{\mathrm{ex}}}{\partial r}\right) \\
&\left(\frac{\partial^{2} \xi}{\partial \phi^{2}}+\frac{\partial^{2} \xi}{\partial z^{2}}\right)=0 .
\end{aligned} \tag{21}
\end{align*}
$$

Since the functions $\xi, \varphi^{\mathrm{ex}}, \varphi^{\text {in }}$, and $\psi_{i}$ describe small deviations from the equilibrium state, we assume, in order to analyze its stability, that the time dependence of all small quantities has the exponential form

$$
\xi, \varphi^{\mathrm{ex}}, \varphi^{\mathrm{in}}, \psi_{i} \sim \exp (s t)
$$

where $s$ is the complex-values frequency.
For Eqs. (19) and (4), solutions satisfying the boundedness conditions (5) and (6) will then be sought in the system of cylindrical coordinates in the form of expansions in waves running over the unperturbed cylindrical surface of the jet along the $z$ axis:

$$
\begin{align*}
& \psi_{1}=\int_{0}^{\infty} \sum_{m=0}^{\infty} C_{1} I_{m}(k r) \exp (i m \phi) \exp (i k z) \exp (s t) d k \\
& \psi_{i}=\int_{0}^{\infty} \sum_{m=0}^{\infty} C_{i} I_{m}(l r) \exp (i m \phi) \exp (i k z) \exp (s t) d k(22) \\
&(i=2,3) ; \\
& \varphi^{\mathrm{ex}}=\int_{0}^{\infty} \sum_{m=0}^{\infty} C_{4} K_{m}(k r) \exp (i m \phi) \exp (i k z) \exp (s t) d k  \tag{23}\\
& \varphi^{\text {in }}=\int_{0}^{\infty} \sum_{m=0}^{\infty} C_{5} I_{m}(k r) \exp (i m \phi) \exp (i k z) \exp (s t) d k
\end{align*}
$$

The function $\xi(z, \phi, t)$ will be represented in the form of the analogous expansion

$$
\begin{equation*}
\xi(z, \phi, t)=\int_{0}^{\infty} \sum_{m=0}^{\infty} D \exp (i m \phi) \exp (i k z) \exp (s t) d k \tag{24}
\end{equation*}
$$

In expressions (22)-(24), $k$ is the wave number; $l^{2} \equiv$ $k^{2}+s / v ; m$ is the azimuthal number characterizing the deviation of the solutions from axial symmetry; $I_{m}(x)$ and $K_{m}(x)$ are modified Bessel functions of the first and the second kind, respectively; and $C_{i}$ (where $i=1,2,3$, $4,5)$ and $D$ are expansion coefficients, which depend on $m$ and $k$.

Using the solutions given by (23) and (24) and considering that the functions $\exp (i m \phi)$ and $\exp (i k z)$ are orthonormalized,

$$
\begin{align*}
& \int_{0}^{2 \pi} \exp \left[i\left(m_{1}-m_{2}\right) \phi\right] d \phi=\delta_{m_{1}, m_{2}}  \tag{25}\\
& \int_{-\infty}^{\infty} \exp \left[i\left(k_{1}-k_{2}\right) z\right] d z=\delta\left(k_{1}-k_{2}\right),
\end{align*}
$$

where $\delta_{m_{1}, m_{2}}$ is the Kronecker delta symbol and $\delta\left(k_{1}-\right.$ $k_{2}$ ) is a Dirac delta function, we can easily derive, from the boundary conditions (7) and (8), the relations
between the coefficients $C_{4}, C_{5}$, and $D$. Specifically, we have

$$
\begin{gather*}
C_{4}=\frac{2 \pi \mu D}{K_{m}(k)} \frac{2+(\varepsilon-1) k h(k)}{\varepsilon k[h(k)-g(k)]} ; \\
C_{5}=\frac{2 \pi \mu D}{I_{m}(k)} \frac{2 \varepsilon+(\varepsilon-1) k g(k)}{\varepsilon^{2} k[h(k)-g(k)]} ;  \tag{26}\\
h(k) \equiv I_{m}^{\prime}(k) / I_{m}(k) ; \quad g(k) \equiv K_{m}^{\prime}(k) / K_{m}(k) .
\end{gather*}
$$

Substituting solutions (22) and (23) with allowance for (26) and expansion (24) into the boundary conditions (21) and using relations (25), we arrive at the following set of equations for the unknown coefficients $D$ and $C_{i}(i=1,2,3)$ :

$$
\begin{gather*}
D s-C_{1} k I_{m}^{\prime}(k)-C_{2} i m I_{m}(l)-C_{3} i k l I_{m}^{\prime}(l)=0 ; \\
C_{1} 2 i m\left(k I_{m}^{\prime}(k)-I_{m}(k)\right)+C_{2}\left(l I_{m}^{\prime}(l)-m^{2} I_{m}(l)\right. \\
\left.-l^{2} I_{m}^{\prime \prime}(l)\right)+C_{3} 2 m k\left(I_{m}(l)-l I_{m}^{\prime}(l)\right)=0 ; \\
C_{1} 2 i k^{2} I_{m}^{\prime}(k)-C_{2} m k I_{m}(l)-C_{3}\left(l^{3} I_{m}^{\prime \prime \prime}(l)+l^{2} I_{m}^{\prime \prime}(l)\right. \\
\left.+l\left(k^{2}-m^{2}-1\right) I_{m}^{\prime}(l)+2 m^{2} I_{m}(l)\right)=0 ;  \tag{27}\\
D\left\{k^{2}+m^{2}-1-2 \pi \mu^{2}\left[1-\frac{\varepsilon-1}{2 \varepsilon}\right.\right. \\
\left.\left.+\frac{(2+(\varepsilon-1) k h(k))(2 \varepsilon+(\varepsilon-1) k g(k))}{2 \varepsilon^{2} k[h(k)-g(k)]}\right]\right\} \\
+C_{1}\left(s I_{m}(k)+2 v k^{2} I_{m}^{\prime \prime}(k)\right)+C_{2} 2 v i m\left(l I_{m}^{\prime}(l)-I_{m}(l)\right) \\
+C_{3} 2 v i k l^{2} I_{m}^{\prime \prime}(l)=0 .
\end{gather*}
$$

Here, primes denote the derivatives of Bessel functions of order $m$ with respect to the argument; these derivatives can be expressed in terms of Bessel functions of order $m$ and $(m+1)$ with the aid of the recursion relations

$$
\begin{gathered}
I_{m}^{\prime}(x)=I_{m+1}(x)+\frac{m}{x} I_{m}(x)=I_{m-1}(x)-\frac{m}{x} I_{m}(x) ; \\
I_{m}^{\prime \prime}(x)=-\frac{1}{x} I_{m+1}(x)+\left(1+\frac{m(m-1)}{x^{2}}\right) I_{m}(x) \\
I_{m}^{\prime \prime \prime}(x)=\left(1+\frac{m^{2}+2}{x^{2}}\right) I_{m+1}(x) \\
+\frac{m-1}{x}\left(1+\frac{m(m-2)}{x^{2}}\right) I_{m}(x) \\
\\
K_{m}^{\prime}(x)=\frac{m}{x} K_{m}(x)-K_{m+1}(x) .
\end{gathered}
$$

We recall that the set of homogeneous equations (27) has a nontrivial solution only if its determinant is equal to zero, $\operatorname{det}\left[a_{i j}\right]=0$, where the elements $a_{i j}$ are
given by

$$
\begin{gather*}
a_{11}=s ; a_{21}=a_{31}=0 ;  \tag{28}\\
a_{41}=k^{2}+m^{2}-1-2 \pi \mu^{2}\left[1-\frac{\varepsilon-1}{2 \varepsilon}\right. \\
-\frac{\left(2+(\varepsilon-1) m+(\varepsilon-1) k F_{m}(k)\right)\left(1+\frac{\varepsilon-1}{2 \varepsilon}\left[m-k G_{m}(k)\right]\right)}{(\varepsilon-1) m+\varepsilon k\left(F_{m}(k)-G_{m}(k)\right)} ; \\
F_{m}(x) \equiv \frac{I_{m+1}(x)}{I_{m}(x)} ; \quad G_{m}(x) \equiv \frac{K_{m+1}(x)}{K_{m}(x)} ; \\
a_{12}=-\left(k I_{m+1}(k)+m I_{m}(k)\right) ; \\
a_{22}=2 i m\left(k I_{m+1}(k)+(m-1) I_{m}(k)\right) ; \\
a_{32}=2 i k\left(k I_{m+1}(k)+m I_{m}(k)\right) ; \\
a_{42}=\left[s+2 v\left(k^{2}+m(m-1)\right)\right] I_{m}(k)-2 v k I_{m+1}(k) ; \\
a_{13}=-i m I_{m}(l) ; \\
a_{23}=2 l I_{m+1}(l)-\left(l^{2}+2 m(m-1)\right) I_{m}(l) ; \\
a_{33}=-m k I_{m}(l) ; \\
a_{43}=2 v i m\left(l I_{m+1}(l)+(m-1) I_{m}(l)\right) ; \\
a_{14}=-i k\left(l I_{m+1}(l)+m I_{m}(l)\right) ; \\
a_{24}=-2 m k\left(l I_{m+1}(l)+(m-1) I_{m}(l)\right) ; \\
a_{34}=-\left(l^{2}+k^{2}\right)\left(l I_{m+1}(l)+m I_{m}(l)\right) ; \\
a_{44}=2 v i k\left(\left[l^{2}+m(m-1)\right] I_{m}(l)-l I_{m+1}(l)\right)
\end{gather*}
$$

5. Evaluating explicitly the fourth-order determinant formed by the elements in (28), we obtain a dispersion equation that relates the frequencies $s$ of jet-surface vibrations to the azimuthal number $m$ and the wave number $k$; that is,

$$
\begin{gathered}
s^{2}\left\{m\left[l^{2}\left(l^{2}+k^{2}\right)+2 m(m-1) l^{2}\right]+F_{m}(l) l\left[\left(l^{2}+k^{2}\right)\right.\right. \\
\left.\left.\times\left(l^{2}-4 m\right)+2 l^{2} m^{2}\right]-2 l^{2}\left(l^{2}+k^{2}\right) F_{m}^{2}(l)\right\} \\
+2 s v\left\{-m l^{2}\left(l^{2}-k^{2}\right)\left(k^{2}-m(m-1)\right)\right. \\
+F_{m}(l) l\left[l^{2} k^{2}\left(l^{2}+k^{2}\right)+l^{2} m(m-1)\left(l^{2}-2 m(m+1)\right)\right. \\
\left.+l^{2} k^{2} m(3 m+1)-4 k^{2} m\left(k^{2}-m\left(m^{2}-1\right)\right)\right] \\
-2 l^{2}\left[k^{2}\left(l^{2}+k^{2}\right)+m\left(m^{2}-1\right)\left(l^{2}-k^{2}\right)\right] F_{m}^{2}(l) \\
-F_{m}(k) k\left(2 l^{2}\left(l^{2} k^{2}+m^{2}\left(m^{2}-1\right)\right)+l^{2} m\left(l^{2}+k^{2}(4 m-5)\right)\right. \\
+F_{m}(l) l\left[l^{4}-5 l^{2} k^{2}+4 m\left(m^{2}-1\right)\left(l^{2}-k^{2}\right)\right] \\
\left.\left.+2 l^{2}\left(m^{2}-1\right)\left(l^{2}-k^{2}\right) F_{m}^{2}(l)\right)\right\}
\end{gathered}
$$

$$
\begin{array}{cc}
=f(m, \mu, k)\left\{m \left(l^{2} m\left(l^{2}-k^{2}\right)+F_{m}(l) l\left[l^{2}\left(l^{2}-k^{2}\right)\right.\right.\right. & +F_{m}(k) k\left(m\left[l^{2}\left(l^{2}-k^{2}\right)-2 m l^{2}\right]+l\left(l^{2}-k^{2}\right)\left(l^{2}-4 m\right)\right. \\
\left.\left.-2 m\left(l^{2}-2 k^{2}\right)\right]-2 l^{2}\left(l^{2}-k^{2}\right) F_{m}^{2}(l)\right) & \left.\left.\times F_{m}(l)-2 l^{2}\left(l^{2}-k^{2}\right) F_{m}^{2}(l)\right)\right\} ;
\end{array}
$$

$$
\begin{gather*}
f(m, \mu, k) \equiv 1-k^{2}-m^{2}+2 W\left\{1-\frac{1}{2 \varepsilon}[\varepsilon-1\right. \\
\left.\left.+\frac{\left(2+(\varepsilon-1) m+(\varepsilon-1) k F_{m}(k)\right)\left(2 \varepsilon+(\varepsilon-1) m-(\varepsilon-1) k G_{m}(k)\right)}{(\varepsilon-1) m+\varepsilon k F_{m}(k)+k G_{m}(k)}\right]\right\} ;  \tag{29}\\
W=\pi \mu^{2} .
\end{gather*}
$$

An analysis of Eq. (29) is very difficult in the general case and calls for the application of numerical methods.

In the limiting case of $\varepsilon \longrightarrow \infty$ and $\mu=2 \kappa$, where $\kappa$ is the surface charge density of a jet formed by an electrically conducting liquid, we arrive at the dispersion equation obtained in [12] for nonaxisymmetric vibrations of a charged jet of an electrically conducting viscous liquid (in this transition, it is assumed that the charge per unit jet length remains unchanged).

The dispersion equation for axisymmetric vibrations of a charged jet-various simplified versions of this equation were discussed in [3, 5, 7]-can easily be derived from (29) by setting $m=0$. The result is

$$
\begin{gathered}
s^{2}+2 v k^{2} s\left[1-F_{0}(k)\left(\frac{2 k l}{\left(l^{2}+k^{2}\right) F_{0}(l)}+\frac{l^{2}-k^{2}}{k\left(l^{2}+k^{2}\right)}\right)\right] \\
=k \frac{l^{2}-k^{2}}{l^{2}+k^{2}} F_{0}(k) f(0, \mu, k)
\end{gathered}
$$

At $\mu=0$, this equation coincides with the dispersion equation for a neutral jet of the viscous liquid [21]; that is,

$$
\begin{gathered}
s^{2}+2 v k^{2} s\left[1-F_{0}(k)\left(\frac{2 k l}{\left(l^{2}+k^{2}\right) F_{0}(l)}+\frac{l^{2}-k^{2}}{k\left(l^{2}+k^{2}\right)}\right)\right] \\
=k\left(1-k^{2}\right) \frac{l^{2}-k^{2}}{l^{2}+k^{2}} F_{0}(k) .
\end{gathered}
$$

For a jet formed by a liquid of low viscosity, in which case the condition $l \gg k$ is satisfied, Eq. (29) takes a simpler form,

$$
\begin{gather*}
s^{2}+2 s v\left(k^{2}+m(m-1)-k F_{m}(k)\right)  \tag{30}\\
=f(m, \mu, k)\left(m+k F_{m}(k)\right) .
\end{gather*}
$$

In the ideal-liquid limit $(v \longrightarrow 0)$, Eq. (30) reduces to the form

$$
\begin{equation*}
s^{2}=f(m, \mu, k)\left(m+k F_{m}(k)\right) . \tag{31}
\end{equation*}
$$

6. From Eq. (31), it can be seen that, for $f>0$, the frequencies $s$ are real-valued and that this equation has two roots. One of them is negative and determines the decrement of decay for the corresponding motion of the liquid; therefore, it is of no interest for the present investigation. The other root is positive and determines the increment of growth of the instability of a cylindrical wave, $s=\sqrt{f}\left(m+k F_{m}(k)\right)^{1 / 2}$. Equating to zero the first derivative of the increment with respect to the wave number, one can find the wave number of the capillary wave corresponding to the maximum value of the increment; substituting thereupon this wave number into (31), one obtains the relevant increment itself. The results of such calculations based on Eq. (30) that were performed with the aid of the Matematica package for analytic calculations are given in Figs. 1 and 4 in the form of the dependences $s=s(W)$ and $k=k(W)$ for the first five values of the azimuthal number $m$ for various values of the dielectric permittivity $\varepsilon$.

From a comparison of the data presented in Fig. 1 for $\varepsilon \longrightarrow \infty$, Fig. 2 for $\varepsilon=20$, and Figs. 3 and 4 showing the results of our calculations for liquid hydrogen ( $\varepsilon=$ 1.241 ), one can easily see that, as the dielectric permittivity of liquids decreases, the absolute values of the instability increments and the wave numbers of the most unstable waves also become smaller. Moreover, the region of $W$ values where instability is realized is shifted toward greater values of $W$, and this is seen most clearly from a comparison of Figs. 2-4.

The most interesting result obtained previously in [12] in studying the instability of superficially charged nonaxisymmetric jets of electrically conducting liquids is that, at rather large values of the parameter $W$, the increments of the instability of nonaxisymmetric modes become commensurate with the increments for axisymmetric modes, while the wave numbers of the most unstable waves fall below their counterparts for the axisymmetric case. This means that, at the final stage of the realization of instability, which is manifested in the fragmentation of a jet into drops, the drop will disintegrate into drops of different dimensions; therefore, preferential conditions must be created for the axisymmetric mode-for example, by artificially


Fig. 1. (a) Dimensionless increment and (b) dimensionless wave number of the most unstable wave versus the dimensionless parameter $W$ characterizing the surface charge according to calculations at $v=0.1$ for $\varepsilon \longrightarrow \infty$. The figures on the curves correspond to the values of the azimuthal number $m$.


Fig. 2. As in Fig. 1, but for $\varepsilon=20$.
increasing its amplitude, as is done in the induced capillary decay of jets [2]-in order to solve the practical problem of obtaining fluxes of monodispersed drops.

In the above situation of spatially charged dielectric jets, the increments of the instability of nonaxisymmetric modes prove to be even greater than those for axisymmetric modes. This is seen most clearly from Figs. 3a and 4a, which display the results obtained by calculating, for a liquid-hydrogen jet, the instability increments for the axisymmetric mode (the number on a curve coincides with the number of the mode) and the next four nonaxisymmetric modes in the ascending order of the azimuthal number $m$. It is interesting to note that, for low values of the dielectric permittivity, the region of $W$ values at which the wave numbers of the most unstable modes take reasonable values for $m \geq 2$ modes from the point of view of the disintegration of jets into drops in practice is shifted toward greater values of $W$. This is seen from a comparison of the regions of $W$ values corresponding to the realization of jet-surface instability in Figs. 3a and 3b, as well as in Figs. 4 a and 4b. In Figs. 3b and 4b, the curves have segments parallel to the abscissa (they are nearly coincident with it) that correspond to unstable waves characterized by very low wave numbers. Physically, this implies the instability of very long waves. In the sense of jet fragmentation into parts, the realization of such an instability would lead to the disintegration of a jet into large pieces rather than into small drops. Such an instability was experimentally observed in [13, 14], and


Fig. 3. As in Fig. 1, but at $m=0,1$, and 2 for liquid hydrogen at $\varepsilon=1.241$.


Fig. 4. As in Fig. 3, but at $m=2,3$, and 4 for a wider range of $W$ values.


Fig. 5. Factor $f(k, m, W)$ as a function of the parameter $W$ and the dimensionless wavenumber k (coarse grid). The fine grid shows the plane $f=0$
this entails a significant complication of the spectrum of modes of the electrostatic dispersion of a liquid [14, 15, 22, 23].

From Fig. 3a, it can be seen that, for a jet of liquid hydrogen characterized by a rather low dielectric permittivity $(\varepsilon=1.241)$, the curve representing the dependence $s=s(W)$ for $m=0$ first descends to zero with increasing $W$; after that, there are no unstable solutions
to Eq. (30) in some range of $W$ values, but they then again appear, with the result that the general form of the dependence $s=s(W)$ becomes identical to that which is displayed by the other curves. This type of behavior of the function $s=s(W)$, with a minimum in the region of low values of $W$, was previously observed in [12] at high values of viscosity (at $v=3$ ) and is due to the nonmonotonic character of the function $f(k, m, W)$ at small $k$ and $W$, as can be seen from Fig. 5, which shows the calculated dependence $f=f(k, m, W)$ for a dielectric jet with $\varepsilon=1.241$ at $m=0$. The same figure also displays the $f \equiv 0$ plane represented by a denser coordinate mesh. If one recalls that positive values of the function $f(k, m$, $W$ ), which rise above the $f \equiv 0$ plane, correspond to unstable states of charged jets, it can be seen that, at small values of $k$ and $W$, there is a locus in which unstable solutions are absent. It is this circumstance that leads to the dependence of the increment of instability of the axisymmetric $(m=0)$ mode on the parameter $W$ in Fig. 3a.

The effect of viscosity on the regularities of realization of jet instability is qualitatively similar to that in the case of a superficially charged conducting jet, which was investigated previously in [12]: the instability increments and the wave numbers of the most unstable waves decrease with increasing viscosity. In view of this, we will not pay special attention to this issue.

## CONCLUSIONS

The increments of instability of nonaxisymmetric modes of spatially charged jets become smaller with decreasing dielectric permittivity of liquids, this effect being more pronounced for smaller values of the azimuthal number $m$ (which characterizes the degree of deviation from axial symmetry). As a result, the increments of instability of nonaxisymmetric modes in dielectric liquids of small dielectric permittivities may become substantially greater than the increment of instability of the axisymmetric mode, all other conditions being the same, and this will affect the regularities of jet fragmentation into drops.
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## APPENDIX

The electrostatic-field pressure at the surface of a charged dielectric jet, $P_{e}$, is given by

$$
\begin{equation*}
P_{e}=-\mu \Phi^{\mathrm{in}}+\frac{\varepsilon-1}{8 \pi \varepsilon}\left(\frac{\partial \Phi^{\mathrm{ex}}}{\partial n}\right)^{2}+\frac{\varepsilon-1}{8 \pi}\left(\frac{\partial \Phi^{\mathrm{ex}}}{\partial \tau}\right)^{2} \tag{A1}
\end{equation*}
$$

where the potentials of the electric field within and beyond the liquid- $\Phi^{\text {in }}$ and $\Phi^{\text {ex }}$, respectively-are
obtained by solving the boundary-value problem

$$
\begin{gather*}
\Delta \Phi^{\mathrm{in}}=-4 \pi \frac{\mu}{\varepsilon} ; \quad \Delta \Phi^{\mathrm{ex}}=0 \\
r=1+\xi: \Phi^{\mathrm{in}}=\Phi^{\mathrm{ex}} ; \quad \varepsilon \frac{\partial \Phi^{\mathrm{in}}}{\partial n}=\frac{\partial \Phi^{\mathrm{ex}}}{\partial n} ;  \tag{A2}\\
r \longrightarrow 0: \Phi^{\mathrm{in}} \longrightarrow 0
\end{gather*}
$$

We represent the potentials $\Phi^{\text {in }}$ and $\Phi^{\text {ex }}$ in the form of the expansions

$$
\begin{equation*}
\Phi^{\text {in }}=\Phi_{0}^{\text {in }}+\varphi^{\text {in }}, \quad \Phi^{\mathrm{ex}}=\Phi_{0}^{\mathrm{ex}}+\varphi^{\mathrm{ex}} \tag{A3}
\end{equation*}
$$

where $\Phi_{0}^{\mathrm{in}}$ and $\Phi_{0}^{\mathrm{ex}}$ are the respective electric-field potentials at the unperturbed jet surface, while $\varphi^{\text {in }}$ and $\varphi^{\mathrm{ex}}$ are the first-order corrections in the perturbation $\xi(z, \phi, t)$ of the surface to these potentials. Separating the above problem according to orders of smallness, we obtain the following:
in the zeroth order,

$$
\begin{gather*}
\Delta \Phi_{0}^{\mathrm{in}}=-4 \pi \frac{\mu}{\varepsilon} ; \quad \Delta \Phi_{0}^{\mathrm{ex}}=0 \\
r \longrightarrow 0: \Phi_{0}^{\mathrm{in}}=0 ; \quad r \longrightarrow \infty: \varphi^{\mathrm{ex}} \longrightarrow 0  \tag{A4}\\
r=1: \Phi_{0}^{\mathrm{in}}=\Phi_{0}^{\mathrm{ex}} ; \quad \varepsilon \frac{\partial \Phi_{0}^{\mathrm{in}}}{\partial r}=\frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial r},
\end{gather*}
$$

while, in the first order,

$$
\begin{gather*}
\Delta \varphi^{\mathrm{in}}=0 ; \quad \Delta \varphi^{\mathrm{ex}}=0 ; \\
r \longrightarrow 0: \varphi^{\text {in }} \longrightarrow 0 ; \quad r \longrightarrow \infty: \varphi^{\mathrm{ex}} \longrightarrow 0 ; \\
r=1: \varphi^{\mathrm{in}}+\frac{\partial \Phi_{0}^{\mathrm{in}}}{\partial r} \xi=\varphi^{\mathrm{ex}}+\frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial r} \xi ;  \tag{A5}\\
\varepsilon\left(\frac{\partial \varphi^{\mathrm{in}}}{\partial r}+\frac{\partial^{2} \Phi_{0}^{\mathrm{in}}}{\partial r^{2}} \xi\right)=\frac{\partial \varphi^{\mathrm{ex}}}{\partial r}+\frac{\partial^{2} \Phi_{0}^{\mathrm{ex}}}{\partial r^{2}} \xi .
\end{gather*}
$$

In the first order of smallness, the potentials $\Phi_{0}^{\text {in }}$ and $\Phi_{0}^{\text {ex }}$ of the electric field within and beyond the jet are given by

$$
\begin{equation*}
\Phi_{0}^{\mathrm{in}}=-\frac{\pi \mu r^{2}}{\varepsilon} ; \quad \Phi_{0}^{\mathrm{ex}}=-\frac{\pi \mu}{\varepsilon}-2 \pi \mu \ln r . \tag{A6}
\end{equation*}
$$

The solution to the first-order problem has the form

$$
\begin{align*}
\varphi^{\mathrm{ex}} & =\int_{0}^{\infty} \sum_{m=0}^{\infty} C_{4} K_{m}(k r) \exp (i m \phi) \exp (i k z) \exp (s t) d k  \tag{A7}\\
\varphi^{\mathrm{in}} & =\int_{0}^{\infty} \sum_{m=0}^{\infty} C_{5} \mathrm{I}_{m}(k r) \exp (i m \phi) \exp (i k z) \exp (s t) d k
\end{align*}
$$

where the coefficients $C_{4}$ and $C_{5}$ are expressed in terms of the coefficient $D$ appearing in the integral representation (24) of the perturbation function $\xi$ (see Eq. (26)).

The distortion of the equilibrium cylindrical surface of the jet by the wave motion $\xi(z, \phi, t)$ entails a change in the pressure $P_{e}$. Since the perturbation $\xi$ is small, we represent $P_{e}$, upon the substitution of expansions (A3) into (A1), in the form of a series in the small quantities $\varphi^{\text {in }}, \varphi^{\mathrm{ex}}$, and $\xi$, retaining terms to the first order inclusive; that is,

$$
\begin{align*}
& \left.P_{e}\right|_{r=1+\xi}=\left\{-\mu\left(\Phi_{0}^{\mathrm{in}}+\varphi^{\mathrm{in}}\right)+\frac{\varepsilon-1}{8 \pi \varepsilon}\left(\frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial n}+\frac{\partial \varphi^{\mathrm{ex}}}{\partial n}\right)^{2}\right. \\
& \left.\quad+\frac{\varepsilon-1}{8 \pi}\left(\frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial \tau}+\frac{\partial \varphi^{\mathrm{ex}}}{\partial \tau}\right)^{2}\right\}\left.\right|_{r=1+\xi}+O\left(\xi^{2}\right)  \tag{A8}\\
& \approx\left\{-\mu\left(\Phi_{0}^{\mathrm{in}}+\xi \frac{\partial \Phi_{0}^{\mathrm{in}}}{\partial r}+\varphi^{\mathrm{in}}\right)+\left(\frac{\varepsilon-1}{8 \pi \varepsilon}\left(\frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial r}\right)^{2}\right.\right. \\
& \left.\left.+\frac{\varepsilon-1}{8 \pi \varepsilon} \frac{\partial}{\partial r}\left(\frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial r}\right)^{2} \xi+\frac{\varepsilon-1}{4 \pi \varepsilon} \frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial r} \frac{\partial \varphi^{\mathrm{ex}}}{\partial r}\right)\right\}\left.\right|_{r=1}+O\left(\xi^{2}\right),
\end{align*}
$$

where $\mathbf{n}$ and $\tau$ are unit vectors along, respectively, the normal and the tangent to the jet surface.

In deriving the last expressions, we used the relations

$$
\begin{gathered}
\frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial n} \approx \frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial r}+O\left(\xi^{2}\right), \quad \frac{\partial \varphi^{\mathrm{ex}}}{\partial n} \approx \frac{\partial \varphi^{\mathrm{ex}}}{\partial r}+O\left(\xi^{2}\right), \\
\frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial \tau}=0
\end{gathered}
$$

From (A8), it can be seen that the expressions for the electric-field pressure at the unperturbed surface of a charged dielectric jet, $P_{e}^{0}$, and for the first-order correction in the small perturbation of the equilibrium jet surface to the electric-field pressure, $p_{e}$, are given by

$$
\begin{gathered}
\left.P_{e}^{0} \approx\left\{-\mu \Phi_{0}^{\mathrm{in}}+\frac{\varepsilon-1}{8 \pi \varepsilon}\left(\frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial r}\right)^{2}\right\}\right|_{r=1} ; \\
p_{e} \approx\left\{-\mu\left(\frac{\partial \Phi_{0}^{\mathrm{in}}}{\partial r} \xi+\varphi^{\mathrm{in}}\right)+\left(\frac{\varepsilon-1}{8 \pi \varepsilon} \frac{\partial}{\partial r}\left(\frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial r}\right)^{2} \xi\right.\right. \\
\left.\left.+\frac{\varepsilon-1}{4 \pi \varepsilon} \frac{\partial \Phi_{0}^{\mathrm{ex}}}{\partial r} \frac{\partial \varphi^{\mathrm{ex}}}{\partial r}\right)\right\}\left.\right|_{r=1} .
\end{gathered}
$$

Taking into account the zeroth-order solution (A6) and relation (A5) between the potentials $\varphi^{\text {in }}$ and $\varphi^{\mathrm{ex}}$ at
the jet surface, we obtain

$$
\begin{gathered}
P_{e}^{0} \approx \pi \mu^{2}\left(\frac{1}{\varepsilon}+\frac{\varepsilon-1}{2 \varepsilon}\right) ; \\
p_{e} \approx 2 \pi \mu^{2}\left(1-\frac{\varepsilon-1}{2 \varepsilon}\right) \xi-\mu\left(\varphi^{\mathrm{ex}}+\frac{\varepsilon-1}{2 \varepsilon} \frac{\partial \varphi^{\mathrm{ex}}}{\partial r}\right) .
\end{gathered}
$$

Substituting for the functions $\xi$ and $\varphi^{\text {ex }}$ their integral representations (23) and (24) and taking into account (25) and (26), we obtain a final expression for the pressure of the electric field associated with the perturbation of the jet-surface shape. The result is

$$
\begin{gathered}
p_{e}=2 \pi \mu^{2} D\left[1-\frac{\varepsilon-1}{2 \varepsilon}\right. \\
\left.-\frac{(2+(\varepsilon-1) k h(k))(2 \varepsilon+(\varepsilon-1) k g(k))}{2 \varepsilon^{2} k[h(k)-g(k)]}\right] \\
\times \exp i(k z+m \phi) \exp (s t),
\end{gathered}
$$

where $h(k)$ and $g(k)$ are defined in (26).
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#### Abstract

An analytic expression for the electric-field strength in the vicinity of a charged drop of an electrically conducting liquid is obtained for the case where the initial shape of the drop executing nonlinear vibrations is specified by a virtual excitation of an arbitrary single mode of capillary vibrations. It turns out that, even at small charges (such that the Rayleigh parameter for the drop is equal to one-tenth of the critical value associated with stability against the intrinsic charge), the electric-field strength at the drop surface in the case of an initial excitation of one of high modes is sufficient for the ignition of a corona discharge. © 2003 MAIK "Nauka/Interperiodica".


1. According to currently prevalent concepts, the discharge of a linear lightning may be initiated by a corona discharge in the vicinity of a drop or a flooded (melting) hail freely falling in a stormy cloud [1-3]. However, measurements of charges carried by drops in stormy clouds in nature reveal that these charges are rather small, and the dimensionless Rayleigh parameter, which characterizes the stability of a drop against the intrinsic charge, does not exceed, for a drop of radius 1 mm , one-tenth of the critical value according to Rayleigh [4]. Moreover, the charges of drops are not sufficient for the strength of the electric field generated by the intrinsic charge to reach, at the spherical-drop surface, a value of $E_{+} \approx 20 \mathrm{kV} / \mathrm{cm}$, at which the ignition of a corona discharge is possible [5]. At the same time, it is well known that the amplitude of vibrations of rainy and large ( $R \approx 100-1000 \mu \mathrm{~m}$ ) cloudy drops may be as large as the drop radius itself [6]. In view of this, it seems advisable to calculate the strength of the electric field of the intrinsic charge at the vertices of a drop executing nonlinear vibrations, since it is clear from general physical considerations that the field strength must grow with increasing amplitude of vibrations.

We note that vibrations of large ( $R \approx 100-1000 \mu \mathrm{~m}$ ) drops freely falling in a stormy cloud are intensified owing to their collisions with smaller drops of radius $R \sim 10 \mu \mathrm{~m}$, which form the bulk of the cloudy-drop concentration [4]. Thus, the vibrational energy of a drop is accumulated in high modes of its vibrations. As was shown in [7, 8], nonlinear resonance interaction in a drop of a perfect liquid (only in this model is it presently possible to perform a correct calculation of nonlinear vibrations) does not lead to vibrational-energy transfer from high modes to the lowest mode ( $n=2$ ), but this transfer from high modes to the third and fourth modes of vibrations proceeds quite efficiently [7, 8]. In
view of the aforesaid, we will calculate the electro-static-field strength at the surface of a drop executing nonlinear vibrations, assuming an initial excitation of one of the modes that is higher than the lowest one.
2. Suppose that we have a nonlinearly vibrating drop of a perfect, incompressible, and ideally conducting liquid of density $\rho$. We denote by $\sigma$ the coefficient of surface tension of the liquid. We assume that the drop occurs in a vacuum and has a total charge $Q$; we also assume that the volume of the drop is determined by the volume of a sphere of radius $R$ and that, by the initial instant of time $t=0$, the equilibrium spherical shape of the drop has undergone a virtual axisymmetric perturbation of fixed amplitude $\varepsilon$ (which is much smaller than the radius of the drop), this perturbation being specified in terms of a Legendre polynomial of order $m$. Below, we will use a system of dimensionless variables in which $R=p=\sigma=1$.

In the system of spherical coordinates whose origin is taken to be coincident with the center of mass of the drop, the equation of the drop surface can be represented in the form

$$
r(\Theta, t)=1+\xi(\Theta, t), \quad|\xi| \ll 1 .
$$

We assume that the motion of the liquid in the drop has a potential character and that the velocity field there is completely determined by the velocity-field potential $\psi(\mathbf{r} ; t)$; that is, $\mathbf{V}(\mathbf{r} ; t)=\nabla \psi(\mathbf{r} ; t)$. A mathematical formulation of the problem being considered is then given by

$$
\begin{gathered}
\Delta \psi(\mathbf{r} ; t)=0 ; \quad \Delta \Phi(\mathbf{r} ; t)=0 \\
r \longrightarrow 0: \psi(\mathbf{r} ; t) \longrightarrow 0 ; \quad r \longrightarrow \infty: \nabla \Phi(\mathbf{r} ; t) \longrightarrow 0
\end{gathered}
$$

$$
\begin{aligned}
& r=1+\xi(\Theta, t): \Phi=\Phi_{S}(t) ; \quad \frac{\partial \xi}{\partial t}=\frac{\partial \psi}{\partial r}-\frac{1}{r^{2}} \frac{\partial \xi}{\partial \Theta} \frac{\partial \psi}{\partial \Theta} ; \\
& \Delta p-\frac{\partial \psi}{\partial t}-\frac{1}{2}(\nabla \psi)^{2}+\frac{1}{8 \pi}(\nabla \Phi)^{2}=\nabla \cdot \mathbf{n} ; \\
& t=0: \xi(\Theta, t)=\xi_{0}+\varepsilon P_{m}(\cos \Theta)(m \geq 2) ; \\
& \frac{\partial \xi(\Theta, t)}{\partial t}=0 ; \\
& -\frac{1}{4 \pi} \oint_{S}(\mathbf{n} \cdot \nabla \Phi) d S=Q, \quad S=\left\{\begin{array}{l}
r=1+\xi(\Theta, t) \\
0 \leq \Theta \leq \pi \\
0 \leq \phi \leq 2 \pi
\end{array}\right. \\
& \int_{V} r^{2} d r \sin \Theta d \Theta d \phi=\frac{4}{3} \pi, \quad V=\left\{\begin{array}{l}
0 \leq r \leq 1+\xi(\Theta, t) \\
0 \leq \Theta \leq \pi \\
0 \leq \phi \leq 2 \pi
\end{array}\right. \\
& \int_{V} \mathbf{e}_{r} \cdot r^{3} d r \sin \Theta d \Theta d \phi=0 .
\end{aligned}
$$

Here, $\psi(\mathbf{r} ; t)$ and $\Phi(\mathbf{r} ; t)$ are the potentials of, respectively, the velocity field in the liquid and the electrostatic field; $\Delta p$ is the pressure drop in the equilibrium state between the interior of the drop and the region outside it; $\varepsilon$ is the amplitude of the initial perturbation of the drop-surface shape; and $\xi_{0}$ is a constant that is determined from the requirement of invariability of the drop volume and which, to second-order terms in the small amplitude $\varepsilon$ inclusive, is given by

$$
\xi_{0}=-\varepsilon^{2} \frac{1}{(2 m+1)}+O\left(\varepsilon^{3}\right)
$$

Solving the above problem by the multiscale method, as was previously done in [8-10], we obtain an analytic expression for the generatrix of the drop shape. The result is

$$
\begin{gathered}
\xi(\Theta, t)=1+\varepsilon \cos \left(\omega_{m} t\right) P_{m}(\mu) \\
-\varepsilon^{2} \frac{1}{2}\left\{\frac{1}{(2 m+1)}\left[1+\cos \left(2 \omega_{m} t\right)\right]\right. \\
+\sum_{j=1}^{m}\left[\left(\lambda_{m, m, 2 j}^{(-)}+\lambda_{m, m, 2 j}^{(+)}\right) \cos \left(\omega_{2 j} t\right)\right. \\
\left.\left.-\left(\lambda_{m, m, 2 j}^{(-)}+\lambda_{m, m, 2 j}^{(+)} \cos \left(2 \omega_{m} t\right)\right)\right] P_{2 j}(\mu)\right\}+O\left(\varepsilon^{3} t\right) ; \\
\mu \equiv \cos \Theta ; \\
\omega_{n}^{2} \equiv n(n-1)[(n+2)-W] ; \quad W \equiv \frac{Q^{2}}{4 \pi} ;
\end{gathered}
$$

$$
\begin{gathered}
\lambda_{i k n}^{( \pm)} \equiv \frac{\left[\gamma_{i k n} \pm \omega_{i} \omega_{k} \eta_{i k n}\right]}{\left[\omega_{n}^{2}-\left(\omega_{i} \pm \omega_{k}\right)^{2}\right]} \\
\gamma_{i k n} \equiv K_{i k n}\left[\omega_{i}^{2}(n-i+1)+2 n[k(k+1)-1]\right. \\
\left.+[k(i+1)-i(2 i-2 n+7)+3] n \frac{W}{2}\right] \\
+\alpha_{i k n}\left[\frac{1}{i} \omega_{i}^{2}+n \frac{W}{2}\right] \\
\eta_{i k n} \equiv K_{i k n}\left(\frac{n}{2}-i+1\right)+\alpha_{i k n} \frac{1}{i}\left(1+\frac{n}{2 k}\right) \\
K_{i k n} \equiv\left[C_{n 0 k 0}^{n 0}\right]^{2} \\
\alpha_{i k n} \equiv-\sqrt{i(i+1) k(k+1)} C_{i 0 k 0}^{n 0} C_{i(-1) k 1}^{n 0}
\end{gathered}
$$

Here, $P_{m}(\mu)$ are Legendre polynomials of order $m$, and $C_{i 0 k 0}^{n 0}$ and $C_{i(-1) k 1}^{n 0}$ are Clebsch-Gordan coefficients [11].
3. Since the problem at hand consists in calculating the strength of the electric field generated by the intrinsic charge of a drop executing nonlinear vibrations, we will write explicitly the electrostatic problems of the zeroth, first, and second orders for determining the electrostatic potential of the drop. The original electrostatic problem has the form

$$
\Delta \Phi(\mathbf{r} ; t)=0 ; \quad \mathbf{E}=-\nabla \Phi
$$

$r \longrightarrow \infty: \operatorname{grad} \Phi \longrightarrow 0 ; \quad r=1+\xi: \Phi(\mathbf{r}, t)=\Phi_{S}(t) ;$

$$
-\frac{1}{4 \pi} \oint \nabla \Phi d \mathbf{S}=Q
$$

$$
S=\{r=1+\xi(\Theta, t) ; \quad 0 \leq \Theta \leq \pi ; \quad 0 \leq \phi \leq 2 \pi\}
$$

We seek a solution in the form of the expansion

$$
\begin{aligned}
\Phi(\mathbf{r}, t)= & \Phi^{(0)}\left(r, \Theta, T_{0}, T_{1}\right)+\varepsilon \Phi^{(1)}\left(r, \Theta, T_{0}, T_{1}\right) \\
& +\varepsilon^{2} \Phi^{(2)}\left(r, \Theta, T_{0}, T_{1}\right)+O\left(\varepsilon^{3}\right)
\end{aligned}
$$

Substituting this expansion into the above electrostatic problem, we arrive at relevant problems of various orders in the perturbation amplitude.

In the zeroth order in $\varepsilon$, we have

$$
\begin{gathered}
\Delta \Phi^{(0)}=0 \\
\nabla \Phi^{0} \longrightarrow 0 \\
\left.\Phi^{(0)}\right|_{r=1}=\Phi_{S}^{(0)} \\
-\left.\frac{1}{4 \pi} \iint_{0}^{\pi} \int \frac{\partial \Phi^{(0)}}{\partial r}\right|_{r=1} \sin \Theta d \Theta d \phi=Q
\end{gathered}
$$

In the first order in $\varepsilon$, the problem is given by

$$
\begin{gathered}
\Delta \Phi^{(1)}=0 ; \\
r \longrightarrow \infty: \nabla \Phi^{(1)} \longrightarrow 0 ; \\
\left.\Phi^{(1)}\right|_{r=1}=\Phi_{S}^{(1)}(t)-\left.\frac{\partial \Phi^{(0)}}{\partial r}\right|_{r=1} \xi^{(1)} ; \\
\iint_{0}^{\pi 2 \pi}\left(\left.\frac{\partial \Phi^{(1)}}{\partial r}\right|_{r=1}+\left.\frac{\partial^{2} \Phi^{(0)}}{\partial r^{2}}\right|_{r=1} \xi^{(1)}\right. \\
\left.+\left.2 \frac{\partial \Phi^{(0)}}{\partial r}\right|_{r=1} \xi^{(1)}\right) \sin \Theta d \Theta d \phi=0 .
\end{gathered}
$$

In the second order in $\varepsilon$, the problem assumes the form

$$
\begin{gathered}
\Delta \Phi^{(2)}=0 ; \\
r \longrightarrow \infty: \nabla \Phi^{(2)} \longrightarrow 0 ; \\
\left.\Phi^{(2)}\right|_{r=1}=\left|\Phi_{S}^{2}-\frac{\partial \Phi^{(0)}}{\partial r}\right|_{r=1} \xi^{(2)} \\
-\left.\frac{1}{2} \frac{\partial^{2} \Phi^{(0)}}{\partial r^{2}}\right|_{r=1}\left(\xi^{(1)}\right)^{2}-\left.\frac{\partial \Phi^{(1)}}{\partial r}\right|_{r=1} \xi^{(1)} ; \\
+\left(\left.\frac{1}{2} \frac{\partial^{3} \Phi^{(0)}}{\partial r^{3}}\right|_{r=1} ^{\pi 2 \pi}\left(\left.\left(\left.\frac{\partial^{2} \Phi^{(0)}}{\partial r^{2}}\right|_{r=1}+\left.2 \frac{\partial \Phi^{(0)}}{\partial r}\right|_{r=1}\right)_{\xi^{(2)}}^{2 r^{2}}\right|_{r=1}+\left.\frac{\partial \Phi^{(0)}}{\partial r}\right|_{r=1}\right)\left(\xi^{(1)}\right)^{2}\right. \\
+\left(\left.\frac{\partial^{2} \Phi^{(1)}}{\partial r^{2}}\right|_{r=1}+\left.2 \frac{\partial \Phi^{(1)}}{\partial r}\right|_{r=1}\right) \xi^{(1)} \\
\left.+\left.\left.\frac{\partial \Phi^{(2)}}{\partial r}\right|_{r=1} \frac{\partial \Phi^{(1)}}{\partial r}\right|_{r=1} \frac{\partial \xi^{(1)}}{\partial \Theta}\right) \sin \Theta d \Theta d \phi=0
\end{gathered}
$$

Solving the above electrostatic problems by standard methods, we obtain the following expression for the electrostatic potential in the vicinity of a charged drop executing nonlinear vibrations:

$$
\begin{gathered}
\Phi(\mathbf{r} ; t)=\frac{Q}{r}+\varepsilon Q\left[\sum_{n=2}^{\infty} M_{n}^{(1)}(t)\right. \\
\left.+\varepsilon \sum_{n=1}^{\infty} F_{n}^{(2)}(t)\right] r^{-(n+1)} P_{n}(\mu) ; \\
F_{n}^{(2)}(t) \equiv M_{n}^{(2)}(t)+\sum_{i, k=2}^{\infty} i K_{i k n} M_{i}^{(1)}(t) M_{k}^{(1)}(t) ;
\end{gathered}
$$

$$
\begin{gathered}
M_{n}^{(1)}(t)=\delta_{n m} \cos \left(\omega_{n} t\right) \\
M_{n}^{(2)}(t)=-N_{n}(0) \cos \left(\omega_{n} t\right)+N_{n}(t) \\
N_{n}(t)=\frac{1}{2}\left(\lambda_{m m n}^{(-)}+\lambda_{m m n}^{(+)} \cos \left(2 \omega_{m} t\right)\right)
\end{gathered}
$$

The electric-field strength $\mathbf{E}(\mathbf{r} ; t) \equiv-\nabla \Phi(\mathbf{r} ; t)$ in the vicinity of a charged drop executing nonlinear vibrations has the form

$$
\begin{align*}
& \mathbf{E}(\mathbf{r} ; t)=\left\{\frac{Q}{r^{2}}+\varepsilon Q\left[\sum_{n=2}^{\infty} M_{n}^{(1)}(t)+\varepsilon \sum_{n=1}^{\infty} F_{n}^{(2)}(t)\right]\right. \\
& \left.\times(n+1) r^{-(n+2)} P_{n}(\mu)\right\} \mathbf{n}_{r}+\left\{\varepsilon Q \left[\sum_{n=2}^{\infty} M_{n}^{(1)}(t)\right.\right.  \tag{1}\\
& \left.\left.+\varepsilon \sum_{n=1}^{\infty} F_{n}^{(2)}(t)\right] r^{-(n+2)}\left(1-\mu^{2}\right)^{1 / 2} \frac{\partial P_{n}(\mu)}{\partial \mu}\right\} \mathbf{n}_{\Theta}+O\left(\varepsilon^{3}\right),
\end{align*}
$$

where $\mathbf{n}_{r}$ and $\mathbf{n}_{\Theta}$ are unit vectors of the system of spherical coordinates.

Immediately at the drop surface, the strength component $E_{\tau}$ tangential to the surface of an ideally conducting liquid vanishes, while the normal component $E_{n}$ has the form

$$
\begin{gather*}
r=1+\xi: E_{n}=Q+Q \varepsilon\left\{\sum_{n=2}^{\infty}(n-1) M_{n}^{(1)}(t)\right. \\
\quad+\varepsilon \sum_{n=0}^{\infty}\left[\left[(n-1)-(n+1) \delta_{n 0}\right] M_{n}^{(2)}(t)\right.  \tag{2}\\
+\sum_{i, k=2}^{\infty}\left(\left[\left(1-\delta_{n 0}\right)(n+1) i+3-(i+1)(i+2)\right] K_{i k n}\right. \\
\left.\left.\quad+0.5 \alpha_{i k n} M_{i}^{(1)}(t) M_{k}^{(1)}(t)\right]\right\} P_{n}(\mu)+O\left(\varepsilon^{3}\right) .
\end{gather*}
$$

For various instants of time, the polar-angle dependence of the electric-field strength at the surface of a nonlinearly vibrating drop for which the Rayleigh parameter is an order of magnitude less than the critical value of $W=0.4$ is shown in Fig. 1 according to our calculations for the cases where (a) the tenth or (b) the sixth mode is excited at the initial instant of time.

The shapes of the generatrix of a nonlinearly vibrating drop at various instants of time are displayed in Fig. 2 for the same cases of initial excitation as in Fig. 1. Figure 3 presents the electric-field strength at the drop surface as a function of time for various values of the polar angle. It is interesting to note that the field strength on the drop symmetry axis attains a maximum value after a lapse of some time rather than at the initial


Fig. 1. Polar-angle dependences of the electric-field strength at the surface of a nonlinearly vibrating drop at $W=$ 0.4 for the initial excitation of (a) the tenth mode with amplitude $\varepsilon=0.1$ at (thin curve) $t=0$ (initial instant), (moderately thick curve) $t=7.0045$ (in which case the field on the symmetry axis is maximal), and (thick curve) $t=2.4171$ (in which case the field on the symmetry axis is minimal); (b) the sixth mode with amplitude $\varepsilon=0.1$ at the characteristic instants of time (thin curve) $t=0$, (moderately thick curve) $t=0.891$, and (thick curve) $t=1.899$; and the fourth mode with amplitude $\varepsilon=0.2$ at the characteristic instants of time (thin curve) $t=0$, (moderately thick curve) $t=1.26$, and (thick curve) $t=0.1971$.
instant; specifically, this occurs when the energy of the initial deformation is redistributed among nonlinearly excited modes in such a way that their superposition at the vertex lying on the symmetry axis ensures the minimum curvature of the vertex. It can also be seen that the characteristic time of the redistribution of energy between nonlinearly interacting modes grows with increasing number of the initial-deformation mode.




Fig. 2. Shapes of the generatrix of a nonlinearly vibrating drop at the same instants of time as in Fig. 1 for the initial excitation of the (a) tenth, (b) sixth, and (c) fourth modes.

In terms of the dimensionless variables used, the critical electrostatic-field strength for the ignition of a corona discharge in the vicinity of a large water drop of radius $R=1 \mathrm{~mm}$ is about 2.5. In Figs. 1 and 3, the corresponding field-strength value is indicated by a
straight line parallel to the abscissa. It can be seen that, over a considerable part of time of nonlinear vibrations, the field strength at the vertices of the drop is sufficiently high for the ignition of a corona discharge. It is interesting to note that, in contrast to traditional interpretations [2,11, 12] within which the possibility of corona-discharge ignition in the vicinity of a drop was associated with the growth of the amplitude of the lowest mode ( $n=2$ ), a local increase in the electrostaticfield strength is in fact due to the excitation of higher modes.
4. In our consideration, we disregarded the possibility of resonance energy transfer between modes, but it is well known from $[8,12,13]$ that, at $W<4$, for example, there is a degenerate three-mode resonance interaction between the fourth and sixth modes of capillary vibrations. In general, the number of resonance situations is rather large: for the first hundred vibrational modes at $W<4$, it is as great as a few thousand $[8,14$, 15]. In connection with the aforesaid, we consider the situation where the fourth mode is excited at the initial instant of time. We recall that the resonance interaction of the fourth and sixth modes is asymmetric: in the case of an initial excitation of the sixth mode, there is no resonance transfer of energy to the fourth mode, while, in the case of an initial excitation of the fourth mode, there occurs a resonance transfer of its energy to the sixth mode [13]. As a result, the evolution in the case where the initial deformation is due to a virtual excitation of the fourth mode leads to the following: the amplitudes of both the fourth and the sixth mode are of the first order of smallness, although the internal resonance interaction of the modes itself is an effect that is realized only in the second order [8].

Thus, we consider a degenerate three-mode resonance, in which case two modes are involved in a resonance interaction-that is, a relationship of the form $\omega_{6}=2 \omega_{4}$ is valid.

Performing an analysis similar to that in [8], we obtain, for the amplitudes of the fourth and sixth modes as functions of time, expressions of the first order of smallness that have the form

$$
\begin{gather*}
M_{6}^{(1)}(t)=2 a_{6}^{(1)}(\varepsilon t) \cos \left[2 \omega_{4} t-\beta_{6}^{(1)}(\varepsilon t)\right] ;  \tag{3}\\
M_{4}^{(1)}(t)=2 a_{4}^{(1)}(\varepsilon t) \cos \left[\omega_{4} t+b_{4}^{(1)}(\varepsilon t)\right], \tag{4}
\end{gather*}
$$

where the functions $a_{6}^{(1)}(\varepsilon t), \beta_{6}^{(1)}(\varepsilon t), a_{4}^{(1)}(\varepsilon t)$, and $b_{4}^{(1)}(\varepsilon t)$ satisfy the set of differential equations

$$
\begin{gathered}
4 \omega_{6} \frac{d a_{6}^{(1)}\left(T_{1}\right)}{d T_{1}}=\Lambda_{446}^{(+)}\left[a_{4}^{(1)}\left(T_{1}\right)\right]^{2} \sin \left[\varphi_{64}^{(1)}\left(T_{1}\right)\right] ; \\
4 \omega_{6} a_{6}^{(1)}\left(T_{1}\right) \frac{d \beta_{6}^{(1)}\left(T_{1}\right)}{d T_{1}}=4 \omega_{6}^{2} a_{6}^{(1)}\left(T_{1}\right) \delta
\end{gathered}
$$



Fig. 3. Time dependences of the field strength at the surface of a drop at the same parameter values as in Fig. 1 for the initial excitation of (a) the tenth mode (field-strength values at the drop symmetry axis, $\Theta=0$; the amplitude of vibrations reaches a maximum beyond the graph at $t=7.0045$ ); (b) the sixth mode at (thin curve) $\Theta=0$, (moderately thick curve) $\Theta=\pi / 2$, and (thick curve) $\Theta=\pi / 4$; (c) the fourth mode at (thin curve) $\Theta=0$, (moderately thick curve) $\Theta=$ $\pi / 2$, and (thick curve) $\Theta=\pi / 4$.

$$
+\Lambda_{446}^{(+)}\left[a_{4}^{(1)}\left(T_{1}\right)\right]^{2} \cos \left[\varphi_{64}^{(1)}\left(T_{1}\right)\right] ;
$$

$$
\begin{gather*}
2 \omega_{4} \frac{d a_{4}^{(1)}\left(T_{1}\right)}{d T_{1}}=-\Lambda_{644}^{(-)} a_{6}^{(1)}\left(T_{1}\right) a_{4}^{(1)}\left(T_{1}\right) \sin \left[\varphi_{64}^{(1)}\left(T_{1}\right)\right] ; \\
2 \omega_{4} a_{4}^{(1)}\left(T_{1}\right) \frac{d b_{4}^{(1)}\left(T_{1}\right)}{d T_{1}}  \tag{5}\\
=-\Lambda_{644}^{(-)} a_{6}^{(1)}\left(T_{1}\right) a_{4}^{(1)}\left(T_{1}\right) \cos \left[\varphi_{64}^{(1)}\left(T_{1}\right)\right] ; \\
\varphi_{64}^{(1)}\left(T_{1}\right)=\beta_{6}^{(1)}\left(T_{1}\right)+2 b_{4}^{(1)}\left(T_{1}\right) ;
\end{gather*}
$$

$$
\begin{gathered}
\Lambda_{i k n}^{( \pm)}=\left(\gamma_{i k n}+\gamma_{k i n}\right) \pm \omega_{i} \omega_{k}\left(\eta_{i k n}+\eta_{k i n}\right) \\
a_{6}^{(1)}(0)=0 ; \quad \beta_{6}^{(1)}(0)=\pi / 2 ; \quad a_{4}^{(1)}(0)=1 / 2 \\
b_{4}^{(1)}(0)=0 ; \quad T_{1} \equiv \varepsilon t
\end{gathered}
$$

with $\delta$ being a detuning parameter that is determined from the relation

$$
2 \omega_{4}=\omega_{6}(1+\varepsilon \delta)
$$

The relations for amplitudes of the second order of smallness are derived in the same way as in the absence of a resonance [8]. The expressions for the electric-field strength in the vicinity of such a drop in the presence of a resonance transfer of energy between the fourth and the sixth mode will still have the form specified by Eqs. (1) and (2), but the coefficients $M_{n}^{(1)}(t)$ there will take the form given by (3)-(5).

The results of the calculations based on Eqs. (2) and (3)-(5) and performed for the situation under analysis are given in Figs. 1c, 2c, and 3c. There are no qualitative changes in relation to the data in Figs. 1a, 1b, 2a, $2 \mathrm{~b}, 3 \mathrm{a}$, and 3 b for the situation where there is no resonance transfer of energy between the modes, so that all of the above conclusions on the possibility of coronadischarge ignition in the vicinity of a drop executing nonlinear vibrations remain in force.

From a comparison of curves in Figs. 1 and 3, one can see that, irrespective of the presence or absence of an internal nonlinear resonance interaction of modes, the electric-field strength at the drop surface grows with increasing number of the mode that determines the initial deformation of the equilibrium spherical shape of the drop. Figure 2 also shows that an increase in the number of the initially excited mode leads to the growth of the curvature of outliers at the drop surface. Since the charge of the drop is set to the same value in all cases, the obvious conclusion from the above is that it is the growth of the curvature of the surface in the case of the excitation of high modes that leads to an increase in the field strength at the surface of the drop executing nonlinear vibrations.

Under actual conditions of a stormy cloud, nonlinear vibrations of freely falling large ( $R \approx 100-1000 \mu \mathrm{~m}$ ) drops are excited owing to their collisions with smaller drops of radius $R \sim 10 \mu \mathrm{~m}$, which correspond to the maximum of the size distribution of cloudy drops [4]. In such collisions, nonlinear vibrations of modes whose numbers $m$ lie in the range between 10 and 100 are excited in large drops. If a drop carries an electric charge such that the Rayleigh parameter $W$ reaches one-tenth of the critical value with respect to the instability of the lowest vibrational mode, $W_{\text {cr }}=4$, the strength of the electric field generated by this charge becomes sufficiently for corona-discharge ignition in the vicinity of the drop.

An analysis of expressions (1) and (2) for the field strength at the surface of a drop executing nonlinear vibrations reveals that, as the number of the mode responsible for the initial deformation is increased, the asymptotic expansion for $E$ becomes uniform at ever smaller values of the small parameter $\varepsilon$. By way of example, we indicate that, in the case where the fourth mode is initially excited, the expansions in (1) and (2) are asymptotic for $\varepsilon \leq 0.2$, while, for the initial excitations of the sixth and tenth modes, this is so only for $\varepsilon \leq$ 0.1. The reason for this is that the energy introduced in the vibrating system by an initial deformation of the $n$th mode with an amplitude $\varepsilon$ is proportional to $n^{2}$, all other conditions being the same. At rather large values of $\varepsilon$, the redistribution of this energy between modes that are excited in the second order of smallness owing to a nonlinear interaction leads to a considerable growth of amplitudes for some modes of low number and to a breakdown of uniformity in the relevant expansions. A significant increase in the electrostatic-field strength at the vertices of the drop with increasing number of the mode determining the initial deformation (this is illustrated by the figures in the article above) is also due to the increase in the energy introduced in the vibrating system.

In the above arguments, we did not take into account the effect of an external electrostatic field that is always present in a stormy cloud, reaching a value of about $10 \mathrm{kV} / \mathrm{cm}$ [4], and which polarizes drops. The emergence of an additional polarization charge in a drop may lead to a significant increase in the field strength in its vicinity.

## CONCLUSIONS

The electric-field strength at the vertices of a weakly charged drop executing nonlinear vibrations may exceed the critical value for corona-discharge ignition in the vicinity of this drop and becomes greater as the number of the mode responsible for the initial deformation of the spherical shape of the drop is increased.
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#### Abstract

A correct solution to the problem of periodic-wave propagation along the charged surface of a deep viscous liquid in the second-order approximation in the wave amplitude is given for the first time. It is shown that the second-order correction in the amplitude to the profile of the wave being considered plays a decisive role in the realization of the instability of a liquid with respect to its intrinsic charge. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The theory of waves at the surface of a liquid is one of the oldest and well-developed fields of classical fluid dynamics. The earliest achievements in this field are compiled in the textbook of Lamb [1]. As far back as the beginning of the twentieth century, there arose the trend toward exploring nonlinear effects associated with wave motion. The first successful investigations of nonlinear waves were performed for a perfect liquid [2, 3]. Studies devoted in that period to the effect of viscosity on nonlinear waves [4,5] were less fundamen-tal-they contained inaccuracies and even errors. Because of the presentation in terms of coordinates, which was adopted at that time in fluid dynamics, a detailed account of the full mathematical formulation of the problem of nonlinear waves in a viscous liquid (it is rather cumbersome even in modern notation) could not be given, along with a clear explanation of the essence of key points in constructing relevant solutions, within the scope of a scientific article in a journal. In view of this, the opinion then prevalent among the scientific community was that investigations of nonlinear waves in the perfect-liquid approximation provide adequate information about special features of a nonlinear wave motion; moreover, such investigations made it possible to obtain unique results by using much more modest means, since these were actually the first steps in nonlinear physics. As a result, it became common practice to give priority to the perfect-liquid approximation in studying the properties of nonlinear waves at the surface of a deep liquid.

The avalanche of articles devoted to analytic investigations of waves at the surface of a perfect liquid (see, for example, [1-13]) considerably exceeds the number of attempts at constructing a correct analytic description of the effect of viscosity on the time evolution of a nonlinear surface wave. The majority of studies dealing with waves in a viscous liquid were performed in the
approximation of low viscosity within the boundarylayer theory [14-16], which is valid only at large values of the Reynolds number. Only in recent years did there appear studies $[17,18]$ in which a correct expression for the profile of a nonlinear periodic wave at the surface of a deep liquid of finite viscosity was found correctly in the second-order approximation in the wave amplitude.

Following [17, 18], we propose here a rigorous asymptotic solution to the problem of determining the profile of a nonlinear periodic wave that propagates along the charged surface of a deep liquid of arbitrary viscosity. This solution, which was not known in the literature until the present time, is of considerable interest for various applications of the electric dispersion of a liquid [19].

## MATHEMATICAL FORMULATION OF THE PROBLEM

We assume that, in the system of Cartesian coordinates with the $z$ axes directed vertically upward in the gravity-force field, $\mathbf{g} \|-\mathbf{e}_{z}$, an incompressible Newtonian liquid characterized by a kinematic viscosity v , a density $\rho$, and the coefficient of surface tension $\gamma$ fills the half-space $z \leq 0$ and borders on a vacuum. We also assume that this liquid is an ideal conductor carrying a uniformly distributed surface charge such that, in the limit $z \longrightarrow \infty$, the electric field above the liquid surface distorted by wave motion tends to a uniform field of strength $E_{0} \mathbf{e}_{z}$. We will investigate the time evolution of the initial deformation of a free liquid surface.

We denote by $u=u(x, z, t)$ and $v=v(x, z, t)$, respectively, the horizontal and the vertical component of the velocity field of wave motion in the liquid and assume, for the sake of simplicity, that they are independent of the coordinate $y$; we also denote by $\mathbf{e}_{x}$ and $\mathbf{e}_{z}$ the unit vectors along the $x$ and $z$ axes, respectively. The deviation $\xi=\xi(x, t)$ of the free liquid surface from the equi-
librium shape $z=0$ in the gravity-force field, the velocity field $\mathbf{U}=u \cdot \mathbf{e}_{x}+v \cdot \mathbf{e}_{z}$, and the electric potential $\Phi$ above the liquid then satisfy the relations

$$
\begin{gather*}
z>\xi: \Delta \Phi=0 ;  \tag{1}\\
z<\xi: \partial_{t} \mathbf{U}+(\nabla \cdot(\mathbf{U})) \times \mathbf{U} \\
=-\nabla\left(\frac{1}{\rho} p+\frac{U^{2}}{2}+g z\right)+v \Delta \mathbf{U} ;  \tag{2}\\
\nabla \cdot \mathbf{U}=0 ;  \tag{3}\\
z=\xi: \partial_{t} \xi+u \partial_{x} \xi=v ;  \tag{4}\\
p-2 \rho \operatorname{vn}((\mathbf{n} \cdot \nabla) \mathbf{U})+\frac{1}{8 \pi}(\nabla \Phi)^{2}=\gamma \nabla \cdot \mathbf{n} ;  \tag{5}\\
\tau((\mathbf{n} \cdot \nabla) \mathbf{U})+\mathbf{n}((\tau \cdot \nabla) \mathbf{U})=0 ;  \tag{6}\\
\Phi=0 ;  \tag{7}\\
z \longrightarrow+\infty:-\nabla \Phi \longrightarrow E_{0} \mathbf{e}_{z} ;  \tag{8}\\
z \longrightarrow-\infty: \mathbf{U} \longrightarrow 0 . \tag{9}
\end{gather*}
$$

Here, $t$ is time; $p$ is the pressure within the liquid; $\partial_{t}$ and $\partial_{x}$ are the partial derivatives with respect to time and the coordinate $x$, correspondingly; and $\tau$ and $\mathbf{n}$ are the unit vectors along, respectively, the tangent and the normal to the surface. The explicit expressions for these unit vectors are given in Appendix A, along with the expression for the divergence of the normal, $\nabla \cdot \mathbf{n}$.

In order to close up the mathematical formulation of the problem, the above relations must be supplemented with initial conditions that preset the initial deviation of the surface and the initial velocity field. In just the same way as in [18], the initial conditions will be specified in solving the problem; this will be done in such a way as to arrive at the simplest (in the sense of an analytic description) forms of free-surface vibrations and to reveal the properties of a wave that are associated with its nonlinearity.

## METHOD FOR SOLVING THE PROBLEM

Suppose that the initial perturbation $\xi(x, t)$ is periodic in $x$ and that it forms a wavy relief of wavelength $\lambda=2 \pi / k$ ( $k$ is the wave number) and amplitude $a$. As a small parameter, we take $\varepsilon=k a$.

In the second-order approximation in $\varepsilon$, the solution to the problem specified by Eqs. (1)-(9) is sought in the form of the expansions

$$
\begin{gather*}
\mathbf{U}=\mathbf{U}_{1}+\mathbf{U}_{2}+O\left(\varepsilon^{3}\right) ; \quad \mathbf{U}_{1} \sim O(\varepsilon) ; \quad \mathbf{U}_{2} \sim O\left(\varepsilon^{2}\right) ; \\
p=p_{0}+p_{1}+p_{2}+O\left(\varepsilon^{3}\right) ; \\
p_{0} \sim O(1) ; \quad p_{1} \sim O(\varepsilon) ; \quad p_{2} \sim O\left(\varepsilon^{2}\right) ; \\
\Phi=\Phi_{0}+\Phi_{1}+\Phi_{2}+O\left(\varepsilon^{3}\right) \tag{10}
\end{gather*}
$$

$$
\begin{gathered}
\Phi_{0} \sim O(1) ; \quad \Phi_{1} \sim O(\varepsilon) ; \quad \Phi_{2} \sim O\left(\varepsilon^{2}\right) \\
\xi=\xi_{1}+\xi_{2}+O\left(\varepsilon^{3}\right) ; \quad \xi_{1} \sim O(\varepsilon) ; \quad \xi_{2} \sim O\left(\varepsilon^{2}\right) .
\end{gathered}
$$

Upon substituting (10) into (1)-(3), we arrive at the zeroth-, first-, and second-order problems in the above small parameter. In Appendix B, we present relations that arise upon separating the boundary conditions (4)(7) at the free surface into relations for quantities of different order of smallness. A detailed derivation of these relations can be found in [18].

In the zeroth-order approximation in $\varepsilon$, the problem reduces to determining the distribution of the hydrostatic pressure in the liquid,

$$
u_{0}=0 ; \quad v_{0}=0 ; \quad p_{0}=-\frac{E_{0}^{2}}{8 \pi}-\rho g z ; \quad \Phi_{0}=-E_{0} z
$$

As in [18], we will use below a special notation for linear differential operators,
$\mathscr{L}$

$$
\left.\begin{array}{c}
\equiv\left[\begin{array}{cccc}
\partial_{t}-v\left(\partial_{x x}+\partial_{z z}\right) & 0 & (1 / \rho) \partial_{x} & 0 \\
0 & \partial_{t}-v\left(\partial_{x x}+\partial_{z z}\right) & (1 / \rho) \partial_{z} & 0 \\
\partial_{x} & \partial_{z} & 0 & 0 \\
0 & 0 & 0 & \partial_{x x}+\partial_{z z}
\end{array}\right] ; \\
\mathscr{R} \equiv\left[\begin{array}{c}
\partial_{t} \\
-\rho g+\gamma \partial_{x x} \\
0 \\
-E_{0}
\end{array}\right] ; \\
\mathscr{B} \equiv\left[\begin{array}{ccc}
0 & -1 & 0 \\
0 & -2 \rho v \partial_{z} & 1-E_{0} /(4 \pi) \partial_{z} \\
\partial_{z} & \partial_{x} & 0 \\
0 & 0 & 0
\end{array}\right]
\end{array}\right]_{z=0},
$$

and for matrix-columns with relevant conventions for constituent elements,

$$
\hat{0}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right] ; \quad \hat{Y}_{j} \equiv\left[\begin{array}{c}
u_{j} \\
v_{j} \\
p_{j} \\
\Phi_{j}
\end{array}\right] ; \begin{aligned}
& Y_{j}[1] \equiv u_{j} ; \\
& Y_{j}[2] \equiv v_{j} ; \\
& Y_{j}[3] \equiv p_{j} ; \\
& Y_{j}[3] \equiv p_{j} .
\end{aligned}
$$

In applying the operator $\mathscr{B}$ to objects of the $Y_{j}$ type, one successively performs matrix operations, differentiations, and arithmetic operations and then sets $z=0$. The result of applying the operator $\mathscr{B}$ to a column of four functions depending on the variables $x, z$, and $t$ is a column of four functions independent of $z$.

The above special notation was introduced in order to ensure, without violating space limitations for an
article in a journal, the clarity of presentation of key steps in solving the problem.

In the first-order approximation, we obtain a homogeneous linear differential problem, while, in the sec-ond-order approximation, we are dealing with the same linear differential problem in the presence of a nonhomogeneity whose form is determined in terms of the solutions derived in the zeroth- and first-order approximations.

## FIRST-ORDER PROBLEM

For quantities of the first order in $\varepsilon$, the complete mathematical formulation of the problem in the above notation has the form

$$
\begin{gather*}
\mathscr{L} \hat{Y}_{1}=\hat{0} ;  \tag{11}\\
\mathscr{B} \hat{Y}_{1}+\mathscr{R} \xi_{1}=\hat{0} ;  \tag{12}\\
z \longrightarrow+\infty: \Phi_{1} \equiv Y_{1}[4] \longrightarrow 0  \tag{13}\\
z \longrightarrow-\infty: u_{1} \equiv Y_{1}[1] \longrightarrow 0 ; \quad v_{1} \equiv Y_{1}[2] \longrightarrow 0  \tag{14}\\
t=0: \xi_{1}=a \cos (k x) ; \\
z \leq 0: Y_{1}[1]_{t=0}=u_{1}^{0} ; \quad Y_{1}[2]_{t=0}=v_{1}^{0} . \tag{15}
\end{gather*}
$$

For an initial deformation in the first approximation, we chose a cosine function for the sake of simplicity. The functions $u_{1}^{0} \equiv u_{1}^{0}(x, z)$ and $v_{1}^{0} \equiv v_{1}^{0}(x, z)$ describing the initial velocity distribution will be specified below. We note that initial conditions must be formulated only for the first two elements of $\hat{Y}_{1}$ rather than for all elements of this column of unknown quantities. For $p_{1}$ and $\Phi_{1}$, one needs no initial conditions. For $p_{1}$, this fact can be explained as follows: The linearized Navier-Stokes equation (the first equation in the set of Eq. (11)) can be recast into the form

$$
\partial_{t} \mathbf{U}_{1}=-\nabla\left(\frac{1}{\rho} p_{1}\right)+v \Delta \mathbf{U}_{1} .
$$

Applying the div operation to both sides of this equation and considering that the liquid is incompressible (that is, $\nabla \cdot \mathbf{U}_{1}=0$ ) and that the successive partial derivatives are commutative, we can easily find that $p_{1}$ satisfies Laplace's equation

$$
\Delta p_{1}=0
$$

The linearized boundary condition for the normal tensions and the condition that the gradient of the firstorder correction to pressure vanishes at a large depth have the form

$$
z=0: p_{1}=2 \rho v \partial_{z} v_{1}+\partial_{x x} \xi_{1} ; z \longrightarrow-\infty:\left|\nabla p_{1}\right| \longrightarrow 0 .
$$

It can be seen that, if the velocity field is known at the surface and within the interior of the liquid and if the expression for $\xi_{1}$ is preset, the pressure $p_{1}$ satisfies
the Dirichlet problem within an unbounded region, the solution to this problem existing and being unique. No initial condition is imposed on $\Phi_{1}$ for a similar reason. The aforesaid can be qualitatively explained as follows: within the model used here (that of an ideally conducting incompressible liquid), any variation in the velocity field and in the perturbation of the surface, $\xi_{1}$, instantaneously affects the form of the scalar fields $p_{1}$ and $\Phi_{1}$.

For the first-order problem, the solution described by relations that differ from the analogous ones constructed in [18] only by the dispersion equation where there appears a term proportional to the square of the electrostatic-field strength, $E_{0}^{2}$, can easily be obtained by traditional methods [20]. This yields

$$
\begin{align*}
& \xi_{1}^{*}=a \cos (\theta) \exp (T) ;  \tag{16}\\
& u_{1}^{*}=a\left(\left(S_{2} \exp (k z)-2 v k\left(q_{2} \cos \left(q_{2} z\right)+q_{1} \sin \left(q_{2} z\right)\right)\right.\right. \\
& \left.\times \exp \left(q_{1} z\right)\right) \cos (\theta)+\left(D \exp (k z)-2 v k\left(q_{1} \cos \left(q_{2} z\right)(17)\right.\right.  \tag{17}\\
& \left.\left.\left.-q_{2} \sin \left(q_{2} z\right)\right) \exp \left(q_{1} z\right)\right) \sin (\theta)\right) \exp (T) ; \\
& v_{1}^{*}=a\left(\left(D \exp (k z)-2 v k^{2} \cos \left(q_{2} z\right) \exp \left(q_{1} z\right)\right) \cos (\theta)\right.  \tag{18}\\
& \left.-\left(S_{2} \exp (k z)-2 v k^{2} \sin \left(q_{2} z\right) \exp \left(q_{1} z\right)\right) \sin (\theta)\right) \exp (T) ; \\
& p_{1}^{*}=a \rho k^{-1}\left(\left(-S_{1} D+S_{2}^{2}\right) \cos (\theta)\right. \\
& \left.+2 S_{2}\left(S_{1}+v k^{2}\right) \sin (\theta)\right) \exp (k z) \exp (T) ;  \tag{19}\\
& \Phi_{1}^{*}=a E_{0} \cos (\theta) \exp (T) ;  \tag{20}\\
& v^{2}\left(k^{2}+q^{2}\right)^{2}-4 v^{2} k^{3} q+k\left(g+\frac{k^{2} \gamma}{\rho}-\frac{k}{\rho} \frac{E_{0}^{2}}{4 \pi}\right)=0 \text {; }  \tag{21}\\
& q_{1}=\operatorname{Re} q \geq 0 ; \quad q_{2}=\operatorname{Im}(q) \geq 0 ;  \tag{22}\\
& S=v\left(q^{2}-k^{2}\right) ; \quad S_{1}=\operatorname{Re} S ; \quad S_{2}=\operatorname{Im} S ;  \tag{23}\\
& \theta=S_{2} t-k x ; \quad T=S_{1} t ; \quad D=S_{1}+2 v k^{2} . \tag{24}
\end{align*}
$$

In these relations, the quantity $q$ is calculated as that root of the dispersion equation (21) which satisfies conditions (22). As in [18], these are conditions for selecting the root that corresponds to wave motion at a velocity that vanishes for $z \longrightarrow-\infty$ (see condition (14)) and to which a progressive wave propagating to the right corresponds. Conditions (22) ensure the uniqueness of the procedure for calculating the complex frequency $S$.

With the aid of the solution specified by Eqs. (16)(20), the substitution

$$
\xi=\xi_{1}^{*}+\xi_{1}^{* *} ; \quad Y_{1}=Y_{1}^{*}+Y_{1}^{* *}
$$

reduces (11)-(15) to a problem where there is no initial perturbation of the surface; that is,

$$
\begin{gathered}
\mathscr{L} \hat{Y}_{1}^{* *}=\hat{0} ; \quad \mathscr{B} \hat{Y}_{1}^{* *}+\mathscr{R} \xi_{1}^{* *}=\hat{0} ; \\
z \longrightarrow+\infty: \Phi_{1}^{* *} \equiv Y_{1}[4] \longrightarrow 0 ;
\end{gathered}
$$

$$
\begin{gathered}
z \longrightarrow-\infty: u_{1}^{* *} \equiv Y_{1}[1] \longrightarrow 0 ; \quad v_{1}^{* *} \equiv Y_{1}[2] \longrightarrow 0 ;(25) \\
t=0: \xi_{1}^{* *}=0 ; \quad z \leq 0: Y_{1}^{* *}[1]_{t=0}=u_{1}^{0}-Y_{1}^{*}[1]_{t=0} \\
Y_{1}^{* *}[2]_{t=0}=v_{1}^{0}=Y_{1}^{*}[2]_{t=0}
\end{gathered}
$$

The shape of a free surface is represented as a superposition of the function $\xi_{1}^{*}$, which, at $t=0$, coincides with the initial distortion of the surface, and the function $\xi_{1}^{* *}$, which, at the initial instant, coincides with the equilibrium surface $\left(\xi_{1}^{* *}=0\right.$ at $\left.t=0\right)$. In order to obtain the least cumbersome solution, we assume that, in the problem described by Eq. (25), the velocity of all points of the liquid at the initial instant satisfies the conditions

$$
\begin{equation*}
z \leq 0: u_{1}^{0}-Y_{1}^{*}[1]_{t=0}=0 ; \quad v_{1}^{0}-Y_{1}^{*}[2]_{t=0}=0 \tag{26}
\end{equation*}
$$

It follows that the solution to the problem specified by Eq. (25) is trivial and that relations (16)-(24) provide the solution to the first-order problem with the initial condition (26).

## SECOND-ORDER PROBLEM

Owing to isolating relations for quantities of different orders in (1)-(9) (see Appendix B) and subsequently substituting the solution obtained in the firstorder approximation into the resulting expressions dependent on first-order quantities, the second-order problem with initial conditions that have yet to be specified can be formulated as

$$
\begin{align*}
& \mathscr{L} \hat{Y}_{2}= a^{2} \operatorname{Re}\left(\left(\left[\begin{array}{c}
\hat{A}_{1} \\
0
\end{array}\right] \exp \left(2 q_{1} z\right)+\left[\begin{array}{c}
\hat{A}_{2} \\
0
\end{array}\right] \exp (2 k z)\right.\right. \\
&\left.+\left[\begin{array}{c}
\hat{A}_{3} \\
0
\end{array}\right] \exp ((k+q) z)\right) \exp (2 T)  \tag{27}\\
&+ {\left.\left[\begin{array}{c}
\hat{A}_{4} \\
0
\end{array}\right] \exp ((k+q) z) \exp (2(T+i \theta))\right) } \\
& \mathscr{S}_{3} \hat{Y}_{2}+\mathscr{R}_{2} \xi_{2}=a^{2} \operatorname{Re}\left(\left[\begin{array}{c}
\hat{A}_{5} \\
\frac{1}{2} k E_{0}
\end{array}\right] \exp (2 T)\right.  \tag{28}\\
&\left.+\left[\begin{array}{c}
\hat{A}_{6} \\
\frac{1}{2} k E_{0}
\end{array}\right] \exp (2(T+i \theta))\right] ; \\
& z \longrightarrow+\infty: \Phi_{2} \equiv Y_{2}[4] \longrightarrow 0 ;  \tag{29}\\
& z \longrightarrow-\infty: u_{2} \equiv Y_{2}[1] \longrightarrow 0 ; \quad v_{2} \equiv Y_{2}[2] \longrightarrow 0,(30) \\
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\end{align*}
$$

where $\hat{A}_{1}, \hat{A}_{2}, \hat{A}_{3}, \hat{A}_{4}, \hat{A}_{5}$, and $\hat{A}_{6}$ are three-element columns with complex-valued coefficients that do not depend on the coordinates and time.

The expressions for these columns are given in Appendix C.

Since the above problem is linear, we can find its complex-valued solution and then obtain, after taking its real part, the physical solution. Following the method of solution described in detail in [18], we find that the sets of nonhomogeneous equations

$$
\begin{align*}
\mathscr{L} \hat{y}_{a}= & a^{2}\left(\left[\begin{array}{c}
\hat{A}_{1} \\
0
\end{array}\right] \exp \left(2 q_{1} z\right)+\left[\begin{array}{c}
\hat{A}_{2} \\
0
\end{array}\right] \exp (2 k z)\right.  \tag{31}\\
& \left.+\left[\begin{array}{c}
\hat{A}_{3} \\
0
\end{array}\right] \exp ((k+q) z)\right) \exp (2 T) \\
\mathscr{L} \hat{y}_{b}= & a^{2}\left[\begin{array}{c}
\hat{A}_{4} \\
0
\end{array}\right] \exp ((k+q) z) \exp (2(T+i \theta)) \tag{32}
\end{align*}
$$

which are formulated for unknown quantities that form the columns $\hat{y}_{a}$ and $\hat{y}_{b}$, have the particular solutions

$$
\begin{align*}
\hat{y}_{a}= & a^{2}\left(\left[\begin{array}{c}
\hat{C}_{1} \\
0
\end{array}\right] \exp \left(2 q_{1} z\right)+\left[\begin{array}{c}
\hat{C}_{2} \\
0
\end{array}\right] \exp (2 k z)\right.  \tag{33}\\
& \left.+\left[\begin{array}{c}
\hat{C}_{3} \\
0
\end{array}\right] \exp ((k+q) z)\right) \exp (2 T) \\
\hat{y}_{b}= & a^{2}\left[\begin{array}{c}
\hat{C}_{4} \\
0
\end{array}\right] \exp ((k+q) z) \exp (2(T+i \theta)) \tag{34}
\end{align*}
$$

where $\hat{C}_{1}, \hat{C}_{2}, \hat{C}_{3}$, and $\hat{C}_{4}$ are three-element columns with coefficients that have yet to be determined.

A direct substitution of the solutions given by (33) and (34) into Eqs. (31) and (32) leads to a set of nonhomogeneous linear equations for the coefficients of the columns $\hat{C}_{i}$. For them, we obtain

$$
\begin{gather*}
C_{1}=\hat{\Pi}_{1}^{-1} \hat{A}_{1} ; \quad C_{2} \hat{\Pi}_{2}^{-1} \hat{A}_{1}  \tag{35}\\
C_{3}=\hat{\Pi}_{3}^{-1} \hat{A}_{3} ; \quad C_{4}=\hat{\Pi}_{4}^{-1} \hat{A}_{4}
\end{gather*}
$$

where $\hat{\Pi}_{1}, \hat{\Pi}_{2}, \hat{\Pi}_{3}$, and $\hat{\Pi}_{4}$ are square matrices with coefficients that are independent of the coordinates and time and which are presented in Appendix C.

Further, we use standard methods as in [18] to seek solutions to the homogeneous problem

$$
\begin{equation*}
\mathscr{L}\left(\hat{y}_{c}\right)=0 \tag{36}
\end{equation*}
$$

in the form

$$
\begin{align*}
\hat{y}_{c}= & a^{2}\left[\begin{array}{c}
0 \\
0 \\
f(t) \\
\mathscr{F}(t)
\end{array}\right] \exp (2 T)+a^{2}\left(\left[\begin{array}{c}
-i k \\
k \\
-\rho S \\
0
\end{array}\right] \lambda \exp (2 k z)\right. \\
& +\left[\begin{array}{c}
-r \\
-2 i k \\
0 \\
0
\end{array}\right] H \exp \left(z \sqrt{2\left(k^{2}+q^{2}\right)}\right)  \tag{37}\\
& \left.+\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] R \exp (-2 k z)\right) \exp (2(T+i \theta)) .
\end{align*}
$$

Irrespective of the choice of constants $\lambda, H$, and $R$, which are in general complex-valued, and functions $f(t)$ and $\mathscr{F}(t)$, expression (37) represents a solution to the homogeneous problem in question.

The values of $H, \lambda, R$, and $\zeta$ are chosen in such a way that the quantities

$$
\begin{equation*}
\xi_{*}=\zeta \exp (2(T+i \theta)) ; \quad \hat{y}_{b c}=\hat{y}_{b}+\hat{y}_{c} \tag{38}
\end{equation*}
$$

satisfy the relations

$$
\mathscr{L} \hat{y}_{b c}+\mathscr{R} \xi_{*}=a^{2}\left[\begin{array}{c}
\hat{A}_{6}  \tag{39}\\
\frac{1}{2} k E_{0}
\end{array}\right] \exp (2(T+i \theta)) .
$$

Upon substituting (39) into (38), it appears that such values of $\lambda, R$, and $\zeta$ are obtained as solutions to a linear nonhomogeneous set of algebraic equations and are given by

$$
\left[\begin{array}{c}
H  \tag{40}\\
\lambda \\
\zeta \\
R
\end{array}\right]=\hat{L}^{-1}\left(\left[\begin{array}{c}
C_{4}[2] \\
2 C_{4}[2] \rho v(k+q)-C_{4}[3] \\
2 i C_{4}[2] k-C_{4}[1](k+q) \\
0
\end{array}\right]+\left[\begin{array}{c}
\hat{A}_{6} \\
\frac{1}{2} k E_{0}
\end{array}\right]\right) .
$$

The expression for the square matrix $\hat{L}$ is given in Appendix C.

Since the columns $\hat{y}_{a}$ and $\hat{y}_{b c}=\hat{y}_{b}+\hat{y}_{c}$ identically satisfy relations (31), (32), and (39), the substitution

$$
\begin{equation*}
\hat{Y}_{2}=\hat{y}_{\alpha}+\hat{y}_{*} ; \quad \hat{y}_{*}=\hat{y}_{a}+\hat{y}_{b}+\hat{y}_{c} ; \quad \xi=\xi_{*} \tag{41}
\end{equation*}
$$

in (27)-(30) leads to the problem

$$
\begin{equation*}
\mathscr{L} \hat{y}_{\alpha}=0 ; \tag{42}
\end{equation*}
$$

$$
\begin{gather*}
\mathscr{B} \hat{y}_{\alpha}=a^{2}\left[\begin{array}{c}
0 \\
\hat{A}_{5} \\
\frac{1}{2} k E_{0}
\end{array}-\left[\begin{array}{c}
{\left[\begin{array}{c}
f(t)+C_{1}[3]+C_{2}[3]+C_{3}[3] \\
2 C_{1}[1] q_{1}+C_{3}[1](k+q) \\
\mathscr{F}(t)
\end{array}\right]}
\end{array}\right]\right.  \tag{43}\\
\times \exp (2 T) ; \\
z \longrightarrow+\infty: \Phi_{\alpha} \equiv y_{\alpha}[4] \longrightarrow 0 ;  \tag{44}\\
z \longrightarrow-\infty: u_{\alpha} \equiv y_{\alpha}[1] \longrightarrow 0 ; \quad v_{\alpha} \equiv y_{\alpha}[2] \longrightarrow 0
\end{gather*}
$$

If we set

$$
\begin{gather*}
f(t)=\hat{A}_{5}[2]-C_{1}[3]-C_{2}[3]-C_{3}[3] ; \\
\mathscr{F}(t)=\frac{1}{2} k E_{0} \exp (-2 T), \tag{46}
\end{gather*}
$$

relations (43) are simplified to become

$$
\begin{gather*}
\mathscr{B} \hat{y}_{\alpha}=a^{2}\left[\begin{array}{c}
0 \\
0 \\
A_{5}[3]-\Lambda \\
0
\end{array}\right] ;  \tag{43a}\\
\Lambda=2 C_{1}[1] q_{1}+C_{3}[1](k+q) .
\end{gather*}
$$

We can now easily find (for details, see [18]) that

$$
\begin{gather*}
\hat{y}_{\alpha}=a^{2}\left[\begin{array}{c}
A_{5}[3]-\Lambda \\
0 \\
0 \\
0
\end{array}\right] \sqrt{\frac{v}{\pi}}  \tag{47}\\
\times \int_{0}^{t} \exp \left(-\frac{z^{2}}{4 v(t-\tau)}\right) \exp \left(2 S_{1} \tau\right) d \tau
\end{gather*}
$$

is the solution to the problem specified by Eq. (43)-(45) for the initial condition

$$
t=0: \hat{y}_{\alpha}=\hat{0}
$$

It can easily be verified that the substitution

$$
\begin{equation*}
\hat{Y}_{2}=\hat{y}^{*}+\hat{y}_{*}, \tag{48}
\end{equation*}
$$

where

$$
\begin{gather*}
\hat{y}_{*}=\hat{y}_{\alpha}+\hat{y}_{a}+\hat{y}_{b}+\hat{y}_{c} ; \\
\xi_{2}=\xi^{*}+\zeta \exp (2(T+i \theta)), \tag{49}
\end{gather*}
$$

with $\hat{y}_{\alpha}, \hat{y}_{a}$ and $\hat{y}_{b}$, and $\hat{y}_{c}$ and $\zeta$ being calculated on the basis of, respectively, (47); (33)-(35); and (37), (40), and (46), reduces the second-order problem specified by Eqs. (27)-(30) to a homogeneous problem similar to that which is obtained in the first-order approxi-
mation; that is,

$$
\begin{gathered}
\mathscr{L} \hat{y}^{*}=\hat{0} ; \\
\mathscr{B} \hat{y}^{*}+\mathscr{R} \xi_{2}=\hat{0} ; \\
z \longrightarrow+\infty: \Phi_{2}^{*} \equiv y^{*}[4] \longrightarrow 0 ; \\
z \longrightarrow-\infty: u_{2}^{*} \equiv y^{*}[1] \longrightarrow 0 ; \quad v_{2}^{*} \equiv y^{*}[2] \longrightarrow 0 ; \\
t=0: \xi^{*}=\xi_{2}-\zeta \exp (2 i k x) \\
z \leq 0: y^{*}[1]_{t=0}=u_{2}^{0}-y_{*}[1]_{t=0} ; \\
y^{*}[2]_{t=0}=u_{2}^{0}-y_{*}[2]_{t=0} .
\end{gathered}
$$

Going over to the physical solution and considering that $\hat{y}_{\alpha}$ is constructed in such a way that, at the initial instant, all its elements are equal to zero, we can state that the real parts of the quantities forming the column $\hat{y}_{*}$ defined in (49) are the solutions to the second-order problem for the case where the initial conditions for these quantities are

$$
\begin{aligned}
t & =0: \xi_{2}=\operatorname{Re}[\zeta \exp (2 i k x)] \\
u_{2}^{0} & =\operatorname{Re}\left(y_{a}[1]+y_{b}[1]+y_{c}[1]\right)_{t=0} \\
v_{2}^{0} & =\operatorname{Re}\left(y_{a}[2]+y_{b}[2]+y_{c}[2]\right)_{t=0} .
\end{aligned}
$$

The solution $\hat{y}^{*}$ obtained here does not become less significant because of the fact that it satisfies specific initial conditions. It is much more important that $\hat{y}^{*}$ is a key link of the substitution in (48), which reduces a nonhomogeneous second-order problem to a homogeneous one. The very fact that the new problem is homogeneous does not depend on the form of functions that specify the initial conditions for the second-order quantities. Therefore, the arbitrariness of formulation of initial conditions for these quantities affects only the initial conditions for the homogeneous problem to which the substitution in (48) reduces the original nonhomogeneous problem. But a homogeneous problem is the subject of investigations within well-developed linear wave theory.

## PROFILE OF A NONLINEAR WAVE

If $\operatorname{Re}\left(\hat{y}_{*}\right)$ is added to the solution $\operatorname{Re}\left(\hat{y}^{*}\right)$ to the sec-ond-order problem, the resulting expression will again be a solution to the second-order problem. But the homogeneous problem of determining $\hat{y}^{*}$ coincides with the first-order problem specified by Eqs. (11)(14). It follows that, if any solution of the form specified by (16)-(24) and characterized by different values of the wave number and the amplitude (the product of these quantities must be of higher order of smallness than $\varepsilon$ ) is added to $\operatorname{Re}\left(\hat{y}^{*}\right)$, we again arrive at a solution to the second-order problem. With allowance for the
possibility of additions of this kind, the profile of the wave that runs along free charged surface of a deep viscous liquid can be described by the expression

$$
\begin{gather*}
\xi=\left\{a \cos (\theta) \exp \left(S_{1} t\right)\right. \\
\left.+a^{2} A \cos (2 \theta+\beta) \exp \left(2 S_{1} t\right)\right\}+ \text { LWS; } \\
\zeta_{1}=\operatorname{Re}(\zeta) ; \quad \zeta_{2}=\operatorname{Im}(\zeta) ; \quad A=\sqrt{\zeta_{1}^{2}+\zeta_{2}^{2}} ; \\
\beta=\left\{\begin{array}{l}
\arctan \left(\frac{\zeta_{2}}{\zeta_{1}}\right) \cdot \text { if } \quad \zeta_{1}>0 \text { and } \zeta_{2}<0 \\
\arctan \left(\frac{\zeta_{2}}{\zeta_{1}}\right)+2 \pi, \quad \text { if } \quad \zeta_{1}>0 \text { and } \zeta_{2}<0 \\
\arctan \left(\frac{\zeta_{2}}{\zeta_{1}}\right)+\pi, \quad \text { if } \quad \zeta_{1}<0 \\
\pi / 2, \quad \text { if } \quad \zeta_{1}=0 \text { and } \zeta_{2}<0 \\
3 \pi / 2, \quad \text { if } \quad \zeta_{1}=0 \text { and } \zeta_{2}>0,
\end{array}\right.
\end{gather*}
$$

where $\arctan (x)$ is that branch of the arctangent function which maps the numerical axis into the segment $(-\pi / 2, \pi / 2)$. The expression for the phase $\beta$ is constructed in such a way that its value lies within the range $0 \leq \beta<2 \pi$. The symbol $\zeta$ stands for a complexvalued quantity that, together with $\lambda, H$, and $R$, is determined by formula (40).

For the corrections considered in the preceding paragraph, we have adopted the notation LWS (linear wave solution), which is used in linear theory. This can be any superposition of running cosine waves $\eta \cos \left(\Sigma_{2} t-\kappa x+\varphi\right) \exp \left(\Sigma_{1} t\right)$ whose amplitude $\eta$ and whose wave number $\kappa \neq k$ are such that $\kappa \eta=o(k a)(o$ is the symbol of smallness). The complex-valued frequency $\Sigma=\Sigma_{1}+i \Sigma_{2}$ of these waves and their wave number $\kappa$ are related by the same dispersion equation (21) as the quantities $S$ and $k$ in terms of which the variables $\theta=S_{2} t-k x$ and $T=S_{1} T$ are expressed. Being solutions to a homogeneous linear problem, LWSs propagate without interaction, each wave having its own phase velocity.

The terms in the braced expression on the right-hand side of (50) are interacting wave solutions. The coefficients $A$ and $\beta$ depend nontrivially on the wave number $k$ corresponding to the wave $a \cos (\theta)$ propagating along the free surface in the first approximation. Thus, the amplitude and the phase of the second wave addition in the braced expression on the right-hand side of (50) depend on the properties of the first wave addition. Both wave components in the braces have the same phase velocity. Because of this, their sum is an individual periodic wave having the same phase velocity. For the length of this wave, it is natural to take the spatial period in $x$ common to both terms-that is, $\lambda=2 \pi / k$. Obviously, $k$ can be treated as the wave number corresponding to this new wave. In contrast to the wave solutions obtained by solving the problem in the linear
approximation, the profile of the new wave greatly depends on its wave number $k$ and, as can be seen from (50), varies with time (in the case where $S_{1} \neq 0$ ). Variations in the profile are of the second order of smallness.

As a result, we have found a solution to the problem of determining the profile of a nonlinear wave such that it involves two terms: a nonlinear wave proper whose profile depends on its wavelength and the LWS background that propagates according to the laws of linear wave theory. It is obvious that, in order to investigate nonlinear effects of the simulated phenomenon, it is not necessary to take into account the LWS noise in (50).

In the limit of a perfect liquid, in which case $v \longrightarrow$ $0, \beta$ tends either to zero or to $\pi$. Noticing that, instead of $\beta=\pi$ we can set $\beta=0$ and change the sign of $A$ simultaneously, the profile of the wave in this approximation can be recast into a form that is instructive for investigations; that is,

$$
\begin{gather*}
\zeta=a \cos (\theta)+a^{2} k \Lambda \cos (2 \theta) ; \quad \Lambda=\frac{1}{4} \frac{\left(1+\alpha^{2} k^{2}-2 \alpha k W\right)}{0.5-\alpha^{2} k^{2}} ; \\
W \equiv \frac{E_{0}^{2}}{4 \pi \sqrt{\rho g \gamma}} ; \quad \alpha \equiv \sqrt{\frac{\gamma}{\rho g}}, \tag{51}
\end{gather*}
$$

where $\alpha$ is the capillary constant and $W$ is the dimensionless Tonks-Frenkel parameter characterizing the stability of the charged surface of a liquid with respect to the intrinsic charge. It is well known from linear theory that, at a preset value of $\alpha k$, the condition

$$
\begin{equation*}
W>\alpha k+\frac{1}{\alpha k} \tag{52}
\end{equation*}
$$

ensures the positivity of the parameter $S_{1} \equiv \operatorname{Re} S$ appearing in (50). In this case, the free charged surface of a liquid is unstable [20]; the quantity $S_{1}$ here has the meaning of the increment of growth of the amplitude of


Fig. 1. Regions of the realization of various modes of a nonlinear wave motion. The region above the curve $L$ corresponds to unstable solutions. In the shaded regions bounded
by the curve $\Gamma$ and the straight line $\alpha k=1 / \sqrt{2}$, waves have sharpened vertices, while, in the unshaded regions, waves have flattened vertices.
the term that appears in the braced expression on the right-hand side of (50) and which is linear in $a$, while $2 S_{1}$ has the meaning of the increment for the nonlinear term. If the value of $W$ is not sufficient for the condition in (52) to be satisfied, then $S_{1}<0$. In this case, $S_{1}$ characterizes the decrement of an exponential decay of the term that appears in the braced expression on the righthand side of (50) and which is linear in $a$, while $2 S_{1}$ characterizes the decrement for the nonlinear term.

At $W=0$, expression (50) coincides with the wave profile constructed in [9]. If, in addition to this, we set $\gamma=0$, the well-known Stokes wave approximation quadratic in the amplitude will then be obtained. That nonlinear profile of a wave at the surface of a perfect liquid which is referred to as a Stokes wave was constructed more than a century ago. In the second-order approximation in the amplitude, expression (50) is nevertheless the first correct generalization of this concept to the case of a liquid that is characterized by a finite viscosity and a finite surface tension and which has a free charged surface. Thus, expression (50) itself is a new result for the theory of waves at the surface of a deep liquid and is a solution to a classic fluid dynamics problem that could not be solved for more than a century.

From (51), it follows that, in a perfect liquid at $k=$ $k_{*}=(\alpha \sqrt{2})^{-1}$, the denominator of the amplitude of the second-order correction to the wave profile vanishes, while the correction itself tends to infinity at finite values of the numerator of $\Lambda$. This fact, which is associated with the nonlinear resonance interaction of waves, was partly discussed in [18]. In a viscous liquid, the amplitude of the wave remains finite [18], as may have been expected.

## EFFECT OF AN ELECTRIC CHARGE ON THE PROFILES OF NONLINEAR WAVES

At a supercritical value of the surface charge density, electric forces have a more pronounced effect than Laplace forces, with the result that, at the charged surface, there appear outliers (Taylor cones), the charge being removed through their vertices via the emission of strongly charged drops [19, 21].

The condition in (52) specifies the region of unstable wave numbers (the region above the curve $L$ in Fig. 1) in the plane of the dimensionless parameters $\alpha k$ and $W$. The value of $W_{*}=2$, which corresponds to the value of $\alpha k=1$ on the curve $L$, is the smallest value of $W$ on the stability boundary. The wave $\zeta=a \cos \left(S_{2} t-\right.$ $k x) \exp (T)$ characterized by the wave number $k=\alpha^{-1}$ becomes unstable at $W=W_{*}$. This wave is referred to as the main mode. The greater the value of $W$, the broader the spectrum of unstable sinusoidal wave solutions to the linearized problem. With increasing $W$, the spectrum of unstable waves broadens both toward low and toward high wave numbers. Within the concepts of linear theory, all unstable waves participate in the for-
mation of emission outliers. This means that, within linear theory, the bases of emission outliers must expand with increasing $W$, but this is not confirmed by a comparison of the experimental results reported in [21,22], where the formation of emission outliers was observed at significantly different values of the field strength (different values of $W$ ). As a matter of fact, the mechanism through which long waves are involved in the process of formation of emission outliers obviously has some limitations that cannot be formulated within linear theory.

The nonlinear solution in (50) provides an alternative view of the formation of emission outliers. The main idealization employed by linear theory consists in the assumption that the superposition principle is valid. As a matter of fact, an emission outlier is formed not only owing to the summation of wave solutions to the linear problem but also owing to the growth of the amplitudes of nonlinear waves described by expressions similar to the first term in (50). It can easily be seen that, for $S_{1}>0$, the increment of growth of the amplitude of the term that is nonlinear in $a$ with increasing time is twice as great as that for the term that is linear in the amplitude. Within a short time interval, it is not the solution to the linear problem but the correction to it corresponding to a nonlinear character of the wave that plays a decisive role in the formation of outliers.

The solution in (50) can be considered as a model one in which, at the initial instant of time, the wave profile is described in the first approximation by only one harmonic solving the linear problem. In the general case where the initial profile is determined by a superposition of a number of such harmonics, the solution will become much more complicated; instead of the second term in the braced expression on the right-hand side of (50), there then arises the sum of all possible waves generated by the three-mode wave interaction [23]. Their increments are determined by pair products of the increments of original waves. It follows that the rate of their growth is higher than that for the firstapproximation waves and that the formation of emission outliers is determined by waves generated by a nonlinear interaction.

Yet another interesting property of a wave having the profile described by the braced expression on the right-hand side of (50) manifests itself if, in the ( $\alpha k, W$ ) plane, where we have already constructed the stability boundary for solutions to the linear problem, we depict one more curve $\Gamma$, that which is determined by the equation

$$
\begin{equation*}
\frac{1}{2}\left(\alpha k+\frac{1}{\alpha k}\right)-W=0 . \tag{53}
\end{equation*}
$$

From (51), it follows that the amplitude of the second order of smallness vanishes on this curve, $\Lambda=0$; to third-order terms inclusive, the profile of a periodic wave for $(k, W) \in \Gamma$ in the limit of a perfect liquid is
exactly sinusoidal (without any correction). Calculations by formula (50) reveal that, in the case of a viscous liquid, the quantities $A$ as functions of the parameters $\alpha k$ and $W$ attain a local minimum on this curve (they are close to zero at this minimum).

The next point that deserves particular attention is associated with the role of the phase $\beta$ appearing in (50). From (50) and (51), it follows that, at $A \neq 0$, a wave that, owing to the fact that $a \cos (\theta)$ and the shortwavelength nonlinear correction $A \cos (2 \theta+\beta)$ are cophased, has a greater curvature of the vertex than the first-approximation wave (in the nonlinear approximation, the vertex of the wave becomes sharper) corresponds to a phase value close to $\beta=0$. At $\beta=\pi$ and $A \neq 0$, the vertex takes on the contrary a more rounded shape.

In analyzing the expression for the amplitude of the nonlinear correction $\Lambda$, one can easily see that $\Lambda>0$ if

$$
\left\{\begin{array}{l}
k^{2}<0.5 \\
W<0.5\left(\alpha k+(\alpha k)^{-1}\right)
\end{array}\right.
$$

or

$$
\left\{\begin{array}{l}
k^{2}>0.5 \\
W>0.5\left(\alpha k+(\alpha k)^{-1}\right)
\end{array}\right.
$$

and $\Lambda<0$ if

$$
\left\{\begin{array}{l}
k^{2}<0.5 \\
W>0.5\left(\alpha k+(\alpha k)^{-1}\right)
\end{array}\right.
$$

or

$$
\left\{\begin{array}{l}
k^{2}>0.5 \\
W<0.5\left(\alpha k+(\alpha k)^{-1}\right) .
\end{array}\right.
$$

This means that the intersecting curve $\Gamma$ and straight line $\alpha k=1 / \sqrt{2}$ divide the plane of the parameters $k$ and $W$ into four regions restricted by the angles, each having a straight-line and a curvilinear side (see Fig. 1). In the limit $v \longrightarrow 0$, the pairs of opposite angles bound regions where the phase $\beta$ takes identical values. Within the shaded regions, the phase vanishes, $\beta=0$, and nonlinear waves have sharp vertices (see Figs. 2a, 2c). The phase value of $\beta=\pi$ corresponds to the other pair of regions where the vertices of nonlinear waves are smoothed (Figs. 2b, 2d).

In the limit $\nu \longrightarrow 0$, the phase $\beta$ undergoes jumplike changes on the sides of the angles. If the viscosity is taken into account, the sides of the angles in the $(\alpha k, W)$ plane are smeared into bands where the phase $\beta$ changes smoothly.

From Fig. 1, it can be seen that the region where the solutions to the linearized problem are unstable (the region above the curve $L$ ) is divided into two parts by

(b)


(d)


Fig. 2. Profiles of nonlinear waves of different types in dimensionless variables where $\rho=g=\gamma=1$ for $v=10^{-2}$ at the instants of time $t=(1) 0$, (2) 30 , and (3) 60: (a, b) profiles of the waves whose amplitudes decrease with time because of viscous damping for the Tonks-Frenkel parameter taking the subcritical value of $W=1.5[k=$ (a) 1 , (b) 0.6$]$ and (c, d) profiles of the waves whose amplitudes increase with time owing to the realization of instability with respect to the surface charge for $W=2.5[k=$ (c) 1 , (d) 0.6$]$.


Fig. 3. Dimensionless frequency of wave motion as a function of the dimensionless viscosity $v$ and the dimensionless parameter $W$ according to calculations at $k=1$.
the straight line $\alpha k=1 / \sqrt{2}$. For a wave of the type in (50), the development of instability is accompanied by the formation of a sharp point at the vertex if $\alpha k>1 / \sqrt{2}$ (see Fig. 2c) and by the flattening of the vertex if $\alpha k<$ $1 / \sqrt{2}$ (see Fig. 2d). At the vertices of the outliers, the electric field tears off drops of characteristic linear dimension about the radius of curvature of the vertex [18, 21]. Therefore, the emission of drops from a sharpened vertex due to the separation of smaller and more strongly charged drops is more probable than the separation of drops from the flattened vertex of a wave. After the commencement of emission, the time evolution of waves follows new regularities that must be explored individually. Thus, an analysis of the nonlinear solution to the problem leads to a natural limitation from the side of long waves at wavelengths that are involved in the formation of emission outliers.

In the second-order approximation used here, neither viscosity nor nonlinearity affects the conditions for the realization of instability of the charged surface of a liquid. Their effect will manifest itself in the calculations of the next order of smallness as corrections to the frequencies of the waves (we recall that the critical conditions for the realization of instability of the charged surface of a liquid are determined by the vanishing of the frequency squared [19]).

The surface-charge and viscosity effect on the frequencies of the waves that follows from a linear analysis is illustrated in Fig. 3.

## CONCLUSIONS

An analysis of the solution obtained here for the problem of nonlinear periodic waves propagating along
the charged surface of a conducting viscous liquid has revealed that the main contribution to the process of formation of emission outliers that arise upon the realization of instability of the charged surface comes not from the entire set of instabilities of waves whose wavelengths take values in the interval predicted by linear theory but only from that part of them for which the nonlinearity of the process manifests itself in the sharpening of the vertices. The wave numbers of such waves satisfy the condition $k>k_{*}=\sqrt{\rho g /(2 \gamma)}$.

## APPENDIX A

At each point $z=\xi(x, z, t)$ of the flat free liquid surface distorted by wave motion, we define the following quantities:
(i) the unit vectors $\mathbf{n}$ and $\tau$ along, respectively, the external normal and the tangent,

$$
\mathbf{n}=\frac{\boldsymbol{\nabla}(z-\xi)}{|\boldsymbol{\nabla}(z-\xi)|}=\frac{-\mathbf{e}_{x} \partial_{x} \xi+\mathbf{e}_{z}}{\sqrt{1+\left(\partial_{x} \xi\right)^{2}}} ; \quad \tau=\frac{\mathbf{e}_{x}+\mathbf{e}_{z} \partial_{x} \xi}{\sqrt{1+\left(\partial_{x} \xi\right)^{2}}} ;
$$

(ii) the mean curvature of the surface,

$$
\operatorname{div}(\mathbf{n})=-\frac{\partial_{x x} \xi}{\left(1+\left(\partial_{x} \xi\right)^{2}\right)^{3 / 2}}=-\partial_{x x} \xi+O\left(\xi^{3}\right) .
$$

APPENDIX B
(i) In the generally adopted notation, the kinematic boundary conditions for quantities of different order of smallness can be derived from (4) [18] and are given by

$$
z=0: \partial_{t} \xi_{1}-v_{1}=0 ; \quad \partial_{t} \xi_{2}-v_{2}=\xi_{1} \partial_{z} v_{1}-u_{1} \partial_{x} \xi_{1} .
$$

(ii) For the quantities of different order of smallness, the conditions for the tangential tensions at a free surface can be derived from (6) [18] and are given by

$$
\begin{gathered}
z=0: \partial_{x} v_{1}+\partial_{z} u_{1}=0 \\
\partial_{x} v_{2}+\partial_{z} u_{2}=-4 \partial_{z} v_{1} \partial_{x} \xi_{1}-\xi_{1} \partial_{z}\left(\partial_{x} v_{1}+\partial_{z} u_{1}\right)
\end{gathered}
$$

(iii) The condition in (5) for the pressure at the disturbed surface differs from that considered in [18] by the presence of the term $(8 \pi)^{-1}(\nabla \Phi)^{2}$ on the right-hand side. For this term, the expansion in $\xi$ in the vicinity of $z=0$ has the form

$$
\begin{gathered}
z=\xi: \frac{1}{8 \pi}\left((\nabla \Phi)^{2}+2 \xi\left(\nabla \Phi \cdot \partial_{z}(\nabla \Phi)\right)\right. \\
+\xi^{2}\left(\partial_{z}(\nabla \Phi)\right)^{2}+\xi^{2}\left(\nabla \Phi \cdot \partial_{z z}(\nabla \Phi)\right)_{z=0}+O\left(\varepsilon^{3}\right)
\end{gathered}
$$

If we consider that $\xi=\xi_{1}+\xi_{2}+O\left(\varepsilon^{3}\right)$, where $\xi_{1} \sim O(\varepsilon)$ and $\xi_{2} \sim O\left(\varepsilon^{2}\right), \Phi=\Phi_{0}+\Phi_{1}+\Phi_{2}+O\left(\varepsilon^{3}\right)$, where $\Phi_{1} \sim O(\varepsilon)$ and $\Phi_{2} \sim O\left(\varepsilon^{2}\right)$, and $\nabla \Phi_{0}=-E_{0} \mathbf{e}_{z}$ and $\partial_{z}\left(\nabla \Phi_{0}\right)=\mathbf{O}$, relations similar to those in [18] can easily be derived for quantities of different order from the condition in (5) for the pressure at a free surface. Owing
to the appearance of the electric-field pressure in the present case, they become

$$
\begin{gathered}
z=0: p_{0}=\frac{E_{0}^{2}}{4 \pi} \\
-\rho g \xi_{1}+p_{1}-2 \rho v \partial_{z} V_{1}+\gamma \partial_{x x} \xi_{1}-\frac{1}{4 \pi} E_{0} \partial_{z} \Phi_{1}=0 \\
-\rho g \xi_{2}+p_{2}-2 \rho v \partial_{z} v_{2}+\gamma \partial_{x x} \xi_{2} \\
-\frac{1}{4 \pi} E_{0} \partial_{z} \Phi_{1}=2 \rho v \xi_{1} \partial_{z z} v_{1}-\xi_{1} \partial_{z} p_{1} \\
-\frac{1}{8 \pi}\left(\left(\partial_{x} \Phi_{1}\right)^{2}+\left(\partial_{z} \Phi_{1}\right)^{2}\right)+\frac{1}{4 \pi} E_{0} \xi_{1} \partial_{z z} \Phi_{1} .
\end{gathered}
$$

(iv) To the required degree of precision, the expansion of the condition in (7) in the vicinity of the undisturbed surface of a liquid has the form

$$
z=0: \Phi+\xi \partial_{z} \Phi+\frac{1}{2} \xi^{2} \partial_{z z} \Phi=0
$$

Upon substituting $\xi=\xi_{1}+\xi_{2}+O\left(\varepsilon^{3}\right)$, where $\xi_{1} \sim$ $O(\varepsilon)$ and $\xi_{2} \sim O\left(\varepsilon^{2}\right), \Phi=\Phi_{0}+\Phi_{1}+\Phi_{2}+O\left(\varepsilon^{3}\right)$, where $\Phi_{1} \sim O(\varepsilon), \Phi_{2} \sim O\left(\varepsilon^{2}\right)$, and $\Phi_{0}=-E_{0} z$, into this expansion, we can easily obtain the following relations for quantities of different order of smallness:

$$
z=0: \Phi_{0}=0 ; \Phi_{1}-E_{0} \xi_{1}=0 ; \Phi_{2}-E_{0} \xi_{2}=-\xi_{1} \partial_{z} \Phi_{1}
$$

## APPENDIX C

The quantities $S, S_{1}, S_{2}, q, q_{1}, q_{2}$, and $D$ are calculated with the aid of expressions (23) and (24).
(i) The matrix-columns $\hat{A}_{1}, \hat{A}_{2}, \hat{A}_{3}, \hat{A}_{4}, \hat{A}_{5}$, and $\hat{A}_{6}$ appearing in (27) and (28) are given by

$$
\begin{gathered}
\hat{A}_{1}=-4 v^{2} k^{3} q_{1}\left[\begin{array}{c}
q_{2} \\
k \\
0
\end{array}\right] ; \quad \hat{A}_{2}=\left[\begin{array}{c}
0 \\
-k\left(S_{2}^{2}+D^{2}\right) \\
0
\end{array}\right] ; \\
\hat{A}_{3}=v k\left[\begin{array}{c}
2\left(\bar{S}+2 v k^{2}\right) q_{1} q_{2}+\left(S_{2}+i D\right)\left(q_{2}^{2}-q_{1}^{2}+k^{2}\right) \\
-2 i k(k+q)\left(S_{2}+i D\right) \\
0
\end{array}\right] ; \\
\hat{A}_{4}=\left[\begin{array}{c}
-i v k(q-k)^{2}\left(S+2 v k^{2}\right) \\
0 \\
0
\end{array}\right] ; \\
\hat{A}_{5}=\left[\begin{array}{c}
0 \\
N_{0} \\
M_{0}
\end{array}\right] ; \quad \hat{A}_{6}=\left[\begin{array}{c}
\Omega \\
N \\
M
\end{array}\right] ; \begin{array}{l}
\Omega=\Omega_{1}+i \Omega_{2} \\
N=N_{1}+i N_{2} \\
M=M_{1}+i M_{2},
\end{array}
\end{gathered}
$$

where $\bar{S}$ is the complex conjugate of $S$ and $N_{1}, N_{2}, \Omega_{1}$, $\Omega_{2}, M_{1}$, and $M_{2}$ are calculated by the formulas

$$
\begin{gathered}
\Omega_{1}=k\left(D-2 v k q_{1}\right) ; \quad \Omega_{2}=k\left(S_{2}-2 v k q_{2}\right) ; \\
N_{0}=\frac{1}{2} \rho\left(S_{2}^{2}-S_{1}^{2}+4 v k^{2} S_{1}+4 v^{2} k^{2}\left(k^{2}-q_{1}^{2}+q_{2}^{2}\right)\right) ; \\
N_{1}=N_{0}+\frac{1}{2} k^{2} \frac{E_{0}^{2}}{4 \pi} ; \quad N_{2}=\rho\left(S_{2} D-4 v^{2} k^{2} q_{1} q_{2}\right) ; \\
M_{0}=k\left(k S_{2}-q_{2}\left(3 k^{2}+q_{2}^{2}-3 q_{1}^{2}\right)\right) ; \\
M_{1}=-k\left(3 k S_{2}-q_{2}\left(5 k^{2}-q_{2}^{2}+3 q_{1}^{2}\right) v\right) ; \\
M_{2}=k\left(3 k S_{1}+v\left(6 k^{3}-5 k^{2} q_{1}+3 q_{2}^{2} q_{1}-q_{1}^{3}\right)\right) .
\end{gathered}
$$

(ii) The quadratic matrices $\hat{\Pi}_{1}, \hat{\Pi}_{2}, \hat{\Pi}_{3}$, and $\hat{\Pi}_{4}$

$$
\hat{\Pi}_{4}=\left[\begin{array}{ccc}
2 S+v\left(3 k^{2}-2 k q-q^{2}\right) & 0 & -2 i k \rho^{-1} \\
0 & 2 s+v\left(3 k^{2}-2 k q-q^{2}\right) & (k+q) \rho^{-1} \\
-2 i k & k+q & 0
\end{array}\right] .
$$

(iii) The matrix $\hat{L}$ appearing in (40) has the form

$$
\hat{L}
$$

$=\left[\begin{array}{cccc}2 i k & -2 k & 2 S & 0 \\ 4 i \rho v k r & -2 \rho\left(S+4 v k^{2}\right) & -\left(\rho g+4 \gamma k^{2}\right) & k E_{0} /(2 \pi) \\ 8 k^{2}+2 S / v & -8 i k^{2} & 0 & 0 \\ 0 & 0 & -E_{0} & 1\end{array}\right]$.
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#### Abstract

A simplified description of small-scale anisotropic turbulence is developed in the form of a set of three integrodifferential equations in one-dimensional momentum space or in the form of a set of three partial differential equations in a modified one-dimensional physical space. In the first case, the unknown functions are three coefficients in the Taylor expansion of an unstable polarization Fourier harmonic of the pulsating component of the velocity near the most unstable direction, the independent variables being time and the absolute value of the wave vector. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The problem of reducing the Navier-Stokes equations that describe well-developed turbulence to a set of equations with a smaller number of degrees of freedom is important not only from a theoretical standpoint but also for practical calculations of turbulent flows in various devices. Small-scale turbulent processes (from energetic to dissipative vortices) possess an especially large number of degrees of freedom. Modern physical approaches to describing small-scale turbulence can be found in [1, 2].

One possible approach to constructing the models of large-scale turbulence in an incompressible fluid is to separate the velocity and pressure fields into large- and small-scale components (pulsations). If we could solve the equations for small-scale components at least approximately, then, by substituting the solutions obtained into the equations for large-scale turbulent components, we would arrive at equations exclusively for large-scale components. This approach has so far been implemented in the linear approximation only by using the concept of "random force" [3, 4], whose parameters are to be specified in advance.

Although the approach proposed here does not allow the pulsating components to be expressed through large-scale fields, this is, to the best of the author's knowledge, the first approach that makes it possible to reduce the three-dimensional problem of the turbulence closure to a quasi-one-dimensional problem.

## DERIVATION OF THE BASIC EQUATIONS IN MOMENTUM SPACE

We start with the following basic equation for Fourier harmonics of the polarization components of the
velocity [5]:

$$
\begin{gather*}
\left(\partial_{t}+v k^{2}\right) v^{\lambda}=J^{\lambda \alpha} v^{\alpha} \\
+\left(\mathbf{B}^{-1}\right)^{\lambda \gamma} \Sigma_{\alpha, \beta, \mathbf{p}+\mathbf{q}=\mathbf{k}} \Phi^{\alpha \beta \gamma}(\mathbf{B} \mathbf{v})^{\alpha}(\mathbf{p}, t)(\mathbf{B} \mathbf{v})^{\beta}(\mathbf{q}, t) . \tag{1}
\end{gather*}
$$

Here, $\mathbf{k}, \mathbf{p}$, and $\mathbf{q}$ are the wave vectors whose three Cartesian coordinates take on the values $k_{i}, p_{i}, q_{i}= \pm 2 \pi n / L$ (where $i=1,2,3$ and $n=1,2,3, \ldots$ ); $L$ is the scale separating large- and small-scale motions; the upper polarization indices $\alpha, \beta, \gamma$, and $\lambda$ take on the values 1 and 2 ; $v$ is the kinematic molecular viscosity coefficient; $\mathbf{v}$ is the two-dimensional polarization velocity vector, $\mathbf{v}(k, \theta, \eta, t)$, that is sought in the spherical coordinate system used in [6], in which case the wave vector has the form $\mathbf{k}=$ $(k \cos \theta \cos \eta, k \sin \theta \cos \eta, k \sin \eta) ; \mathbf{J}$ is a diagonal matrix; and $\mathbf{B}$ is the matrix of transformation of the polarization components of the small-scale velocity.

The diagonal elements of the matrix $\mathbf{J}$ are the eigenvalues $\lambda_{1,2}$ of the matrix $\mathbf{A}$ of the linear (without the viscous terms) basic equations [5]:

$$
\begin{gather*}
\lambda_{1,2}=\mathbf{n} \cdot \mathbf{S n} / 2  \tag{2}\\
\pm \sqrt{(\mathbf{n} \cdot \mathbf{S n})^{2} / 4+\operatorname{tr}\left[(\mathbf{k} \times \mathbf{S})^{2}\right]-(\mathbf{n} \cdot \Omega)^{2} / 4}
\end{gather*}
$$

Here, $\mathbf{n}=\mathbf{k} / k$; the large-scale velocity gradient tensor $\mathbf{S}$ with the elements $S_{i j}=\frac{1}{2}\left(\partial_{i} U_{j}+\partial_{j} U_{i}\right) ; U_{j}($ with $j=1,2$, 3) are the components of the large-scale velocity vector; $\partial_{j} U_{i}$ is the partial derivative of the $i$ th velocity component with respect to the $j$ th Cartesian spatial coordinate; tr is the trace of the matrix; and $\boldsymbol{\Omega}$ is the largescale vorticity vector, $\boldsymbol{\Omega}=\nabla \times \mathbf{U}$.

The elements of the matrix $\mathbf{A}$ are defined by the relationship $A^{\mu \mu}=-\varepsilon_{j}^{\gamma} \varepsilon_{m}^{\mu} \partial_{m} U_{j}$ with summations over repeated indices. In this relationship, $\boldsymbol{\varepsilon}^{1}$ and $\boldsymbol{\varepsilon}^{2}$ are two unit polarization vectors that are perpendicular to the wave vector $\mathbf{k}$ and are defined as $\boldsymbol{\varepsilon}^{1}=(\sin \theta,-\cos \theta, 0)$
and $\boldsymbol{\varepsilon}^{2}=(\cos \theta \sin \theta, \sin \theta \sin \eta,-\cos \eta)$, satisfying the equalities $\boldsymbol{\varepsilon}^{1}(-\mathbf{k})=-\boldsymbol{\varepsilon}^{-1}(\mathbf{k})$ and $\boldsymbol{\varepsilon}^{2}(-\mathbf{k})=\boldsymbol{\varepsilon}^{2}(\mathbf{k})$, which yield the relationships $v^{1}(-\mathbf{k})=-v^{1 *}(\mathbf{k})$ and $v^{2}(-\mathbf{k})=$ $v^{2 *}(\mathbf{k})$ by virtue of the fact that the velocity is a real quantity. The rest of the notation in Eq. (1) is

$$
\Phi^{\gamma \alpha \beta}=-i k_{m} \varepsilon_{j}^{\gamma}(\mathbf{k}) \varepsilon_{j}^{\alpha}(\mathbf{p}) \varepsilon_{m}^{\beta}(\mathbf{q}) .
$$

In the approach proposed here, the large-scale velocity is characterized by a constant component, which is eliminated by a Galilean transformation, and a constant velocity gradient tensor $\mathbf{d U}$ in considering the dynamics of the small-scale velocity. This is in contrast to the approach developed in [4], in which the largescale velocity is assumed to be linear. That is why these two approaches yield different equations for the smallscale velocity (see [5] for details).

According to the Haken slaving principle [8], the unstable modes, which are the order parameters of the problem, predominate over the stable modes. We can even go beyond the Haken principle and assume that the main contribution to the energetics of the process comes from the most unstable modes, which thus should be described with the highest accuracy. In [8], it was also assumed that the suppression of unstable modes should be described by cubic terms and that the most unstable modes are singled out by a kind of Laplacian operator. In comparison with this approach, the method proposed in the present paper is simpler: it consists in expanding both dependent and independent variables in Taylor series in two angular variables about the points corresponding to the fastest growing Fourier harmonics of the velocity.

In order to illustrate the method, we consider a Couette flow such that the large-scale velocity gradient tensor has the only nonzero component $S_{12}=\partial_{1} U_{2}$. In this case, we have $\lambda_{1}=1 / 2 \sin (2 \theta) \cos ^{2} \eta$ and $\lambda_{2}=0$. The quantity $\lambda_{1}$ takes on the same maximum value at the two points ( $\theta_{1}=\pi / 4, \eta_{1}=0$ ) and ( $\theta_{2}=5 \pi / 4, \eta_{2}=0$ ). Retaining several first terms in the Taylor series expansions of the function $\lambda_{1}$ near these points, we arrive at the expansion

$$
\begin{equation*}
\lambda_{1}=\frac{S}{2}\left[1-2\left(\theta-\theta_{1}\right)^{2}-\left(\eta-\eta_{1}\right)^{2}\right] \tag{3}
\end{equation*}
$$

with $i=1,2$.
Accordingly, the expansions of the elements of the matrices $\mathbf{B}$ and $\mathbf{B}^{-1}$, which are composed of the eigenvectors of the original matrix $\mathbf{A}$, have the form $b_{11}=1$ and $b_{22}=1$ (the matrix $\mathbf{B}$ can be chosen with a certain amount of freedom because the eigenvectors are defined to within a numerical factor) and also $b_{21}=$ $-\left(\eta-\eta^{3} / 6\right)\left[1+2\left(\theta-\theta_{1}\right)\right]$ and $b_{21}=-\left(\eta-\eta^{3} / 6\right)[1-$ $\left.2\left(\theta-\theta_{1}\right)\right]$.

The elements of the inverse matrix $\mathbf{B}^{-1}$ are equal to

$$
b_{11}^{-1}=1+\eta^{2}, \quad b_{22}^{-1}=1+\eta^{2},
$$

$$
\begin{aligned}
& b_{12}^{-1}=\left(\eta+\frac{7}{6} \eta^{3}\right)\left[1-2\left(\theta-\theta_{i}\right)\right], \\
& b_{21}^{-1}=\left(\eta+\frac{7}{6} \eta^{3}\right)\left[1+2\left(\theta-\theta_{i}\right)\right] .
\end{aligned}
$$

The sum in the basic equation (1) for the polarization Fourier harmonics of the velocity $\mathbf{v}$, which are modified by the matrix $\mathbf{B}$, contains the wave vectors $\mathbf{k}$, $\mathbf{p}$, and $\mathbf{q}$ (such that $\mathbf{q}=\mathbf{k}-\mathbf{p}$ ), whose components in spherical coordinates are $\left(k, \theta_{k}, \eta_{k}\right),\left(p, \theta_{p}, \eta_{p}\right)$, and $\left(q, \theta_{q}, \eta_{q}\right)$, respectively.

It is easy to show that, in the spherical coordinate system adopted here and in [7], the following relationships are satisfied:

$$
\begin{gather*}
\tan \theta_{q}=\frac{k \sin \theta_{k} \sin \eta_{k}-p \sin \theta_{p} \cos \eta_{p}}{k \cos \theta_{k} \cos \eta_{k}-p \cos \theta_{p} \cos \eta_{p}}  \tag{4}\\
\sin \eta_{q}=\left(k \sin \eta_{k}-p \sin \eta_{p}\right) / q \tag{5}
\end{gather*}
$$

where
$q$
$=\sqrt{k^{2}+p^{2}-2 k p \cos \eta_{k} \cos \eta_{p} \cos \left(\theta_{k}-\theta_{p}\right)-2 k p \sin \eta_{k} \sin \eta_{p}}$.
In this case, the expansions of $\theta_{q}$ and $\eta_{q}$ about the directions determined by the angles $\theta_{i}$ and $\eta_{i}$ have the form

$$
\begin{gathered}
\theta_{q}=\theta_{i}+\frac{k}{k-p}\left(\theta_{k}-\theta_{i}\right)+\frac{p}{p-k}\left(\theta_{p}-\theta_{i}\right), \\
\eta_{q}=\frac{l}{|k-p|} \eta_{k}-\frac{p}{|k-p|} \eta_{p} .
\end{gathered}
$$

From physical considerations, it is clear that $q=\mid k-$ $p \mid \leq 2 \pi \sqrt{3} / L$ and $p \leq 2 \pi \sqrt{3} / L$, where the scale $L$ separates small-scale pulsations from large-scale motions.

In numerical modeling involving large-scale vortices, the scale $L$ can be thought of as the spacing of the numerical grid. The form of the above terms in the Taylor series expansions and the subsequent terms, which have been discarded, leads us to the conclusion that the approximation proposed here is poor for large values of the ratio $k /(k-p)$; moreover, it is very poor for $k L \gg 1$, i.e., for small-scale vortices whose sizes are much less than the grid spacing. Fortunately, from experiments, it is known that, in the range of scales in question (such that the grid spacing $L$ is smaller than the global scale of turbulence), the spectra of turbulent Reynolds stresses and the energy spectra in the inertial interval decrease according to power laws (the power indices being close to $-5 / 3$ and -2 , respectively), and, for dissipative vortices, the spectra decrease exponentially [1,2]. Consequently, when the contribution of solutions to the model equations to the spectra of the energy and Reynolds stresses are not too large, the above poor approximation does not significantly worsen the
description of the dynamics of the largest of small-scale vortices, which make the main contribution to subgrid Reynolds stresses.

Following the Haken subordination principle [8], we can set $v^{2}=0$ for the stable and neutrally stable modes under consideration. Near the most unstable directions determined by the angles $\theta_{i}$ and $\eta_{i}$, the largest contribution comes from nonlinear terms with the coefficients

$$
\begin{gathered}
\Phi^{111} \approx i k \frac{p}{p-k}\left(\theta_{k}-\theta_{p}\right), \\
\Phi_{112} \approx-i k\left(\frac{k}{|k-p|} \eta_{k}-\frac{p}{|k-p|} \eta_{p}-\eta_{k}\right),
\end{gathered}
$$

the remaining coefficients $\Phi^{\alpha, \beta, \gamma}$ being polynomials of higher orders in the angular variables. As in [7], in the limit $L \longrightarrow \infty$, we can switch from summation to integration over the wavenumbers in Eq. (1):

$$
(2 \pi / L)^{3} \Sigma_{k} \longrightarrow \int d^{3} k
$$

Using the above Taylor series expansions, we obtain the following approximate equation for the first velocity component $v^{1}$ of unstable modes:

$$
\begin{align*}
& \left(\partial_{t}+v k^{2}\right) v^{1}=\lambda_{1} v^{1}+i k\left(\frac{L}{2 \pi}\right)^{3} \int_{2 \pi / L}^{\infty} p^{2} d p  \tag{6}\\
& \quad \times \int_{-\pi / 2}^{\pi / 2} \cos \eta_{p} d \eta_{p} \int_{\theta_{p}^{\prime}} d \theta_{p} Z v^{1}(\mathbf{p}) v^{1}(\mathbf{q})
\end{align*}
$$

where $\theta_{p}^{\prime}$ are the angles corresponding to the unstable modes,

$$
\theta_{p}^{\prime} \in\left[0, \frac{\pi}{2}\right] \cup\left[\pi, \frac{3 \pi}{2}\right]
$$

and

$$
\begin{gathered}
\lambda_{1}=\frac{S}{2}\left[1-2\left(\theta-\theta_{j}\right)^{2}-\left(\eta-\eta_{j}\right)^{2}\right] ; \quad j=1,2 ; \\
Z=-\frac{p}{k-p}\left(\theta_{k}-\theta_{j}\right)-\frac{p}{k-p}\left(\theta_{p}-\theta_{j}\right) \\
+\left(\frac{k}{|k-p|} \eta_{k}-\frac{p}{|k-p|} \eta_{p}-\eta_{k}\right)\left(\frac{k}{|k-p|} \eta_{k}-\frac{p}{|k-p|} \eta_{p}\right) .
\end{gathered}
$$

The spherical coordinate system [7] that was conveniently used up to this point can be changed into a "hemispherical" coordinate system in which the components of the wave vector are related to those in the Cartesian coordinate system in the above manner, $\mathbf{k}=$ $(k \cos \theta \cos \eta, k \sin \theta \cos \eta, k \sin \eta)$, but, in the lower half-
plane, the quantity $k$ is negative, the angle $\eta$ spans the same range,

$$
\eta \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]
$$

and the range spanned by the angle $\theta$ is two times shorter, $\theta \in[0, \pi]$. In this hemispherical coordinate system, the function $\lambda_{1}$ has a maximum only at one point, namely, at $\left(\theta_{1}, \eta_{1}\right)$. In this case, the integration limits in Eq. (6) change as follows:

$$
\begin{align*}
& \left(\partial_{t}+v k^{2}\right) v^{1}=\lambda_{1} v^{1}+i k\left(\frac{L}{2 \pi}\right)^{3} \int_{-\infty}^{\infty} p^{2} d p  \tag{7}\\
& \quad \times \int_{-\pi / 2}^{\pi / 2} \cos \eta d \eta \int_{0}^{\pi / 2} d \theta Z v^{1}(\mathbf{p}) v^{1}(\mathbf{q})
\end{align*}
$$

Since we seek the small-scale velocity, we assume that the large-scale velocity components are identically zero:

$$
\begin{gathered}
v^{1}(\mathbf{p})=0, \quad|\mathbf{p}|<\frac{2 \pi}{L} ; \quad v^{1}(q)=0, \quad|\mathbf{q}|<\frac{2 \pi}{L} \\
v^{1}(\mathbf{k})=0, \quad|\mathbf{k}|<\frac{2 \pi}{L}
\end{gathered}
$$

The method for solving an integral equation by expanding its kernel and the unknown function in Taylor series about a certain point (see, e.g., [9]) is known but has not become widely used. Here, this method is applied to an integrodifferential equation and with respect to only some of the variables (in the case at hand, the angular variables). Assuming that the velocity $v^{1}$ has a maximum with respect to the angular variables at the same point at which $\lambda_{1}$ is maximum, namely, at $\left(\theta_{1}, \eta_{1}\right)$, we arrive at the following expansions:

$$
\begin{gather*}
v^{1}\left(k, \theta_{k}, \eta_{k}, t\right)=v_{0}(k, t)+c(k, t)\left(\theta_{k}-\theta_{1}\right)^{2} \\
+d(k, t) \eta_{k}^{2}+f(k, t) \eta_{k}\left(\theta_{k}-\theta_{1}\right) \tag{8}
\end{gather*}
$$

and, accordingly,

$$
\begin{gather*}
v^{1}\left(q, \theta_{q}, \eta_{q}, t\right)=v_{0}(q, t) \\
+c(q, t)\left[\frac{p}{p-k}\left(\theta_{p}-\theta_{1}\right)+\frac{k}{k-p}\left(\theta_{k}-\theta_{i}\right)\right]^{2}  \tag{9}\\
+d(q, t) d(q, t)\left(\frac{k}{|k-p|} \eta_{k}-\frac{p}{|k-p|} \eta_{p}\right)^{2} \\
+f(q, t)\left[\frac{p}{p-k}\left(\theta_{p}-\theta_{1}\right)+\frac{k}{k-p}\left(\theta_{k}-\theta_{1}\right)\right] \frac{k \eta_{k}-p \eta_{p}}{|k-p|} .
\end{gather*}
$$

We substitute the above Taylor series expansions into approximate equation (6), integrate over the angular variables, and equate the coefficients of the powers of the angular variables $\eta_{k}$ and $\left(\theta_{k}-\theta_{1}\right)$ on both sides of
the resulting equations to obtain a set of integrodifferential equations for the unknown functions $\mathrm{v}_{0}(k, t)$, $c(k, t), d(k, t)$, and $f(k, t)$ (it follows from the equation for $f$ that $f \equiv 0$ ):

$$
\begin{gathered}
\left(\partial_{t}+v k^{2}-\frac{S}{2}\right) v_{0}=i k\left(\frac{L}{2 \pi}\right)^{3} \\
\times \int_{-\infty}^{\infty} d p\left[\frac{\pi \alpha_{1}}{2} v_{0}(p) v_{0}(k-p) \frac{p^{4}}{(k-p)^{2}}\right. \\
+\alpha_{1} \beta_{1} c(p) v_{0}(k-p) \frac{p^{4}}{(k-p)^{2}} \\
+\frac{\pi}{2} \alpha_{2} d(p) v_{0}(k-p) \frac{p^{4}}{(k-p)^{2}} \\
+\alpha_{1} \beta_{1} v_{0}(p) c(k-p) \frac{p^{6}}{(k-p)^{4}} \\
+\alpha_{1} \beta_{2} c(p) c(k-p) \frac{p^{6}}{(k-p)^{4}}+\alpha_{2} \beta_{1} d(p) c(k-p) \frac{p^{6}}{(k-p)^{4}} \\
+\frac{\pi}{2} \alpha_{2} v_{0}(p) d(k-p) \frac{p^{6}}{(k-p)^{4}}+\beta_{1} \alpha_{2} c(p) d(k-p) \frac{p^{6}}{(k-p)^{4}} \\
\left.+\frac{\pi}{2} \alpha_{3} d(p) d(k-p) \frac{p^{6}}{(k-p)^{4}}\right], \\
\left(\partial_{t}+v k^{2}-\frac{S}{2}\right) C+S v_{0}=i k^{3}\left(\frac{L}{2 \pi}\right)^{3} \\
\times \int_{-\infty}^{\infty} d p \frac{p^{6}}{(k-p)^{6}}\left[\alpha_{1} \frac{\pi}{2} v_{0}(p) c(k-p)\right. \\
\left.+\alpha_{1} \beta_{1} c(p) c(k-p)+\frac{\pi}{2} \alpha_{2} d(k) c(k-p)\right], \\
\left.+\alpha_{1} \beta_{1} c(p) d(k-p)+\frac{\pi}{2} \alpha_{2} d(k) d(k-p)\right] . \\
\quad\left(\partial_{t}+v k^{2}-\frac{S}{2}\right) d+\frac{S}{2} v_{0}=i k^{3}\left(\frac{L}{2 \pi}\right)^{3} \\
\times \int_{-\infty}^{\infty} d p \frac{p^{6}}{(k-p)^{6}}\left[\frac{\pi}{2} \alpha_{1} c(p) d(k-p)\right.
\end{gathered}
$$

Here,

$$
\alpha_{i}=\int_{-\pi / 2}^{\pi / 2} \eta^{2 i} \cos \eta d \eta, \quad \beta_{i}=\int_{0}^{\pi / 2}\left(\theta-\frac{\pi}{4}\right)^{2 i} d \theta,
$$

or, equivalently, $\alpha_{1} \approx 0.93, \alpha_{2} \approx 0.96, \alpha_{3} \approx 1.29, \beta_{1} \approx$ 0.32 , and $\beta_{3} \approx 0.12$. If $m=(2 \pi / L) \sqrt{3}$ is the absolute
value of the smallest wavenumber, then it is clear from physical considerations that the range of wavenumbers determined by the inequalities $|k-p|<m$ and $|p|<m$ should be excluded from the interval of integration because it corresponds to large-scale motions. The amount of computer time required to solve this set of equations is far less than that for the basic equation, because the problem in wavenumber space is onedimensional even when the grid Reynolds number $R e_{L}=S L^{2} / v$ is very large. The above set of integrodifferential equations can be nondimensionalized by the transformations $K=k L, T=t S / L, D=d /(S L), V(K)=$ $v_{0} /(S L)$, and $C(K)=c /(S L)$. If we also introduce the new variables $G=D / k^{4}, Q=C / k^{4}$, and $F=V / k^{2}$, then we can eliminate the wavenumbers from the denominators in the integrands:

$$
\begin{align*}
& \left(\partial_{T}+\frac{1}{R e_{L}} K^{2}-\frac{1}{2}\right) K^{2} F=i K(2 \pi)^{-3} \\
& \times \int_{-\infty}^{\infty} d P\left[\frac{\pi}{2} \alpha_{1} F(P) F(K-P) P^{6}+\alpha_{1} \beta_{1} Q(p) F(k-p) p^{8}\right. \\
& +\frac{\pi}{2} \alpha_{2} p^{8} G(p) F(K-P)+\alpha_{1} \beta_{1} P^{8} F(P) Q(K-P)  \tag{13}\\
& +\alpha_{1} \beta_{2} P^{10} Q(P) Q(K-P) \alpha_{2} \beta_{1} P^{10} G(P) Q(K-P) \\
& +\frac{\pi}{2} \alpha_{2} P^{8} F(P) G(K-P)+\beta_{1} \alpha_{2} P^{10} Q(P) G(K-P) \\
& +\frac{\pi}{2} \alpha_{3} P^{10} G(P) G(K-P), \\
& \left(\partial_{T}+\frac{1}{R e_{L}} K^{2}-\frac{1}{2}\right) K^{2} Q+F=i K(2 \pi)^{-3} \\
& \times \int_{-\infty}^{\infty}\left[\frac{\pi}{2} \alpha_{1} P^{6} F(P) Q(K-P)+\alpha_{1} \beta_{1} P^{8} Q(P) Q(K-P)(14)\right.  \tag{14}\\
& \left.+\frac{\pi}{2} \alpha_{2} P^{8} G(P) Q(K-P)\right], \\
& \left(\partial_{T}+\frac{1}{R e_{L}} K^{2}-\frac{1}{2}\right) K^{2} G+\frac{1}{2} F=i K(2 \pi)^{-3} \\
& \times \int_{-\infty}^{\infty}\left[\frac{\pi}{2} \alpha_{1} P^{6} F(P) G(K-P)+\alpha_{1} \beta_{1} P^{8} Q(P) G(K-P)\right.  \tag{15}\\
& \left.+\frac{\pi}{2} \alpha_{2} P^{8} G(P) G(K-P)\right] .
\end{align*}
$$

We have thus derived the desired set of three integrodifferential equations for the unknown functions $F(K, T), Q(K, T)$, and $G(K, T)$.

## DERIVATION OF THE BASIC EQUATIONS IN PHYSICAL SPACE

We take the Fourier transformation of the functions $F(K, T), G(K, T)$, and $Q(K, T)$ in the variable $K$ according to the formula [10]

$$
\begin{equation*}
\Phi(F) \equiv g(\xi)=\int_{-\infty}^{\infty} F(K) e^{-i \xi K} d K \tag{16}
\end{equation*}
$$

The inverse Fourier transformation is defined as

$$
\begin{equation*}
F(K)=(2 \pi)^{-1} \int_{-\infty}^{\infty} g(\xi) e^{i \xi K} d \xi \tag{17}
\end{equation*}
$$

The convolution can be defined as

$$
\begin{equation*}
F(K)=\int_{-\infty}^{\infty} F_{1}(K-P) F_{2}(P) d P \tag{18}
\end{equation*}
$$

According to the familiar convolution theorem, we obtain the relationship [10]

$$
\begin{equation*}
\Phi(F)=\Phi\left(F_{1}\right) \Phi\left(F_{2}\right) . \tag{19}
\end{equation*}
$$

It is known [10] that multiplying the original function by $-i K$ reduces to differentiation of its Fourier transform:

$$
\begin{equation*}
\partial_{\xi} \Phi(F)=\Phi(-i K F(K)) . \tag{20}
\end{equation*}
$$

Applying Fourier transformation (15) to both sides of each of Eqs. (12)-(14) and using the above two properties of the Fourier transform, we arrive at the following set of partial differential equations:

$$
\begin{align*}
&\left(\partial_{T}-\frac{1}{R e_{L}} \partial_{\xi}^{2}-\frac{1}{2}\right) \partial_{\xi}^{2} X=(2 \pi)^{-3} \partial_{\xi} \\
& \times\left(-\frac{\pi}{2} \alpha_{1} X \partial_{\xi}^{6} X+\alpha_{1} \beta_{1} X \partial_{\xi}^{8} Y+\frac{\pi}{2} \alpha_{2} X \partial_{\xi}^{8} Z\right.  \tag{21}\\
&+ \alpha_{1} \beta_{1} Y \partial_{\xi}^{8} X-\alpha_{1} \beta_{2} Y \partial_{\xi}^{10} Y-\alpha_{2} \beta_{1} Y \partial_{\xi}^{10} Z \\
&\left.+\frac{\pi}{2} \alpha_{2} Z \partial_{\xi}^{8} X-\beta_{1} \alpha_{2} Z \partial_{\xi}^{10} Y-\frac{\pi}{2} \alpha_{3} Z \partial_{\xi}^{10} Z\right), \\
&\left(\partial_{T}-\frac{1}{R e_{L}} \partial_{\xi}^{2}-\frac{1}{2}\right) \partial_{\xi}^{2} Y-X=(2 \pi)^{-3} \partial_{\xi} \\
& \times\left(-\frac{\pi}{2} \alpha_{1} Y \partial_{\xi}^{6} X+\alpha_{1} \beta_{1} Y \partial_{\xi}^{8} Y+\frac{\pi}{2} \alpha_{2} Y \partial_{\xi}^{8} Z\right),  \tag{22}\\
&\left(\partial_{T}-\frac{1}{R e_{L}} \partial_{\xi}^{2}-\frac{1}{2}\right) \partial_{\xi}^{2} Z-\frac{1}{2} X=(2 \pi)^{-3} \partial_{\xi}  \tag{23}\\
& \times\left(-\frac{\pi}{2} \alpha_{1} Z \partial_{\xi}^{6} X+\alpha_{1} \beta_{1} Z \partial_{\xi}^{8} Y+\frac{\pi}{2} \alpha_{2} Z \partial_{\xi}^{8} Z\right),
\end{align*}
$$

where $\Phi(F)=X(\xi, t), \Phi(Q)=Y(\xi, t)$, and $\Phi(G)=Z(\xi$, $t$ ) are unknown functions.

On the one hand, the absolute value of the dimensionless wavenumber of turbulent pulsations satisfies the inequality $|k| \geq 2 \pi \sqrt{3}$; on the other hand, we have $|\mathbf{K}|=(2 \pi / l) \sqrt{n_{x}^{2}+n_{y}^{2}+n_{z}^{2}}$, where $n_{x}=1,2,3, \ldots, n_{y}=1$, $2,3, \ldots$, and $n_{z}=1,2,3, \ldots$ Consequently, we get $|\mathbf{K}|=$ $(2 \pi / l) \sqrt{3}$, which yields $l=1$; i.e., in Eqs. (20)-(22), we have $\xi \in[0,1]$.

Equations (20)-(22) should probably be supplemented with the boundary conditions

$$
\begin{gather*}
X(0, T)=Y(0, T)=Z(0, T) \\
=X(1, T)=Y(1, T)=Z(1, T)=0,  \tag{24}\\
\partial_{\xi} X(0, T)=\partial_{\xi} Y(0, T)=\partial_{\xi} Z(0, T)=\partial_{\xi} X(1, T) \\
=\partial_{\xi} Y(1, T)=\partial_{\xi} Z(1, T)=0 \tag{25}
\end{gather*}
$$

Since, under boundary conditions (24) and (25), Eqs. (20)-(22) are degenerate at the boundary, there is no need to impose additional boundary conditions on the higher order derivatives.

The problem of formulating periodic boundary conditions requires separate consideration because Eqs. (21)-(23) have been derived by using Fourier series expansions.

## CONCLUSIONS

In the present work, it has been shown that threedimensional equations for the pulsating components of the velocity can be reduced to a set of one-dimensional approximate equations. As is the case with the familiar original Burgers equation (with a source) [11], the equations obtained can be expected to possess several attractors. In order for the model to be noncontradictory, among these attractors, it is necessary to choose those that maximize the velocity $v^{1}(\mathbf{k}, t)$ of unstable modes in angular variables. Then, it can be hoped that the spectra obtained of the energy and Reynolds stresses will agree with the experimental spectra and that the approach proposed here will be helpful for subgrid simulation of well-developed turbulence. The author also hopes that the solutions derived will confirm or reject the hypothesis of the "negative diffusion" of the specific rate of dissipation of the turbulent energy [12]. In the limit $R e_{L} \longrightarrow \infty$, which corresponds to well-developed turbulence, the above model equations and their asymptotic behavior can be investigated numerically. It is possible that the renormalization group methods [13], which are effective in solving problems concerning isotropic turbulence, will also be useful in constructing approximate solutions to the model equations for anisotropic turbulence. Taking into account the second component of the small-scale velocity, $v^{2}$, will not considerably complicate the model equations and, presumably, will be needed to describe the cores of coherent vortices-the regions in which the large-scale vorticity predominates over the shear [14].

The approach proposed here can naturally be generalized to magnetohydrodynamic flows and, possibly, to other types of turbulent flows, including those in compressible fluids and gases.
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#### Abstract

A one-dimensional mathematical model is proposed for calculating the characteristics of a discharge in crossed electric and magnetic fields. In particular, the model can be applied for calculating electric propulsion engines with closed (azimuthal) drift of electrons. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Electric propulsion engines (EPEs) with closed (azimuthal) drift of electrons are based on the concept of acceleration of ions by a self-consistent electric field generated in a plasma because of a sharp decrease in the transverse electron mobility in a magnetic field. A characteristic feature of electric discharge in EPEs is that the discharge is excited in crossed electric and magnetic fields $(E \perp H)$ and the ion component of the plasma is not magnetized. The longitudinal component is dominant in the magnetic field, whereas the transverse component is dominant in the electric field (Fig. 1). The Hall current in this case is closed in the azimuthal direction. The presence of this current can cause the external magnetic field to be completely pushed out of the plasma. It is easy to verify that the electron dynamics in the boundary layer between the magnetic field and the cathode plasma is collisionless because, for a characteristic density of neutral atoms on the order of $10^{13} \mathrm{~cm}^{-3}$ and a total collision cross section of $3 \times 10^{-15} \mathrm{~cm}^{2}$, the electron mean free path is about 30 cm , whereas the length of the EPE channel is usually no longer than 5 cm (the electron Larmor radius is $\sim 0.34 \mathrm{~cm}$ for a discharge voltage of 100 V and magnetic field of 100 Oe ).

## FORMULATION OF THE PROBLEM

We consider a quasi-collisional model of a spacecharge layer in crossed electric and magnetic fields. A similar problem was first investigated in [1]. In that paper, the case was considered in which all of the plasma particles entering the boundary layer had the same initial velocity directed perpendicular to the layer. However, in contrast to anode-layer engines (ALEs), the ions moved together with the electrons from the cathode plasma, rather than from the anode. The distributions of the potential, magnetic field, and charged particle density and velocity across the layer were found. In particular, it follows from the solutions
obtained that the particle density becomes infinite at the anode boundary.

A distinctive feature of ALEs is that the current density of the accelerated ion beam is not limited by the space charge, as was demonstrated in [2]. In [3], the problem was considered of the formation of a spacecharge layer in a transverse magnetic field with ions injected from the anode and electrons injected from the cathode. In this case, the current is limited by the space charge and two types of solution are possible that differ in the spatial profiles of the electron velocity and the parameter values of the cathode plasma, from which the electrons arrive at the layer. The first type of solution ( $E$-layer) is characterized by the longitudinal acceleration of electrons near the cathode and their deceleration near the anode. A characteristic feature of the second type of solution ( $H$-layer) is that the electrons are decelerated in the longitudinal direction throughout the entire layer (from the cathode to the anode). The cathode plasma density in the $E$-layer is higher than that in the $H$-layer by a factor of $\sqrt{\varphi_{0} / \varphi_{n}}$, where $\varphi_{0}$ is the voltage drop across the layer and $\varphi_{n}$ is the initial energy with which the electrons arrive at the layer from the cathode plasma.


Fig. 1. Space-charge layer.

In addition, when the ion and electron current densities far exceed the Langmuir current density, the $E$-layer turns out to be much shorter than the electron Larmor radius. The $H$-layer is close in size to the electron Larmor radius. We note that in [3] the influence of collisions and ionization on the electron and ion motion was ignored. This study is a continuation and further development of [3].

## MATHEMATICAL MODEL

Let us consider a space-charge layer formed between a metal anode at a potential $\varphi_{0}$ and a plasma at a zero potential (Fig. 1). An electron flow with an initial electron energy $\varphi_{n}$ and current density $j_{0}$ arrives at the layer from the cathode plasma.

A metal (equipotential) anode is located immediately near the cutoff point, at which the longitudinal electron velocity is zero $\left(V_{x}^{e}=0\right)$ and the transverse electron velocity is

$$
\begin{equation*}
V_{y}^{e}=c^{2}\left(1-\frac{1}{\gamma_{a}^{2}}\right), \quad \gamma_{a}=1+\frac{e\left(\varphi_{0}+\varphi_{n}\right)}{m c^{2}} \tag{1}
\end{equation*}
$$

where $c$ is the speed of light, $e$ is the electron charge, and $m$ is the electron mass.

The electrons that are "cut off" under the action of the transverse magnetic field and have not undergone collisions return to the cathode, thus producing the current density $j_{c}$. The electrons undergoing collisions are assumed to be ejected onto the anode [3] and are not taken into account.

A gas flow with the current density $n_{g}^{0} V_{g}$ (where $n_{g}^{0}$ and $V_{g}$ are the density and velocity of the neutral particles, respectively) enters the layer through the anode. The gas flow is ionized due to collisions with electrons. As a result, an ion flow and a gas flow with the current density $n_{g}^{c} V_{g}$ enter the cathode plasma (here, $n_{g}^{c}$ is the neutral density at the cathode plasma boundary). The magnetic field at the anode is equal to the external field $H_{0}$ and decreases toward the cathode because of the presence of a transverse (Hall) electron current. The electric field at the cathode is zero, because the cathode is the boundary of the quasineutral plasma.

Unlike [3], we will consider the continuity equations for the charged particle flows and the gas flow. Moreover, the integration of the equations derived will be performed starting from the anode, which will require the equations describing the problem to be somewhat modified.

The electron flow arising at the cathode reaches the anode and then moves in the opposite direction. Therefore, we can consider two electron flows: the direct flow with the current density $j^{e d}$ and the reverse flow with the current density $j^{e r}$. We assume that the $x$ axis is directed
along the reverse electron flow; accordingly, the direct flow is antiparallel to the $x$ axis.

In the one-dimensional problem under study, all variables depend on $x$ only; hence, the continuity equations for $j^{e d}$ and $j^{e r}$ take the form

$$
\begin{gather*}
\frac{d}{d x} j^{e d}=z_{t} n^{e d}(x)+z_{k} n^{e d}(x), \\
z_{t}=\left\langle\sigma_{t} v^{e}\right\rangle=\sigma_{t}\left(V^{e}(x)\right) V^{e}(x) \\
\frac{d}{d x} j^{e r}=-z_{t} n^{e r}(x)-z_{k} n^{e r}(x),  \tag{2}\\
z_{k}=\left\langle\sigma_{k} V^{e}\right\rangle=\sigma_{k}\left(V^{e}(x)\right) V^{e}(x)
\end{gather*}
$$

where $z_{t}$ is the electron-neutral collision frequency, $v^{e}$ is the electron velocity, $z_{k}$ is the Coulomb collision frequency, $\sigma_{t}$ is the cross section for electron-neutral collisions, $\sigma_{k}$ is the cross section for Coulomb collisions of electrons, and $V^{e}(x)$ is the mean electron velocity at the point $x$.

By virtue of the energy conservation law and the reversibility of the electron motion in electric and magnetic fields, the electron velocities in the direct and reverse flows at a given point $x$ are the same in magnitude, the velocity components $V_{y}^{e}$ coincide in magnitude and direction, and the velocity components $V_{x}^{e}$ differ only in direction. With this fact taken into account, it follows from Eqs. (2) that

$$
j_{x}^{e d} j_{x}^{e r}=\mathrm{const}=j_{x}^{e}(0)^{2}
$$

because the densities of the direct and reverse electron flows coincide at $x=0$.

When solving the problem, we will specify the values of the functions at the anode. However, the value of the total electron current density at the anode $j_{x}^{e}(0)$ is not known in advance. It is only known that the electrons arrive at the layer from the cathode plasma with the flow density $j_{0}$. By solving the set of Eqs. (2), we can relate the quantities $j_{0}$ and $j_{x}^{e}(0)$ through a solution for a given value of $j_{x}^{e}(0)$, which corresponds to a certain value of the reverse electron current density at the cathode, $j_{x}^{e r}\left(x_{c}\right)$.

It follows from the above considerations that the total electron density at the point $x$ is equal to

$$
\begin{gather*}
n_{e}(x)=n^{e d}(x)+n^{e r}(x) \\
=j_{x}^{2}(0)\left(i^{e r}(x)+\frac{1}{i^{e r}(x)}\right) /\left|V_{x}^{e}(x)\right|, \tag{3}
\end{gather*}
$$

where

$$
i^{e r}(x)=\frac{j_{x}^{e r}}{j_{x}^{e}(0)}
$$

Thus, the continuity equation for the reverse electron flow is sufficient to close the set of equations.

In [3], ions were assumed to arrive at the layer from the anode surface. Here, we will assume that the gas flow arrives at the layer from the anode surface and is then ionized by electrons.

Due to ionization, the gas flow density decreases as the gas moves from the anode to the cathode. This decrease can be found by integrating the continuity equation

$$
\begin{equation*}
\frac{d j_{g}(x)}{d x}=-z_{i}(x) n_{e}(x), \quad j_{g}(0)=j_{g}^{0}, \tag{4}
\end{equation*}
$$

where $j_{g}(x)$ is the gas flow density, $n_{e}(x)$ is the electron density, and $j_{g}^{0}$ is the gas flow density at the anode.

The ions produced by the gas ionization in the layer move toward the cathode under the action of the electric field and do not undergo collisions. We also assume that the magnetic field does not affect the ion motion. In this case, the ion space-charge density at a given point is expressed by the integral from the point at which the ions are generated to the observation point.

To simplify the problem and reduce it to solving the set of ordinary differential equations (instead of solving a set of integrodifferential equations), we consider the ion motion using the well-known current tube method. To solve the problem, it is also necessary to use the equations of motion for electrons, Poisson's equation, and equation for the magnetic field. We also make the substitution of variables in the form $V_{x}^{e}=d x / d t$. The problem under consideration is time-independent; hence, when writing $V_{x}^{e}(x)=d x / d t$, it should be remembered that $t$ is not the time in its usual sense. The ions pass the distance $d x$ over a much longer time than electrons do. So, if $d x$ in the equations for ions and electrons is the same, then we have

$$
\begin{equation*}
d x=V_{x}^{+}(x) d t^{+}=V_{x}^{e} d t \quad \text { and } \quad d t^{+}=\frac{V_{x}^{e}(x)}{V_{x}^{+}(x)} d t \tag{5}
\end{equation*}
$$

where $V_{x}^{+}(x)$ is the ion velocity and $d t^{+}$is the "ion" time.

This relation must be used when solving the equation of motion for ions. We used the following normal-
ization:

$$
\begin{gather*}
L_{0}=\sqrt{\gamma_{0}^{2}-1} \frac{m c^{2}}{e H_{0}} ; \quad t_{0}=\frac{m c}{e H_{0}} ; \quad \eta=\frac{\varphi}{\varphi_{0}} ;  \tag{6}\\
h=1-\frac{H}{H_{0}} ; \quad \gamma_{0}=1+\frac{e\left(\varphi_{0}+\varphi_{n}\right)}{m c^{2}} .
\end{gather*}
$$

Under the above assumptions, the problem under study can be described by the following set of firstorder differential equations:

$$
\begin{gather*}
\frac{d v_{x}^{e}}{d \tau}=\frac{e_{x}}{\gamma_{0}+1}+v_{y}^{e}(1-h), \\
\frac{d v_{y}^{e}}{d \tau}=-v_{x}^{e}(1-h), \\
\frac{d h}{d \tau}=0.5 i_{0}\left(i+\frac{1}{i}\right) v_{y}^{e}, \\
\frac{d e_{x}}{d \tau}=\frac{0.5}{\gamma_{0}-1}\left(i_{0}\left(i+\frac{1}{i}\right)-n^{+} v_{x}^{e}\right), \\
\frac{d i}{d \tau}=-\chi_{t}\left(j_{g}\left(F_{t}(\gamma)+\frac{\sigma_{i}^{\max }}{\sigma_{t}^{\max }} F(\gamma)\right)\right. \\
\left.+4.0 U_{g} \frac{10^{-8} n^{+}}{g \sigma_{t}^{\max }(\gamma-1)^{2}}\right) i v^{e},  \tag{7}\\
\frac{d j_{g}}{d \tau}=-k j_{g}\left(i+\frac{1}{i}\right) v^{e} F(\gamma), \\
\frac{d \eta}{d \tau}=v_{x}^{e} e_{x}, \\
\frac{d j_{k}^{+}}{d \tau}=g k j_{g}\left(i+\frac{1}{i}\right) v^{e} F(\gamma) \quad\left(\tau_{k-1}<\tau<\tau_{k}\right) \\
\left\{\begin{array}{r}
j_{k}^{+}(\tau)=0 \quad \text { for } \quad \tau<\tau_{k-1}, \\
j_{k}^{+}(\tau)=\operatorname{const}=j_{k}^{+}\left(\tau_{k}\right) \quad \text { for } \quad \tau \geq \tau_{k}, \\
\frac{d v_{k}^{+}}{d \tau}=-\frac{2}{\left(\gamma_{0}+1\right)} e_{x} v_{x}^{e} \quad\left(\tau_{k}<\tau\right), \\
\frac{d x}{d \tau}=v_{x}^{e}, \\
\hline
\end{array}\right. \\
\hline
\end{gather*}
$$

where

$$
\begin{gathered}
\chi_{0}=n_{g} \sigma_{i}^{\max } L_{0} i_{0} \sqrt{\frac{M}{m}}=g k ; \quad \chi_{T}=n_{g}^{0} \sigma_{t}^{\max } L_{0} \\
\sigma_{t}(\gamma)=\sigma_{t}^{\max } F_{t}(\gamma)
\end{gathered}
$$



Fig. 2. Simulation results for a Xe flow rate of $0.57 \mathrm{~A}, U=$ $150 \mathrm{~V}, H=282 \mathrm{Oe}, T_{e}=1.85 \mathrm{eV}\left(I_{p}=0.94 \mathrm{~A}\right)$, and $L_{0}=$ 0.148 cm .

$$
\begin{gathered}
\gamma_{3}=\left(\gamma_{0}-1\right)\left(\gamma_{0}+1\right) ; \\
\gamma=\sqrt{1+\gamma_{3}\left(\left(v_{x}^{e}\right)^{2}+\left(v_{y}^{e}\right)^{2}\right)} ; \\
\sigma_{i}(\gamma)=\sigma_{i}^{\max } F(\gamma) ;
\end{gathered}
$$

$$
\begin{gathered}
n^{+}=\sum_{i=1}^{n} \frac{j_{i}^{+}(x)}{\left|V_{i}^{+}(x)\right|} j_{g}(0)=g j_{T} \\
j^{e}(0)=i_{0} \sqrt{\frac{M}{m}} j_{T} ; \quad j_{T}=\frac{H^{2}}{8 \pi} \frac{1}{M c \sqrt{\frac{M}{m}} \sqrt{\gamma_{0}^{2}-1}}
\end{gathered}
$$

Here, $v_{x}^{e}$ and $v_{y}^{e}$ are the $x$ and $y$ components of the electron velocity, respectively; $v^{e}$ is the total electron velocity; $H$ and $h$ are the magnetic field and the demagnetization, respectively; $e_{x}$ is the $x$ component of the electric field; $i$ is the electron current; $i_{0}$ is the reverse electron current specified at the anode; $j_{g}$ is the gas flow density; $\eta$ is the potential; $j_{k}^{+}(x)$ is the ion current density in the $k$ th current tube; $V_{k}^{+}(x)$ is the ion velocity in the $k$ th current tube at the observation point; and $n^{+}(x)$ is the ion density.

The transport cross section was specified by a spline, the Coulomb cross section was specified as a function inversely proportional to the square of energy, and the ionization cross section was specified through the Lotz approximation [4]:

$$
\begin{gather*}
\sigma_{t}^{\max }=5 \times 10^{-15} \mathrm{~cm}^{2} \text { for } E=2.66 \mathrm{eV}, \\
\sigma_{t}=8.9 \times 10^{-16} \mathrm{~cm}^{2} \text { for } E>10 \mathrm{eV}, \sigma_{k}=\frac{10^{-12}}{E^{2}} \mathrm{~cm}^{2}, \\
\sigma_{i}=\sum_{\alpha} a_{\alpha} q_{\alpha} \frac{\ln \left(\frac{E}{U_{i}}\right)}{E U_{i}}\left[1-b_{\alpha} \exp \left(c_{\alpha}-\left(\frac{E}{U_{i}}-1\right)\right)\right],  \tag{8}\\
\sigma_{i}^{\max }=7.5 \times 10^{-16} \mathrm{~cm}^{2},
\end{gather*}
$$

where $a_{\alpha}, b_{\alpha}$, and $c_{\alpha}$ are constants depending on the type of gas; $q_{\alpha}$ is the number of equivalent electrons at the shell $\alpha$; and $E$ is the electron energy.

The mathematical model created on the basis of the above set of equations reduces to numerically solving the set of $2 n+8$ differential equations, where $n$ is the number of the current tubes. The boundary-value problem with the boundary conditions imposed at the anode and cathode was solved using the MathCad package.

The basic input data were the magnetic field strength, the gas flow rate, and the applied voltage. It was also necessary to specify the initial electron velocity and the electron density at the cathode boundary of the layer. The electron velocity is chosen from physical considerations, namely, that the electrons arrive from the cathode plasma with the thermal velocity. Calculations show that variations in $T_{e}$ within the range $1-5 \mathrm{eV}$ are inessential for the chosen regime of the engine. The electron density is specified using relation (2) through the reverse (originating at the anode) electron current.


Fig. 3. Simulation results for a Xe flow rate of $0.75 \mathrm{~A}, U=$ $95 \mathrm{~V}, H=282 \mathrm{Oe}, T_{e}=2.1 \mathrm{eV}\left(I_{p}=1.54 \mathrm{~A}\right)$, and $L_{0}=$ 0.12 cm .

Using the shooting method, we seek a solution that satisfies the initial conditions at the cathode; namely, both the electric field and the transverse electron velocity should vanish at the same point (which determines the boundary of the cathode plasma) at a given initial electron energy and an excess negative charge. The electric


Fig. 4. Discharge current as a function of the Xe flow rate for $U=200 \mathrm{~V}$ and $H=282 \mathrm{Oe}$.


Fig. 5. Discharge current as a function of the magnetic field for $U=200 \mathrm{~V}$, Xe flow rate of 1 A , and $T_{e}=1.2 \mathrm{eV}$.
field at the anode is a variable parameter too. Its maximum value is easy to estimate from the stringent condition of the magnetron cutoff for electrons at the anode,

$$
\begin{equation*}
\left|e_{x}\right| \geq \frac{v_{y}^{e}(1-h)\left(\gamma_{0}+1\right)}{c} \tag{9}
\end{equation*}
$$

The model was tested using the well-known analytical vacuum solution for the case when collisions and ionization in the layer are absent.

## ANALYSIS OF CALCULATED RESULTS

The results of calculations for different regimes are shown in Figs. 2 and 3. The relative length of the layer is plotted on the abscissa. For the parameters used in the calculations, this length is close to the electron Larmor radius.

Figure 2 shows the results of calculations for xenon, which correspond to the following experimental parameters: $q=0.57 \mathrm{~A}, U=150 \mathrm{~V}, H=282 \mathrm{Oe}, I=$ 2.2 A , and $p_{k}=4.8 \times 10^{-4}$ torr. It can be seen from the


Fig. 6. Calculated and measured current-voltage characteristics for a Xe flow rate of 0.75 A and $H=282 \mathrm{Oe}$.
figure (curve $j_{g}$ ) that the decrease in the gas flow density is only $\sim 40 \%$ and the demagnetization does not exceed several percent. In this case, the calculated density of the cathode plasma is $1.4 \times 10^{11} \mathrm{~cm}^{-2}$.

Figure 3 presents the results of calculations corresponding to the layer parameters used in the analytical collisionless solution [1] and in [3] for the $H$-layer regime, in which the longitudinal electron velocity decreases from the cathode to the anode. In this case, the degree to which the gas is "burnt out" attains $100 \%$, the entire ionization region is located near the anode, and the demagnetization at the cathode boundary reaches $60 \%$.

The difference between the solutions presented in Figs. 2 and 3 consists in different lengths of the region of efficient gas ionization (curves $j_{g}$ ), the degree to which the gas is burnt out, the demagnetization $h$ in the layer, and the layer length. All these results indicate that the solution is of the $H$-layer type.

The calculated and measured dependences of the discharge current on the gas flow rate are shown in

Fig. 4. Figure 5 shows the calculated and measured dependences of the discharge current on the magnetic field, and Fig. 6 shows the calculated and measured cur-rent-voltage characteristics of the discharge. The calculated dependences in Figs. 4-6 agree qualitatively with the experimental ones. The difference is explained by the fact that doubly ionized ions and scattered electrons were ignored in the model.

## CONCLUSIONS

The elaborated one-dimensional quasi-collisionless mathematical model of a space-charge layer formed between a metal anode and plasma in crossed electric and magnetic fields correctly describes the $H$-layer and allows one to calculate its parameters.

The model predicts that, under certain operating conditions, the electric field can almost (but not completely; otherwise, the model is no longer correct) vanish inside a layer near the anode $(x=0)$. This testifies to the possibility of the generation of the anode plasma, which can be a criterion that the $H$-layer regime changes to the $E$-layer regime.

For more correct calculations, it is necessary to take into account the influence of scattered electrons.
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#### Abstract

The effect of the impact energy and duration on the parameters of the electromagnetic response from concrete is studied. These two parameters are shown to affect the spectral characteristics of the response. The duration of the first pulse of the response reflects the duration of the impact excitation active stage. An impact excitation energy above $5 \times 10^{-2} \mathrm{~J}$ causes irreversible residual strains in concrete. © 2003 MAIK "Nauka/Interperiodica".


It is known [1] that the mechanical excitation of insulators generates an electromagnetic signal. Experimental and theoretical data for sources and mechanisms of mechanoelectrical transformations in concretes are summarized in [2,3]. The electromagnetic signal generated by the impact excitation of composites has been shown to have two components: material electrification at the point of impact and mechanoelectrical transformation at the matrix-filler interface. Both components are bound to depend on the impact excitation energy and duration. Our aim is to find this dependence.

Experiments were performed as follows. A test object was struck by a steel ball falling from a certain height. A capacitive sensor was used as a detector. The signal from the detector was applied to a special device interfaced with a PC. This device digitized the signal with a certain step of discretization. The materials under investigation were cement stone and heavy concrete.

As is known [3], when a spherical body of any radius strikes a plane, the nonlinearity coefficient $n$ of the force characteristic $\alpha=b P^{n}$, where $\alpha$ is the size of the indentation and $b$ is the compliance of the material, is close to unity. Therefore, when describing impact excitation, one can use the formula for the linear force characteristic with a high degree of accuracy.

As follows from the impact theory [3], the duration $\tau_{\mathrm{a}}$ of the impact active stage in the case of the linear force characteristic is found by the formula

$$
\begin{equation*}
\tau_{\mathrm{a}}=\frac{\pi}{2} \frac{\sqrt{2 E_{0}} b}{V_{0}}, \tag{1}
\end{equation*}
$$

where $E_{0}$ is the kinetic energy of colliding bodies, $b$ is the compliance of the material, and $V_{0}$ is the impact velocity.

In our case, the kinetic energy of collision is defined by the potential energy of the ball. Hence, by varying
the height of the fall, one can vary the impact energy over wide limits with the impact duration remaining the same, since the duration of the impact active stage does not depend on the impact velocity in the case of the linear force characteristic. The duration $\tau_{\mathrm{a}}$ of this stage depends on the mass of the ball, since it follows from formula (1) that

$$
\begin{equation*}
\tau_{\mathrm{a}}=\frac{\pi}{2} \sqrt{m} b, \tag{2}
\end{equation*}
$$

where $m$ is the mass of the ball.
When two dissimilar materials are brought into contact, the double electrical layer forms at the contact boundary. The efficiency of its formation depends on the amount of positive and negative charges separated at the boundary. The properties of the double electrical layer, in turn, depend on the properties of contacting materials, the condition of their surfaces, and the contact area. When the ball is indented into the surface, the contact surface area is equal to the surface area of the ball segment indented into the specimen: $S=2 \pi R h$, where $R$ is the radius of the ball. Hence, if the indentation depth varies linearly, so does the contact surface area. However, during indentation, the contact force increases and reaches a maximum at the end of the process. Therefore, the contact area and, accordingly, the charge of the double electrical layer are bound to grow rapidly at the active stage.

Since we record the variable electric current, that is, the rate of change of the charge at the contact,

$$
I(t)=\frac{d Q(t)}{d t}
$$

the time variation of the charge itself can be found by integrating the electromagnetic response:

$$
Q(t)=\int I(t) d t .
$$



Fig. 1. (1) Electromagnetic response to the impact excitation of cement stone, (3) its integrated characteristic, and (2) variation of the ball potential at the instant of contact with the grounded surface.


Fig. 2. Typical electromagnetic response to the impact excitation of heavy stone.

Let us analyze the electromagnetic response from a cement stone without a filler in which internal sources of mechanoelectrical transformations (double electrical layers) are weak. To relate the electromagnetic response parameters to the impact excitation duration, we carried out the following experiment. Aluminum foil was laminated on the specimen surface covered by a dielectric lubricant (Litol). The foil was grounded, and the ball and one input (channel) of the measuring device were under a low voltage applied from the power supply. At the instant the ball touches the grounded surface, the voltage dropped to zero and remained zero up to the instant the ball left the surface. In other words, one of the channels measured the total duration of the exciting impact (i.e., the duration of its active and passive stages), while the other measured the electromagnetic response. Figure 1 shows the electromagnetic response (curve l) measured synchronously with the total duration of the impact (curve 2) for the cement stone. The response was numerically integrated to obtain the charge variation at the lubricant-specimen
interface (curve 3). The leading edge time is associated with the separation of positive and negative charges at the contact when the ball is indented into the surface and specifies the active stage duration $\tau_{\mathrm{a}}$. During this (loading) stage, the contact force grows. The time interval $\tau_{\mathrm{a}}$ is the duration of the first pulse of the response (curve 1). Note that the impact in the absence of the foil would generate a solitary response (pulse) of similar shape but slightly different amplitude because of the different electrical properties of concrete and Litol.

The loading stage is followed by the stage of relief (passive stage). In the course of the passive stage (its duration is $\tau_{\mathrm{p}}$ ), the contact force diminishes and the pulse amplitude drops, since the decrease in the contact surface area changes the width and charge of the double electrical layer. That is, the shape of the pulse obtained by integrating the electromagnetic response reflects the variation of the force characteristic of the impact excitation.

From Fig. 1, it is seen that the rise time of the integrated signal, which is related to the active stage duration, equals $64 \mu \mathrm{~s}$. Let us estimate the passive stage duration and compare a predicted value with that found from the electromagnetic response parameters. To do this, we will use the basic formulas from the impact theory [3]. From the duration of the first pulse of the electromagnetic response, we find the passive stage duration with the formula $\tau_{\mathrm{p}}=1.65 P_{m}^{-1 / 6} \sqrt{m b}$, where $P_{m}=$ $V_{0} \sqrt{m / b}$ is the maximal load and $b$ is the compliance, which is determined from formula (1) for a given $\tau_{\mathrm{a}}$. The calculated and experimental values of $\tau_{\mathrm{p}}$ are found to be 27 and $29 \mu \mathrm{~s}$, respectively, which is one more verification of our reasoning.

Impact excitation not only causes electrification due to the triboelectric effect but also acoustically generates double electrical layers at the boundaries between internal inhomogeneities [5]. Figure 2 shows a typical electromagnetic response from impact-excited heavy concrete with large-area adhesive boundaries between the cement matrix and the binder, where extended double electrical layers may form. Unlike binder-free cement stone (Fig. 1), the electromagnetic response from heavy concrete is of distinct oscillatory character because of the acoustic generation of double electrical layers. In Fig. 2, the period $T_{1}$ of the first pulse differs from that of subsequent oscillations $\left(T_{2}\right)$. This is because the first pulse is related to the impact parameters, while the subsequent variation of the electromagnetic response is due to natural acoustic oscillations, which generate double electrical layers at the matrixbinder interface.

To trace the effect of the impact duration on the response parameters, we used steel balls weighing 0.73 , $1.45,3.26$, and 7.41 g . To exclude the effect of the exci-
tation energy, the balls fell from different heights so that the excitation energy was the same.

The first pulse duration vs. square root of mass dependence for heavy concrete struck by balls of different mass is demonstrated in Fig. 3. This dependence is seen to be linear in complete accordance with the theory of impact with linear force characteristic:

$$
\tau_{\mathrm{a}}=\frac{\pi}{2} \sqrt{m b}
$$

This corroborates the assumption that the duration of the first pulse of the response defines the active stage duration.

It should be noted that wave processes may be disregarded in the case of light balls. For a ball of diameter 7 mm , the time of contact by means of an excitation wave is estimated as $3 \mu \mathrm{~s}$, while the active stage for the same ball lasts $36 \mu \mathrm{~s}$.

However, after the ball has bounced back from the surface and even at the passive stage of impact, charge separation may partially persist; then, the trailing edge of the pulse obtained by numerical integration describes the force characteristic at the passive stage inadequately.

We believe that mechanoelectrical transformations in impact-excited composites occur when an acoustic wave changes the width of the matrix-inclusion interface. This, in turn, changes the dipole moment of the double electrical layer at the interface, i.e., generates a displacement current, which is recorded by the measuring system. The displacement is due to impact-induced acoustic vibrations.

Thus, the variation of the excitation duration and, hence, of the excitation spectrum is bound to change the spectral characteristics of the electromagnetic response. The spectral characteristics of the electromagnetic responses from the same specimen of heavy concrete, which was struck by steel balls of various masses, are shown in Fig. 4. The electromagnetic response spectrum is seen to vary with impact duration, which counts in favor of the above-suggested mechanism behind mechanoelectrical transformations in the materials.

The effect of the impact energy on the electromagnetic response parameters was studied by throwing a steel ball of weight 7.41 g from various heights. It was found that the first pulse duration does not depend on the impact energy, while the efficiency of mechanoelectrical transformations is energy dependent. This also supports our basic ideas.

Figure 5 shows the dependence of the first pulse amplitude on the impact energy. As the energy grows, so does the amplitude of the response. The dependence is first linear but deviates from linearity after the energy has reached $3.5 \times 10^{-2} \mathrm{~J}$ (curve 1 ). The nonlinearity may be attributed to microplastic strains. It turned out that impact energies exceeding $5 \times 10^{-2} \mathrm{~J}$ (curve 2 ) cause


Fig. 3. First pulse duration vs. square root of ball mass for the heavy concrete specimen.


Fig. 4. Spectral characteristics of the electromagnetic response under impact excitation by a ball of mass (1) 7.41, (2) 3.26 , (3) 1.75 , and (4) 0.73 g .


Fig. 5. First (basic) pulse amplitude vs. impact excitation energy.
irreversible residual strains in concrete, as demonstrated by hysteresis in the energy dependence of the electromagnetic response amplitude.

Figure 6 shows the spectral characteristics of the electromagnetic responses that correspond to the linear


Fig. 6. Amplitude-frequency characteristics of the electromagnetic response that correspond to the (1) linear and (2) nonlinear strain range for concrete.


Fig. 7. (1) Electromagnetic response spectra and (2) excitation spectra calculated from the first pulse duration. The ball mass is (a) 0.73 and (b) 7.41 g .
(curve 1 ) and nonlinear (curve 2) strain portions of the energy dependence, which is shown in Fig. 5. In the latter portion, the response amplitude grows, which is accompanied by the appearance of additional peaks, which may be related to material failure at the point of impact.

Let us trace the effect of the first pulse duration on the spectral characteristics of the response. Note that all tests were made on the same heavy concrete specimen and with the same geometry of the experiment. Under the assumption that the impact duration equals the duration of the leading edge of the integrated electromagnetic pulse, we calculated the excitation spectrum, approximating the exciting pulse by an irregular triangle. The passive stage duration was calculated theoretically with the approach mentioned above, since the superposition of the electromagnetic pulse due to the triboelectric effect and the signal from internal sources makes an estimate of the passive stage duration ambiguous.

Figure 7 shows the electromagnetic response spectra (curve 1 ) and the excitation spectra calculated from the first pulse duration (curve 2) for balls weighing (a) 0.73 and (b) 7.41 g . It is seen that the electromagnetic response spectrum falls into the range of the excitation spectrum calculated from the first pulse duration. As the excitation duration decreases, higher frequency peaks arise in the electromagnetic response spectrum. If the leading edge duration remains the same and the excitation energy grows, the amplitudes of the peaks in the electromagnetic response spectral characteristic increase. Consequently, changes in the impact energy and duration modify the spectral characteristics of the electromagnetic response from concrete.

The results presented in this paper may be used for determining the dynamic properties of the collision process, such as the compliance of the material and the nonlinearity coefficient of the force characteristic in view of dynamic loading. The nonlinearity coefficient $n$ is found by approximating the leading edge of the integrated electromagnetic response by a power function using a routine computer program. The exponent of this power function gives the coefficient $n$. The coefficient $b$ is given by the formula

$$
b=\frac{4 \tau^{2}}{m \pi^{2}}
$$

where $\tau$ is the duration of the electromagnetic response first pulse and $m$ is the mass of the ball.

Thus, basically one can find the empiric coefficients characterizing the material's elastoplastic properties from the electromagnetic response to impact excitation.

At present, a method for nondestructive inspection of the material's strength is being developed in the Tomsk Polytechnical University. This method is based on the use of the amplitude-frequency characteristics of the electromagnetic response to impact excitation. It follows from our study that the accuracy of this method can be improved if the energy and spectrum of the exciting pulse is taken into consideration. Further
investigation will be aimed at working out an algorithm for the electromagnetic inspection of material quality in view of the above experimental data.
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#### Abstract

The modulation instability of plane finite-amplitude nonlinear waves with the Josephson frequency is studied for a Josephson contact in thin nonmagnetic and magnetic (two-dimensional) superconducting films. Dispersion relations for the increments of small-amplitude perturbations are derived. Modulation instability is shown to develop in the finite range $0<Q<Q_{\mathrm{b}}$ of the wavevectors of amplitude perturbations for the nonmagnetic films and for any perturbation wavevector $0<Q<\infty$ for the magnetic films. © 2003 MAIK "Nauka/Interperiodica".


1. Despite a large number of magnetic superconductors with unique properties [ $1-3$ ] known today, they are continuing to attract researchers' attention. A combination of magnetism and superconductivity has been found not only in ternary compounds [4] but also in HTSCs, such as REBaCuO, RECuO, etc., where RE is a rare-earth ion. A basic property of HTSCs is the strong antiferromagnetic correlation of copper spins in $\mathrm{CuO}_{2}$ planes in the superconducting state [5].

Wave instability in various nonlinear systems and media has been studied over a long period of time but continues to be of interest to the present day [6, 7]. It is known that a nonlinear wave can be compressed in both the transverse and longitudinal direction with respect to the direction of wave propagation. Examples are selffocusing of light predicted by Askar'yan [8] and the splitting of a wave into packets with the subsequent self-compression of the packets (modulation instability), which was first investigated by Lighthill [9]. The modulation instability of electromagnetic waves in optical fibers is described by the instability of solutions to the nonlinear Schrödinger equation [10] and, in distributed Josephson junctions, by the instability of solutions to the sine-Gordon equation [11, 12]. The phenomenon of modulation instability is of both theoretical and applied interest. For example, it is used for generating a chain of ultrashort optical pulses with a high repetition rate [10] and developing advanced logic [13].

Upon studying modulation instability, it is often necessary to consider spatial nonlocal modifications of the nonlinear Schrödinger equation [14] and sine-Gordon equation [15-26].

It has been shown $[15,16]$ that the effects of spatial nonlocality may be essential even in Josephson contacts made in thick superconductors ( $d \gg \lambda$, where $d$ is
the film thickness and $\lambda$ is the London penetration depth), i.e., in the situations that were previously analyzed in the local approximation. In the opposite case (very thin films: $d \ll \lambda$ ), the local limit is absent, while the spatial nonlocality is significant, thereby becoming the decisive factor. Associated equations have been derived and analyzed in [17-20]. As was demonstrated in [21-23], temporal nonlocality is also of significance, along with spatial nonlocality, for the Josephson electrodynamics of thin (both two- and three-dimensional) magnetic superconducting films. Josephson junctions between two superconducting layers that have a finite thickness in the direction orthogonal to the magnetic field of vortices have been studied in [24]. In [25, 26], Josephson junctions made in butted films and beveled junctions that have a finite thickness in the direction of the magnetic field of vortices have been studied for an arbitrary ratio $d / \lambda$.

Because of the different geometries considered in [15-26], the equations of Josephson electrodynamics differ in the form of the kernel of an integral operator that describes the effect of spatial nonlocality. However, in all the works cited, the spatial nonlocality of the equations for phase difference arises because of the field nonlocal joining at the interface and in the superconductor. This is a common reason for spatial nonlocality in the electrodynamics of Josephson contacts, where nonlocality becomes a rule rather than an exception.

Modulation instability in the spatially nonlocal Josephson electrodynamics of a contact between bulk superconductors was first considered in [15]. It was shown that the growth of small amplitude and phase perturbations leads to the modulation instability of an electromagnetic wave with a constant (finite) amplitude, causing a nonlinear frequency shift and a linear
mode dispersion. Spatial nonlocality was found to suppress modulation instability. The modulation instability of a plane nonlinear electromagnetic wave with a finite amplitude and Josephson frequency for a Josephson contact between bulk superconductors was studied in [27]. The instability was caused by the growth of small amplitude perturbations and led to the splitting of the wave into wave packets.
2. One nonlinear system where modulation instability may be observed is a Josephson junction in an ultrathin magnetic (two-dimensional) superconducting film $(d \ll \lambda)$. In this system, the phase difference $\varphi(x, t)$ across the junction is described by the nonlinear inte-gro-differential sine-Gordon equation with spatial and temporal nonlocality [21, 22]:

$$
\begin{align*}
& \sin \varphi(x, t)+\frac{\beta}{\omega_{\mathrm{J}}^{2}} \frac{\partial \varphi(x, t)}{\partial t}+\frac{1}{\omega_{\mathrm{J}}^{2}} \frac{\partial^{2} \varphi(x, t)}{\partial t^{2}} \\
= & I_{\mathrm{J}} \int_{-\infty}^{\infty} d x^{\prime} \int_{-\infty}^{\infty} d t^{\prime} K\left(\frac{x-x^{\prime}}{2 \lambda_{\text {eff }}}, t-t^{\prime}\right) \frac{\partial^{2} \varphi\left(x^{\prime}, t^{\prime}\right)}{\partial x^{\prime 2}} . \tag{1}
\end{align*}
$$

Here, $\omega_{\mathrm{J}}$ is the Josephson frequency, $\beta$ is the dissipation factor, $I_{\mathrm{J}}=\lambda_{\mathrm{J}}^{2} / \lambda, \lambda_{\mathrm{J}}$ is the Josephson penetration depth, $\lambda_{\text {eff }}=\lambda^{2} / d$ is the effective penetration depth, and the nonlocal (in spatial and temporal variables) integral kernel

$$
K\left(\frac{x-x^{\prime}}{2 \lambda_{\mathrm{eff}}}, t-t^{\prime}\right)
$$

has the form

$$
\begin{gather*}
K\left(\frac{x-x^{\prime}}{2 \lambda_{\mathrm{eff}}}, t-t^{\prime}\right) \\
=\int_{0}^{\infty} \frac{d q}{\pi} \int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \frac{2 \lambda_{\mathrm{eff}} J_{0}\left[q\left(x-x^{\prime}\right)\right] \exp \left[-i \omega\left(t-t^{\prime}\right)\right]}{\mu(\mathbf{q}, \omega)+2 q \lambda_{\mathrm{eff}}}, \tag{2}
\end{gather*}
$$

where $J_{0}(q x)$ is the zero-order Bessel function. The temporal nonlocality of Eq. (1) is due to the frequency dispersion of the permeability $\mu(q, \omega)$ and, in essence, is related to delay processes.

Since $\lambda \gg a$, where $a$ is the lattice constant, it is natural to describe the magnetic subsystem in hydrodynamic terms. In the paramagnetic range of temperature, the permeability is given by [28]

$$
\begin{equation*}
\mu(\mathbf{q}, \omega)=1+4 \pi \chi_{0} \frac{i D q^{2}}{\omega+i D q^{2}}, \tag{3}
\end{equation*}
$$

where $\chi_{0}$ is the static magnetic susceptibility,

$$
D=(1 / 3)(2 \pi)^{1 / 2} J a^{2}[s(s+1)]^{1 / 2}
$$

is the coefficient of spin diffusion for two-dimensional Heisenberg magnetics [29], $J$ is the intralayer exchange parameter, and $s$ is the spin.

Consider the evolution of nonlinear waves with the Josephson frequency $\omega_{\mathrm{J}}$ and a small but finite amplitude (like a breather) in the junction. We represent the phase difference $\varphi(x, t)$ as

$$
\begin{gather*}
\varphi(x, t)=u(x, t) \exp \left(-i \omega_{\mathrm{J}} t\right)+u^{*}(x, t) \exp \left(i \omega_{\mathrm{J}} t\right) \\
|u(x, t)| \ll 1 \tag{4}
\end{gather*}
$$

In the nondissipative limit $(\beta=0)$, we take into account only the lowest nonlinearity order at the fundamental frequency $\omega_{\mathrm{J}}$ and assume that the amplitude $u(x, t)$ slowly varies with time. Then, the following inequality is valid:

$$
\left|\partial^{2} u(x, t) / \partial t^{2}\right| \ll 2 \omega_{\mathrm{J}}|\partial u(x, t) / \partial t| .
$$

By substituting field (4) into Eq. (1), we obtain an expression for the amplitude $u(x, t)$ :

$$
\begin{align*}
& i \frac{2}{\omega_{\mathrm{J}}} \frac{\partial u(x, t)}{\partial t}+\frac{1}{2}|u(x, t)|^{2} u(x, t) \\
+ & I_{\mathrm{J}} \int_{-\infty}^{\infty} d x^{\prime} \int_{-\infty}^{\infty} d t^{\prime} K\left(\frac{x-x^{\prime}}{2 \lambda_{\mathrm{eff}}}, t-t^{\prime}\right)  \tag{5}\\
\times & \exp \left[i \omega_{\mathrm{J}}\left(t-t^{\prime}\right)\right] \frac{\partial^{2} u\left(x^{\prime}, t^{\prime}\right)}{\partial x^{\prime 2}}=0 .
\end{align*}
$$

This equation is a nonlinear Schrödinger equation with spatial and temporal nonlocality. It has an exact solution in the form of a plane nonlinear wave with a constant (in space and time) amplitude $A$ :

$$
\begin{equation*}
u_{0}(t)=A \exp \left(i A^{2} \omega_{\mathrm{J}} t / 4\right), \quad A \ll 1 . \tag{6}
\end{equation*}
$$

Let us analyze the stability of this solution. The decomposition of plane wave (6) can be judged from the growth of its small perturbations. To do this, we assume that a random small amplitude perturbation

$$
\begin{gather*}
u(x, t)=[A+\psi(x, t)] \exp \left(i A^{2} \omega_{\mathrm{J}} t / 4\right),  \tag{7}\\
|\psi(x, t)| \ll A
\end{gather*}
$$

arises.
From Eq. (5), we obtain a linear equation for the small perturbation $\psi(x, t)$ :

$$
\begin{align*}
& i \frac{2}{\omega_{\mathrm{J}}} \frac{\partial \psi(x, t)}{\partial t}+\frac{1}{2} A^{2}\left[\psi(x, t)+\psi^{*}(x, t)\right] \\
& \quad+I_{\mathrm{J}} \int_{-\infty}^{\infty} d x^{\prime} \int_{-\infty}^{\infty} d t^{\prime} K\left(\frac{x-x^{\prime}}{2 \lambda_{\text {eff }}}, t-t^{\prime}\right) \tag{8}
\end{align*}
$$

$$
\times \exp \left[i \omega_{\mathrm{J}}\left(1-A^{2} / 4\right)\left(t-t^{\prime}\right)\right] \frac{\partial^{2} \psi\left(x^{\prime}, t^{\prime}\right)}{\partial x^{\prime 2}}=0 .
$$

Assuming that in (8) $\psi(x, t)=v(x, t)+i w(x, t)$, we find a set of equations for the real and imaginary parts
of the perturbation:

$$
\begin{align*}
& \frac{2}{\omega_{\mathrm{J}}} \frac{\partial v(x, t)}{\partial t}+I_{\mathrm{J}} \int_{-\infty}^{\infty} d x^{\prime} \int_{-\infty}^{\infty} d t^{\prime} K\left(\frac{x-x^{\prime}}{2 \lambda_{\text {eff }}}, t-t^{\prime}\right) \\
& \times \exp \left[i \omega_{\mathrm{J}}\left(1-A^{2} / 4\right)\left(t-t^{\prime}\right)\right] \frac{\partial^{2} w\left(x^{\prime}, t^{\prime}\right)}{\partial x^{\prime 2}}=0, \\
& \quad-\frac{2}{\omega_{\mathrm{J}}} \frac{\partial w(x, t)}{\partial t}+A^{2} v(x, t)  \tag{9}\\
& \quad+I_{\mathrm{J}} \int_{-\infty}^{\infty} d x^{\prime} \int_{-\infty}^{\infty} d t^{\prime} K\left(\frac{x-x^{\prime}}{2 \lambda_{\text {eff }}}, t-t^{\prime}\right) \\
& \times \exp \left[i \omega_{\mathrm{J}}\left(1-A^{2} / 4\right)\left(t-t^{\prime}\right)\right] \frac{\partial^{2} v\left(x^{\prime}, t^{\prime}\right)}{\partial x^{\prime 2}}=0 .
\end{align*}
$$

For perturbations of the form (arbitrary perturbations can be represented as a superposition of such fields)

$$
\begin{align*}
& v(x, t)=V(Q, \Omega) \exp [i(Q x-\Omega t)], \\
& w(x, t)=W(Q, \Omega) \exp [i(Q x-\Omega t)] \tag{10}
\end{align*}
$$

that propagate along a Josephson junction with a wavevector $Q$ and frequency $\Omega$, we obtain from (9) a dispersion relation $\tilde{\Omega}=\tilde{\Omega}(\tilde{Q})$ :

$$
\begin{equation*}
\tilde{\Omega}^{2}=\frac{L}{2 \pi} \tilde{Q}^{2} J(\tilde{Q}, \tilde{\Omega})\left[\frac{2 L}{\pi} \tilde{Q}^{2} J(\tilde{Q}, \tilde{\Omega})-A^{2}\right], \tag{11}
\end{equation*}
$$

where

$$
\begin{gather*}
J(\tilde{Q}, \tilde{\Omega})=\int_{0}^{\infty} d x[1+\tilde{Q} \cos h x  \tag{12}\\
\left.+\frac{4 \pi \chi_{0} \tilde{Q}^{2} \cos h^{2} x}{-i \eta\left(\tilde{\Omega}+1-A^{2} / 4\right)+\tilde{Q}^{2} \cos h^{2} x}\right]^{-1} .
\end{gather*}
$$

In (11) and (12), $\tilde{Q}=2 Q \lambda_{\text {eff }}, \tilde{\Omega}=\Omega / \omega_{\mathrm{J}}, L=I_{\mathrm{J}} / 2 \lambda_{\text {eff }}$, $\eta=\omega_{\mathrm{J}} / \Omega_{\mathrm{eff}}$, and $\Omega_{\mathrm{eff}}=D /\left(2 \lambda_{\mathrm{eff}}\right)^{2}$.

Dispersion relation (11), which involves $\tilde{\Omega}(\tilde{Q})$ in implicit form, has, in view of (12), a complex solution: $\tilde{\Omega}(\tilde{Q})=\operatorname{Re} \tilde{\Omega}(\tilde{Q})+i \operatorname{Im} \tilde{\Omega}(\tilde{Q})$. With $\operatorname{Im} \tilde{\Omega}(\tilde{Q})>0$, small perturbations of amplitude (10) will grow with time, causing the modulation instability of plane nonlinear electromagnetic wave (6).
3. In the case of a nonmagnetic superconducting film with $\chi_{0}=0$, integral (12) is the function of only the
wavevector $\tilde{Q}$ (see also [20]):

$$
\begin{align*}
& J(\tilde{Q})=\frac{1}{2 \sqrt{1-\tilde{Q}^{2}}} \ln \frac{1+\sqrt{1+\tilde{Q}^{2}}}{1-\sqrt{1-\tilde{Q}^{2}}} \text { for } \quad \tilde{Q} \leq 1  \tag{13}\\
& J(\tilde{Q})=\frac{2}{\sqrt{\tilde{Q}^{2}-1}} \arctan \frac{\sqrt{\tilde{Q}^{2}-1}}{1+\tilde{Q}} \text { for } \quad \tilde{Q} \geq 1
\end{align*}
$$

In this case, dispersion relation (11) passes into an expression that involves $\tilde{\Omega}(\tilde{Q})$ in explicit form:

$$
\begin{equation*}
\tilde{\Omega}^{2}(\tilde{Q})=\frac{L}{2 \pi} \tilde{Q}^{2} J(\tilde{Q})\left[\frac{2 L}{\pi} \tilde{Q}^{2} J(\tilde{Q})-A^{2}\right] . \tag{14}
\end{equation*}
$$

If (14) has a positive solution $\operatorname{Im} \tilde{\Omega}(\tilde{Q})>0$ in the finite range of wavevectors $0<\tilde{Q}<\tilde{Q}_{\mathrm{b}}$, the perturbation grows and modulation instability develops in this range. For $\tilde{Q} \geq \tilde{Q}_{\mathrm{b}}, \operatorname{Im} \tilde{\Omega}(\tilde{Q}) \equiv 0$ and the wave is stable. The boundary wavevector $\tilde{Q}_{\mathrm{b}}$ is found from the expression

$$
\begin{equation*}
\tilde{Q}_{\mathrm{b}}^{2} J\left(\tilde{Q}_{\mathrm{b}}\right)=\frac{\pi A^{2}}{2 L} \tag{15}
\end{equation*}
$$

By the range of modulation instability, we mean the range of the wavevectors of small amplitude modulations where the amplitude increment $\operatorname{Im} \tilde{\Omega}(\tilde{Q})$ is nonzero and positive.

Fig. 1a shows the numerically calculated finite ranges $0<Q<Q_{\mathrm{b}}$ of modulation instability (in terms of the wavevector $Q$ of small amplitude modulations) for plane nonlinear electromagnetic wave (6), which oscillates with the Josephson frequency $\omega_{\mathrm{J}}$, in the case of a Josephson junction made in a thin nonmagnetic superconducting film for a fixed amplitude $A$ and three values of the parameter $L$.

As follows from numerical analysis, for a $\chi_{0} \propto 10^{-2}$ (such values of the static magnetic susceptibility are typical of ternary compounds and HTSCs containing rare-earth ions near the magnetic ordering temperature $T_{\mathrm{N}} \propto 1 \mathrm{~K}$ ) and $\eta=1$, dispersion relation (11) in view of (12) always (i.e., for any value of the wavevector $\tilde{Q}$ ) yields a positive perturbation increment $\operatorname{Im} \tilde{\Omega}(\tilde{Q})$. Figure 1 b shows the wavenumber dependence of the amplitude perturbation increment for plane nonlinear electromagnetic wave (6), which oscillates with the Josephson frequency $\omega_{\mathrm{J}}$, in the case of a thin magnetic film for a fixed amplitude $A$ and three values of the parameter $L$. In a narrow wavevector range near $\tilde{Q}=$ $\tilde{Q}_{\mathrm{b}}$, the dependence $\operatorname{Im} \tilde{\Omega}(\tilde{Q})$ has a crossover. Therefore, two ranges of modulation instability that turn into each other can be distinguished: the range of strong


Fig. 1. (a) Reduced amplitude perturbation increment vs. reduced wavevector for plane nonlinear electromagnetic wave (6) in a thin nonmagnetic superconducting film for $A=0.1$ and $L=(1) 0.5 \times 10^{-2}$, (2) $0.75 \times 10^{-2}$, and (3) $1 \times$ $10^{-2}$. (b) The same for a thin magnetic (two-dimensional) superconducting film.
instability $0<\tilde{Q}<\tilde{Q}_{\mathrm{b}}$, where $\operatorname{Im} \tilde{\Omega}(\tilde{Q}) \propto 10^{-3}$ for $A=$ 0.1 , and the range of weak instability $\tilde{Q}>\tilde{Q}_{\mathrm{b}}$, where $\operatorname{Im} \tilde{\Omega}(\tilde{Q}) \leq 10^{-4}$. As the wavevector grows, the perturbation increment tends to zero: $\operatorname{Im} \tilde{\Omega}(\tilde{Q}) \longrightarrow 0$ with $\tilde{Q} \longrightarrow \infty$.

The maximal value of the perturbation increment for both magnetic and nonmagnetic films,

$$
\begin{equation*}
\left(\operatorname{Im} \tilde{\Omega}\left(\tilde{Q}_{m}\right)\right)_{\max }=A^{2} / 4 \tag{16}
\end{equation*}
$$

is achieved when $\tilde{Q}=\tilde{Q}_{m}$, where $\tilde{Q}_{m}$ is a root of the equation

$$
\begin{equation*}
\tilde{Q}^{2} J(\tilde{Q})=\frac{\pi A^{2}}{4 L} . \tag{17}
\end{equation*}
$$

As modulation instability develops, plane nonlinear wave (6) with the Josephson frequency turns into a chain of pulses, small-amplitude breathers, whose repetition rate depends on the modulation period $L_{0}=2 \pi / Q$ of the initial wave.

Thus, in the nondissipative limit for a Josephson junction in a thin nonmagnetic superconducting film, modulation instability caused by the growth of small amplitude modulations develops in a finite range of wavevectors $0<Q<Q_{\mathrm{b}}$. In the same limit for a magnetic superconducting film, temporal nonlocality due to
the frequency dispersion of the permeability and spin wave diffusion in the magnetic subsystem causes the modulation instability of plane nonlinear electromagnetic waves in the range $Q>Q_{\mathrm{b}}$, where they are stable when propagating in the nonmagnetic film.

It should be noted that the frequency $\omega(k)$ in the theory of the Josephson junction must be lower than the limiting frequency, which depends on the energy gap width $\Delta(T)$.

Experimentally, modulation instability can be observed in long Josephson junctions consisting of thin nonmagnetic or magnetic superconducting films upon the excitation of waves with a small but finite amplitude that oscillate with the Josephson frequency.

## ACKNOWLEDGMENTS

The author thanks Yu.V. Medvedev and I.B. Krasnyuk for valuable discussion and encouragement, A.N. Artemov and S.M. Orel for assistance in the numerical calculation, and A.É. Filippov for graphical assistance.

## REFERENCES

1. A. I. Buzdin, L. N. Bulaevskiĭ, M. L. Kulich, and S. V. Panyukov, Usp. Fiz. Nauk 144, 597 (1984) [Sov. Phys. Usp. 27, 927 (1984)].
2. A. I. Buzdin and L. N. Bulaevskiĭ, Usp. Fiz. Nauk 149, 45 (1986) [Sov. Phys. Usp. 29, 412 (1986)].
3. Yu. A. Izyumov, N. M. Plakida, and Yu. N. Skryabin, Usp. Fiz. Nauk 159, 621 (1989) [Sov. Phys. Usp. 32, 1060 (1989)].
4. Superconductivity in Ternary Compounds, Vol. 2: Superconductivity and Magnetism, Ed. by E. Fisher and M. Maple (Springer, Heidelberg, 1982; Mir, Moscow, 1985).
5. Physical Properties of High-Temperature Superconductors, Ed. by D. M. Ginsberg (World Sci., Singapore, 1989; Mir, Moscow, 1990), Chaps. 4 and 6.
6. V. I. Karpman, Nonlinear Waves in Dispersive Media (Nauka, Moscow, 1973).
7. B. B. Kadomtsev, Collective Phenomena in Plasmas (Nauka, Moscow, 1976).
8. G. A. Askar'yan, Zh. Éksp. Teor. Fiz. 42, 1567 (1962) [Sov. Phys. JETP 15, 1088 (1962)]; V. I. Bespalov and V. I. Talanov, Pis'ma Zh. Éksp. Teor. Fiz. 3, 471 (1966) [JETP Lett. 3, 307 (1966)].
9. M. J. Lighthill, J. Inst. Math. Appl. 1, 269 (1965).
10. A. Hasegawa, Opt. Lett. 9, 288 (1984).
11. N. N. Akhmediev, V. M. Eleonsky, and N. E. Kulagin, Izv. Vyssh. Uchebn. Zaved. Radiofiz. 31, 244 (1988).
12. N. M. Ercolani, M. G. Forest, and D. W. McLaughlin, Appl. Math. Lett. 23, 149 (1986).
13. M. Islam, Ultra Fast Optical Devices (Oxford Univ. Press, Oxford, 1993).
14. M. Alfimov, V. M. Eleonsky, and N. E. Kulagin, Chaos 22, 454 (1992).
15. Yu. M. Aliev, V. P. Silin, and S. A. Uryupin, Sverkhprovodimost: Fiz. Khim. Tekh. 5, 228 (1992).
16. A. Gurevich, Phys. Rev. B 46, 3187 (1992).
17. Yu. M. Ivanchenko and T. K. Soboleva, Pis'ma Zh. Éksp. Teor. Fiz. 51, 100 (1990) [JETP Lett. 51, 114 (1990)].
18. Yu. M. Ivanchenko and T. K. Soboleva, Phys. Lett. A 147 (1), 65 (1990).
19. Yu. M. Ivanchenko and T. K. Soboleva, Fiz. Tverd. Tela (Leningrad) 32, 2029 (1990) [Sov. Phys. Solid State 32, 1181 (1990)].
20. R. G. Mints and I. B. Snapiro, Phys. Rev. B 51, 3054 (1995).
21. A. I. Lomtev, Pis'ma Zh. Éksp. Teor. Fiz. 69, 132 (1999) [JETP Lett. 69, 148 (1999)].
22. A. I. Lomtev, Fiz. Tverd. Tela (St. Petersburg) 42, 16 (2000) [Phys. Solid State 42, 15 (2000)].
23. A. I. Lomtev, Zh. Tekh. Fiz. 70 (9), 63 (2000) [Tech. Phys. 45, 1159 (2000)].
24. I. O. Kulik and I. K. Yanson, The Josephson Effect in Superconducting Tunnel Structures (Nauka, Moscow, 1970).
25. Yu. E. Kuzovlev and A. I. Lomtev, Zh. Éksp. Teor. Fiz. 111, 1803 (1997) [JETP 84, 986 (1997)].
26. A. I. Lomtev, Zh. Éksp. Teor. Fiz. 113, 2256 (1998) [JETP 86, 1234 (1998)].
27. F. Kh. Abdullaev, Pis'ma Zh. Tekh. Fiz. 23 (2), 8 (1997) [Tech. Phys. Lett. 23, 52 (1997)].
28. B. I. Halperin and P. C. Hohenberg, Phys. Rev. 188, 898 (1969).
29. P. M. Richards and M. B. Salamon, Phys. Rev. B 9, 32 (1974).

Translated by V. Isaakyan

# Localized Strain Autowaves at the Initial Stage of Plastic Flow in Single Crystals 

V. I. Danilov, S. A. Barannikova, and L. B. Zuev<br>Institute of Strength Physics and Materials Science, Siberian Division, Russian Academy of Sciences, Akademicheskiŭ pr. 2/1, Tomsk, 634021 Russia<br>e-mail: levzuev@mail.tomsknet.ru

Received April 3, 2003


#### Abstract

Plastic strain localization in single crystals of pure metals and alloys is studied on the yield plateau and at the easy glide stage with a zero or small strain hardening coefficient. The difference between localization patterns in the two cases is explained, and strain localization mechanisms are suggested. At these stages of plastic deformation, various types of autowaves are observed. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In a number of recent works [1-3], a unique correspondence between the strain hardening law $\Theta=$ $d \sigma / d \varepsilon=\Theta(\varepsilon)$ and the strain localization pattern at various stages of plastic deformation has been established. Detailed analysis of plastic strain patterns has shown [3] the presence of specific localization patterns at $\Theta=$ $0, \Theta=$ const $\neq 0$, and $\Theta \sim \sqrt{\varepsilon}$.

The evolution of strain autowaves has been comprehensively analyzed under the intense extension of sin-gle-crystalline metals and alloys [3-7]. It was found in these works that, for the three-stage stress-strain curve, a solitary zone of localized strain (switching autowave) propagates along the sample at the easy glide stage and on the yield plateau; several equidistant localization zones (phase autowave) move with a constant velocity at the stage of linear hardening; and a set of periodically arranged immobile local strain maxima, between which the material is virtually unstrained (steady-state dissipative structure), arises at the parabolic stage. The absence of any of the stages in the flow curve implies the related deformation type.

In the above scenario (when we deal with clearly defined process stages, such as linear or parabolic), strain pattern identification is straightforward. However, the difference (if any) between the localization types on the yield plateau and at the easy glide stage is sometimes hardly discernible for single crystals, since the strain hardening coefficient in the latter case is close to zero $\left(0<\Theta \approx 10^{-4} G\right.$, where $G$ is the shear modulus of a crystal). This makes it difficult to distinguish between the yield plateau and the easy glide stage $(\theta=0)$. The situation is aggravated by the fact that, in a number of materials, the yield plateau follows the easy glide stage, the transition between them being vague [8]. Glide traces may not shed light on the stage of plastic flow especially in the case of heavily doped single crys-
tals [8]. In this work, we perform comparative analysis of strain localization on the yield plateau and the easy glide stage in order to find the difference in the plastic flow stages.

Such a problem stems from the fact that the localization is not a random process. Being spatially and temporally ordered, it is of autowave character. The type of strain autowaves is defined by the dependence of the strain hardening coefficient $\Theta$ on the total strain, i.e., on the loading stage in the stress-strain curve [3].

## MATERIALS AND INVESTIGATION TECHNIQUES

The objects of investigation were Cu and Ni single crystals, single-crystalline $\mathrm{Fe}-\mathrm{and} \mathrm{Cu}$-based alloys, and NiTi intermetallic (Table 1). Cu and Ni are deformed by dislocation glide. In Fe-based alloys, one can induce dislocation glide or twinning by varying the concentration of interstitial impurities ( C and N ) and orientation of the extension axis. NiTi single crystals of the composition given in Table 1 are deformed through the $B 2 \longrightarrow B 19^{\prime}$ phase transformation at 300 K .

All the single crystals were grown by the Bridgman method in an inert atmosphere. Samples in the form of double blades were prepared from homogenized ingots by arc cutting. The working surface area of the samples was $28 \times 5 \mathrm{~mm}(20 \times 5 \mathrm{~mm}$ for titanium nickelide $)$, and their width was varied from 1.3 to 1.5 mm (the width of the Cu single crystals was 3 mm ). The alloy samples were quenched in cold water after $1-\mathrm{h}$ keeping at the homogenization temperature. The samples thus prepared were extended with an Instron-1185 machine. Simultaneously, the field of displacement vectors $r(x, y)$ for points on the sample surface were recorded by the method of speckle interferometry, starting from the yield point up to rupture [1]. By numerically differentiating these fields with respect to the coordinates $x$ and

Table 1. Chemical composition of the metals and alloys (wt \%)

| Material | Cu | Ni | Fe | Ti | Cr | Mn | Sn | Mo | C | N |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Copper | 99.98 | - | - | - | - | - | - | - | - | - |
| Nickel | - | 99.98 | - | - | - | - | - | - | - | - |
| $\mathrm{Cr}-\mathrm{Ni}$ austenite, $A_{\mathrm{I}}$ | - | 12.4 | 65.5 | - | 18.0 | 2.3 | - | 1.2 | 0.013 | 0.35 |
| High-manganese | - | - | 85.96 | - | - | 13.0 | - | - | $0.9-1.0$ | - |
| austenite, $A_{\mathrm{II}}$ |  |  |  |  |  |  |  |  | 3 |  |
| $\mathrm{Cu}-\mathrm{Ni}-$ Sn alloy | 84.0 | 10.0 | - | - | - | - | 6.0 | - | - | - |
| Titanium nickelide (at. \%) | - | 50.3 | - | 49.7 | - | - | - | - |  |  |

$y$, the longitudinal, $\varepsilon_{x x}$, transverse, $\varepsilon_{y y}$, shear, $\varepsilon_{x y}=\varepsilon_{y x}$, and rotational, $\omega_{z}$, components of the plastic strain tensor

$$
\nabla r(x, y)=\left|\begin{array}{c}
\varepsilon_{x x} \varepsilon_{x y} \\
\varepsilon_{y x} \varepsilon_{y y}
\end{array}\right|+\omega_{z}
$$

[9] for the sample surface was calculated. The spatial, $\varepsilon_{x x}(x, y)$, and spatial-temporal, $\varepsilon_{x x}(x, t)$, distributions of local elongations $\varepsilon_{x x}=d u / d x$ (where $u$ is the component of the vector $r$ in the direction of the extension axis $x$ ) were analyzed. This allowed us to locate strain localization zones and trace their evolution with time.

The additional microscopic investigation of steps on the surface made it possible to refine the indices of slip and twinning systems.

## STRAIN LOCALIZATION DYNAMICS IN CRYSTALS WITH VARIOUS DEFORMATION MECHANISMS

The micro- and macromodels of plastic flow in alloys and pure metals differ markedly. In alloys, usually one slip system is observed even in samples oriented for multiple slip. This causes the easy slip stage


Fig. 1. Initial stages of the plastic flow curve for the copper single crystal and the space-time evolution of localized strain zones at stage I.
and sometimes the appearance of Lüders bands. Therefore, the extension of all the single crystals gave a set of stress-strain diagrams the initial portion of which had a zero or a very small slope (strain hardening coefficient $\Theta$ ).

Consider strain localization in pure single-crystalline metals. The extension axis of Cu samples was oriented along the direction [ $\overline{1} 39$ ], and the surface under study had indices ( $3 \overline{2} 1$ ). With such an orientation, the (111)[ $\overline{1} 01]$ slip system appeared once the yield point was reached. The strain rate was $5.5 \times 10^{-5} \mathrm{~s}^{-1}$. The strain fields were recorded during loading in 36-s intervals (the total strain increment was $\delta \varepsilon_{\text {tot }}=0.2 \%$ ).

The stress-strain curves obtained under such conditions had three stages [10, 11]. Figure 1 (curve 1 ) shows the part of the loading diagram corresponding to the easy slip stage (I), a part of the linear stage (II), and the transition zone between them. The parameters of plastic flow, namely, the critical shear stress $\tau_{0}$, the strain $\gamma_{1}$ at the end of the easy slip stage, and the strain hardening coefficients at the easy slip stage $\left(\Theta_{\mathrm{I}}\right)$ and linear stage $\left(\Theta_{\text {II }}\right)$, are listed in Table 2. For the crystals with the given orientations, they are close to those reported in $[10,11]$.

The distribution of local elongations at the easy slip stage of the Cu single crystals had the form of three wide equidistant zones moving synchronously along the sample (Fig. 2). Curves $2-4$ demonstrate the variation of the positions of these zones with time. The strain localization zone velocity estimated from the slope to the $t$ axis was found to be $\approx 5.3 \times 10^{-5} \mathrm{~m} / \mathrm{s}$.

The single-crystalline Ni samples with the surface (076) were extended in the direction [167]. With this orientation, the slip system (111)[101] was observed. The strain rate and the interval over which the strain fields were recorded were the same as for the Cu samples. The flow curves for Ni also have three stages. The initial portion of a typical curve (curve $l$ ) is shown in Fig. 3. The parameters of the loading curves for Ni (Table 2) also agree with [10, 11].

At the easy slip stage (I), two deformation fronts move toward each other. Their positions during deformation are shown in Fig. 3 (curves 2, 3). The velocities of the fronts were $+3.6 \times 10^{-5}$ and $-2.2 \times 10^{-5} \mathrm{~m} / \mathrm{s}$ (the plus and minus signs mean that the fronts move in opposite directions). The point of their meeting corresponds to the end of stage I.

In single-crystalline Cu - and Fe -based alloys, which are deformed by slipping, flow curves and strain localization patterns are more diversified. The $\mathrm{Cu}-\mathrm{Ni}-\mathrm{Sn}$ alloy were quenched in water starting from 1203 K in order to fix the homogeneous solid solution of Ni and Sn in Cu . The extension axis was aligned with the [ $1 \overline{1} 1$ ] direction, and the surface had indices ( $\overline{3} 58$ ). In this case, the three slip systems (111)[0 $\overline{1} 1],(11 \overline{1})[011]$, and ( $\overline{1} 11$ )[0 $\overline{1} 1]$ are equivalent, and starting from the yield point, one might expect multiple slip. However, when these samples were extended with a rate of $6.6 \times$ $10^{-5} \mathrm{~s}^{-1}$, the (111)[0 $\left.\overline{1} 1\right]$ slip system alone was observed and the strain-stress curve (Fig. 4, curve 1) exhibited both the sharp yield point and yield plateau (stage I) followed by the extended stage of linear hardening (stage II). The material hardening parameters are listed in Table 2. The localized strain field was recorded in $0.2 \%$ increments of the total strain in the interval from 0.7 to $7.3 \%$. Immediately after the appearance of the sharp yield point, a solitary strain localization front is observed near the movable tension grip. This front travels along the sample throughout the yield plateau (Fig. 4, curve 2 ) with a velocity of $\approx 6.7 \times 10^{-5} \mathrm{~m} / \mathrm{s}$.

The samples of $\mathrm{Cr}-\mathrm{Ni}$ austenite are also deformed by dislocation glide. They were saturated by nitrogen with the thermobaric method at 1473 K , kept in a vacuum for 1 h , and then quenched in water in order to fix the homogeneous substitutional Fe -based solid solution. Nitrogen in this solid solution acts as an interstitial impurity without forming nitrides. The samples with the (110) surface were extended along the direction [111]. With such an orientation, three slip systems, ( $11 \overline{1}$ )[101], ( $1 \overline{1} 1$ )[011], and ( $\overline{1} 11)[\overline{1} 0 \overline{1}]$, have a Schmid factor of 0.27 . However, the presence of the overequilibrium interstitial hardening impurity leads to a substantial increase in the deforming stress and the degree of dissociation of dislocations. The latter fact, in turn, restricts slip localization to the system ( $1 \overline{1} 1$ ) [011], which dominates over the other two at the early stage of deformation. The strain rate and the time instants of strain recording were the same as for Cu and Ni. Under these conditions, the loading curve also has three stages, as in the case of Cu and Ni single crystals which were oriented for single slip, but, unlike Cu and Ni , has a sharp yield point.

Figure 5 (curve 1 ) shows the part of the stress-strain diagram covering the easy slip portion (I), transition region, and the beginning of the linear stage (II). The

Table 2. Characteristics of plastic flow in single crystals deformed by dislocation glide

| Material | $\tau_{0}, \mathrm{MPa}$ | $\Theta_{\mathrm{I}} / G \times 10^{-4}$ | $\Theta_{\mathrm{II}} / G \times 10^{-3}$ | $\gamma_{1}$ |
| :--- | :---: | :---: | :---: | :---: |
| Cu | 6.2 | 7.5 | 2.6 | 0.14 |
| Ni | 23.0 | 11 | 2 | 0.06 |
| $\mathrm{Cu}-\mathrm{Ni}-\mathrm{Sn}$ | 44.8 | 0 | 1.1 | 0.037 |
| $A_{\mathrm{I}}$ | 76.0 | 2.3 | 1.2 | 0.15 |

basic parameters of the hardening curve are listed in Table 2. Once the sharp yield point had been reached, deformation proceeded with a small but nonzero hardening coefficient (Table 2). The positions of the local strain peaks are shown by curves 2-4 in Fig. 5. Up to the value of the shear strain $\gamma \approx 0.04$, the local elongation distribution was random; then, three strain zones formed. One traveled with a constant velocity of $\approx 3.5 \times$ $10^{-5} \mathrm{~m} / \mathrm{s}$ throughout the easy slip stage; the other two first moved faster than the first zone but then stopped. During stage I, the entire sample was covered by these moving strain localization zones. The strain zone passed along each section of the sample once.

The homogenization of high-manganese austenitic steel samples with a carbon content of $\approx 1 \mathrm{wt} \%$, which were deformed by twinning, was performed by keeping


Fig. 2. Distribution of the localized strain zones in the copper single crystal at the easy slip stage (stage I).


Fig. 3. Initial stages of the plastic flow curve for the nickel single crystal and the space-time evolution of localized strain zones at stage I.


Fig. 4. Initial stages of the plastic flow curve for the $\mathrm{Cu}-\mathrm{Ni}-$ Sn single crystal and the motion of the localized strain zone at stage I.


Fig. 6. Initial stages of the plastic flow curve for the single crystal $A_{\text {II }}$ (the extension axis [377]) and the motion of localized strain zones at stage I.
at 1373 K for 1 h . Then they were quenched in water. The extension axis had two directions: [ $\overline{377}]$ and [ $\overline{3} 55$ ]. The working surface of the samples was (011) in both cases. The samples were extended at room temperature with a strain rate of $1.2 \times 10^{-4} \mathrm{~s}^{-1}$. Starting from the yield stress, the displacement fields were recorded every 15 s (in $0.2 \%$ increments of the total strain) or every 36 s (in $0.4 \%$ increments).

In the single crystals oriented along [ $\overline{3} 77$ ], the basic plastic deformation mechanism under room-temperature extension is twinning in the system (111)[211] [8], which is observed after the yield point. The length of the yield plateau (stage I) together with the sharp yield point was about $30 \%$. Subsequent loading leads to the stage of linear hardening (stage II), which extends up to rupture at $\approx 45 \%$ of the total strain. In single crystals of such an orientation, the parabolic hardening stage is absent.


Fig. 5. Initial stages of the plastic flow curve for the single crystal $A_{\mathrm{I}}$ and the space-time evolution of localized strain zones at stage I.


Fig. 7. Initial stages of the plastic flow curve for the single crystal $A_{\text {II }}$ (the extension axis [355]) and the space-time evolution of localized strain zones at stages I and I'.

Figure 6 (curve 1 ) shows the part of the strain-stress diagram for the high-manganese austenitic single crystal with the extension axis [ $\overline{3} 77$ ]. This part of the diagram covers stage I and a part of stage II. Since plastic flow in this case is due to twinning, the diagram is plotted in the $\sigma-\varepsilon$, rather than $\tau-\gamma$, coordinates. The hardening parameters are listed in Table 3. In this case, the plastic strain front travels along the sample throughout the yield plateau (stage I in the strain-stress curve) with a constant velocity of $\approx 9 \times 10^{-6} \mathrm{~m} / \mathrm{s}$ (Fig. 6, curve 2).

The strain pattern on the samples with the extension axis [ $\overline{3} 55$ ] is more complicated. It is known [4] that, when the C content in single-crystalline Hadfield steel is $\approx 1 \mathrm{wt} \%$ and the extension axis is [ $\overline{1} 11$ ], multiple twinning in the systems (111)[ $\overline{2} 11],(\overline{1} \overline{1} 1)[\overline{1} 21]$, and $(1 \overline{1} 1)[\overline{1} 12]$ takes place and the loading diagram has only the linear hardening stage up to rupture. The direc-
tion (orientation) [ $\overline{3} 55$ ] falls into the standard stereographic triangle and lies between two extreme cases: [ $\overline{1} 11$ ] and [ $\overline{3} 77$ ]. Therefore, the strain-stress curve for such samples has both the sharp yield point and yield plateau (stage I) before the linear hardening stage and plastic deformation starts from twinning in the system (111)[2 11$]$.

The transition to multiple twinning and to linear stage II, which has a high hardening coefficient $\Theta_{\text {II }}$, involves one more linear portion (stage I') with a much lower hardening coefficient $\Theta_{\mathrm{I}^{\prime}}$ (Table 3; Fig. 7, curve 1). The analysis of the local strain distribution indicated that a solitary strain zone travels from the fixed tension grip with a velocity of $\approx 1.9 \times 10^{-5} \mathrm{~m} / \mathrm{s}$ on the yield plateau (stage I). The variation of the position of this localization zone is depicted in Fig. 7 (curve 2). At stage I', another front separates from the primary strain zone (Fig. 7, curve 3). The primary strain localization zone continues to move along the unstrained part of the sample with the same velocity, while the new one travels over the strained part with a velocity of $-5.5 \times 10^{-5} \mathrm{~m} / \mathrm{s}$. Such a situation occurs at stage I' twice (Fig. 7; curves 3, 4). Stage I' is complete when the primary front passes through the entire sample (Fig. 7).

The composition of titanium nickelide single crystals (Table 1) provides the smooth phase transition $B 2 \longrightarrow B 19^{\prime}[12]$ at 300 K . The extension axis of the (110) sample was aligned with the direction [ $\overline{1} 12$ ] in the $B 2$ lattice. The strain rate was $8.3 \times 10^{-5} \mathrm{~s}^{-1}$. Under these conditions, the strain-stress curves exhibit a sharp yield point and a yield plateau several percent long. The latter is followed by a short transition region and the parabolic stage of strain hardening. As is known [12], it is the phase transition $B 2 \longrightarrow B 19^{\prime}$ that is responsible for a yield plateau and the parabolic stage corresponds to the deformation of already formed martensite.

Figure 8 (curve 1 ) shows the part of the $\sigma-\varepsilon$ diagram for the TiNi sample covering the sharp yield point and yield plateau (stage I) and the transition region. The plastic flow parameters are given in Table 3. From the analysis of the local strain distribution, it follows that a strain front $\approx 2 \mathrm{~mm}$ wide travels along the sample with a constant velocity of $\approx 3 \times 10^{-5} \mathrm{~m} / \mathrm{s}$ during the yield plateau. The variation of its position in the course of deformation is shown in Fig. 8 (curve 2). As in all the


Fig. 8. Initial stages of the plastic flow curve for the NiTi single crystal and the motion of localized strain zones at stage I.
cases described above, the yield plateau is complete when the localized strain front passes through the whole sample.

## RESULTS AND DISCUSSION

The analysis of the results obtained in this paper allows us to establish a qualitative correlation between the initial stages of the plastic flow curve for singlecrystalline materials and the space-time local strain distributions. The basic conclusions are as follows.
(1) If the flow curve of a single crystal has a sharp yield point and a yield plateau $\left(\Theta_{I}=0\right)$, a traveling solitary front separating elastically and plastically strained regions is observed $(\mathrm{Cu}-\mathrm{Ni}-\mathrm{Sn}$, Fig. 4; Mn austenite with the extension axis aligned with the [ $\overline{3} 77$ ] direction, Fig. 6, and TiNi, Fig. 8) irrespective of the composition, crystal structure, and orientation of the material, as well as of plastic flow micromechanisms.
(2) If the stress-strain curve exhibits the linear stage with a small but nonzero hardening coefficient $\left(\Theta_{\mathrm{I}}=\right.$ const $>0$, easy glide in fcc single crystals with the dislocation mechanism of deformation), several traveling strain localization zones are observed in all the samples studied (Figs. 1, 3, 5). They may move in the same or opposite directions, and their velocities may differ or equal each other.
(3) If the yield plateau is followed by the linear stage with a small strain hardening coefficient, secondary

Table 3. Characteristics of plastic flow in single crystals with nondislocation mechanisms of deformation

| Material | $\sigma_{0}, \mathrm{MPa}$ | $\Theta_{\mathrm{I}} / G \times 10^{-4}$ | $\Theta_{\mathrm{I}} / G \times 10^{-4}$ | $\Theta_{\mathrm{II}} / G \times 10^{-3}$ | $\varepsilon_{\mathrm{I}}$ | $\varepsilon_{\mathrm{I}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{\mathrm{II}},[\overline{3} 77]$ | 314.5 | 0 | - | 6.6 | 0.25 | - |
| $A_{\mathrm{II}},[\overline{3} 55]$ | 469.4 | 0 | 40 | 12.9 | 0.04 | 0.1 |
| NiTi | 119.5 | 0 | - | - | 0.03 | - |



Fig. 9. Localized strain autowave velocity vs. reduced hardening coefficient for the single crystals at stage I. $\square$, yield plateau; $■$, easy slip.
fronts separate out from the traveling primary strain zone. They move in the opposite direction over the plastically strained part of the sample ( Mn austenite with the [ $\overline{3} 55$ ] extension axis, Fig. 7).

In the first case of localization, the traveling front originating at the upper yield point turns the material from one state into another (Lüders band [13]). This is clearly observed in TiNi , where the phase transition $B 2 \longrightarrow B 19$ ' occurs at the deformation front. Such a front may pass through the material only once. If several such fronts originate, they cancel each other out when meeting. The flow proceeds without hardening until all elements of a deforming volume become strained.

In the second case of localization, several strain zones travel along the sample at stage I. They originate prior to this stage from randomly distributed localization zones. In pure metals $(\mathrm{Cu}$ and Ni$)$, the random distribution corresponds to the smooth transition from elasticity to fully developed plasticity; in concentrated solid solutions additionally strengthened by interstitial impurities ( $\mathrm{Cr}-\mathrm{Ni}$ austenite), to a sharp yield point. Hence, the strain fronts become regularly arranged and move in the deformed, though slightly, material. Of most interest is the situation when the linear stage with a small hardening coefficient (stage $I^{\prime}$ ) follows the yield plateau (Mn austenite with the [ $\overline{3} 55$ ] extension axis). Here, secondary strain localization zones move oppositely to the primary front. It should be emphasized that each of the strain localization maxima (fronts) passes through the sample once. This is clearly seen in Figs. 5 (curves 2-4) and 7 (curves 3, 4).

The knowledge of the velocity of strain localization zones at the material loading stages considered is important for the elaboration of an autowave model of plastic flow. It has been shown [3] that the velocity $V_{\text {aw }}$ of plastic strain autowaves at the easy slip stage in a
number of single crystals is given by

$$
\begin{equation*}
V_{\mathrm{aw}}=V_{\infty}+\frac{\xi}{\Theta} . \tag{1}
\end{equation*}
$$

While the plastic flow localization patterns on the yield plateau and at the easy slip stage are similar, formula (1) yields $V_{\mathrm{aw}} \longrightarrow \infty$ with $\Theta=0$, which is typical only of the yield plateau. To improve the situation, one should take into account the effective friction stress $D$ of mobile dislocations at the yield stress. According to Gilman [14], this effective stress controls the mobility of dislocations:

$$
V_{\mathrm{disl}}=V^{*} \exp \left(-\frac{D}{\tau}\right)
$$

Following Gilman [14], the denominator of the second term in Eq. (1) is replaced by $\Theta+D / \gamma_{p}$ :

$$
\begin{equation*}
V_{\mathrm{aw} 0}=V_{0}+\xi \frac{G}{\Theta+D / \gamma_{\mathrm{p}}} . \tag{2}
\end{equation*}
$$

With $D \approx 2 \tau_{0}[14], \tau_{0} \approx 2.5 \times 10^{-5} G$ for most fcc single crystals, and $5 \times 10^{-3}<\gamma_{\mathrm{p}}<5 \times 10^{-2}$ [8] at the easy slip stage, we may estimate the value of $V_{\text {aw0 }}$, which is the velocity of autowaves at $\Theta=0$.

The results of processing the data for the front velocities at the easy slip stage and on the yield plateau that are estimated by formula (2) are summarized in Fig. 9. The correlation factor for the variables is $\approx 0.75$, that is, significant [15]. In the case of linear hardening, $\Theta \gg D / \gamma_{\mathrm{p}}$ and the conventional relationship $V_{\mathrm{aw}} \sim 1 / \Theta$ [7] is valid.

## CONCLUSIONS

Thus, the type of localized strain autowaves at the initial stages of plastic flow in single crystals depends on a relationship between the stress applied and the total strain. With $\Theta_{I}=0$, a switching autowave in the form of a strain localization zone is generated. When traveling along the sample, this wave switches it to another state. In this case, stage I is complete when the entire sample passes to a new plastically strained state. When $\Theta_{\mathrm{I}}=$ const $>0$, an autowave comprises several strain localization zones which travel in already strained volume. Each of the strain localization maxima (zones) passes through a certain part of the sample only once. This suggests the propagation of an excitation autowave.
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#### Abstract

Single-walled carbon nanotubes (SWCNTs) are synthesized by the ablation of a catalyst-containing carbon target with a cw $\mathrm{CO}_{2}$ laser. Emphasis is on ablation conditions that are favorable to self-organized SWCNT synthesis. It is shown that the graphite target intensely evaporates with the formation of fractal-like tubes at the edge of the jet when the laser power density exceeds $10^{5} \mathrm{~W} / \mathrm{cm}^{2}$. Still more favorable conditions for carbon nanotube synthesis are set if the power density lies within $2 \times 10^{4}-5 \times 10^{4} \mathrm{~W} / \mathrm{cm}^{2}$. Under these conditions, both individual SWCNTs and their bundles of diameter from 1.1 to 1.5 nm are produced, as shown by Raman scattering and electron microscopy studies. In this series of experiments, the maximal fraction of SWCNTs reaches $20 \%$. A mechanism of SWCNT fast growth in the laser torch is suggested. © 2003 MAIK "Nauka/Interperiodica".


The search for effective procedures for the synthesis of carbon nanostructures, including nanotubes [1], and the elucidation of underlying mechanisms is a very important scientific problem of current interest.

A perfect SWCNT is known to be a jointless graphene sheet folded into a cylinder with a wall thickness on the order of the carbon atom size. Experiments on SWCNT synthesis by using an electric arc, pyrolysis of hydrocarbons, and laser ablation of carbon [2] (a review of SWCNT synthesis methods is given elsewhere $[3,4]$ ) suggest that carbon nanotubes can be synthesized by low-temperature methods, which involve mostly the pyrolysis of hydrocarbons, and by high-temperature ones (where the temperature exceeds the upper limit of graphite thermal stability, 2600 K ), which are associated with the evaporation of a catalyst-containing graphite target. The latter are of special significance because the process goes under more refined conditions with the participation of carbon and inductor (catalyst) vapors in the molecular state. This provides the possibility of tracing the mechanism and kinetics of subsequent processes: the condensation of vapor and the selforganized nucleation and growth of molecular associates, compact clusters, and carbon nanostructures.

In this paper, we report the results of pioneering experiments in which laser ablation conditions provided the self-organized synthesis of carbon nanotubes in the expanding flux of a carbon-catalyst target. We were interested in irradiation power densities such that the temperature of an absorbing target layer does not
exceed the critical value and the solid-liquid-vapor phase transition takes place.

## LASER SETUP FOR NANOSTRUCTURE SYNTHESIS

The laser ablation of carbon nanotubes was accomplished on the modernized setup (Fig. 1) that was applied earlier in experiments on the propagation of pyrolysis wave along a laser beam [5]. The radiation of a $2-\mathrm{kW} \mathrm{cw} \mathrm{CO}_{2}$ laser with a beam divergence of $8 \times$ $10^{-4} \mathrm{rad}$ was focused by a KCl lens with a focal length of 20 cm , passed through a salt window inside the $51-\mathrm{cm}$-long quartz reaction tube of inner diameter 7.1 cm , and was concentrated on the end face of a cylindrical graphite target. With a laser beam density of $1-2 \mathrm{~kW}$, the target temperature falls into the interval 3500 -


Fig. 1. Experimental setup for laser synthesis of carbon nanotubes: (1) $\mathrm{CO}_{2}$ laser, (2) $\mathrm{He}-\mathrm{Ne}$ laser, (3) reflectors, (4) lens, (5) reactor, (6) graphite target, (7) optical pyrometer, and (8) diaphragm.

4000 K , where radiation losses prevail, if the target diameter is smaller than 5 mm , as follows from calculations. Therefore, the diameter of the target, which was flowed about by helium at a pressure of 400-760 torr, was varied between 3 and 5 mm in our experiments. The helium flow rate through the reaction tube was kept at a level of $0.5 \mathrm{l} / \mathrm{min}$. Helium was used because it is a good relaxant of the vibrational energy of the resulting nanostructures. The diameter of the laser spot on the end face of the target was 2 mm . The brightness temperature of the target surface was monitored with an optical pyrometer.

The laser radiation enhanced the target vaporization, forming an ablation product jet directed toward the laser beam and helium flow. The optics at the entrance was protected against this jet with a special diaphragm, which was mounted inside the reaction tube. The diaphragm turned the ablation product jet, directing it along the wall toward the exit from the reactor. Particles formed in the peripheral (colder) regions of the jet condensed on the diaphragm, reactor walls, and special substrates placed throughout the reactor length. Substrate deposits were examined by Raman spectroscopy [6], as well as by (transmission and scanning) electron microscopy combined with the JEOL JSM-5410 + XLink Oxford Detector X-ray microanalyzer.

## LASER ABLATION REGIMES

The laser power density is the basic factor controlling the process of material ablation. Carboniferous targets exposed to laser radiation are usually porous. Therefore, laser radiation first disperses and then heats the target, forming a polydisperse particle flux, which evaporates in the laser beam. Yet, the radiation-target interaction is an essentially steady process, although the flux density of target vaporization products is significant. One might expect that soot and metal particles contained in target vaporization products shield the radiation. However, this does not happen because the particles in the laser beam have time to heat up to the boiling point and sublimate. Due to the subsequent expansion of the vapor-gas jet and also its mixing with the cold helium flow, the jet cools down and the vapor becomes saturated at some moment. Then, the vapor condenses and clusters start to form. The number and size of condensate nanoparticles depend on the condensation kinetics during the expansion and cooling of the jet. The finely dispersed condensate deposits on the diaphragm, cold walls of the reactor (due to thermophoresis), and substrates. The diaphragm was made of stainless steel, and the substrates had the form of 1-cm-high metallic (copper or brass) cylinders with a diameter of 1 cm and grids made of stainless steel and Nichrome wire.

The morphology of the deposits was found to significantly depend on the optical radiation power (intensity), all other things being equal. With a high beam power density ( $1.5-2.0 \mathrm{~kW}$ ) and a small target diameter
( 3 mm ), the target was rapidly heated to temperatures above 3500 K and, accordingly, the carbon vapor density increased substantially. This, in turn, causes the density of compact clusters, which form at the periphery of the vapor-gas jet upon condensation, to grow, and the clusters start to aggregate into fractal microstructures. These structures were detected on all the substrates and in the circumference of the diaphragm.

As the laser radiation threshold intensity for the formation of fractal structures, one may take that providing the intense evaporation of the graphite target, or, in other words, that at which a crater on the target appears fairly rapidly. In our experiments, the crater depth reached about 5 mm for 10 s of irradiation. One could observe that, with the laser power remaining the same, the target heats up further as the crater increases in diameter presumably until the triple point is achieved and the carbon melts.

According to [7], the triple point of carbon is achieved at $p_{\mathrm{t}}=1 \mathrm{~atm}$ and $T_{\mathrm{t}}=4000 \mathrm{~K}$. These values merit special attention, since they imply that the liquid phase of carbon is difficult to obtain at a close-to-normal pressure. We observed the traces of the liquid phase in the form of the solidified flow with characteristic steel color in the throat of and immediately at the exit from the crater. The latter case is depicted in Fig. 2. One can also judge the formation of the carbon liquid phase in the crater from a number of solidified spheroidal droplets near the crater's outlet channel on the end face of the target (see also Fig. 2).

It seems reasonable to examine the structure of the solidified liquid phase of carbon. Without going into detail, we only note that valuable data on the solidified carbon structure may be extracted from Raman spectra. Such a spectrum is shown in Fig. 3 in comparison with the spectrum of the carbon deposit on the diaphragm. It follows that Raman spectra of carbon generally have


Fig. 2. Micrograph of the solidified liquid phase of carbon at the exit from the crater ( $\times 25$ ).


Fig. 3. Raman scattering spectral intensity $I$ vs. shift $\Delta v$ of the Raman spectral line: (1) solidified liquid phase of carbon, (2) carbon deposit on the diaphragm, and (3) deposit in the form of fibrous structure on the stainless steel grid.


Fig. 4. SEM image of the carbon fibrous deposits on the stainless steel grid.
two modes: $G$ (line shift $\Delta v=1580 \mathrm{~cm}^{-1}$ ) and $D(\Delta \nu=$ $1350 \mathrm{~cm}^{-1}$ ). Their widths and relative intensities bear information on the carbon structure.

In the spectrum of the solidified liquid phase, the mode $D$ is totally absent and the mode $G$ is narrow. The latter fact indicates that the structure is highly ordered. So, it seems quite plausible that the carbon solidifies to form either carbon crystals or a crystalline carbynegraphite mixture, since it is known [8] that, at temperatures above 2600 K , carbon turns into carbyne. This compound has chain molecules, which basically may also play a certain role in nanotube synthesis.

We believe that the aforementioned evaporation conditions with the formation of fractal clusters are inefficient in terms of SWCNT synthesis. Therefore, the laser power was decreased to $0.5-1.5 \mathrm{~kW}$ and the diameter of the target was increased to 5 mm . In this way, the laser power density was decreased to $(2-5) \times$ $10^{4} \mathrm{~W} / \mathrm{cm}^{2}$; accordingly, the evaporation became less intense. Under these conditions, the deposit on the substrate was rather dense but fractals did not form for the irradiation time ( 10 s ). The deposits had a fibrous structure, as follows from Fig. 4, which shows the SEM image of the deposit on the stainless steel grid. This deposit was obtained when the $800-\mathrm{W}$ laser radiation evaporated a purely graphite target in the helium atmosphere under a pressure of 760 torr. In this case, the Raman spectrum (Fig. 3) is typical of a deposit with doubled-walled and multiwalled nanotubes (the $G$ mode is narrow and the $D$ mode is of small intensity).

## SYNTHESIS OF SINGLE-WALLED CARBON NANOTUBES

In order to provide more favorable synthesis conditions, a $3.5-\mathrm{mm}$-diam. channel was made in the graphite target on the irradiated side. The channel was filled with a graphite : nickel catalyst $=19: 1$ mixture. The catalyst was composed of nickel powder and $\mathrm{Y}_{2} \mathrm{O}_{3}$ additive. The Raman spectra of the deposits on the substrates placed in different parts of the reactor showed that nearly all of them contain single-walled carbon nanotubes.

It should be noted that the rate of target evaporation in these experiments was roughly $10 \mathrm{~g} / \mathrm{h}$, which is 50 times higher than the evaporation rate used in [2]. Such a high evaporation rate might adversely affect the growth of nanotubes. The final result was therefore very surprising: the SWCNT maximal concentration was observed on the substrate nearest $(2.0 \mathrm{~cm})$ to the target. This means that nanotubes in the laser torch are produced very rapidly and also indicates that the part of the torch adjacent to the evaporation zone on the target has a decisive effect on the nucleation and growth of single-walled nanotubes; hence, the reactor dimensions may be minimized.

A typical Raman spectrum taken from the deposit obtained in these experiments is shown in Fig. 5. Note that the analysis of carbon nanotubes with Raman spectroscopy is a well-developed technique [6]. Its basic advantage is that the presence of nanotubes in the deposits and their characteristics may be established
immediately during the experiments. As follows from Fig. 5, the SWCNT Raman spectrum in this case consists of two modes: tangential and radial. The absence of the $D$ mode ( $\Delta v=1350 \mathrm{~cm}^{-1}$ ) means the absence of the amorphous phase in the deposit. The tangential mode ( $\Delta v=1580 \mathrm{~cm}^{-1}$ ) has a split typical of singlewalled nanotubes. Basically, from the temperature shift of this mode, one can find the SWCNT concentration in the ablation products. The associated results obtained in two experiments with laser radiation powers of 600 and 800 W are shown in Fig. 6, which demonstrates that, all other things being equal, the SWCNT concentration depends markedly on the radiation power under normal helium pressure. It also follows from Fig. 6 that the increase in the laser power by as little as 200 W results in the fourfold increase in the SWCNT concentration ( $20 \mathrm{vol} . \%$ at 800 W ).

The radial (or, otherwise, breathing) mode occupies the range $\Delta v=150-200 \mathrm{~cm}^{-1}$ and contains important information on the diameters of SWCNTs in the deposit. The SWCNT diameter $d$ may be estimated by the frequency shift of the radial mode from the relationship [9]

$$
d=223.75 / \Delta \mathrm{v},
$$

where $\Delta v$ is the frequency shift in inverse centimeters and $d$ is the SWCNT diameter in centimeters. From the radial mode spectrum, which represents a set of peaks (Fig. 5), one can estimate the SWCNT diameter distribution. With a radiation power density on the target surface of $5 \times 10^{4} \mathrm{~W} / \mathrm{cm}^{2}$, which was used in our experiments, synthesized single-walled nanotubes had a diameter from 1.1 to 1.5 nm . The maximum in this distribution lies at 1.2 nm ; thus, it follows that nanotubes with a chirality index of 9.9 prevail in the deposits. In the high-frequency part of the Raman spectrum, the position of the fundamental peak of the tangential mode lies at $1587 \mathrm{~cm}^{-1}$, which also indicates the presence of small-diameter SWCNTs in the deposit [10].

The structure of carbon nanotubes produced by selforganized synthesis may be clarified by taking HRTEM images of the deposit (Fig. 7). They show that individual single-walled nanotubes combine into bundles (with several tens of nanotubes per bundle in our experiments). The diameter of individual nanotubes, which can be estimated from this image, correlates well with its value obtained from the Raman spectrum. It is remarkable that both single and paired nanotubes are rather pure, while the surface of the bundles contains spheroidal nanoparticles of diameter $1-2 \mathrm{~nm}$, which apparently consist of amorphous graphite or catalyst. The appearance of these particles may be associated with the nonuniform distribution of graphite powder grains and catalyst in the target.

To conclude this section, we observed an interesting effect: the formation of extremely thin carbon filaments, which form a weblike macrostructure. This occurred, as a rule, upon grid condensation, as well as


Fig. 5. Typical Raman spectra taken from the deposit with SWCNTs: (1) tangential mode and (2) radial mode.


Fig. 6. Partial shift $\Delta \nu$ of the tangential mode peak vs. intensity of probing laser intensity (i.e., temperature) for a laser power of ( $\bullet 600$ and ( $\boldsymbol{\star}) 800 \mathrm{~W}$. (■) Sample prepared of purified SWCNTs [6]
in the stagnant zones of the reaction tube, where the flow velocity is low. Figure 8 demonstrates the micrograph of such a structure formed on the stainless steel grid. It appears that the filaments, which were 3 to 4 cm long in a number of experiments, consist of a large number of bundles of single-walled tubes.

## MECHANISM OF SINGLE-WALLED CARBON NANOTUBE SYNTHESIS

The elucidation of an SWCNT formation mechanism and the elaboration of an adequate model of the


Fig. 7. HRTEM image of SWCNTs.
process at high temperatures in a dense vapor-gas plasma environment are of great interest both for fundamental science and for the development of efficient growth technologies of nanostructures. We believe that, upon the laser ablation of the graphite target in the presence of the catalyst, SWCNTs nucleate and grow directly in the vapor-gas phase. The following experimental findings form the basis for the elucidation of the SWCNT formation mechanism in a laser torch.
(1) Note first of all that high-power-density laser radiation acting on condensed media causes intense evaporation with the characteristic expansion of ablation products and the formation of a vapor-gas plasma jet. In this jet (torch), electrons are readily produced primarily through the ionization of graphite, which has a low ionization potential $(3.8 \mathrm{eV})$. Initially, the jet contains ions and atoms of all elements entering into the target composition, as well as molecular radicals and associates. In the peripheral (colder) parts of the jet, the radicals and associates are polymerized forming compact clusters. This is confirmed by mass spectrometry studies of the molecular composition of the saturated vapor of carbon, which revealed a set of molecules from $\mathrm{C}_{2}$ to $\mathrm{C}_{10}[11]$. In subsequent experiments on laser evaporation of carbon [12,13], an even higher degree of carbon polymerization was observed. It was found that $\mathrm{C}_{n}$ macromolecules ( $n$ is an even number) are linear if $n<8$, are cyclic if $12<n<28$, and form spherically closed structures (fullerenes) with $n>50$. It should be noted that polymerization also takes place upon the laser evaporation of metal oxides. When yttria was exposed to pulsed laser radiation [14], $\left(\mathrm{Y}_{2} \mathrm{O}_{3}\right)_{n}(\mathrm{YO})^{+}$ ions, where $n$ varies from 0 to 18 , were detected.
(2) Graphite may easily dissociate with the formation of gaslike clusters $(-\mathrm{C} \equiv \mathrm{C}-)_{n}$, since a single bond in the graphene sheet breaks at high temperatures and the electron shifts toward a double bond, thereby inducing the break of the neighboring single bond. This, in turn,


Fig. 8. SEM image of carbon webs deposited on the stainless steel grid.
produces a triple bond in place of the former double bond. Similarly, an acetylene molecule with triple bonds is more stable against high temperatures.
(3) Next, it should be noted that any particle that is in contact with the plasma in the vapor-gas torch acquires a charge. Molecular associates and compact clusters may be viewed as large molecules, and their charge, which is apparently defined by the processes of electron attachment, ionization, and recombination, is no more than several elementary charges. A charged particle generates an electric field and induces the electric dipole moment in surrounding particles. If dipoledipole interaction between particles is strong and the temperature is not too high, the effect of directed segregation may occur, causing interacting particles to align with the field and produce ordered linear structures.

Thus, the formation of a single-walled carbon nanostructure in our experiments may be considered as follows. When acting on a condensed medium, the intense laser radiation generates a vapor-gas plasma jet, which contains atoms, radicals, and carbon and catalyst molecules. At the edges of the jet, where the temperature is lower, the vapor condenses, forming molecular associates $\mathrm{C}_{n}$ and ionizing gaslike clusters that contain nickel, carbon, and yttrium. The resulting ions aggregate upon collisions, generating charged particles of a porous polymer cluster. The porous structure of an incipient cluster is seen in Fig. 7. From this figure it also follows that the porous structure of the cluster possibly with dangling bonds at the edges of the pores provides the formation of SWCNT bundles, which originate at the cluster surface. It seems that the diameter of nanotubes depends on the characteristic size of the porous structure.

In an alternative process, compact clusters forming at the periphery of the vapor-gas jet consist of carbon and catalyst atoms and molecules. According to a current point of view, $\mathrm{Y}_{2} \mathrm{O}_{3}$, when added to the catalyst,
prevents the clusters from increasing in size; therefore, they remain small and the resulting single-walled nanotubes have a small diameter. Since the temperature at the edges of the vapor-gas jet is lower, these clusters contain the supersaturated solution of carbon in nickel. As a result, excess carbon is precipitated on the cluster surface and serves as a seed for SWCNT growth.

The nanotubes grow in length through the interaction of a charged cluster nucleus with molecular associates provided that a sufficient quantity of building blocks is available in the environment. $\mathrm{C}_{2}$ radicals, their associates, and chain structures mentioned above all may serve as building blocks being stable at high temperatures. In the field of a nucleus, molecular associates take an induced electric dipole moment and interact with the nucleus, producing strong chemical bonds due to the overlap of the carbon atom valence orbitals. Such bonding is typical of the graphene structure.

Also, a certain density of structure elements may trigger the mechanism of microscopic percolation due to dipole-dipole interaction between molecular associates. This mechanism produces an indefinitely long (critical) cluster (nanotube in our case). The occurrence of the mechanism is favored by $s p^{2}$ hybridized orbitals of carbon atoms located on the end face of a growing nanotube, which are extended normally to the nanotube axis. It is also obvious that the growth of SWCNTs may be interrupted at any instant because of the fluctuation formation of a defect (such as a pentagon with the subsequent formation of a fullerene-like "cap") in the crystal structure of the nanotube being synthesized.

To conclude, our results convincingly indicate that a laser power density of $5 \times 10^{4} \mathrm{~W} / \mathrm{cm}^{2}$ is optimal for the synthesis of single-walled carbon nanotubes under atmospheric pressure. The efficiency of the process naturally grows with increasing radiation power, and the fact that the process may go under atmospheric pressure greatly facilitates the synthesis. Note that various transition metals introduced into graphite ( $\mathrm{Fe}, \mathrm{Co}, \mathrm{Ni}$, etc.) perhaps should be named inductors, rather than catalysts (in view of their effect on the process), since they induce the synthesis in a definite direction.

A further series of experiments is aimed at optimizing the synthesis process and improving the quality of
single-walled carbon nanotubes. Our goal is to use in full measure the advantage of the SWCNT laser synthesis, that is, the feasibility of the directed synthesis of carbon nanotubes with desired structure parameters.
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#### Abstract

Porous silicon (por-Si) is prepared by the electrochemical etching of single-crystal $n$-silicon in an aqueous-alcoholic solution of hydrofluoric acid in the presence of hydrogen peroxide oxidizer. The dependence of the high-frequency $C-V$ characteristics of $\mathrm{Al} /$ por-Si/Si heterostructures on the relative humidity is studied. A model of capacitor structure is proposed, and a method of analyzing its capacitance as a function of the water vapor partial pressure in terms of the adsorption isotherm is elaborated. Within the framework of this model, the porosity of the material, the effective fraction of silicon dioxide in the por-Si, the fraction of intercommunicating porosity, the micropore-to-mesopore volume ratio, and the mesopore size distribution are determined. The porous silicon prepared in this work seems promising as a sensitive layer in capacitance-type humidity sensors. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Integrated microelectronic sensors represent an advanced component basis for measuring, information, and control systems. Growing interest in this area of research is due to the fact that the efficiency of existing computerized systems is limited by the performance of data acquisition and processing devices rather than by the hardware and software capabilities.

Humidity sensors occupy a prominent place among pickups of various types. The measurement of the humidity of gas mixtures, for example in air, is of great importance for scientific, industrial, and medical application [1].

High-end silicon technology makes it possible to produce integrated sensors. Silicon cannot be considered as the best material for sensitive elements; however, it allows for integration with other electronic elements on a single chip, which offers considerable advantages over the traditional approaches.

Porous silicon has attracted considerable attention mainly owing to its luminescent properties [2]. The subsequent extensive study of this material has demonstrated its promise for biotechnology, solar cells, and sensors [3].

The adsorption properties of porous silicon may be optimized by electrochemical etching. The effects of adsorption of various gases, including water vapor, on the electrical characteristics of por-Si and the use of these effects in resistive-, diode-, and capacitance-type sensors were investigated in [4-8].

In this work, we study the response of a capacitancetype sensor to a change in the relative humidity and also consider the inverse problem, namely, the determina-
tion of structural and phase parameters of por-Si (the oxide phase fraction, the porosity, and the pore size distribution) from the variation of the capacitance of an $\mathrm{Al} /$ por-Si/c-Si heterostructure with water vapor pressure.

## ADSORPTION CAPACITANCE POROSIMETRY

The features of real porous systems as objects for structural-phase analysis, the present concepts of their structure, and the progress in the methods of their production allow one to consider porosimetry as a separate area of structural analysis. Nowadays, about sixty methods for studying the porous structure of solids are known (pycnometry, mercury porosimetry, adsorption structural analysis, microscopic methods, calorimetry, etc.) [9]. They provide much information, offer a high sensitivity, and have a wide range of application [10]. All of them handle macroscopic amounts of analytes and provide information on the integral porosity. For studying highly porous materials with a considerable fraction of micropores, adsorption structural analysis, which uses the adsorption isotherm as the initial source of information, is the method of choice.

In recent years, much attention has been given to porous films of anodic oxides of metals $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right.$ [11]) and semiconductors (e.g., por-Si [3]), which are of considerable scientific and practical interest. The nature of these films does not allow the wide use of volumetric or gravimetric adsorption methods; however, the electrical parameters of heterostructures with a porous anodic layer of a metal or semiconductor are highly sensitive
to external factors, in particular, to the adsorption of water vapor.

The choice of water vapor was dictated by the anomalously high permittivity of water $(\varepsilon=81)$ rather than by a small kinetic diameter ( $d=0.264 \mathrm{~nm}$ [9]) and small water molecule adsorption area ( $S=0.125 \mathrm{~nm}^{2}$ [12]). The first circumstance is bound to change significantly the effective permittivity of the porous layer after water vapor adsorption.

A $c-\mathrm{Si} / \mathrm{por}-\mathrm{Si}$ heterostructure forms during the growth of the porous layer in a natural way. Therefore, to make a capacitor only requires the deposition of a metallic contact of a given size. At the same time, a large dipole moment of a water molecule increases the energy of water-por-Si interaction and allows one to neglect the adsorption of $\mathrm{N}_{2}, \mathrm{CO}_{2}$, and $\mathrm{O}_{2}$ molecules from the air.

The measurement of the capacitance of a metalanodic layer-metal structure (combined with the measurement of the high-frequency $C-V$ characteristic for a semiconductor-anodic layer-metal structure) as a function of the water vapor pressure not only enables one to determine the properties of the porous anode film but also provides for the otherwise impossible locality of analysis.

The dependence of semiconductor properties on the atmospheric composition was noted in a number of studies. Those investigations were aimed mainly at analyzing the modification of the properties due to the material-environment interaction. The inverse idea is to determine the composition of the gaseous atmosphere around semiconductors through changes in their electrical characteristics [13]. Our technique also tackles the third aspect of the problem: studying the properties of a semiconductor adsorbent itself by analyzing its response to a change in the ambient air. Let us discuss this technique, which may be given the name adsorption capacitance porosimetry, in detail.

According to the model representation of the porous silicon structure formation [14] and to the experimental data on the morphology of por-Si layers [15], the porous layer may be considered (under certain anodizing conditions and with insignificant simplifications) as an irregular network of cylindrical pores that have the same diameter but differ in length. The pores pierce the silicon matrix. Note that, for cylindrical pores, the definitions of surface and volume porosity coincide.

It is known that porous silicon obtained by anodic oxidation contains unoxidized silicon and silicon in the oxidation states $\mathrm{Si}^{2+}$ and $\mathrm{Si}^{4+}$, i.e., the SiO and $\mathrm{SiO}_{2}$ compounds [16, 17], with the oxide fraction decreasing from the surface to the bulk of the layer. The deposition of a metallic electrode (for example, aluminum) on the porous silicon surface forms an $\mathrm{Al} /$ por- $\mathrm{SiO}_{x} /$ por- $\mathrm{Si} / \mathrm{c}-\mathrm{Si}$ capacitor heterostructure.

At a relative humidity $\mathrm{RH}=0$, the capacitance of this structure in the enhancement mode, $C_{\text {max }}^{0}$, asymp-
totically tends to the geometrical capacitance of a porous insulating layer with an effective permittivity $\varepsilon_{\text {eff }}$ and has two components: the capacitance of the matrix with a permittivity $\varepsilon_{\mathrm{SiO}_{x}}$ and that of air-filled pores with a permittivity $\varepsilon_{\text {air }}$. Therefore, under the assumption that $\varepsilon_{\mathrm{SiO}_{x}}=\varepsilon_{\mathrm{SiO}_{2}}$, the effective permittivity of a porous insulating layer is given by

$$
\begin{equation*}
\varepsilon_{\mathrm{eff}}=\varepsilon_{\mathrm{SiO}_{2}}(1-P)+\varepsilon_{\mathrm{air}} P \tag{1}
\end{equation*}
$$

where $P=S_{\text {por }} / S$ is the porosity ratio, $S$ is the gate dielectric surface area, and $S_{\text {por }}$ is the surface area of pores on the por-Si surface under the electrode. The geometrical capacitance $C_{\text {max }}^{0}$ of the capacitor depends on the effective thickness $d_{\text {eff }}$ and effective permittivity $\varepsilon_{\text {eff }}$ of the gate dielectric:

$$
\begin{equation*}
C_{\max }^{0}=\frac{\varepsilon_{\mathrm{eff}} S}{d_{\mathrm{eff}}} \tag{2}
\end{equation*}
$$

In the depletion mode, the total high-frequency (HF) capacitance of the structure decreases, since the capacitance of the space charge region in the silicon connects in series to the geometrical capacitance of the insulating layer, and achieves a minimum $C_{\text {min }}$ under strong inversion:

$$
\begin{equation*}
\frac{1}{C_{\min }}=\frac{1}{C_{\max }^{0}}+\frac{1}{C_{\mathrm{sc}_{\min }}} . \tag{3}
\end{equation*}
$$

Here,

$$
\begin{equation*}
C_{\mathrm{sc}_{\min }}=\frac{\varepsilon_{\mathrm{si}}(1-P) S}{W_{\mathrm{m}}} \tag{4}
\end{equation*}
$$

is the minimal HF capacitance of the space charge region (SCR) in the silicon and $W_{\mathrm{m}}$ is the SCR maximal width at a given impurity concentration $N$ [18]:

$$
\begin{equation*}
W_{\mathrm{m}}=\sqrt{\frac{4 \varepsilon_{\mathrm{si}} k T \ln \left(N / n_{\mathrm{i}}\right)}{q^{2} N}}, \tag{5}
\end{equation*}
$$

where $q$ is the electron charge, $k$ is the Boltzmann constant, $T$ is absolute temperature, $\varepsilon_{\mathrm{Si}}$ is the absolute permittivity of silicon, and $n_{\mathrm{i}}$ is the intrinsic carrier concentration.

Using the experimental values of $C_{\text {max }}^{0}$ and $C_{\text {min }}$ and of the impurity concentration $N$ in the silicon, we find from equations (3)-(5) the porosity ratio $P$. Substituting the obtained value of $P$ into Eq. (1) yields the effective permittivity $\varepsilon_{\text {eff }}$ of the insulating layer. Finally, substituting $\varepsilon_{\text {eff }}$ into Eq. (2), we find the effective thickness $d_{\text {eff }}$ of the insulator.

In the presence of water vapor, the total capacitance $C_{\text {max }}$ of the enhancement-mode heterostructure can be represented as the sum of three terms: the capacitance of the matrix with the permittivity $\varepsilon_{\mathrm{SiO}_{2}}$, the capaci-
tance of air-filled pores with the permittivity $\varepsilon_{\text {air }}$, and that of condensate-filled pores with the permittivity $\varepsilon_{\mathrm{H}_{2} \mathrm{O}}$ (in view of the partial penetration of the water vapor under the metallic electrode):

$$
\begin{gather*}
C_{\max }=\frac{S}{d_{\mathrm{eff}}}\left[\varepsilon_{\mathrm{SiO}_{2}}(1-P)\right.  \tag{6}\\
\left.+\varepsilon_{\mathrm{air}}(P k(1-\eta)+P(1-k))+\varepsilon_{\mathrm{H}_{2} \mathrm{O}} P k \eta\right] .
\end{gather*}
$$

Here, $\eta=S_{\text {fill }} S_{\text {por }}$ is the fill of pores with the condensate, $S_{\text {fill }}$ is the surface area of condensate-filled pores on the por-Si surface under the electrode at a given vapor pressure, and $k$ is the ratio between the surface area of pores accessible for the water vapor and the total surface area of pores under the electrode (the pore accessibility factor).

The capacitance of the structure at $100 \%$ humidity increases because of the capillary condensation of the vapor in micro- and mesopores at the aluminum electrode boundary. At $\mathrm{RH}=100 \%(\eta=1)$, expression (6) becomes

$$
\begin{gather*}
C_{\max }^{100}=\frac{S}{d_{\mathrm{eff}}}\left[\varepsilon_{\mathrm{SiO}_{2}}(1-P)+\varepsilon_{\mathrm{air}} P+\left(\varepsilon_{\mathrm{H}_{2} \mathrm{O}}-\varepsilon_{\mathrm{air}}\right) P k\right] \\
\quad=\frac{S}{d_{\mathrm{eff}}}\left[\varepsilon_{\mathrm{eff}}+\left(\varepsilon_{\mathrm{H}_{2} \mathrm{O}}-\varepsilon_{\mathrm{air}}\right) P k\right] \tag{7}
\end{gather*}
$$

A relation between the maximal capacitance of the structure at $\mathrm{RH}=0\left(C_{\max }^{0}\right)$ and that at $\mathrm{RH}=100 \%$ $\left(C_{\text {max }}^{100}\right)$,

$$
\begin{equation*}
C_{\max }^{100}=C_{\max }^{0}\left[1+\frac{\varepsilon_{\mathrm{H}_{2} \mathrm{O}}-\varepsilon_{\mathrm{air}}}{\varepsilon_{\mathrm{eff}}} P k\right] \tag{8}
\end{equation*}
$$

enables one to determine the coefficient $k(0<k<1)$, which depends on the surface area-to-perimeter ratio of the electrode, total porosity, fraction of intercommunicating porosity, and, possibly, on the relative humidity. This coefficient is the upper estimate of the intercommunicating porosity, since adsorption in a system of interconnected pores results in the filling of all pores under the electrode; i.e., $k=1$ whatever the capacitor geometry.

The fill of pores with a condensate, $\eta$, can be determined from Eq. (6), which, in view of Eqs. (8) and (2), takes the form

$$
\begin{align*}
& C_{\max }=C_{\max }^{0}+\left(C_{\max }^{100}-C_{\max }^{0}\right) \eta \\
& \quad=C_{\max }^{0}+\frac{\left(\varepsilon_{\mathrm{H}_{2} \mathrm{O}}-\varepsilon_{\mathrm{air}}\right) S}{d_{\mathrm{eff}}} P k \eta . \tag{9}
\end{align*}
$$

Thus, from experimental data for the high-frequency capacitance of an enhancement-mode $\mathrm{Al} /$ por$\mathrm{Si} / c-\mathrm{Si}$ structure with $\mathrm{RH}=0,100 \%$, and $0<\mathrm{RH}<$ $100 \%\left(C_{\max }^{0}, C_{\max }^{100}\right.$, and $C_{\max }$, respectively), as well as of the inversion-mode structure $\left(C_{\min }\right)$, one can calcu-
late the total porosity $P$, the fraction $k$ of intercommunicating porosity, and the effective parameters $\varepsilon_{\text {eff }}$ and $d_{\text {eff }}$ of the oxide phase in the porous layer.

Now let us turn to the analysis of the pore size distribution. Depending on the nature and production of solid adsorbents, they may contain pores of different size and morphology. The transverse size of the pores is of special interest in most cases. The classification of pores by size that is currently adopted by the International Union of Pure and Applied Chemistry (IUPAC) assigns each range of pore sizes to a specific mechanism of adsorption [19]. According to this classification, porous silicon may be microporous (a pore diameter $D<2 \mathrm{~nm}$, the mono- and polymolecular adsorption mechanisms), mesoporous ( $2<D<50 \mathrm{~nm}$, capillary condensation), and macroporous ( $D>50 \mathrm{~nm}$, the adsorption properties are different from those of the nonporous material only slightly). Today's technology allows the formation of por-Si layers with different pore size distribution; therefore, the pickups may be made sensitive to different ranges of humidity [6].

The amount of water adsorbed in micropores can be estimated with the BET equation [19]

$$
\begin{equation*}
\frac{n}{n_{\mathrm{m}}}=\frac{1}{1-p / p_{0}}-\frac{1}{1+\left(p / p_{0}\right)(Q-1)} \tag{10}
\end{equation*}
$$

Here, $n$ is the absolute amount of an adsorbate (in moles), $n_{\mathrm{m}}$ is the amount of the adsorbate per monolayer (in moles), $Q \approx \exp \left[\left(q-q_{L}\right) / R T\right]$ (where $q$ is the heat of adsorption and $q_{c}$ is the heat of condensation; i.e., $q-q_{\mathrm{c}}$ is the pure heat of adsorption), $R$ is the gas constant, $T$ is the temperature, $p$ is the pressure, and $p_{0}$ is the saturation vapor pressure. Equation (10) describes polymolecular adsorption and defines the number of layers adsorbed at a given pressure.

The adsorption mechanism typical of mesopores is capillary condensation, which is described by the Kelvin equation [19]

$$
\begin{equation*}
p=p_{0} \exp \left(\frac{2 \sigma V_{\mathrm{m}}}{r R T}\right) \tag{11}
\end{equation*}
$$

where $p_{0}$ is the saturation vapor pressure at a temperature $T, \sigma$ is the surface tension coefficient of the liquid phase (water), $V_{\mathrm{m}}$ is the molar volume of the liquid phase, and $r$ is the capillary radius (negative in the case of a wetting liquid).

This equation implies that, for a given relative pressure $p / p_{0}$, there is a critical radius $r_{\text {cr }}$ such that all pores with a radius smaller than $r_{\text {cr }}$ are filled.

One may expect that the pore radius $r$ correlates with the porous layer formation conditions. In simulating the pore size distribution $f(r)$, one most often uses
the logarithmically normal distribution [19]

$$
\begin{equation*}
f(r)=\frac{1}{\sigma_{\mathrm{g}} \sqrt{2 \pi}} \exp \left[-\frac{\left(\ln r-\ln r_{\mathrm{g}}\right)^{2}}{2 \ln ^{2} \sigma_{\mathrm{g}}}\right] \tag{12}
\end{equation*}
$$

where $r_{\mathrm{g}}$ is the geometric mean of $r$ and $\ln \sigma_{\mathrm{g}}$ is the standard deviation of $\ln r$ (the spread in the values about the mean).

Let us find the pore size distribution within the framework of the capacitance porosimetry method (discussed in this study) from the experimental dependence of capacitance $C_{\max }$ (6) on the relative humidity $p / p_{0}$. Note that the relative humidity $p / p_{0}$ enters (6) only through the parameter $\eta$ defined as

$$
\begin{equation*}
\eta=\frac{S_{\mathrm{fill}}}{S_{\mathrm{por}}}=\frac{1}{S_{\mathrm{por}}} \int_{0}^{r_{k}} f(r) \pi r^{2} d r \tag{13}
\end{equation*}
$$

Here, $r_{\mathrm{cr}}=r_{\mathrm{cr}}\left(p / p_{0}\right)$ is the critical pore radius, which is calculated from the Kelvin equation and specifies the maximum size of condensate-filled pores at a given humidity, and $f(r)$ is the pore size distribution.

Differentiating dependence $C_{\max }\left(p / p_{0}\right)(6)$ as a complex function in view of Eqs. (11) and (13), we have

$$
\begin{gather*}
\frac{d C_{\max }}{d\left(p / p_{0}\right)}=\frac{d C_{\max }}{d \eta} \frac{d \eta}{d r} \frac{d r}{d\left(p / p_{0}\right)} \\
=\frac{\varepsilon_{\mathrm{H}_{2} \mathrm{O}}-\varepsilon_{\mathrm{air}} k \pi r^{4} R T}{d_{\mathrm{eff}}} \frac{2 \sigma V_{\mathrm{m}}}{\exp }\left(\frac{2 \sigma V_{\mathrm{m}}}{r R T}\right) f(r) . \tag{14}
\end{gather*}
$$

From (14), one finds the exponential mesopore ( $r>$ 1.2 nm ) size distribution
$f^{*}(r)=\frac{d_{\text {eff }}}{\pi k\left(\varepsilon_{\mathrm{H}_{2} \mathrm{O}}-\varepsilon_{\mathrm{air}}\right)} \frac{2 \sigma V_{\mathrm{m}}}{R T} \frac{1}{r^{4}} \exp \left(-\frac{2 \sigma V_{\mathrm{m}}}{r R T}\right) \frac{d C_{\mathrm{max}}}{d\left(p / p_{0}\right)}(15)$ by graphically differentiating the experimental dependence $C_{\text {max }}\left(p / p_{0}\right)$.

The remaining part of the function $f(r)$ (for micropores) is found with model distribution (12) normalized to the total porosity and BET equation (10).

Thus, the physical adsorption of water vapor in micropores and its capillary condensation in mesopores increase the permittivity of the porous layer, which can be utilized in capacitance-type humidity sensors. The analysis of the capacitance of such a sensor vs. relative humidity in terms of the adsorption isotherm makes it possible to find the ratio between the concentrations of micro- and macropores in silicon, as well as the size distribution of the latter.

## RESULTS AND DISCUSSION

The objects of investigation were porous silicon samples whose electrical characteristics responded to the relative humidity variation in the range from 0 to $100 \%$.

To form the porous layer, a phosphorus-doped sin-gle-crystal (100)Si wafer with an electron concentration of $1.3 \times 10^{16} \mathrm{~cm}^{-3}$ was rinsed in distilled water and then cleaned in an $\mathrm{HF}+\mathrm{HNO}_{3}+\mathrm{CH}_{3} \mathrm{COOH}$ etchant. Anodizing was carried out in an $\mathrm{HF} / \mathrm{H}_{2} \mathrm{O}: \mathrm{C}_{3} \mathrm{H}_{8} \mathrm{O}: \mathrm{H}_{2} \mathrm{O}_{2}=$ $2: 2: 1$ electrolyte at a current density of $15 \mathrm{~mA} / \mathrm{cm}^{2}$ for 5 min . The samples anodized were rinsed in butyl alcohol and dried. The surface of the anodized wafers remained mirror, thus indicating the absence of micropores. Finally, 2- $\mathrm{mm}^{2}$ aluminum contacts were thermally evaporated.

An electron micrograph from the transverse cleavage surface of the structure is shown in Fig. 1a. The porSi layer has a uniform columnar structure and a thickness of about $10 \mu \mathrm{~m}$, and the transition layer at the por$\mathrm{Si} / c-\mathrm{Si}$ interface is about $10 \%$ of the total thickness.

Stationary HF $C-V$ characteristics were taken with a computerized setup [20] (the frequency and amplitude of a test signal were 1 MHz and 20 mV ). Each curve was taken for about 5 min . The leakage current was estimated as no more than 1 mA . The wiring capaci-
(a)

(b)


Fig. 1. (a) Electron micrograph of the transverse cleavage surface and (b) schematic of the $\mathrm{Al} /$ por-Si/c-Si heterostructure.


Fig. 2. High-frequency $C-V$ characteristic of the $\mathrm{Al} /$ por$\mathrm{Si} / n-\mathrm{Si}$ structure with the relative humidity varying in the range $0-100 \%$.
tance $(\approx 1 \mathrm{pF})$ was automatically subtracted from the measurements. The test sample was placed into a pres-sure-tight measuring cell, which was dried out with ShSM silica gel, and heated for 30 min at $T=343 \mathrm{~K}$. The residual water vapor pressure was assumed to correspond to zero relative humidity $(\mathrm{RH}=0)$. The vapor saturation regime ( $\mathrm{RH}=100 \%$ ) was established in equilibrium with the open distilled water surface.

The RH values (30, 57, 80, and $100 \%$ ) were set with an aqueous solution of glycerol taken in an appropriate proportion. This technique is simpler and more flexible than the techniques using the saturated solutions of salts [21]. The amount of the solution was chosen such that one may neglect the variation of its concentration during gas exchange with the measuring cell volume.

The HF $C-V$ characteristics of the $\mathrm{Al} /$ por- $\mathrm{Si} / n-\mathrm{Si}$ structure for different RH values are shown in Fig. 2. Their shape is typical of MIS structures with a low density of surface states and a small amount of charge built in the insulator. The physical adsorption of water may affect neither the built-in charge nor the effective concentration of free carriers in the silicon matrix. Indeed, at a negative bias, the capacitance changes (increases) only slightly and the $C-V$ curve does not shift along the voltage axis. At a positive bias, the capacitance grows with RH because of an increase in the effective permittivity of the porous layer due to the water vapor adsorption. The slight deviation of the $C-V$ curve from the general run at $\mathrm{RH}=100 \%$ is related to the fact that this curve is essentially nonequilibrium because of a higher conductivity of the structure in this case.


Fig. 3. Capacitance of the sensor vs. the relative humidity. ( $\mathbf{\Delta})$ Experiment and $(1,2)$ calculation for the exponential (see (15)) and model (see (12)) pore size distribution.

Using the experimental values of the enhancementmode capacitances $C_{\max }^{0}$ and $C_{\max }^{100}$, the value $C_{\min }$ measured under inversion (Fig. 2), and formulas (1)-(7), one can calculate the total porosity $(P=0.5)$ and effective parameters of the oxide phase in the porous layer: the thickness $\left(d_{\text {eff }}=0.4 \mu \mathrm{~m}\right)$ and relative permittivity ( $\varepsilon_{\text {eff }}=2.4$ ). Then, the fraction $k$ of intercommunicating pores is found from (8). Our calculation yields $k=0.06$; i.e., most pores in the por-Si do not communicate. The adsorption capacitance porosimetry data show the


Fig. 4. Pore size distribution: (1) calculation by formula (15) and (2) logarithmically normal model distribution.


Fig. 5. Simulated porous silicon surface for a porosity of $50 \%$ and pore size distribution shown by curve 1 in Fig. 4. Pores are shown black.
spread in the structural-phase parameters of the porous silicon over the wafer surface: the porosity ranges from 50 to $70 \%$ and the effective thickness of the oxide phase $\left(\mathrm{SiO}_{2}\right)$ varies between 0.3 and $0.4 \mu \mathrm{~m}$ (i.e., within 3$4 \%$ for a $10 \mu$ m-thick porous layer).

The porous layer capacitance in the positively biased structure (enhancement mode) versus the relative humidity is shown in Fig. 3. Calculation of the pore size distribution from the experimental dependence $C\left(p / p_{0}\right)$ is possible for only capillary condensation in mesopores, since the Kelvin equation does not describe adsorption in micropores. Therefore, only when the volume (and capacitance) of micropores is subtracted from the total volume of pores can the mesopore size distribution and the fraction of micropores in the total porosity be determined. For water, the minimal mesopore radius equals 1.2 nm , which corresponds to condensation at a relative humidity of $35 \%$ [19]. The dashed curve in Fig. 3 shows the capacitance-humidity dependence calculated with regard for the circumstance mentioned above.

The general form of the pore size distribution found from (12) and (15) and taking into account the fraction of micropores is presented in Fig. 4. Under our anodizing conditions, the diameter of most pores falls into a narrow range between 1 and 4 nm and the fraction of micropores accounts for $40 \%$ of the total volume of pores. Macropores, if any, give a minor contribution to the statistics of water vapor adsorption and desorption; however, their transporting role remains crucial for the kinetic parameters of humidity sensors [6]. The appearance of the simulated por-Si surface with the pore size distribution obtained for $P=0.5$ is depicted in Fig. 5.

Note that investigation into the kinetic characteristics of capacitance-type sensors goes beyond the scope of this study. However, it should be mentioned that physical adsorption is a fast process and capillary condensation is characterized by hysteresis. The optical properties of porous silicon suggest that radiations with different wavelengths may be used to selectively excite por-Si electron subsystems and, thus, control the response and relaxation of structure [22]. Thus, many properties of porous silicon can be optimized, which makes it a candidate for microelectronic sensors.

## CONCLUSIONS

The electrochemical etching of $n$-type single-crystal (100) silicon in an aqueous-alcohol solution of hydrofluoric acid in the presence of an oxidizer produces a porous silicon layer where micro- and mesopores occupy $70 \%$ of the volume. Three to four percent of the volume is accounted for by the oxide phase. The physical adsorption of water vapor in micropores and the capillary condensation in mesopores increase the permittivity of the layer, which opens a way to the production of capacitance-type humidity sensors that respond to $\mathrm{RH}=0-100 \%$. Analyzing the por-Si capacitance as a function of the relative humidity in terms of the adsorption isotherm, one gains information on the phase-structural characteristics of porous silicon, even if the layer has a more complex morphology.
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#### Abstract

Quantum-chemical open-shell method with parametrization INDO is used to construct the model of a large unit cell for the $[\mathrm{Si}-V]^{0}$ impurity complex in diamond. It is shown that the ground spin-triplet state of the complex exerts tunnel (rather than Jahn-Teller) splitting associated with off-center shift of Si atom along the trigonal axis of the fully symmetric atomic configuration $\mathbf{D}_{3 d}$. Therefore, this complex, being a source of electron spin resonance $K U L 1 S=1$, may appear to be the known optical $1.68-\mathrm{eV}$ center with a typical ( $\approx 1 \mathrm{meV}$ ) splitting of the zero-phonon line. The intracenter optical excitation occurs from the filled orbital doublet localized at Si to the orbital doublet localized at three of six carbon atoms neighboring Si and has a multiplet structure. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The impurity silicon-vacancy ( $V$ ) complex in diamond was first identified in [1]. Studying the fine structure of its optical absorption and luminescence (this center acquires the spectroscopic denotation of $1.68-\mathrm{eV}$ center in reference to the line of $737-\mathrm{nm}$ zero-phonon electron transition) revealed the splitting by values of 0.20 and 1.07 meV , which are typical of tunnel behavior or of the dynamic Jahn-Teller effect [2], although the spin-orbit interaction [3] cannot be excluded from possible causes of splitting. Available experimental data are yet insufficient to determine the symmetry of the center; the measurements of the excited-state lifetime yield only implicit information on the structure of the center's closest neighborhood in diamond films [4, 5].

The $1.68-\mathrm{eV}$ center is responsible for one of the main peaks in the optical spectra of CVD diamond films. However, in spite of considerable theoretical and experimental effort, it is not clear whether it is also an " $S=1$ " center, where $S$ is the total spin of localized electrons. With the use of the density functional theory [6], it is predicted that the neutral charge state of the complex [ $\mathrm{Si}-V]^{0}$ is spin-triplet; i.e., this is an $S=1$ center. It is only recently that the optical absorption and luminescence measurements, along with the electron spin resonance (ESR) spectroscopy [7], allowed one to establish the two characteristic signals with the determined principal values of spin Hamiltonian tensor [8]: these are the $K U L 1\left(S=1, \mathbf{C}_{3 v}\right)$ signal for the neutral state and $K U L 8(S=1 / 2)$ signal for the state with charge -1 . Similar calculation [6] also suggests that the fully symmetric $\mathbf{D}_{3 d}$ and orbitally nondegenerate ${ }^{3} A_{2 g}[\mathrm{Si}-V]^{0}$ center cannot be split by optical excitation; i.e., it is not the $1.68-\mathrm{eV}$ center. In contrast, when the center is in the -1 state, the energy of ${ }^{2} E_{g} \longrightarrow{ }^{2} E_{u}$ transition calculated
in [6] is close to 1.68 eV and the Jahn-Teller effect takes place; as a result, it was concluded that the [ $\mathrm{Si}-V]^{-}$complex may appear to be the $1.68-\mathrm{eV}$ center.

## STATEMENT OF THE PROBLEM

In order to interpret the experimental properties of [ $\mathrm{Si}-V$ ], let us calculate the singlet-triplet splitting and the structural barriers in terms of quantum-chemical approach, that is, by the method of molecular orbitals (MOs) in a restricted open-shell Hartree-Fock (ROHF) approximation with intermediate neglect of differential overlap (INDO) semiempirical parametrization [9]. Formally, the calculation of the electron and atomic structure of this complex closely resembles that in the case of divacancy [10] (Fig. 1a).
(1) Fully symmetric $\mathbf{D}_{3 d}$ state results from the location of an impurity Si atom at the saddle point of vacancy migration, so that the center may be called "Si half-vacancy"; the same is implied when this complex [8] is referred to as VSiV .
(2) In the presence of six broken bonds of carbon and four broken bonds of silicon, the calculation yields (the same result is obtained with other calculation techniques and defect models, e.g., [6]) an open electron shell $e_{g}^{2}$ with ROHF coefficients (see table). These coefficients are included in the self-consistent calculation of the total energy of terms or diagonal Slater sums $E^{\prime \prime}$ by the open-shell method [10].
(3) The resulting possibilities for the ground state of [Si-V] ${ }^{0}$ are as follows: (a) Jahn-Teller effect for zerospin electron doublet reduces the symmetry of the center to $\mathbf{C}_{2 h}$ with the splitting of doubly degenerate levels; (b) the exchange interaction between two electrons of


Fig. 1. (a) The structure of the complex: circles and squares stand for carbon atoms and carbon vacancies at crystal sites, Si atom is shown by concentric circle in the vicinity of the saddle point in the migration path from an empty site (semivacancy) to the nearest site (the other half-vacancy) along the selected [111] trigonal axis; (b) scheme of the optical intracenter excitation; this scheme semiquantitatively corresponds to the absorption and luminescence at 1.68 eV .
the open shell is sufficiently strong to remove the orbital degeneracy, and the ground state is the totally symmetric spin triplet ${ }^{3} A_{2 g}$; and (c) Si atom shifts along the trigonal axis, the symmetry reduces to $\mathbf{C}_{3 v}$, but the open-shell degeneracy is retained (off-center position [11]).

## CALCULATION OF MULTIPLET STRUCTURE

The simulation is carried out for a 31 -atom large unit cell (LUC). The main result of this calculation, the self-consistent energies of many-electron terms (see table), is shown in Fig. 2. The equilibrium relaxation of the six nearest neighbors of silicon is very small (0.04$0.05 \AA$ ) and depends on the term $\left({ }^{1} A_{1 g},{ }^{1} E_{g},{ }^{3} A_{2 g}\right)$, which can be attributed to a large covalent radius of impurity Si and the strength of the diamond crystal bonds. The open-shell molecular orbitals are entirely composed of six broken carbon bonds; i.e., Si impurity acts as a chemical acceptor when it transfers eight of total ten electrons of dangling bonds to the valence band. The corresponding resonance levels including no less than $10 \%$ (by density) of Si atomic orbitals (AO) are marked


Fig. 2. Multiplet structure of the center. Abscissa shows the shift of Si atom along trigonal axis (arbitrary units times the factor 6.3 gives the value in angstroms). Different stages of energy minimization via the relaxation of carbon atom triads to Si and to half-vacancies are shown. The larger and darker symbols denote the energies of totally symmetric configuration.
by triangles in the electron spectrum of the valence states (Fig. 3).

Figure 2 shows the dependence of the multiplet structure on the off-center shift of the impurity Si as it shifts along the trigonal axis towards the three nearest neighbors: in quantum chemistry terms, this is a resonant bonding with the reduction of symmetry $\mathbf{D}_{3 d} \longrightarrow$ $\mathbf{C}_{3 v}$. Total-energy minimization was performed via the relaxation of these three neighboring carbon atoms and, then, the other three atoms from which the Si atom moves away, to "their" half-vacancy.

In fully symmetric atomic configuration, the lowest term is spin-triplet: ${ }^{3} A_{2 g} \approx^{1} E_{g}-1.2 \mathrm{eV}$. Like in the calculations for other vacancy-containing centers (vacancy, divacancy), the value of the spin-triplet splitting $\Delta_{s t}$ obtained by the MO method is overstated because of a lower correlation energy of spin-triplet state as compared to that of a single state. In a center with the same symmetry of a half-vacancy [12], $\Delta_{s t} \approx 1.5 \mathrm{eV}$,

The multiplet structure and the coefficients of half-filled doubly degenerate open shell [10]

| $\begin{gathered} e_{g}^{2}, e_{u}^{2} \\ \mathbf{D}_{3 d} \end{gathered}$ | $\mathbf{C}_{3 v}^{e^{2}}, \mathbf{D}_{3}$ | $\begin{gathered} e_{g,}^{2}, e_{u}^{2} \\ \mathbf{S}_{6} \end{gathered}$ |  | $A_{J}$ | $A_{K}$ | $A_{I}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{3} A_{2 g}$ | ${ }^{3} A_{2}$ | ${ }^{3} A_{g}$ | $e^{\prime} e^{\prime \prime} \alpha \alpha, e^{\prime} e^{\prime \prime} \beta \beta, \frac{1}{\sqrt{2}} e^{\prime} e^{\prime \prime}(\alpha \beta+\beta \alpha)$ | 1 | 2 | 0 |
|  |  | ${ }^{1} A_{g}$ | $\frac{1}{\sqrt{2}} e^{\prime} e^{\prime \prime}(\alpha \beta-\beta \alpha)$ | 1 | -2 | -4 |
| ${ }^{1} A_{1 g}$ | ${ }^{1} A_{1}$ |  | $\frac{1}{\sqrt{2}}\left(e^{\prime} e^{\prime}+e^{\prime \prime} e^{\prime \prime}\right) \alpha \beta$ | 0 | -2 | 0 |
|  | ${ }^{1} E$ | ${ }^{1} E_{g}$ | $e^{\prime} e^{\prime} \alpha \beta, e^{\prime \prime} e^{\prime \prime} \alpha \beta$ | 0 | 0 | 2 |
| ${ }^{1} E_{g}$ |  |  | $\frac{1}{\sqrt{4}}\left[\left(e^{\prime} e^{\prime}-e^{\prime \prime} e^{\prime \prime}\right) \alpha \beta \pm e^{\prime} e^{\prime \prime}(\alpha \beta-\beta \alpha)\right]$ | $\frac{1}{2}$ | 0 | 0 |
|  |  | $E_{1}^{\prime \prime}$ | $\frac{1}{3}\left({ }^{1} A_{g}+2^{1} E_{g}\right)$ | $\frac{1}{3}$ | $-\frac{2}{3}$ | 0 |
|  |  | $E_{2}^{\prime \prime}$ | $\frac{1}{6}\left({ }^{1} A_{g}+2^{1} E_{g}+3^{3} A_{g}\right)$ | $\frac{2}{3}$ | $\frac{2}{3}$ | 0 |

Note: $e^{\prime}$ and $e^{\prime \prime}$ are the partner orbitals of 2D representations in Slater determinants, and $\alpha$ and $\beta$ are the basis spin functions.
which apparently turns out to be the ultimate accuracy of this method as far as the system of dangling bonds in diamond is concerned. In calculations by the density functional method, the systematic error of correlation energy has the opposite sign, which is the main cause of the discrepancy between calculated $\Delta_{s t} \approx 1.2 \mathrm{eV}$ shown in Fig. 2 and the value 0.25 eV found by the density functional theory [6]. Other causes are related to the parametrization and the specific features of the model; in particular, the representation of band structure disturbed by a point defect in terms of the cluster model [6] differs from that in terms of the LUC model used in this study.

Both approaches lead us to the conclusion that the total spin of the ground state is $S=1$; however, the actual value of $\Delta_{s t}$ can be estimated only from an experiment, such as that proposed below. However, the above discussion has still left unspecified the main difference between the restricted open-shell Hartree-Fock method ROHF and the calculations with violation of spin symmetry, when the many-electron state is not an eigenfunction of the squared total spin, of which the polar-ized-spin functional method [6] is an example.

## REBONDING EFFECT

Even at a small off-center shift of a Si atom, the energy of the spin-triplet term exerts a stepwise decrease by 1.3 eV , as is shown by an arrow in Fig. 2; in contrast, no step in the energy of a singlet terms is observed. Such an "instability" of the fully symmetric atomic configuration can be attributed neither to the Jahn-Teller effect (term ${ }^{3} A_{2 g}$ is orbitally nondegener-
ate) nor to a change in the type of the open shell filling $[12,13]$. The actual reason lies with the chemical-bond switching (rebonding) effect [11], which may be explained in the context of the open-shell model.

In a fully symmetric atomic configuration, it is only the $a_{1 g}, a_{2 u}$, and $e_{u}$ molecular orbitals that include a contribution from Si atomic orbitals and bind the atom to the diamond. Even a small off-center shift of a Si atom $\mathbf{C}_{3 v}$ allows the involvement of $\operatorname{Si} \mathrm{AOs}(3 s, 3 p)$ in any binding MOs except $a_{2}$ but including the open-shell molecular orbital $e$. The electron-density maps indicate a considerable difference in the structure of the openshell terms with different spin when Si is at an off-center position. Thus, the structure of ${ }^{3} A_{2}$ comprises three dangling bonds of the carbon atoms from which Si moves away; in contrast, the structure of the ${ }^{1} E$ term remains nearly what it is with the Si atom at the central position, i.e., contains all the six dangling carbon bonds. For the spin-triplet term, the allowance for the Si AOs contribution to open-shell MOs appears to be energetically favorable: as a result of transition from ${ }^{3} A_{2 g}$ to ${ }^{3} A_{2}$, approximately $3 \%$ of density falls to the Si AOs after the self-consistency is settled. In contrast, in case of the spin-singlet term, the allowance for the involvement of Si AOs in the open-shell MOs for ${ }^{1} E_{g}$ to ${ }^{1} E$ transition yields no energy benefit and the self-consistency yields only a very small contribution from Si AOs to the openshell MOs (about $0.01 \%$ ). This implies the continuous, without rebonding, transformation of the MOs of the fully symmetric atomic configuration into the MOs of
the off-center configuration; accordingly, no step in the total energy is expected. ${ }^{1}$

For one of the terms of the ROHF multiplet, a formal explanation of the energy step accompanying the transition to the off-center position can be obtained from the single-open-shell approximation [13]. Since the involvement of Si orbitals is symmetry-forbidden in the open shell $e_{g}^{2}$ but is energetically favorable for the triplet term of the fully symmetric atomic configuration, the correlation correction from the electron configurations involving Si AOs , for example, from $e_{u}^{2}$, for the triplet term is larger than that for a singlet term. Thus, the rebonding effect for off-center impurities in semiconductors may be described not only empirically (as a dependence of separate contributions to the total energy on interatomic spacing) [11], but also via the configuration interaction by the MO method. ${ }^{2}$ As a result, the ground state of the center is the spin triplet ${ }^{3} A_{2}\left(\mathbf{C}_{3 v}\right)$ separated from the spin-singlet state by more than 2.5 eV , and the ESR spectrum KUL1 [8] may be related to the ground state of the $[\mathrm{Si}-V]^{0}$ complex.

## THE ATOMIC CONFIGURATION TUNNELING

The adiabatic behavior of all terms with Si in an offcenter position suggests that their stabilization energies are negligibly small and, hence, may be characterized as tunneling barriers. Even at small shifts of Si ( $\approx 0.01 \AA$ ), total energy changes insignificantly and stabilizes when the relaxation of the carbon triad which is approached by Si moves to reduces by approximately this value and the relaxation of the other neighboring triad increases by the same value. Within the accuracy of quantum-chemical calculation, one may contend that the off-center position stabilizes the total energy of center in the triplet state. In addition, it is hardly possible to assert that such a shift does not stabilize the total energy of singlet states, as is shown in Fig. 2; however, whatever the case, the energy barriers are low and the corresponding shifts may be thermally activated and lead to the tunnel splitting of all of the terms.

[^0]Attempts to trace the adiabatic behavior of the spintriplet state to the end failed, since, when the shift of the Si atom is larger than that shown in Fig. 2, the number of neighbors that are included in the lattice summation changes and the total energy undergoes a jump comparable to the small value of stabilization energy. However, the adiabatic character of the curve clearly suggests that stabilization is reached at a shift of $\approx 0.06 \AA$.

No energy stabilization was also revealed by the simulation of Jahn-Teller distortion $\mathbf{D}_{3 d} \longrightarrow \mathbf{C}_{2 h}$ of the singlet ${ }^{1} E_{g}$ state. Like in the case of divacancy, this distortion is responsible for the dangling carbon bonds pairing.

Such a behavior is consistent with the model of dynamic tunneling [2] of the $1.68-\mathrm{eV}$ center between two atomic configurations, when Si is shifted to either of the carbon triads.

## DISCUSSION AND CONCLUSIONS

The most important result of this study is the findings that the ground spin-triplet state of the complex in the neutral charge state is subjected to the tunnel (not Jahn-Teller) splitting related to the off-center position of the Si atom on the trigonal axis of fully symmetric atomic configuration $\mathbf{D}_{3 d}$. Because of this, the $[\mathrm{Si}-V]^{0}$ complex may turn out to be the optical $1.68-\mathrm{eV}$ center with the characteristic ( $\approx 1 \mathrm{meV}$ ) splitting of the zerophonon line [2]. The calculated energy level of spin triplet ${ }^{3} A_{2}$ is so much lower than the level of the spin singlet ${ }^{1} E_{g}$ that the ground state of the center may be assumed to be of the spin-triplet type, despite the possible perturbations from the neighboring lattice defects, elastic stress, and the proximity of surface in CVD diamond films. Thus, the two tabulated spectra, the optical $1.68-\mathrm{eV}$ spectrum and the ESR spectrum KUL1 [8] may originate from the same $[\mathrm{Si}-V]^{0}$ complex.

It is not improbable that this conclusion is consistent with the results of the density functional calculation by Goss et al. [6], who reconed that it is sufficient to prove that the central position of Si is more favorable than the substitutional position at a vacancy site (Fig. 1a). Along with the conclusion that the ground state of the neutral complex is of spin-triplet type, another result that qualitatively correlates with this study is that the filled molecular orbitals localized at Si appear to be responsible for the intracenter $1.68-\mathrm{eV}$ optical transition. Figure 1 b shows the calculated main contribution to the lowest single-particle excitations of the neutral complex: the electron transport is shown with an arrow starting from the open shell $e$ that transforms into $e_{g}$ for the central position of Si and pointing to the other $e$ shell that is highly localized at Si and transforms into $e_{u}$ for the central position. The two shells that are resonant with the transition turn out to be band shells (labeled as "band"), since they are delocalized. With the involvement of these shells in the intracenter transition disregarded, the


Fig. 3. One-electron spectra of the center and the defect-free crystal: expt, experimental data for diamond; $b c c_{32}$, calculation in terms of 32 -atom LUC $\{\Gamma+12 \Sigma+3 X\}$ of diamond [12]. Lines connect energy values in the same valence band; triangles mark the Si-to-crystal bonding orbitals; and rhombuses show the open-shell orbitals. Enclosed orbitals are those corresponding to the scheme in Fig. 1b.
transition energy can be estimated from the difference between orbital energies at the arrow ends at a value of $\approx 1.8 \mathrm{eV}$. Due to the involvement of other states in sin-gle-electron excitation, primarily, of localized ones (triangles in Fig. 3), the energy of the transition decreases. In contrast to the case of a closed shell, the determination of the intrinsic energy of transition by the $\triangle S C F$ (self-consistent field) [10] method is difficult here; however, the agreement with the $1.68-\mathrm{eV}$ optical spectrum is evident anyway. Optical transition with the involvement of MOs of the same origin as in this study (an open shell $e_{g}$ and a closed shell $e_{u}$ ) has been calculated using the density functional method [6], but only for the [Si-V] state. The same transition, ${ }^{2} E_{g} \longrightarrow{ }^{2} E_{u}$, was suggested to be responsible for the optical $1.68-\mathrm{eV}$ spectrum (nonpolarized transition).

The scheme of the optical excitation in Fig. 1b implies that the transition is multiplet: ${ }^{3} A_{2}^{*},{ }^{3} E^{*} \longrightarrow$ ${ }^{3} A_{2}$. Hence, it follows that, by measuring the polarization of $1.68-\mathrm{eV}$ spectrum, one could determine its charge state. Furthermore, the lines of the center (737, $756,767 \mathrm{~nm}$, etc.) are considered as phonon replicas [4]; however, this concept fails to explain the absence of multiple overtones even for such an intensive line as 767 nm , which corresponds to the $515 \mathrm{~cm}^{-1}$ phonon. The presumed role of this phonon as an indicator of a
$\mathrm{Si}-\mathrm{Si}$ pair present in the composition of the center also lacked confirmation.

Let us finally draw some conclusions concerning the singlet terms of the neutral complex. The dipole-forbidden optical intracenter transition ${ }^{1} E_{g} \longrightarrow{ }^{1} A_{1 g}$ is estimated at a value of $\approx 0.7 \mathrm{eV}$ (Fig. 2). Optically simulated ESR or IR absorption measurements, which imply the light-induced nonequilibrium population of ${ }^{1} E_{g}$ term may turn out to be a convenient means for the further investigation of the center itself. In particular, for future advances in the electron theory of defects in diamond, it is desirable to determine the value of singlettriplet splitting in the neutral state and to reveal the possible role of a spin-singlet orbital doublet in the optical $1.68-\mathrm{eV}$ transition.
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#### Abstract

The relation between the spatial growth rate of a traveling wave and the temporal growth rate of the corresponding standing wave is examined. It is shown that, when radiation propagates in a gain medium with a sufficiently narrow gain line and a high amplification coefficient in the line center, the frequency dependences of the spatial and temporal growth rates of the field amplitude can differ significantly. In particular, at a fixed population inversion, the unbounded narrowing of the gain line, which results in an unbounded increase in the spatial growth rate and the narrowing of its frequency profile, is accompanied by neither an unbounded increase in the maximum value of the temporal growth rate nor an unbounded narrowing of the frequency profile of this growth rate. © 2003 MAIK "Nauka/Interperiodica".


1. It is well known that the amplitude of a wave propagating in an active medium (a medium with population inversion) increases with time and/or distance. This increase is usually characterized by one of the two closely related medium parameters, namely, the spatial or temporal growth rate of a monochromatic wave. The main purpose of this study is to examine the relation between these two different parameters of the same medium. We note that this relation has a form of a trivial linear dependence only when the frequency dependence of the growth rate is fairly smooth; however, we consider the opposite case in which the growth rate is a sharp function of the frequency (a narrow gain line).

In particular, we are interested in the growth rate of the field amplitude in the cavity of a laser operating in the giant pulse mode after Q -switching. The point is that the spectral width of the laser pulse is generally believed not to significantly exceed the gain line width [1, 2]. However, it follows from the conventional theory of giant pulse generation $[1,2]$ (which is based on solving equations describing the growth of the field amplitude and does not take into account the finite width of the gain line) that, when the gain line width decreases without bound at a fixed population inversion or, the more so, when the lifetime of the excited state increases at a fixed pump power, which results in an increase in the equilibrium inversion, an unbounded increase in the spatial growth rate at the center of the spectral line [3] should lead to an unbounded increase in the temporal growth rate of the field in the cavity, which contradicts the above statement.

Studying the relation between the spatial and temporal growth rates allows one to examine how the above contradiction is resolved, i.e., what happens when the narrowing of the gain line (or an increase in the population inversion) leads to so large a growth rate of the field amplitude after Q -switching that the spectral width of the generated pulse should become wider than the gain line width.

In the general case, the amplitude of a plane wave that is inhomogeneous in space and time [4-6] can be represented in the form $\exp (-i \omega t+i k z) \exp (\alpha z+\beta t)$, where $\omega$ and $k$ are the real-value frequency and wavenumber, which characterize the temporal and spatial variations in the wave phase, and $\alpha$ and $\beta$ are the spatial and temporal growth rates, which describe the change in the wave amplitude in space and time, respectively. In a dispersive medium, the complex wavenumber $k-$ $i \alpha$ and the complex wave frequency $\omega+i \beta$ obey a dispersion relation [4-6]

$$
\begin{equation*}
D(\omega+i \beta, k-i \alpha)=0 . \tag{1}
\end{equation*}
$$

Relation (1) can be treated as either one complex or two real equations that reduce the number of the independent real parameters of an inhomogeneous plane wave from four to two. When the real part of the frequency $\omega$ and the real part of the wavenumber $k$ are set independently, a plane wave satisfying the dispersion relation is inhomogeneous in both space $(\alpha(\omega, k) \neq 0)$ and time $(\beta(\omega, k) \neq 0)$. In this case, the wave is periodic neither in space nor in time.

By demanding (based on certain physical reasoning, e.g., assuming steady-state lasing) the wave monochromaticity (i.e., its homogeneity in time, $\beta=0$ ), the number of independent parameters can be reduced to one. For instance, the wave real frequency can be regarded
as a single independent characteristic of a plane wave. Then, resolving the equation $D(\omega, k-i \alpha)=0$ with respect to $k$ and $\alpha$, one can express the real wavenumber and the spatial growth rate through the frequency of the monochromatic wave: $k=k(\omega)$ and $\alpha=\alpha(\omega)$.

Quite similarly, when it is physically clear that the imaginary part of the wavenumber should be zero (i.e., the wave is standing ${ }^{1}$ and periodic in space, $\alpha=0$ ), one can express (by solving the equation $D(\omega+i \beta, k)=0$ ) the real wavenumber and the temporal growth rate of the standing wave through its real frequency: $k=k(\omega)$ and $\beta=\beta(\omega)$. ${ }^{2}$

It is important that both linear gain characteristics $(\alpha(\omega)$ and $\beta(\omega)$ ) belong to the same medium and can be found from the same dispersion relation (1). However, they characterize the growth of the field amplitude under quite different conditions; therefore, the relation between them is generally nonlocal (with respect to frequency) and nonlinear. Namely, knowledge of the spatial growth rate $\alpha(\omega)$ and the wavenumber $k(\omega)$ at a given wave frequency $\omega$ does not allow one to find the temporal growth rate $\beta(\omega)$ for the same frequency (nonlocality with respect to frequency) and a severalfold increase in the spatial growth rate does not lead to the same increase in the temporal growth rate (nonlinearity). The point is that, strictly speaking, a standing wave

[^1]that grows in time exponentially is not monochromatic. ${ }^{3}$ Hence, its temporal growth rate depends on the properties of the medium within a certain frequency interval (nonlocality), rather than at a certain single frequency. The width of this interval increases with increasing temporal growth rate, which leads to the nonlinear dependence between the spatial growth rate of a propagating wave and the temporal growth rate of a standing wave.

Let us assume that dispersion relation (1) is resolved with respect to the complex wavenumber; i.e., it is written in the form

$$
\begin{equation*}
k-i \alpha=K(\omega+i \beta), \tag{2}
\end{equation*}
$$

where $K(x)$ is a known function. ${ }^{4}$
Then, we have an explicit expression for the spatial growth rate:

$$
\begin{equation*}
\alpha(\omega)=-\operatorname{Im}(K(\omega)), \tag{3}
\end{equation*}
$$

whereas to find the temporal growth rate, we need to solve the equation

$$
\begin{equation*}
\operatorname{Im}[K(\omega+i \beta)]=0, \tag{4}
\end{equation*}
$$

which determines the temporal growth rate $\beta(\omega)$ as an implicit function of the real frequency $\omega$.
2. Let us consider Eq. (4). Assuming the parameter $\beta$ to be sufficiently small, the function $K(\omega+i \beta)$ in Eq. (4) can be linearized with respect to $\beta$ (see, e.g., [5]) so that Eq. (4) becomes linear with respect to this variable. The general solution to this equation has the form
$\beta(\omega)=\alpha(\omega) v_{g r}(\omega), \quad 1 / v_{g r}(\omega) \equiv \partial \operatorname{Re} K(\omega) / \partial \omega,(5)$ where $\mathrm{v}_{g r}(\omega)$ is the conventional group velocity of a wave packet in a medium [4-6].

Sometimes, the less exact relation

$$
\begin{equation*}
\beta(\omega)=\alpha(\omega) v_{p h}(\omega), \quad v_{p h}(\omega) \equiv c / n(\omega) \tag{6}
\end{equation*}
$$

is used instead of relation (5).
It is important that Eqs. (5) and (6) are approximate relations, which are valid only for a sufficiently low wave amplification or absorption. These relations are sometimes (see, e.g., [1, 2]) interpreted based on the identification of the wave group velocity with the energy transfer velocity. Strictly speaking, such an identification is justified only for a medium with no absorption or amplification, i.e., without both spatial and temporal growth of the wave amplitude [7].

For this reason, let us consider the relation between the spatial and temporal growth rates of a wave in an

[^2]active medium when relation (6) is no longer applicable.

For the sake of definiteness, we consider the propagation of light in a medium with the refractive index $n(\omega)=n_{0}+\Delta n(\omega)$ [4-6], where $\Delta n(\omega)$ is a complex additive caused by the finite width of the gain line with the central frequency $\omega_{0}$ and $n_{0}$ is the background (nonresonant) refractive index, which depends slightly on the light frequency in the vicinity of $\omega_{0}$. We introduce the amplitude amplification coefficient $\alpha_{0}$ at the center of the spectral line $\omega_{0}$,

$$
\begin{equation*}
\alpha_{0} \equiv i k_{0} \Delta n\left(\omega_{0}\right), \quad k_{0} \equiv \omega_{0} / c \tag{7}
\end{equation*}
$$

and the complex form factor of the line $g(\Omega)$, normalized to unity at the central frequency $\omega_{0}$ (here, $\Omega$ is the detuning of the wave frequency from the central frequency, $\omega \equiv \omega_{0}+\Omega$ ),

$$
\begin{equation*}
g(\Omega) \equiv i k \alpha_{0}^{-1} \Delta n\left(\omega_{0}+\Omega\right) \tag{8}
\end{equation*}
$$

Then, Eqs. (3) and (4) can be rewritten in the form

$$
\begin{equation*}
y-\gamma \operatorname{Re}[g(x+i y)]=0 \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
y=\frac{\gamma \operatorname{Re}[g(x)]}{1+\gamma \partial \operatorname{Im}[g(x)] / \partial x} \tag{10}
\end{equation*}
$$

respectively, where we have introduced the dimensionless frequency

$$
\begin{equation*}
x \equiv 2 \Omega / \Delta \Omega_{1 / 2}=\Omega \tau_{l} \tag{11}
\end{equation*}
$$

the dimensionless temporal growth rate

$$
\begin{equation*}
y \equiv \beta(x) \tau_{l} \tag{12}
\end{equation*}
$$

and the dimensionless parameter

$$
\begin{equation*}
\gamma \equiv \alpha_{0} c \tau_{l} / n_{0} \tag{13}
\end{equation*}
$$

In Eq. (11), $\Delta \Omega_{1 / 2}$ is the full width at half-maximum (FWHM) of the spectral line, $\tau_{l}$ is the characteristic coherence time of the spectral line ( $\tau_{l} \equiv 2 / \Delta \Omega_{1 / 2}$ ), and $g(x)$ is the complex form factor of the spectral line, whose width is normalized so that $\operatorname{Re}[g(1 / 2)]=1 / 2$.

The parameter $\gamma$ in Eq. (13) is the ratio of the temporal growth rate at the central frequency, $\alpha_{0} c_{l} / n_{0}$, calculated by formula (6), to the spectral line width $\Delta \Omega_{1 / 2}$. Hence, this parameter reflects the degree to which a wave exponentially growing in time is nonmonochromatic with respect to the line width.

It can be seen that Eq. (10) is a consequence of Eq. (9) and an extra linearization of the function $g(x+$ iy) with respect to $y$ in the vicinity of the point $y=0$. Such a linearization is justified only if $y \ll 1$, or, in other words, when the temporal growth rate of a standing wave is small as compared with the spectral line width (i.e., at $\gamma \ll 1$ ).

For this reason, let us analyze relation (9) itself. It can be solved only numerically; hence, we first write
out simpler equations for the parameters characterizing the dependence of the dimensionless temporal growth rate on the dimensionless frequency, $y(\gamma, x)$, for different values of the nonlocality parameter $\gamma$. From Eq. (9), we obtain the following equation for the dimensionless temporal growth rate $y_{0} \equiv y(0)$ at the center of the spectral line:

$$
\begin{equation*}
y_{0}-\gamma \operatorname{Re}\left[g\left(i y_{0}\right)\right]=0 \tag{14}
\end{equation*}
$$

For the FWHM $x_{1 / 2}$ of the function $y\left(x_{1 / 2} / 2\right)=y_{0} / 2$, we have

$$
\begin{equation*}
y_{0} / 2-\gamma \operatorname{Re}\left[g\left(x_{1 / 2} / 2+i y_{0} / 2\right)\right]=0 \tag{15}
\end{equation*}
$$

3. For the Lorentz form factor of the spectral line,

$$
\begin{equation*}
g(x)=1 /(1-i x) \tag{16}
\end{equation*}
$$

Equations (14) and (15) can be solved analytically. In this case, instead of Eq. (9), we have

$$
\begin{equation*}
x^{2}+(1+y)^{2}=\gamma(1+1 / y) \tag{17}
\end{equation*}
$$

and the solution to Eq. (14) is

$$
\begin{equation*}
y_{0}=(\sqrt{1+4 \gamma}-1) / 2 \tag{18}
\end{equation*}
$$

whereas the solution to Eq. (15) is

$$
\begin{equation*}
x_{1 / 2}=(1 / 2) \sqrt{12 \gamma+10 \sqrt{1+4 \gamma}+6} \tag{19}
\end{equation*}
$$

If $\gamma \ll 1$, then, instead of Eqs. (17)-(19), we obtain

$$
\begin{equation*}
y=\gamma /\left(1+x^{2}\right), \quad y_{0}=\gamma, \quad x_{1 / 2}=2 \tag{20}
\end{equation*}
$$

It is this (and only this) case in which the frequency dependence of the temporal growth rate $\beta(\Omega)$ of a standing wave coincides with the frequency dependence of the spatial growth rate $\alpha(\Omega)$, the maximum temporal growth rate depends linearly on the maximum spatial growth rate, and the width of the frequency dependence of the temporal growth rate coincides with the spectral line width.

In the opposite limiting case $(\gamma \gg 1)$, instead of Eqs. (17)-(19), we have

$$
x^{2}+y^{2}=\left\{\begin{array}{cc}
\gamma, & x^{2}<\gamma  \tag{21}\\
0, & x^{2}>\gamma
\end{array} \quad y_{0}=\sqrt{\gamma}, \quad x_{1 / 2}=\sqrt{3 \gamma}\right.
$$

It can be seen from these relations that, at $\gamma \gg 1$ (i.e., when either the growth rate at the center of the spectral line is high enough or the spectral line is sufficiently narrow), the frequency dependence of the temporal growth rate differs substantially from the form factor of the spectral line. In particular, instead of a Lorentz profile, we have a semicircle profile. ${ }^{5}$ At a fixed width of the spectral line, the width of this profile increases in proportion to the square root of the spatial growth rate at the center of the spectral line. The maximum value of

[^3]the temporal growth rate increases with increasing spatial growth rate in the same way.

The results obtained are shown in Fig. 1, which presents the frequency dependences of the growth rates of a standing wave for $\gamma=0.1,1$, and 10 . The same results for the cases of a Gaussian and time-of-flight form factor of the spectral line are shown in Figs. 2 and 3, respectively. It can be seen that, in all three cases, the situation is qualitatively the same.

Thus, we can conclude that the temporal growth of the field amplitude in an active medium is governed by the parameter $\gamma \equiv \alpha_{0} c \tau_{l} / n_{0}$, which is small for the low amplification coefficient and broad spectral line and large for the high amplification coefficient and narrow spectral line.

When the parameter $\gamma$ is small, the frequency dependence of the temporal growth rate coincides with the line profile, the width of the frequency dependence of the temporal growth rate is equal to the spectral line width, and the maximum value of the temporal growth rate of a standing wave increases linearly with increasing the spatial growth rate at the center of the spectral line and is independent of its width.

When the parameter $\gamma$ is large, the frequency dependence of the temporal growth rate of a standing wave has a characteristic semicircle shape; namely, it slightly varies near the center of the spectral line and sharply increases near certain boundary frequencies. In this case, the width of the frequency dependence of the temporal growth rate, as well as its maximum value, is proportional to the square root of the product of the spectral line width by the spatial growth rate at the line center.
4. The physical meaning of the results obtained is easy to understand taking into account that the rapid growth of the amplitude of a monochromatic wave breaks its monochromaticity. Strictly speaking, only a wave with a constant (in time) amplitude can be considered monochromatic. Hence, a wave that behaves in time as $\sim \exp [-i(\omega+i \beta) t]$ can be regarded as a wave with the carrier frequency $\omega$ and a nonzero spectral width on the order of $\beta$. This circumstance does not affect the growth of the field amplitude if the temporal growth rate of the wave is small as compared to the spectral line width $\left(\beta \ll \Delta \Omega_{1 / 2}\right)$. ${ }^{6}$ Otherwise $(\beta \gg$ $\Delta \Omega_{1 / 2}$ ), if the wave grew with a growth rate exceeding the gain line width, only a small fraction of the wave spectrum would fall within the gain bandwidth; thus, the wave should grow at a much lower growth rate than that corresponding to the spatial growth rate at the center of the line. The self-consistent temporal growth rate near the line center can be estimated as $\beta=$ $\alpha_{0}\left(c / n_{0}\right)\left(\Delta \Omega_{1 / 2} / \beta\right)$, where it is taken into account that, for $\beta$ larger than the spectral line width $\Delta \Omega_{1 / 2}$, only a fraction (proportional to $\Delta \Omega_{1 / 2} / \beta$ ) of the wave spectrum falls within the spectral line. It is this fraction of the

[^4]

Fig. 1. Frequency dependence of the temporal growth rate for $\gamma=0.1,1$, and 10 and a Lorentz profile of the spectral line. The solid curves show the results calculated using Eq. (4) without any additional approximations; the dashed curves show the results calculated using the "phase-velocity approximation" (by formula (6)); and the dotted curves show the results calculated using the "group-velocity approximation" (by formula (5)).
spectrum that determines the field growth rate. Thus, the temporal growth rate near the line center can be estimated as $\beta_{\max } \sim \sqrt{\alpha_{0}\left(c / n_{0}\right) \Delta \Omega_{1 / 2}}$, which agrees with formula (21). To estimate the width of the frequency dependence of the temporal growth rate, it is sufficient to take into account that, when $\Omega \leq \beta$, the detuning of the wave frequency from the central frequency is of minor importance because the width of the wave spectrum exceeds this detuning. Consequently, the width of the frequency dependence of the growth rate $\Delta \Omega_{1 / 2}^{(t)} \equiv$ $x_{1 / 2} / \tau_{l}$ is approximately equal to the maximum value of


Fig. 2. Same as in Fig. 1 but for a Doppler profile of the spectral line.
the temporal growth rate; ${ }^{7}$ i.e., $\Delta \Omega_{1 / 2}^{(t)} \sim \beta_{\max }$, in accordance with formula (21).

The sharp increase in the temporal growth rate at the boundaries of the amplification band for $\gamma \gg 1$ is related to a trigger nature of the broadening of the spectrum of a monochromatic wave when its amplitude exponentially grows in time. If, for a certain "seed" growth rate of a wave, the broadening of the wave spectrum leads to an increase in the growth rate, then it will cause the further broadening of the spectrum and the further increase in the growth rate ${ }^{8}$ and so on, until the wave

[^5]

Fig. 3. Same as in Fig. 1 but for a time-of-flight profile of the spectral line.
spectrum covers the central region of the spectral line. After that, the broadening of the wave spectrum leads to a decrease (rather than an increase) in the growth rate and, thus, comes to an end.

It should be noted that, in the case of an unbounded narrowing of the spectral line ( $\Delta \Omega_{1 / 2} \longrightarrow 0$ ) and the corresponding increase $[1-3]$ in the amplification coefficient at the center of the spectral line $\left(\alpha_{0} \longrightarrow \infty\right)$ (at a fixed inversion, we have $\alpha_{0} \Delta \Omega_{1 / 2}=$ const), the frequency dependence $\beta(\Omega)$ of the temporal growth rate of a standing wave significantly differs from the frequency dependence $\alpha(\Omega)$ of the spatial growth rate of a traveling wave. In this case, the temporal growth rate at the line center, $\beta_{\text {max }}$, and the width of the frequency dependence of this growth rate, $\Delta \Omega_{1 / 2}^{(t)}$, tend to certain finite values that depend on the inversion level attained and the transition parameters and do not depend on the
spectral line width. ${ }^{9}$ For example, for a Lorentz form factor and $\gamma \gg 1$, we find, according to the formulas for the amplification coefficient from [3], that

$$
\begin{align*}
\beta_{\max } & =\sqrt{\left(2 \pi \omega_{0}\left|d_{0}^{(e)}\right|^{2} \Delta N\right) /\left(n_{0} \hbar\right)},  \tag{22}\\
\Delta \Omega_{1 / 2}^{(t)} & =\sqrt{\left(6 \pi \omega_{0}\left|d_{0}^{(e)}\right|^{2} \Delta N\right) /\left(n_{0} \hbar\right)},
\end{align*}
$$

where $d_{0}^{(e)}$ is the transition matrix element corresponding to the spectral line under study and $\Delta N$ is the inversion.

Note that, when the spectral line is sufficiently narrow and intense ( $\gamma \gtrdot 1$ ), neither the maximum value of the temporal growth rate nor the width of the frequency dependence of this growth rate depend on the spectral line width. The line width affects only the parameter $\gamma$, which determines the applicability range of relations (22). However, there is a certain restriction-the inversion $\Delta N$ cannot exceed the atomic density in the medium; therefore, there is a certain limiting growth rate. Thus, an unbounded narrowing of the spectral line at a fixed inversion leads to neither an unbounded increase in the maximum growth rate $\beta_{\text {max }}$ nor an unbounded decrease in the width of the frequency dependence $\Delta \Omega_{1 / 2}^{(t)}$ of this growth rate. The narrowing of the spectral line at a constant pump power leads to an increase in the inversion, which results in an increase in the temporal growth rate and the spectral width of the generated pulse.

The result obtained can be interpreted as a specific version of the time-of-flight mechanism for the spectral line broadening [3]. Here, the limited time of the interaction of radiation with matter (on the order of $1 / \beta$ ) stems from the rapid growth of the field amplitude with the rate $\beta$. In turn, the growth rate $\beta$ depends on this interaction time, which results in the square-root dependences of the amplification bandwidth and the maximum value of the temporal growth rate on the inversion.

In some widely used laser systems [1-3], the parameter $\gamma$ is on the order of unity ${ }^{10}$ and, hence, the above

[^6]mechanism for the spectral line broadening should be taken into consideration when analyzing the time during which a steady-state lasing is established, as well as when examining nonsteady lasing.

The results obtained can be summarized as follows:
(i) Generation of giant laser pulses is feasible for a single-mode operating mode because the nonsteady nature of the laser output signal in the regime of giant pulse generation is not related to the interference of several quasi-monochromatic modes (as is the case of mode-locking regime) but stems from the inherent unsteadiness of an individual standing wave in a gain medium.
(ii) The spectral width (and, consequently, the inverse rise time) of a giant pulse can significantly exceed not only the inverse lifetime of photons in the cavity (which fact was noted in $[1,2]$ ) but also the width of the gain line. When the inversion is sufficiently high, the spectral width of the giant pulse does not depend on the gain line width and is proportional to the square root of the inversion reached up to the instant of Q-switching (or, in other words, the spectral width of the giant pulse is proportional to the square root of the product of the spatial growth rate by the spectral line width).
(iii) At a constant pump power, the increase in the lifetime of the upper laser level leads to an increase in the inversion. Hence, under these conditions, the narrowing of the gain line width will finally lead to an increase (rather than a decrease) in the spectral width of a giant pulse: this width turns out to be inversely proportional to the gain line width. Certainly, to obtain a giant pulse whose rise time is small compared with the inverse spectral line width, one needs to enable a sufficiently high cavity Q factor not only within the narrow spectral width of the gain line but within a wider spectral width of the giant pulse.
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#### Abstract

The application of integrated statistics in the space-time plane to laser speckle velocimetry is considered. A new approach to determining the contrast function is proposed. This approach makes it possible to considerably improve the stability of the solution to the problem under nonideal conditions. The results of experimental investigations are presented. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The objective of the present study was to develop a precision velocimeter for an independent robotized vehicle ("snow cat") under the conditions of the Antarctic region. Interest in this problem was generated by difficulties encountered in attempts at precisely measuring velocities by standard methods under the conditions of a probable skid and the absence of unambiguous reference points over extensive snow or ice fields in the Antarctic region. The choice of speckle velocimetry was motivated by its high precision and by the opportunity of operation under these conditions.

By the present time, we have performed a series of theoretical and experimental investigations, the results of these being quite good and promising.

## HISTORY OF THE USE OF THE SPECKLE EFFECT IN VELOCIMETRY

The use of the speckle effect in velocimetry has been repeatedly discussed in the literature. Various approaches were proposed that were based on invoking either time or spatial statistics for both the time-differentiated and the time-integrated intensity function.

In 1980, Fercher [1] proposed employing the time statistics of a time-differentiated function. This made it possible to obtain quite accurate experimental results in measuring the velocity of a Plexiglas sample, the measured velocities ranging between $1 \mu \mathrm{~m} / \mathrm{s}$ and $1 \mathrm{~mm} / \mathrm{s}$. The formulas given in Fercher's article that relate the sought velocity to statistical quantities determined experimentally are quite simple and clear.

A different approach that employed the spatial statistics of the time-integrated intensity function was described in [2], where the root-mean-square spatial
deviation $\sigma_{s}(T)$ of the speckle intensity function over the averaging (exposure) time $T$ was related to the averaging time and the characteristic "correlation time" by the simple equation

$$
\begin{equation*}
\sigma_{s} /\langle I\rangle=\sqrt{\left(\tau_{c} / 2 T\right)\left(1-e^{-2 T / \tau_{c}}\right)}, \tag{1}
\end{equation*}
$$

where $I$ is the intensity of the speckle picture.
Here, the correlation time was a quantity that directly determined the velocity of motion of scatterers that generated speckles. In more recent studies, the method was refined both theoretically and experimentally [3-6].

The simplicity and clarity of information derived by this method is its basic advantage. With the aid of the method in question, one can straightforwardly estimate the spatial distribution of the velocities of scatterers. Moreover, the mathematical formalism underlying the method made it possible to achieve a rather high precision. Yet another feature inherent in this method was that it measures velocity irrespective of directionmore specifically, a calculation of the velocity on this basis provides no way either to determine its direction or, in general, to distinguish between a translational and a vibrational motion. Thus, the procedure described above found some successful applications-for example, in medical diagnostics-but it is hardly optimal in our problem.

In [7, 8], we therefore proposed somewhat modifying an analysis of the integrated statistics of the spatial and time dependence of the recorded speckle-picture intensity $I(x, t)$, namely, we proposed to perform, instead of set of averagings for various periods $T$, the averaging for a set of angles in the space-time plane at a single value of $T$. Previously, a similar approach was successfully used to interpret the experimental spatial
and time dependence of the intensity of spontaneous radiation associated with an electric breakdown [9, 10].

In this way, we obtained a transformation that is similar to the Radon transformation [9], but which involves fixed limits in a quasiuniform space-time plane; that is,

$$
\begin{gather*}
g(s, \phi) \\
=\int_{-T \mathrm{v}_{0}}^{T \mathrm{v}_{0}} I\left(s \cos (\phi)-p \sin (\phi), \frac{s}{v_{0}} \sin (\phi)+\frac{p}{v_{0}} \cos (\phi)\right) d p \tag{2}
\end{gather*}
$$

where $(s, \phi)$ are the normal coordinates of the Radon transformation, $p$ is a variable with respect to which integration is performed, and $v_{0}$ is the ratio of the time resolution of the measuring system used to its spatial resolution.

If time is measured in the number of frames and if $x$ is measured in the number of pixels (as is shown in Fig. 1), then $v_{0}=1$; nevertheless, we must take this coefficient into account in eventual calculations.

In the case being considered, the parameter $s$ appears as an analog of a spatial parameter that can be used in evaluating the spatial root-mean-square deviation of the speckle-intensity function; that is,

$$
\begin{equation*}
\sigma_{s}^{2}(\phi)=\left\langle\left(g(s, \phi)-\langle g(s, \phi)\rangle_{s}\right)^{2}\right\rangle_{s} . \tag{3}
\end{equation*}
$$

The maximum value of the spatial root-mean-square deviation of the speckle-intensity function must be observed at the angle that corresponds to the sought velocity of the object being considered:

$$
\begin{equation*}
v=v_{0} \tan \left(\phi\left(\left(\sigma_{s}\right)_{\max }\right)-\frac{\pi}{2}\right) . \tag{4}
\end{equation*}
$$

In [7, 8], we reported the results of our investigations where actual motion was simulated by finite fixed steps that were recorded on individual frames. Under these idealized conditions, the method yielded quite promising results.

## FORMULATION OF THE PROBLEM

Developing the proposed approach, we addressed the problem of determining not only the absolute values of velocities but also the direction of motion-in other words, the vector $v=\left(v_{x}, v_{y}\right)$.

The creation of an automated working facility that is able to measure the two-dimensional velocity of a moving object was yet another important problem.

An implementation of steady and precision velocimetry under nonideal conditions was the final objective of the present study.


Fig. 1. Layout of the experimental facility.

## DESCRIPTION OF THE EXPERIMENTAL FACILITY

The layout of the experimental facility that we used to perform our tests is depicted in Fig. 1. A beam from a Siemens LGK 7621 (Q 4001-K7 654) helium-neon laser (1) was directed through a system of mirrors (2) and lenses (3) to a moving object (4), which was taken in the form of a white-paper screen on which there was a weakly contrasted picture imitating an actual surface. The translation motion of the screen was ensured by electric motors.

After that, light scattered by the screen was recorded through a system of lenses (5) by a JVC TK-S350EG camera (6) connected through an IMAQ PCI-1408 ana-log-to-digital converter to an IBM-compatible computer. The visualization, saving, and primary automation of the experiment were performed by an original software package in C++, the IMAQ LabVIEW libraries (National Instruments) being used in this package.

## BASIC RESULTS AND THEIR DISCUSSION

Since, in the presence of an orthogonal velocity component, the traces of speckles quickly leave the region under study, we propose performing integration in (2) over the orthogonal direction. In this way, we find for the $x$ and $y$ components of the velocity that

$$
\begin{align*}
& g_{x}(s, \phi)=\int_{-T v_{0}-T v_{0}}^{T v_{0}} \int_{x}^{T v_{0}} I_{x}(s \cos (\phi)-p \sin (\phi),  \tag{5}\\
&\left.\frac{s}{V_{0}} \sin (\phi)+\frac{p}{V_{0}} \cos (\phi)\right) d p d y, \\
& g_{y}(s, \phi)=\int_{-T v_{0}-T v_{0}}^{T v_{0}} \int_{y}^{T v_{0}} I_{y}(s \cos (\phi)-p \sin (\phi),  \tag{6}\\
&\left.\frac{s}{V_{0}} \sin (\phi)+\frac{p}{v_{0}} \cos (\phi)\right) d p d x,
\end{align*}
$$



Fig. 2. Velocity as a function of the angle $\alpha$ of chamber rotation (that is, the angle between the $x$ axis and the direction along which the velocity is measured): (solid curve) velocity ( v ) calculated on the basis of the procedure described in the main body of the text and (dotted curve) actual velocity values ( $V$ ).
where $I_{x}(y, t)$ and $I_{y}(x, t)$ are the coordinate- and timedependent intensities of the recorded speckle picture for, respectively, the $x$ and the $y$ component of the velocity.

A further treatment of the signal was performed by using Eqs. (3) and (4) for each direction.

Even the first experiments revealed, however, that, if use is made of the procedure proposed previously, a precision determination of the velocity is possible only in directions close to the true direction of the motion.


Fig. 3. Maximum of $\sigma_{s}^{2}$ as a function of $\phi$ (vertical axis) and the angle $\alpha$ of rotation (horizontal axis).

In this connection, we have examined velocity as a function of the angle $\alpha$ of chamber rotation-that is, the angle between the $x$ axis and the direction along which velocities are measured. For each angle $\alpha$, we thereby obtained a local system of coordinates ( $x^{\prime}, y^{\prime}$ ) that was rotated through the angle $\alpha$ about the system of coordinates $(x, y)$ and for which we calculated the velocity in the $x^{\prime}$ direction.

A typical result is given in Fig. 2. It can be seen that a precise calculation of velocities (with a relative error less than $2 \%$ ) was indeed accomplished only within rather narrow segments close the true direction of the motion.

In order to analyze this effect, we address Fig. 3, which displays the maximum of $\sigma_{s}^{2}$ as a function of $\phi$ (vertical axis) and the angle $\alpha$ of rotation (horizontal axis). It can be seen that, although the line associated with the sought velocity can be traced rather well, it does not yield an absolute maximum within segments where there are significant errors.

It follows that, in principle, a precision $2 D$ velocimetry on the basis of recorded experimental data is possible, but this would call for evaluating velocities for a wide set of angles; in turn, this would require overly great computational powers for real-time applications in practice.

In this connection, we addressed the question of revealing the factors responsible for the emergence of maxima not associated with the velocity of the motion. An analysis of the dependence $\sigma_{s}^{2}(\phi, \alpha)$ showed that these maxima are due to low-frequency components of the spectrum of the function $g$. In view of this, we proposed determining the sought value of $\phi$ not on the


Fig. 4. Maximum of $\sigma_{s}^{\prime 2}$ as a function of $\phi$ (vertical axis) and the angle $\alpha$ of rotation (horizontal axis).


Fig. 5. Velocity calculated on the basis of the modified algorithm as a function of the angle $\alpha$ of chamber rotation (that is, the angle between the $x$ axis and the direction along which the velocity is measured).
basis of the root-mean-square deviation in (3) but on the basis of the function calculated by the formula

$$
\begin{equation*}
\sigma_{s}^{\prime 2}(\phi)=\left\langle(g(s+\Delta s, \phi)-g(s, \phi))^{2}\right\rangle_{s} . \tag{7}
\end{equation*}
$$

The function $\sigma_{s}^{\prime 2}(\phi)$ greatly depends on the parameter $\Delta s$. For $\Delta s \longrightarrow 0$, it also tends to zero. At a nonzero value of $\Delta s$, however, it enables us to cut off low frequencies.

For the experiment described above, the results obtained by calculating the maximum of $\sigma_{s}^{\prime 2}$ as a function of $\phi$ (vertical axis) and the angle $\alpha$ of rotation (horizontal axis), as well as the velocity as a function of the angle $\alpha$, by using this modified algorithm are illustrated in Figs. 4 and 5.

It can be seen from Fig. 5 that, for any angle, a determination of the velocity to a high precision $(\varepsilon<2 \%)$ is fitted to a sine curve. In order to find the vector $\mathbf{v}=\left(v_{x}\right.$, $v_{y}$ ), we can restrict ourselves to two calculations of the velocity in orthogonal directions within any angular segment; but this was impossible without going beyond the previous algorithm.

It should be emphasized that the results presented in Figs. 2-5 are typical and were reproduced in all experiments where we changed the measured velocity and the surface of the screen.

## CONCLUSIONS

In contrast to algorithms applied previously, the proposed algorithm for determining velocities from experimental data makes it possible to improve significantly the accuracy of measurements under nonideal conditions and to reduce the required computational powers considerably, the latter being of importance for realtime applications of the procedure. Thus, our present results are of great methodological value and are of importance for applications.

A detailed mathematical validation of formula (7) and the construction of a mobile velocimeter are presently under way. The relevant results will be published later.
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#### Abstract

An original method of determining residual stresses by using probing holes and measuring the difference in the holographic interference fringe orders for two sets of pairs of points taken on the principal strain axes is suggested. The optical scheme of the interferometer is based on the use of reflection holograms. The principal residual strains are found by solving an overdetermined set of linear equations. The effect of rigid displacement on the fringe pattern is taken into account. The method is experimentally verified by measuring elastic stresses in uniaxially and biaxially strained specimens. © 2003 MAIK "Nauka/Interperiodica".


The method of probing holes finds extensive application today for measuring residual stresses in structure elements [1]. Small holes are made in an area of interest on the surface to record a strain response of the material. Subsequent analysis consists in solving the inverse problem in mechanics of rigid body, i.e., in recovering initial residual stresses (which are zero on the free surface) from strains measured.

The local strain parameters near a probing hole are usually measured with an array of small-base resistance strain gauges. However, input information thus obtained is often limited and excludes comprehensive interpretation in terms of residual stresses. One cannot invoke statistical methods in this case and is unable to estimate the adequacy of a given mechanical model to the real strain pattern.

It seems reasonable therefore to determine residual stresses by field methods that measure strains or displacements. Such methods provide a virtually unlimited body of information. An example of field methods is the application of optically sensitive coatings [2]. However, this method, like the strain gauging method, requires special surface conditioning (application of the coating). A promising alternative in this respect is the contactless high-sensitivity method of holographic interferometry, for which surface conditioning is unnecessary.

In early works, the method of holographic interferometry was used mainly to measure displacements that are normal to the surface [3-5]. In such a configuration, information on the isotropic (spherical) stress tensor is lost, which is undesirable in most cases. Later, it was suggested that residual stresses be determined from the tangential components of displacements of points lying immediately on the hole circumference [6]. Ideally, the absolute displacements here are maximal; hence, so is the sensitivity of the method. Actually, however, the circumference experiences the highest destructive forces
during drilling, which may distort the interference pattern up to its complete breakdown.

In this work, we consider a method where the difference in the holographic interference fringe orders for two sets of pairs of points taken on the principal strain axes some distance away from the hole is used as primary information. Residual stresses in this case are found by solving an overdetermined set of linear equations. Experimental data for elastic stresses in beams and thick-walled tubes support the efficiency of our method.

Holographic interferograms visualizing the 3D deformation of the surface around a probing hole were recorded according to the procedure described in [6]. It should be recalled that double-exposed holograms are recorded with an optical scheme using intersecting beams and collimated illumination normal to the surface. A photoplate is placed in a special device that makes it possible to remove the photoplate from the interferometer scheme after the first exposure and return to its position (after a probing hole has been made) with a high precision.

At the first stage of reconstruction of doubleexposed holograms, the vector of observation is aligned with the normal to the object's surface (the axis $x_{3}$ of the Cartesian laboratory coordinate system $O x_{1} x_{2} x_{3}$ ). In this case, interference fringes are the loci of points of equal displacements $W$ from the surface. If the hole diameter is small, the local stressed state may be assumed to be uniform with a fairly high accuracy; then, the field $W$ has two axes of symmetry, which coincide with the axes of principal residual strains (the axes $x_{1}$ and $x_{2}$ of the coordinate system). Once the principal axes have been visually set, two pairs of interferograms are recorded with vectors of observation oriented independently in the planes $O x_{1} x_{3}$ and $O x_{2} x_{3}$. Points in the half-space of observation are usually specified in the spherical coor-
dinate system $(r, \psi, \varphi)$, where $r$ is polar radius, $\psi$ is latitude, and $\varphi$ is longitude. With $r \longrightarrow \infty$, the observation of the probing hole is collimated. On the reconstructed holographic image, the center of this system coincides with the center of the hole on the surface. These pairs of interferograms correspond to the direction angles of the vector of observation $\left(0, \psi_{1}\right),\left(\pi, \psi_{2}\right)$ and $\left(\pi / 2, \psi_{3}\right)$, $\left(3 \pi / 2, \psi_{4}\right)$. The optical scheme of illumination and observation of points $l$ and 2 on the surface in the plane $O x_{1} x_{3}$ is shown in Fig. 1.

After a probing hole has been made, each point on the surface of a test object is displaced along the principal axes $x_{1}$ and $x_{2}$ by $D\left(x_{1}\right)=\left[U\left(x_{1}\right), 0, W\left(x_{1}\right)\right]$ and $D\left(x_{2}\right)=\left[0, V\left(x_{2}\right), W\left(x_{2}\right)\right]$, respectively. Let a pair of points with the coordinates $\left(x_{1 i}, 0,0\right)$ and $\left(x_{1 j}, 0,0\right)$ that lie on the principal axis $x_{1}$ be observed at an angle $\psi_{k}$ $(i=1,2, \ldots, I ; j=1,2, \ldots, J ; k=1,2, \ldots, K)$. From the basic relationship of holographic interferometry [7], we obtain for either of the points (Fig. 1) two equations

$$
\begin{align*}
& U\left(x_{1 i}\right) \sin \psi_{k}+W\left(x_{1 i}\right)\left(1+\cos \psi_{k}\right)=\lambda N\left(x_{1 i}\right),  \tag{1}\\
& U\left(x_{1 j}\right) \sin \psi_{k}+W\left(x_{1 j}\right)\left(1+\cos \psi_{k}\right)=\lambda N\left(x_{1 j}\right), \tag{2}
\end{align*}
$$

where $\boldsymbol{\lambda}$ is the laser radiation wavelength and $N\left(x_{1 i}\right)$ and $N\left(x_{1 j}\right)$ are the absolute orders of fringes at the points with the coordinates $\left(x_{1 j}, 0,0\right)$ and ( $x_{1 j}, 0,0$ ), respectively.

Subtracting Eq. (2) from Eq. (1) yields

$$
\begin{gather*}
\left(U\left(x_{1 i}\right)-U\left(x_{1 j}\right)\right) \sin \psi_{k}  \tag{3}\\
+\left(W\left(x_{1 i}\right)-W\left(x_{1 j}\right)\right)\left(1+\cos \psi_{k}\right)=\lambda\left(N\left(x_{1 i}\right)-N\left(x_{1 j}\right)\right)
\end{gather*}
$$

Equation (3) can be recast as

$$
\begin{equation*}
\left(\Delta U_{1 i j}\right) \sin \psi_{k}+\left(\Delta W_{1 i j}\right)\left(1+\cos \psi_{k}\right)=\lambda \Delta N\left(x_{1 i j}\right), \tag{4}
\end{equation*}
$$

where $\left(\Delta U_{1 i j}\right)$ and $\left(\Delta W_{1 i j}\right)$ are the differences between the components of the displacements $U$ and $W$ and $\Delta N\left(x_{1 i j}\right)$ is the difference in the absolute orders of fringes at the points with the coordinates $\left(x_{1}, 0,0\right)$ and ( $x_{1 j}, 0,0$ ).

An equation for points with the coordinates ( $0, x_{2 m}$, 0 ) and ( $0, x_{2 n}, 0$ ) that lie on the principal axis $x_{2}$ can be obtained in a similar way:
$\left(\Delta U_{2 m n}\right) \sin \psi_{1}+\left(\Delta W_{2 m n}\right)\left(1+\cos \psi_{1}\right)=\lambda \Delta N\left(x_{2 m n}\right)$,
where $m=1,2, \ldots, M$ and $n=1,2, \ldots, N$.
Generally, the functions $U\left(x_{1}\right), W\left(x_{1}\right)$ and $V\left(x_{2}\right)$, $W\left(x_{2}\right)$ are the sums of the strain-induced local displacements $u\left(x_{1}\right), w\left(x_{1}\right)$ and $v\left(x_{2}\right), w\left(x_{2}\right)$ and generalized rigid displacements $U^{0}, V^{0}$, and $W^{0}$ relative to the recording medium:

$$
\begin{array}{ll}
U\left(x_{1}\right)=u\left(x_{1}\right)+U^{0} ; & W\left(x_{1}\right)=w\left(x_{1}\right)+W^{0}  \tag{6}\\
V\left(x_{2}\right)=v\left(x_{2}\right)+V^{0} ; & W\left(x_{2}\right)=w\left(x_{2}\right)+W^{0} .
\end{array}
$$



Fig. 1. Optical scheme of a holographic interferometer.

The rigid displacements, in turn, can be represented as the sum of translational and rotational components. It follows from Eqs. (4) and (5) that translations in the surface plane cancel out. Contributions from rotations about the axis normal to the surface are also absent, since their projections onto the coordinate axes at a small angle of rotation are independent of the coordinate $x_{1}$ and $x_{2}$. Translations that are normal to the surface only change the position of holographic interference fringes.

Finally, small rotations about the axis lying in the surface plane can be written as

$$
\begin{equation*}
W^{0}=A x_{1}+B x_{2}, \tag{7}
\end{equation*}
$$

where $A$ and $B$ are unknown constants.
In view of (7), the differences between the displacements that are normal to the surface take the form

$$
\begin{align*}
\Delta W_{1 i j} & =\Delta w_{1 i j}+A\left(x_{1 i}-x_{1 j}\right), \\
\Delta W_{2 m n} & =\Delta w_{2 m n}+B\left(x_{2 m}-x_{2 n}\right) . \tag{8}
\end{align*}
$$

For an arbitrary point on the surface with coordinates $\left(x_{1}, x_{2}\right)$, the displacements $W\left(x_{1}, x_{2}\right)$ is found from the holographic interferogram obtained for $\psi \approx 0^{\circ}$ :

$$
\begin{equation*}
W\left(x_{1}, x_{2}\right)=\frac{\lambda N\left(x_{1}, x_{2}\right)}{1+\cos \psi} . \tag{9}
\end{equation*}
$$

With formulas (6), (8), and (9), we arrive at the relationship

$$
\begin{equation*}
\frac{\lambda N\left(x_{1}, x_{2}\right)}{1+\cos \psi}-w\left(x_{1}, x_{2}\right)=A x_{1}+B x_{2} . \tag{10}
\end{equation*}
$$

In the case of a through hole of radius $R$ drilled in a plate of thickness $t$, the quantity $w\left(x_{1}, x_{2}\right)$ depends on the difference in the principal stresses $\sigma_{1}-\sigma_{2}$ and in


Fig. 2. Basis functions of unity displacement fields.
each point of the surface is given by [5]

$$
\begin{equation*}
w\left(x_{1}, x_{2}\right)=\frac{v t R^{2}\left(x_{1}^{2}-x_{2}^{2}\right)\left(\sigma_{1}-\sigma_{2}\right)}{E\left(x_{1}^{2}+x_{2}^{2}\right)^{2}} \tag{11}
\end{equation*}
$$

where $v$ and $E$ are the Poisson's ratio and the elastic modulus of the plate material.

For a blind hole, the value of $w\left(x_{1}, x_{2}\right)$ is found by numerically solving a related problem from the theory of elasticity. The set of Eqs. (10) and (11), which is based on calculated data, allows one to find the field of rotations and separate out the axes of principal residual stresses.

To raise the reliability of results, it is recommended to successively increase the diameter of the holes and record a hologram for each of the diameters. In this case, each of the holograms has its own field of rigid displacements, which makes it possible to determine the principal axis directions at small rotations.

In terms of the conventional linear elastic model, which is commonly used in such problems, the distributions of the differences in the strain components of the displacements $u\left(x_{1}\right), u\left(x_{2}\right), v\left(x_{1}\right), v\left(x_{2}\right), w\left(x_{1}\right)$, and $w\left(x_{2}\right)$ for pairs of points along the principal stress directions are written in the form

$$
\begin{align*}
\Delta u_{i j} & =\sigma_{1} \Delta F_{i j}+\sigma_{2} \Delta G_{i j}, \\
\Delta w_{i j} & =\sigma_{1} \Delta H_{i j}+\sigma_{2} \Delta Q_{i j},  \tag{12}\\
\Delta v_{m n} & =\sigma_{1} \Delta G_{m n}+\sigma_{2} \Delta F_{m n},
\end{align*}
$$

$$
\Delta w_{m n}=\sigma_{1} \Delta Q_{m n}+\sigma_{2} \Delta H_{m n},
$$

where $\Delta F, \Delta G, \Delta H$, and $\Delta Q$ are the differences in calculated functions $F, G, H$, and $Q$ of displacements caused by the unity stress acting sequentially along the directions $x_{1}$ and $x_{2}$.

For through holes, these functions are expressed analytically from solutions to a relevant problem in the theory of elasticity $[5,8]$.

For blind holes, these functions were obtained by the finite-element technique on a test object (a cube of edge $a$ ) placed in the uniform stress field $\sigma\left(x_{1}\right)=1$. The drilling of holes of diameter $2 R=a / 10$ and depth $h_{0}=$ $3 R$ was simulated in the same way as in [9]. The basis distributions of the tangential longitudinal, $F^{0}\left(x_{1}\right)$, transverse, $G^{0}\left(x_{2}\right)$, and normal, $H^{0}\left(x_{1}\right)$ and $Q^{0}\left(x_{2}\right)$, displacements are given in Fig. 2. The functions $F, G, H$, and $Q$ involved in Eq. (12) are found by merely multiplying the basis functions by the actual probing hole diameter $2 R$ and taking into the oddness of $F$ and $G$ and evenness of $H$ and $Q$.

With expressions (4), (5), (8), and (12), a set of equations for principal residual stresses can be written in the matrix form

$$
\mathbf{Z} \cdot \mathbf{S}
$$

$$
=\left[\begin{array}{ccc}
Z_{11} Z_{12} & \Delta x_{1}\left(1+\cos \psi_{k}\right) & 0 \\
Z_{21} Z_{22} & 0 & \Delta x_{2}\left(1+\cos \psi_{1}\right)
\end{array}\right] \cdot \mathbf{S}=\lambda \mathbf{N}
$$

where

$$
\begin{gathered}
Z_{11}=\Delta F_{i j} \sin \psi_{k}+\Delta H_{i j}\left(1+\cos \psi_{k}\right), \\
Z_{12}=\Delta G_{i j} \sin \psi_{k}+\Delta Q_{i j}\left(1+\cos \psi_{k}\right), \\
Z_{21}=\Delta G_{m n} \sin \psi_{1}+\Delta Q_{m n}\left(1+\cos \psi_{1}\right), \\
Z_{22}=\Delta F_{m n} \sin \psi_{1}+\Delta H_{m n}\left(1+\cos \psi_{1}\right),
\end{gathered}
$$

$\mathbf{S}=\left\{\sigma_{1} \sigma_{2} A B\right\}^{\mathrm{T}}$ is the vector of desired quantities (the superscript T means transposition), and $\mathbf{N}=$ $\left\{\Delta N_{1 j} \Delta N_{2 m n}\right\}^{\mathrm{T}}$ is the vector of fringe relative orders.

The solution of the set of Eqs. (13) by the least squares method yields (in matrix form)

$$
\begin{equation*}
\mathbf{S}=\left(\mathbf{Z}^{\mathrm{T}} \cdot \mathbf{Z}\right)^{-1} \cdot \mathbf{Z}^{\mathrm{T}} \cdot \mathbf{N} \tag{14}
\end{equation*}
$$

The sign of displacements and, hence, residual stresses is found from interferograms by analyzing the trajectories of a fringe reaching a probing hole [6].

The error in determining residual stresses is estimated with the computer simulation of experimental data. To this end, experimental data are statistically processed by the Monte Carlo method for a given inaccuracy of measuring the displacement vector components. It has been shown [6] that the tangential components of displacements are reliably and reproducibly determined at angles of observation between $40^{\circ}$ and $60^{\circ}$.


Fig. 3. Holographic interferograms of the surface near the probing hole in the steel beam strained by perfect bending. $\varphi=$ (a) 0 , (b) $90^{\circ}$, (c) $180^{\circ}$, and (d) $270^{\circ}$.

Our method was tested on an elastically strained $18 \times 36 \times 160-\mathrm{mm}$ cantilever beam (its free end was subjected to a bending moment) made of St 40 steel. Under these conditions, the surface of the beam undergoes elastic uniaxial compression.

First, two holograms were taken when the surface was in the initial state. Either of two photoplates was mounted on a special device that makes it possible to remove the plates from the interferometer and return back to their position with high precision. Then, a hole 2 mm deep and 2 mm in diameter was drilled and one of the plates was exposed. Next, the diameter and depth of the hole were increased to 2.9 mm and the other plate was exposed.

Thus, two double-exposed holograms were recorded for two holes with various diameters. Figure 3 shows fringe patterns corresponding to the given stresses $\sigma_{x 1}=-100 \mathrm{MPa}$ and $\sigma_{x 2}=0$. The angle of observation was $\psi=50^{\circ}$ in both cases. Even a cursory examination allows us to unambiguously separate out the principal axis. Fringes due to a rotation of the photoplate relative to the object are absent. The stresses found from overdetermined set (14) are $\sigma_{x 1}=(-97 \pm$ 20) MPa and $\sigma_{x 2}=(0.17 \pm 20) \mathrm{MPa}$; the unknown coefficients, $A=3 \times 10^{-2} \mu \mathrm{~m} / \mathrm{mm}$ and $B=-2.5 \times$ $10^{-3} \mu \mathrm{~m} / \mathrm{mm}$. The elastic stresses measured coincide with the given values within the computational error.

The method was also verified on a thick-walled flatbottom pressurized tube. The tube was in the state of biaxial stress with a circumferential-to-axial stress ratio $\sigma_{x 1}: \sigma_{x 2}=2: 1$. Typical holographic interferograms of the surface near the probing hole for the given elastic stresses $\sigma_{x 1}=61 \mathrm{MPa}$ and $\sigma_{x 2}=30.5 \mathrm{MPa}$ are demonstrated in Fig. 4. Fringes due to a displacement or rotation of the plate relative to the object are absent. In the holograms, the axes of symmetry are aligned with the


Fig. 4. Holographic interferograms of the thick-walled tube surface near the probing surface. (a-d) The same as in Fig. 1.
principal stress axes and the way the fringes reach the hole corresponds to biaxial extension. The stresses were measured to be $\sigma_{x 1}=(60 \pm 12) \mathrm{MPa}$ and $\sigma_{x 2}=$ $(31 \pm 12) \mathrm{MPa}$, which agrees well with the given values and ratio.

Our technique may be useful in practice, e.g., for determining residual stresses after welding. The holograms provide much information and allow one to find the direction, sign, and value of principal stresses.
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#### Abstract

A model of the field mode structure in optical cavities containing selecting components is suggested. The cavity also contains field-attenuating or field-enhancing media where elements of the $4 \times 4$ symplectic detour matrix of the cavity become complex. The model makes it possible to determine the stability of the cavity, non-Hermiticity of higher modes, and the complex astigmatism of the eigenmode field. Conditions for unilateral (unidirectional) and bilateral (bidirectional) stability are formulated. A cavity showing unilateral stability at the first transverse mode is described. © 2003 MAIK "Nauka/Interperiodica".


## NOTATION AND DEFINITIONS

A four-dimensional complex column vector

$$
\begin{equation*}
Y=\binom{\mathbf{q}}{\mathbf{p}} \tag{1}
\end{equation*}
$$

( $\mathbf{q}$ and $\mathbf{p}$ are two-dimensional column vectors) will be referred to as positive (negative) [1,2] if such (positive or negative) is the quantity

$$
\begin{equation*}
\operatorname{Im}\left(\mathbf{p}^{t} \mathbf{q}^{*}\right), \tag{2}
\end{equation*}
$$

where the superscript $t$ means transposition and the asterisk, complex conjugation.

A subspace all nonzero vectors of which are positive (negative) will also be called positive (negative).

A $4 \times 4$ matrix $T$ is called symplectic [3] if the equality

$$
\begin{equation*}
\sigma\left(T Y_{1}, T Y_{2}\right)=\sigma\left(Y_{1}, Y_{2}\right), \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma\left(Y_{1}, Y_{2}\right)=\mathbf{p}_{1}^{t} \mathbf{q}_{2}-\mathbf{p}_{2}^{t} \mathbf{q}_{1} \tag{4}
\end{equation*}
$$

is the skew-symmetric product, is valid for any pair of vectors $Y_{1,2}$ of form (1).

Vectors whose components appear in the columns of a symplectic matrix form a symplectic basis.

Two vectors $Y_{1,2}$ are called skew-orthogonal if their skew-symmetric product (4) equals zero. A two-dimensional subspace all vectors of which are pairwise skeworthogonal is called the Lagrangean plane [3].

## PROPAGATION OF GAUSSIAN BEAMS IN FIRST-ORDER OPTICAL SYSTEMS

(1) Consider a first-order optical system [4,5] where the $Z$ axis is aligned with the optical axis of the system and the transverse coordinates are combined into a twodimensional vector $\mathbf{r}=(x, y)^{t}$. Let, in a basic approxi-
mation, functions describing the state of the light field near the optical axis have the form

$$
\begin{equation*}
u^{( \pm)}(z, \mathbf{r})=a(x, \mathbf{r}) e^{ \pm i k t(z, \mathbf{r})}, \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau(z, \mathbf{r})=\tau_{0}(z)+\frac{1}{2} \mathbf{r}^{t} H(z) \mathbf{r}, \tag{6}
\end{equation*}
$$

and $H(z)$ is a $2 \times 2$ symmetric matrix. The time dependence is assumed to be harmonic.

In (5), signs " + " and " - " correspond to forward and backward waves propagating in the positive and negative $Z$ directions, respectively, provided that $\tau_{0}(z)$ is an increasing function of $z$. It is assumed that the initial field-describing equations allow for the substitution of $-k$ for $k$, so that the functions $u^{( \pm)}$simultaneously satisfy these equations with the same $\tau(z, \mathbf{r})$ and $a(z, \mathbf{r})$. The forward wave will have the form of a concentrated Gaussian beam if the matrix $H(z)$ has a positive definite imaginary part for any $z$. The backward wave is concentrated if the imaginary part of $H(z)$ is negative definite.

We also assume that the initial equations allow for solutions (in the form of (5) and (6)) such that the preexponential $a$ in the basic approximation is $\mathbf{r}$-independent, i.e., the dependence on the transverse coordinates is defined by the matrix $H$ alone.
(2) The propagation of such beams is conventionally described in terms of $A B C D$ ray matrices [6, 7]. Matri$\operatorname{ces} H_{\mathrm{in}, \text { out }}=H\left(z_{\mathrm{in}, \text { out }}\right)$ that correspond to different values of the variable $z$ are related as

$$
\begin{equation*}
H_{\text {out }}=\left(C+D H_{\text {in }}\right)\left(A+B H_{\text {in }}\right)^{-1}, \tag{7}
\end{equation*}
$$

where $A, B, C$, and $D$ are $2 \times 2$ matrices that are the blocks of a $4 \times 4$ symplectic $A B C D$ transformation
matrix

$$
T=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

In the absence of field attenuation or field enhancement, the elements of the $A, B, C$, and $D$ matrices are real. In optical systems containing selecting components (like Gaussian apertures), as well as field-attenuating (field-enhancing) media, the matrices become complex, with the $T$ matrix remaining symplectic [8].

It is said that a beam has simple astigmatism if $H$ is a diagonal matrix with different eigenvalues and complex astigmatism if $H$ is nondiagonal. We a fortiori deal with complex astigmatism if the matrices $A, B, C$, and $D$ are nondiagonal.

Field transformations when the matrix $H$ in (5) and (6) is transformed according to (7) (ABCD transformation) may be generally represented (up to a factor) as a combination of elementary transformations: replacement of variables, multiplication by a Gaussian function, and Fourier transformation in one or both transverse coordinates. If the block $B$ is a nondegenerate matrix, the representation may be in the form of integral operator [8]

$$
\begin{equation*}
\left(\mathbf{U}^{( \pm)} u\right)(\mathbf{r})=\int_{\mathbb{R}^{2}} U^{( \pm)}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) u\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}, \tag{8}
\end{equation*}
$$

where the kernel is

$$
\begin{gathered}
U^{( \pm)}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{ \pm k}{2 \pi i \sqrt{\operatorname{det} B}} e^{ \pm i k \Phi\left(\mathbf{r}, \mathbf{r}^{\prime}\right)} \\
\Phi\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{1}{2}\left(\mathbf{r}^{t} B^{-1} A \mathbf{r}^{\prime}-2 \mathbf{r}^{\prime t} B^{-1} \mathbf{r}+\mathbf{r}^{t} D B^{-1} \mathbf{r}\right) .
\end{gathered}
$$

Note that the symplecticity of $T$ means the symmetry of the matrices $B^{-1} A$ and $D B^{-1}$.

The product of $A B C D$ matrices corresponds to a combination of operators $U$, which also is an integral operator of form (8) if the block $B$ of the resultant matrix is nondegenerate.
(3) $A B C D$ transformations are defined by the matrix $T$ up to a factor, which does not depend on the form of the function. If the dependence of $u^{( \pm)}$on the transverse coordinates is known for a given $z_{\mathrm{in}}$, for an arbitrary $z_{\text {out }}$ we have

$$
\begin{gather*}
u^{( \pm)}\left(z_{\text {out }}, \mathbf{r}\right)=\eta^{( \pm)}\left(z_{\text {out }}, z_{\text {in }}\right) e^{ \pm i k\left(\tau_{0}\left(z_{\mathrm{out}}\right)-\tau_{0}\left(z_{\mathrm{in}}\right)\right)}  \tag{9}\\
\left.\times \mathbf{U}^{( \pm)}\right)\left(z_{\mathrm{out}}, z_{\text {in }}\right) u^{( \pm)}\left(z_{\mathrm{in}}, \mathbf{r}\right) .
\end{gather*}
$$

Here, the operators $U^{( \pm)}\left(z_{\text {out }}, z_{\mathrm{in}}\right)$ correspond to $A B C D$ matrices $T\left(z_{\mathrm{out}}, z_{\mathrm{in}}\right)$ and are represented as combinations of the elementary transformations mentioned above. If the block $B$ is nondegenerate, they can be represented as (8). Formula (9) involves, along with the eikonal factor $\exp \left\{ \pm i k\left(\tau_{0}\left(z_{\text {out }}\right)-\tau_{0}\left(z_{\text {in }}\right)\right)\right\}$, functions $\eta^{( \pm)}$the specific
form of which depends on the statement of the problem. These functions are by no means related to the transverse distribution form and can be calculated in the short wave approximation. The obvious properties of the functions $\eta^{( \pm)}$are

$$
\begin{gather*}
\eta^{( \pm)}(z, z)=1 \\
\eta^{( \pm)}\left(z_{2}, z_{1}\right) \eta^{( \pm)}\left(z_{1}, z_{0}\right)=\eta^{( \pm)}\left(z_{2}, z_{0}\right) . \tag{10}
\end{gather*}
$$

Later on, we assume that $\eta^{( \pm)}\left(z_{\text {out }}, z_{\text {in }}\right)$ can be represented as

$$
\begin{equation*}
\eta^{( \pm)}\left(z_{\text {out }}, z_{\text {in }}\right)=\frac{\eta_{1}\left(z_{\text {out }}\right)}{\eta_{1}\left(z_{\text {in }}\right)} \eta_{2}^{( \pm)}\left(z_{\text {out }}, z_{\text {in }}\right), \tag{11}
\end{equation*}
$$

with

$$
\begin{equation*}
\eta_{2}^{+}\left(z_{\text {out }}, z_{\text {in }}\right)=\eta_{2}^{(-)}\left(z_{\mathrm{in}}, z_{\mathrm{out}}\right) \tag{12}
\end{equation*}
$$

The function $\eta_{1}$ describes the dependence of the field on local properties of the medium. By virtue of our assumption that the initial equations are symmetric with respect to the substitution of $-k$ for $k$, the function $\eta_{1}(z)$ does not depend on the wave propagation direction.

The function $\eta_{2}$ describes additional phase and/or amplitude steps (independent of the field transverse distribution) which arise when optical elements are located between $z_{\text {in }}$ and $z_{\text {out }}$, for example, upon reflection from mirrors (the amplitude experiences a discontinuity if the mirror is not perfect). Relationship (11) means that waves propagating in opposite directions and passing through these optical elements suffer the same losses and exhibit the same phase shifts. In this respect, the behavior of the functions $\eta_{2}^{( \pm)}$is akin to that of the eikonal factor $\exp \left\{ \pm i k\left(\tau_{0}\left(z_{\text {out }}\right)-\tau_{0}\left(z_{\text {in }}\right)\right)\right\}$.

## MATRICES $H_{ \pm}(z)$ IN THE CASE

## OF A BILATERALLY STABLE RING CAVITY

(1) In a ring optical cavity, the field $u$ after complete detour transforms into itself:

$$
\begin{equation*}
u(z+l, \mathbf{r})=u(z, \mathbf{r}) \tag{13}
\end{equation*}
$$

( $l$ is the total length of the cavity).
For functions like (5) and (6), this means, in particular, that

$$
\begin{equation*}
H(z+l)=H(z) ; \tag{14}
\end{equation*}
$$

that is, if $z_{\text {out }}=z_{\text {in }}+l$, the matrix $H$ is reproduced by transformation (7): $H_{\text {out }}=H_{\text {in }}=H$. Hence,

$$
\begin{equation*}
H=(C+D H)(A+B H)^{-1} \tag{15}
\end{equation*}
$$

where $A, B, C$, and $D$ are the blocks of the detour matrix of the cavity (monodromy matrices [9]).

Monodromy matrices for different $z$ are related to each other by similarity transformation. The presence of a solution $u^{(+)}$or $u^{(-)}$(see (5), (6)) concentrated at the


Fig. 1. Schematic of a ring cavity that has unilateral (unidirectional) stability at the wavelength $\lambda=0.6328 \mu \mathrm{~m}$. The length of the cavity's arm is $L=10 \mathrm{~cm}$. Mirrors $R_{1}, R_{2}, R_{3}$, and $R_{4}$ have radii of curvature of $34,70,100$, and 200 cm , respectively. Absorbing apertures on the mirrors attenuate the field by a factor of $e^{x^{2} / a^{2}}$, where $x$ is the transverse coordinate and $a=10 \mathrm{~mm}$ is the aperture width. Attenuating and enhancing media of length 4 cm each have refractive indices $n_{1}=1.01+0.05 i$ and $n_{2}=1.01-0.05 i$, respectively, and are located symmetrically about the center of the arm. The origin $O$ is placed at the entrance to the absorbing medium. The number of the longitudinal mode is $N=$ 633375.
axis of the cavity suggests, in particular, the presence of a matrix $H(z)$ that satisfies (14) and has the imaginary part that is positive or negative definite for any $z$. We will restrict our consideration to bilaterally stable cavities, which are of most practical interest because of the presence of concentrated solutions $u^{( \pm)}$simultaneously satisfying (13). It should be noted that, if the monodromy matrix is not real, unilateral stability may occur. In this case, only one of oppositely propagating waves concentrates at the cavity axis [2], while the field of the other builds up with distance from the axis (instability). The physical reason for unilateral stability is field nonreciprocity. Earlier, field nonreciprocity was observed only in bilaterally stable cavities (see, e.g., [10]). However, the fact that it may cause unilateral stability has escaped the attention of the researchers. Figures 1 and 2 show a cavity that exhibits unilateral stability at the first transverse mode.

As follows from (9), the transverse distributions of the fields of the forward and backward waves over an arbitrary section $z$ are eigenfunctions of the operators $\mathbf{U}^{( \pm)}=\mathbf{U}^{( \pm)}(z+l, z)$, which correspond to the monodromy matrix $T(z+l, z)$.
(2) As was shown [2], the bilateral stability of the cavity implies that the matrix $T$ has two (positive and
negative) invariant Lagrangean planes. The $\mathbf{q}$ and $\mathbf{p}$ components of vectors belonging to these planes are related by the relationships $p=H_{ \pm} q$, where $H_{ \pm}$are desired symmetric solutions to Eq. (15) with imaginary parts of fixed sign. In this case, the matrix $T$ allows for the representation as the product of three symplectic matrices:

$$
T=W \Upsilon W^{-1}, \quad \Upsilon=\left(\begin{array}{cc}
M_{-} & 0  \tag{16}\\
0 & M_{+}
\end{array}\right)
$$

where $M_{ \pm}$are $2 \times 2$ matrices related as $M_{-}^{-1}=M_{+}^{t}$ because of symplecticity.

The first two, $Y_{1,2}^{-}$, and the last two, $Y_{1,2}^{+}$, columns of the matrix $W$ belong to the negative and positive invariant Lagrangean planes of the matrix $T$, respectively. Let us represent $W$ in block form:

$$
W=\left(\begin{array}{ll}
Q_{-} & Q_{+}  \tag{17}\\
P_{-} & P_{+}
\end{array}\right)
$$

Then, desired matrices $H_{ \pm}$can be written as

$$
\begin{equation*}
H_{ \pm}=P_{ \pm} Q_{ \pm}^{-1} \tag{18}
\end{equation*}
$$

(3) If the matrix $T$ is diagonalizable, $M_{ \pm}$may be taken in the form

$$
M_{ \pm}=\left(\begin{array}{cc}
e^{ \pm i \theta_{1}} & 0 \\
0 & e^{ \pm i \theta_{2}}
\end{array}\right)
$$

where $e^{ \pm i \theta_{1,2}}$ are the eigenvalues of the matrix $T$ and the columns $Y_{1,2}^{+}$of the matrix $W$ are the eigenvectors of $T$.

Generally, the quantities $\theta_{1,2}$ are complex. If $\theta_{1}=$ $-\theta_{2}$, invariant Lagrangean planes and, accordingly, the matrices $H_{ \pm}$are determined ambiguously: Eq. (15) has a continuous family of solutions [2,11].

If the matrix $T$ cannot be diagonalized,

$$
M_{+}=\left(\begin{array}{cc}
e^{i \theta} & e^{i \theta} \\
0 & e^{i \theta}
\end{array}\right), \quad M_{-}=\left(\begin{array}{cc}
e^{-i \theta} & 0 \\
-e^{-i \theta} & e^{-i \theta}
\end{array}\right)
$$

provided that $W$ is properly selected. In this case, the columns of $W$ are both the eigenvectors and attached vectors of $T$.
(4) Let representation (16) apply to a monodromy matrix $T_{\text {in }}$ that corresponds to a section $z=z_{\text {in }}$. Then, a matrix $T_{\text {out }}$ for an arbitrary section $z=z_{\text {out }}$ has a similar representation with the same matrix $\Upsilon$ and the matrices $W_{\text {in, out }}$ are related to each other through the relationship

$$
W_{\text {out }}=T\left(z_{\text {out }}, z_{\mathrm{in}}\right) W_{\mathrm{in}}
$$

where $T\left(z_{\text {out }}, z_{\text {in }}\right)$ is $A B C D$ transition from the plane $z=$ $z_{\text {in }}$ to $z=z_{\text {out }}$.

Matrices

$$
H_{ \pm}\left(z_{\text {in, out }}\right)=P_{ \pm}\left(z_{\text {in, out }}\right) Q_{ \pm}^{-1}\left(z_{\text {in, out }}\right)
$$

are related by equality (7). In a bilaterally stable cavity, the imaginary parts of $H_{ \pm}(z)$ have definite sign at any $z$.
(5) If $z_{\text {out }}=z_{\text {in }}+l, T(z+l, z)$ is a monodromy matrix. Then, according to (16),

$$
W(z+l)=W(z) \Upsilon
$$

and

$$
Q_{ \pm}(z+l)=Q_{ \pm}(z) M_{ \pm}, \quad P_{ \pm}(z+l)=P_{ \pm}(z) M_{ \pm}
$$

Equality (14) will obviously be satisfied, since the common factor of the matrices $Q_{ \pm}$and $P_{ \pm}$does not affect the resultant matrix $H_{ \pm}$given by (18).
(6) Consider the functions

$$
\begin{equation*}
\psi_{0}^{ \pm}(z, r)=\left(\frac{i}{2 \pi}\right)^{1 / 2} \frac{k}{\sqrt{\operatorname{det} Q_{ \pm}(z)}} e^{ \pm i k r^{t} H_{ \pm}(z) r / 2} \tag{19}
\end{equation*}
$$

For any fixed $z$, the functions $\psi_{0}^{+}$and $\psi_{0}^{-}$satisfy the condition

$$
\begin{equation*}
\left\langle\psi_{0}^{+}(z, \mathbf{r}), \psi_{0}^{-}(z, \mathbf{r})\right\rangle=\int_{\mathbb{R}^{2}} \psi_{0}^{+}(z, \mathbf{r}) \psi_{0}^{-}(z, \mathbf{r}) d \mathbf{r}=1 \tag{20}
\end{equation*}
$$

where $\langle$,$\rangle means the real scalar product over the trans-$ verse coordinates.

Also, at $z=z_{\text {in, out }}, \psi_{0}^{ \pm}$, being the functions of the transverse coordinates, are related as

$$
\psi^{( \pm)}\left(z_{\mathrm{out}}, \mathbf{r}\right)=U^{( \pm)}\left(z_{\mathrm{out}}, z_{\mathrm{in}}\right) \psi^{( \pm)}\left(z_{\mathrm{in}}, \mathbf{r}\right)
$$

After the complete detour of the cavity $\left(z_{\text {out }}=z_{\text {in }}+l\right)$, the matrices $Q_{ \pm}$acquire factors $M_{ \pm}$and functions (19), factors $\lambda_{0}^{ \pm}=\left(\operatorname{det} M_{ \pm}\right)^{-1 / 2}$. Clearly,

$$
\begin{equation*}
\lambda_{0}^{ \pm}=e^{\mp i\left(\theta_{1}+\theta_{2}\right) / 2} \quad \text { or } \quad \lambda_{0}^{ \pm}=e^{\mp i \theta} \tag{21}
\end{equation*}
$$

Thus, for an arbitrary $z$, functions (19) are the eigenfunctions of the detour operators $U^{ \pm}$with eigenvalues (21).

From (9), it follows that waves counterpropagating at the fundamental mode are described by functions like

$$
\begin{equation*}
u_{0}^{ \pm}(z, r)=\eta^{ \pm}(z) e^{ \pm i k \tau_{0}(z)} \psi_{0}^{ \pm}(z, \mathbf{r}) \tag{22}
\end{equation*}
$$

where the function $\eta^{ \pm}(z)$ equals the function $\eta^{ \pm}\left(z, z^{\prime}\right)$ multiplied by a numerical factor for any $z^{\prime}$ (by virtue of (10), $z^{\prime}$ may take any value).

Possible values $k$ determined from (13) will be given below.

## BIRTH-DEATH OPERATORS

(1) Let us apply the operators $U^{( \pm)}$to the vector functions $\pm \sqrt{i / k} \nabla u$ ( $\nabla$ is the two-dimensional gradient along the transverse coordinates) and $\sqrt{k / i} \mathbf{r} u$. Differentiating (8) and then integrating by parts in view of the symplecticity of the matrix $T$, we arrive at the relationships

$$
\begin{gathered}
U^{( \pm)}( \pm \sqrt{i / k} \nabla u) \\
=A^{t}\left( \pm \sqrt{i / k} \nabla U^{( \pm)} u\right)+C^{t}\left( \pm \sqrt{k / i} \mathbf{r} U^{( \pm)} u\right) \\
U^{( \pm)}(\sqrt{k / i} \mathbf{r} u) \\
=B^{t}\left( \pm \sqrt{i / k} \nabla U^{( \pm)} u\right)+D^{t}\left(\sqrt{k / i} \mathbf{r} U^{( \pm)} u\right)
\end{gathered}
$$

or, otherwise,

$$
\begin{equation*}
\mathbf{U}^{( \pm)}\binom{ \pm \sqrt{i / k} \nabla}{\sqrt{k / i} \mathbf{r}} u=T^{t}\binom{ \pm \sqrt{i / k} \nabla}{\sqrt{k / i} \mathbf{r}} U^{( \pm)} u \tag{23}
\end{equation*}
$$

Note that commutation relationship (23) is general: it is valid for any operators $U^{( \pm)}$, including those represented otherwise than (8).
(2) Let $Y$ be a vector of form (1). Consider the operators

$$
\Lambda_{Y}^{( \pm)}= \pm \sqrt{i / k}\left(\mathbf{q}^{t} \nabla\right)+\sqrt{k / i}\left(\mathbf{p}^{t} \mathbf{r}\right)
$$

These operators are conjugate in terms of real scalar product (20):

$$
\begin{equation*}
\left\langle\Lambda_{Y}^{(+)} u, v\right\rangle=\left\langle u, \Lambda_{Y}^{(-)} v\right\rangle \tag{24}
\end{equation*}
$$

Performing left-sided multiplication of (23) by $Y^{t}$, we obtain

$$
\begin{equation*}
U^{( \pm)} \Lambda_{Y}^{( \pm)} u=\Lambda_{T Y}^{( \pm)} U^{( \pm)} u \tag{25}
\end{equation*}
$$

If $Y_{1,2}=\binom{\mathbf{q}_{1,2}}{\mathbf{p}_{\mathbf{1}, 2}}$ are vectors and $\Lambda_{Y_{1,2}}^{( \pm)}$are their associated operators, the commutator of these operators satisfies the equality

$$
\begin{equation*}
\left[\Lambda_{Y_{1}}^{( \pm)}, \Lambda_{Y_{2}}^{( \pm)}\right]= \pm \sigma\left(Y_{1}, Y_{2}\right) \tag{26}
\end{equation*}
$$

(3) Let $\left\{Y_{1}^{-}, Y_{2}^{-}, Y_{1}^{+}, Y_{2}^{+}\right\}$be a symplectic basis. The operators

$$
\begin{equation*}
\Lambda_{ \pm j}=\Lambda_{Y_{j}^{ \pm}}^{( \pm)}, \quad \Lambda_{ \pm j}^{*}=-\Lambda_{Y_{j}^{\mp}}^{( \pm)} \tag{27}
\end{equation*}
$$

satisfy the relationships
(i) $\left[\Lambda_{ \pm j}, \Lambda_{ \pm i}\right]=\left[\Lambda_{ \pm j}^{*}, \Lambda_{ \pm i}^{*}\right]=0$,
(ii) $\left[\Lambda_{ \pm j}, \Lambda_{ \pm i}^{*}\right]=\delta_{i j}$,
(iii) $\Lambda_{ \pm j}^{t}=\Lambda_{\mp j}^{*}$,
which follow from (24), (26), and symplecticity condition (3). The operators $\Lambda_{ \pm j}^{*}$ and $\Lambda_{ \pm j}$ will be called, respectively, the birth and death operators.

## HIGHER MODES

(1) Let $\left\{Y_{1,2}^{ \pm}\right\}$be the columns of the matrix $W$ given by (17) and $\Lambda_{ \pm j}^{*}$ and $\Lambda_{ \pm j}$ be their associated birth and death operators (see (27)). Applying the birth and death operators to the functions $\Psi_{0}^{ \pm}$(see (19)) yields the equalities

$$
\begin{equation*}
\Lambda_{ \pm j} \psi_{0}^{ \pm}(\mathbf{r})=0 \tag{29}
\end{equation*}
$$

Let us introduce functions

$$
\begin{equation*}
\psi_{n_{1} n_{2}}^{ \pm}=\frac{1}{\sqrt{n_{1}!n_{2}!}} \Lambda_{ \pm 1}^{*_{1}^{n_{1}}} \Lambda_{ \pm 2}^{* n_{1}} \psi_{0}^{ \pm} \tag{30}
\end{equation*}
$$

They satisfy the real biorthogonality condition

$$
\begin{equation*}
\left\langle\psi_{n_{1} n_{2}}^{+}, \psi_{m_{1} m_{2}}^{-}\right\rangle=\delta_{n_{1} m_{1}} \delta_{n_{2} m_{2}} \tag{31}
\end{equation*}
$$

(2) Consider eigensubspaces of the operators $U^{( \pm)}$. First, we assume that the monodromy matrix $T$ is diagonizable. Then, the vectors $Y_{j}^{+}$are eigenvectors for $T$ and we obtain $U^{( \pm)} \Lambda_{ \pm j}^{*}=e^{\mp i \theta_{j}} \Lambda_{ \pm j}^{*} U^{( \pm)}$from (25). From this equality and (30), it follows that

$$
\begin{gather*}
U^{( \pm)} \Psi_{n_{1} n_{2}}^{ \pm}=\lambda_{n_{1} n_{2}}^{( \pm)} \Psi_{n_{1} n_{2}}^{ \pm}, \\
\lambda_{n_{1} n_{2}}^{(+)}=\exp \left\{\mp i\left[\left(n_{1}+\frac{1}{2}\right) \theta_{1}+\left(n_{2}+\frac{1}{2}\right) \theta_{2}\right]\right\} . \tag{32}
\end{gather*}
$$

Thus, the functions $\psi_{n_{1} n_{2}}^{ \pm}$are eigenfunctions for the operators $U^{( \pm)}$with the eigenvalues $\lambda_{n_{1} n_{2}}^{( \pm)}$. Since the values of $\theta_{1,2}$ may be arbitrary (not only real) unlike the real case, eigenvalues (32) may not lie on the unit circle. Expression (32) implies the coincidence of the eigenvalues of the operators $U^{(+)}$and $U^{(-)-1}$, which describe the transformation of the forward and backward waves after the detour of the cavity in directions coinciding with the directions of their propagation.

Multiple eigenvalues arise when either at least one of the values of $\theta_{1,2}$ is real and rationally comparable to $\pi$ (or equals zero) or the arguments of $\theta_{1,2}$ coincide (or differ by $\pi$ ) and the moduli of $\theta_{1,2}$ are rationally comparable to each other.
(3) Let us elaborate on the case when the values of $\theta_{1,2}$ coincide up to sign, $\theta_{1}= \pm \theta_{2}=\theta$, and the matrix $T$ has two two-dimensional eigensubspaces (at $\theta \neq 0, \pi$ ) corresponding to the eigenvalues $e^{ \pm i \theta}$. The eigenvectors $Y_{j}^{+}$are then determined ambiguously, which, in turn,
causes ambiguity in the determination of the operators
$\Lambda_{ \pm j}^{*}$ and $\Lambda_{ \pm j}$, as well as functions (30) (and also functions (19) if $\theta_{1}=-\theta_{2}$ ). Of course, such an ambiguity does not affect the structure of the eigensubspaces of the operators $U^{( \pm)}$.
(i) $\theta_{1}=\theta_{2}=\theta$. Subspaces $X_{ \pm}^{N}$, the linear shells of the functions $\left\{\Psi_{n_{1} n_{2}}^{+}, n_{1}+n_{2}=N\right\}$ ( $N$ is nonnegative), are the $(N+1)$-dimensional eigensubspaces of the operators $U^{ \pm \pm)}$with the eigenvalues $\exp \{\mp i(N+1) \theta\}$.
(ii) $\theta_{1}=-\theta_{2}=\theta$. Subspaces $\tilde{X}_{ \pm}^{N}$, the linear shells of the functions $\left\{\psi_{n_{1} n_{2}}^{( \pm)}, n_{1}-n_{2}=N\right\}$ ( $N$ is arbitrary), are the infinitely dimensional eigensubspaces of the operators $U^{( \pm)}$with the eigenvalues $\exp \{\mp i N \theta\}$.

With the basis vectors $Y_{j}^{ \pm}$taken otherwise, the functions $\left\{\psi_{n_{1} n_{2}}^{( \pm)}\right\}$change but belong to the same invariant subspaces. In particular, the continuous families of the functions $\psi_{0}^{ \pm}$(see (19)) belong to the subspaces $\tilde{X}_{ \pm}^{0}$ if $\theta_{1}=-\theta_{2}$.

An additional expression arises if $\theta$ is real and rationally comparable to $\pi$.
(4) Let the matrix $T$ be nondiagonizable. In this case, the functions $\psi_{0 n}^{+}$are the eigenfunctions of the operator $U^{(+)}$. It is easy to find that

$$
\begin{gather*}
U^{(+)} \Psi_{n, N-n}^{+} \\
=e^{-i(N+1) \theta} \sum_{j=0}^{n} \frac{(-1)^{n-j}}{(n-j)!} \sqrt{\frac{n!(N-j)!}{j!(N-n)!}} \psi_{j, N-j}^{+} . \tag{33}
\end{gather*}
$$

Let us designate the linear shell of the functions $\left\{\psi_{0, N}^{+}, \psi_{1, N-1}^{+}, \ldots, \psi_{N, 0}^{+}\right\}$as $X_{+}^{N}$. From (33), it follows that the subspace $X_{+}^{N}$ is invariant for the operator $U^{(+)}$ and the matrix of contraction into this subspace, $U^{(+)}$, in the basis selected has the upper triangular shape.

The functions $\Psi_{n 0}^{-}$are the eigenfunctions of the operator $U^{(-)}$. In addition,

$$
\begin{gather*}
U^{(-)} \Psi_{n, N-n}^{-} \\
=e^{i(N+1) \theta} \sum_{j=n}^{N} \frac{1}{(j-n)!} \sqrt{\frac{j!(N-n)!}{n!(N-j)!}} \psi_{j, N-j} \tag{34}
\end{gather*}
$$

Similarly, designating the linear shell of the functions $\left\{\psi_{0, N}^{-}, \psi_{1, N-1}^{-}, \ldots, \psi_{N, 0}^{-}\right\}$as $X_{-}^{N}$, we see that the subspace $X_{-}^{N}$ is invariant for the operator $U^{(-)}$and the matrix of contraction into this subspace, $U^{(-)}$, in the basis selected has the lower triangular shape.

## EIGENFUNCTIONS OF THE CAVITY AND EIGENVALUES OF WAVENUMBERS

(1) Above, we constructed a set of eigenfunctions and eigenvalues of the operators $U^{( \pm)}$, which describe (up to a factor) the transformation of the forward and backward waves after the detour of the cavity in the positive $Z$ direction. Now we may proceed to a construction of solutions satisfying condition (13). According to (9), the transverse field distribution in a given section is bound to satisfy the condition

$$
u^{( \pm)}(\mathbf{r})=c_{ \pm} e^{ \pm i k \Delta \tau}\left(U^{( \pm)} u^{( \pm)}\right)(\mathbf{r})
$$

from which one can find, in particular, the eigenvalues of the wavenumbers $k$ of the cavity. Here, $\Delta t=\tau_{0}(z+l)-$ $\tau_{0}(z)$ and $c_{ \pm}=\eta^{ \pm}(z+l, z)=\eta_{2}^{ \pm}(z+l, z)$ (the functions $\eta_{1}$ do not contribute to $c_{ \pm}$by virtue of (11)). Note that $c_{-}=$ $c_{+}^{-1}$, as follows from (12).

The functions $u^{( \pm)}$are the eigenfunctions of the operators $U^{( \pm)}$; that is, they coincide with functions (30) (or their linear combinations if the eigenvalues coincide) up to a factor. Then, if the matrix $T$ is diagonizable,

$$
\begin{equation*}
c_{ \pm} e^{ \pm i k \Delta \tau} \lambda_{m n}^{( \pm)}=1 \tag{35}
\end{equation*}
$$

Since $c_{-}=c_{+}^{-1}$ and $\lambda_{m n}^{(-)}=\lambda_{m n}^{(+)-1}$, expressions (35) specify the same set of conditions, which, in view of (32), can be represented in the form

$$
-i \ln c+k \Delta \tau-\left[\left(m+\frac{1}{2}\right) \theta_{1}+\left(n+\frac{1}{2}\right) \theta_{2}\right]=2 \pi N
$$

where $c=c_{+}$and $N$ is a natural number.
Now we can determine a discrete set of $k$ :

$$
\begin{equation*}
k_{N m n}=\left\{2 \pi N+\left[\left(m+\frac{1}{2}\right) \theta_{1}+\left(n+\frac{1}{2}\right) \theta_{2}\right]+i \ln c\right\} / \Delta \tau .( \tag{36}
\end{equation*}
$$

If $T$ is nondiagonizable,

$$
\begin{equation*}
k_{N m}=\{2 \pi N+(2 m+1) \theta+i \ln c\} / \Delta \tau \tag{37}
\end{equation*}
$$

(2) Let $\left\{\psi_{n m}^{ \pm}\left(z_{0}, r\right)\right\}$ be a set of functions (30) that are constructed in the section $z=z_{0}$. Using the operators $U^{ \pm}\left(z, z_{0}\right)$, we extend them throughout the cavity:

$$
\begin{equation*}
\psi_{n m}^{( \pm)}(z, r)=U^{( \pm)}\left(z, z_{0}\right) \psi_{n m}^{( \pm)}\left(z_{0}, r\right) \tag{38}
\end{equation*}
$$

For any section $z$, functions (38) are represented in the form of (30), where the operators $\Lambda_{ \pm j}^{*}(z)$ are given by the columns of the matrix $W(z)$. The biorthogonality condition over the transverse coordinates (see (31)) also remains valid:

$$
\left\langle\psi_{n m}^{+}(z, r), \psi_{s t}^{-}(z, r)\right\rangle=\delta_{n s} \delta_{m t}
$$

(3) In view of the aforesaid, we finally obtain a set


Fig. 2. Transverse distribution of the relative intensity of the first transverse mode for waves propagating in the (a) positive and (b) negative $Z$ direction. In panel (a), the wave is stable in the active region of the cavity and, hence, throughout the cavity. In panel (b), the wave becomes locally unstable over the length between 3.7 and 4.3 cm . Since the counter wave (panel (a)) is stable throughout the cavity, the cavity is unilaterally (unidirectionally) stable (panel (b)).
of the cavity's eigenfunctions (that correspond to $k_{N n m}$ ):

$$
u_{n m}^{ \pm}(z, r)=\eta^{ \pm}(z) \exp \left( \pm i k_{N n m} \tau_{0}(z)\right) \psi_{n m}^{ \pm}(z, r)
$$

where the functions $\eta^{ \pm}(z)$ is defined in the same way as in (22).

If $T$ is nondiagonizable, the eigenfunctions corresponding to $k_{N n}$ are

$$
\begin{align*}
& u_{n}^{+}(z, r)=\eta^{+}(z) \exp \left(i k_{N n} \tau_{0}(z)\right) \psi_{0 n}^{+}(z, r)  \tag{39}\\
& u_{n}^{-}(z, r)=\eta^{-}(z) \exp \left(-i k_{N n} \tau_{0}(z)\right) \psi_{n 0}^{-}(z, r)
\end{align*}
$$

(4) Generally, the values of $k$ given by (36) and (37) are complex. Then, strictly speaking, a fixed sign of the imaginary part of the matrix $k H$, rather than $H$, should be taken as the condition that the solutions $u^{( \pm)}$are concentrated. Furthemore, the fact that $k$ is not real will affect the time dependence of the wave field: the harmonic component will be imposed on the exponential growth (if the field is enhanced) or decay (if the field is attenuated). For the growth (decay) not to be too fast, the imaginary part of $k$ (at sufficiently large $N$ ) must be much smaller than the real part. Then, the complexity of $k$ will have a minor effect on the concentration of the
solution (the imaginary parts of $H$ and $k H$ will have fixed sign simultaneously).

## CONCLUSIONS

Thus, we (i) represented higher modes of counterpropagating waves in terms of birth-death operators and established a relationship between the birth and death operators for these waves, (ii) established the biorthogonality of the mode sets for counterpropagating waves in terms of real scalar product, (iii) found the eigenvalues of the wavenumbers of ring optical cavities in terms of the eigenvalues of $A B C D$ matrices, and (iv) gave an example of a cavity that exhibits unilateral stability at the first transverse mode (Figs. 1, 2).
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#### Abstract

Diffraction of light by acoustic waves that are generated in the acoustooptic cells of piezoelectric transducers with complex geometry is studied. The diffraction by acoustic beams with triangular, quadrangular (rhombic), hexagonal, etc., cross sections, when the lengths of light-sound interaction in the cross-sectional area of the light beam are different, is considered in the plane wave approximation. The difference in the length of interaction affects the instrument function of acoustooptic devices and provides the suppression of the side lobes in their transmission function. The advantages of using cells with complex-geometry transducers in tunable acoustooptic filters that are incorporated into fiber-optic communication lines with wavelength-division multiplexing (WDM) are discussed. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Acoustooptic interaction in glasses and crystals is of both scientific and applied interest [1-5]. Diffraction of light by ultrasound attracts special attention, because light-ultrasound interaction is widely used for controlling optical beams. Acoustooptic modulators, deflectors, and filters, as well as optical data processing devices, have found a wide utility in optics and spectroscopy, laser physics and technology, and data transmission and processing systems [3-10].

An acoustooptic cell is a glass or crystalline unit where piezoelectric transducers generate acoustic waves [1, 2]. Usually, the transducers have the form of thin rectangular plates. The size of the light-sound interaction region in the cell depends on the transverse size of an acoustic column (beam). The cross section of an acoustic column is a rectangle of length $l$ and width $d$, both nearly coinciding with the sizes of a driving (converting) electrode. As a rule, the width $d$ of the column exceeds the light beam diameter to provide the maximal efficiency of diffraction over the cross section of the light beam, suppress edge effects, and decrease the divergence of ultrasound. As for the acoustic column length $l$, it is constant for all partial light rays within the cross section of the light beam in the light propagation direction [1-3].

If the ultrasound power is uniformly distributed over the transducer's aperture, the general directivity of acoustic energy is described by the function $z=\sin c^{2} \xi$ [4-6]. This function has a main lobe and symmetrically arranged side lobes with decreasing intensity. The side directivity of acoustic energy depends on the transducer length $l$. The transfer function of an acoustooptic cell, i.e., the dependence of the diffracted intensity $I_{\mathrm{d}}$ on the
angle of incidence $\theta$ and optical wavelength $\lambda$ (or ultrasonic frequency $f$ ), also has a main maximum and side maxima [4, 6-9].

If the diffraction efficiency is maximal, $I_{\mathrm{d}} / I_{\mathrm{i}}=1.0$, where $I_{\mathrm{i}}$ is the intensity of incident light, the optical energy in side lobes may be significant. For example, with $I_{\mathrm{d}} / I_{\mathrm{i}}=1.0$, the intensity escaped into side maxima with the numbers $\pm 1$ exceeds $10 \%$. The presence of side lobes in the transfer function is an obvious disadvantage of acoustooptic devices [7-10]. In acoustooptic signal-selecting filters used in fiber-optic communication lines, the presence of side maxima adversely affects the spectral characteristics of the device and rises the crosstalk level [10].

## CONTROL OF THE INSTRUMENT FUNCTION OF ACOUSTOOPTIC CELLS

To date, several ways of reducing the intensity of side lobes in the instrument function of acoustooptic cells have been devised [3-5]. Side lobes may be suppressed, i.e., by applying sectional transducers with apodization $[4,5,7]$. Transducers with unequal lengths of sections are also efficient in this respect [7]. However, such ways of controlling the transmission (instrument) function of acoustooptic cells appear to be very complex. A simpler approach is the use of piezoelectric transducers with driving electrodes having the shape of a rhombus, hexagon, trapezoid, ellipse, etc. in the cross section [8, 9]. In this work, side lobes are suppressed by using acoustooptic filter cells that have a nonuniform length of acoustooptic interaction over the cross section of the light beam [3-5]. If the acoustooptic interaction length $l$ is unequal for partial rays in an incident light beam, conditions for the side lobe appearance for each
of the rays will also differ. Therefore, the position of the side lobes of the cell instrument function relative to the main (central) lobe will depend on the length of interaction. Thus, the transmission function at the exit from such devices will have another shape compared with that in the case of a conventional rectangular electrode.

Unlike known examples of applying complexgeometry transducers in acoustooptic devices [4, 8, 9], we consider the case where the maximal length $l$ and width $d$ of the transducer are fixed. It is assumed that the shape of the driving electrode is varied within the sizes of a rectangular transducer. In practice, this restriction arises, i.e., when the length $l$ of a piezoelectric plate is limited by the size of an acoustooptic crystal, its optical homogeneity, or light absorption conditions and the width of the plate is limited by the light beam aperture (that is, $d \geq a$ ).

## INTENSITY OF DIFFRACTED LIGHT

In an acoustic cell with a rectangular transducer (Fig. 1a), the diffracted intensity varies with incident light intensity by the law

$$
\begin{equation*}
I_{\mathrm{d}}=I_{\mathrm{i}} \frac{q^{2}}{q^{2}+\eta^{2}} \sin ^{2}\left[\sqrt{q^{2}+\eta^{2}} \frac{l}{2}\right] \tag{1}
\end{equation*}
$$

where $\eta$ is the mismatch parameter and $q$ is the acoustooptic coupling coefficient, which depends on the elastic strain, photoelastic properties of the medium, optical wavelength, Bragg angle, acoustooptic figure of merit $M_{2}$, acoustic power $P$, and cross-sectional area $S=l d$ of an acoustic column [1-4].

With the phase matching condition satisfied, $\eta$ identically equals zero. It can be shown that the diffraction intensity in this case is given by

$$
\begin{equation*}
I_{\mathrm{d}}=I_{\mathrm{i}} \sin ^{2}\left[\frac{\pi l}{\lambda \cos \theta} \sqrt{\frac{M_{2} P}{2 S}}\right] \tag{2}
\end{equation*}
$$

(a)


Fig. 1. Acoustooptic cell and piezoelectric transducers with (a) rectangular and (b) other possible configurations of driving electrodes.

From (1) and (2), it follows that, if the control power $P=P_{0}$, where $P_{0}=0.5 S \lambda^{2} \cos ^{2} \theta / M_{2} l^{2}$, the diffracted light intensity is maximal. The product of the acoustooptic coupling coefficient and the length of interaction is $q l=\pi$ in this case. Clearly, the condition $q l=\pi$ is valid for all partial rays in the cross section of the optical beam shown in Fig. 1a, since the length of interaction for them is the same.

## DIFFRACTION EFFICIENCY FOR A NONUNIFORM LENGTH OF INTERACTION

When the cross section of an acoustic column generated by the piezoelectric transducer is other than rectangular, the diffraction pattern is different. Some of the driving electrode configurations in the transducers are shown in Fig. 1b (note once again that the maximal sizes of driving electrodes are limited by the sizes of a rectangular transducer). In experiments, we studied electrodes of different configurations; here, results on the diffraction efficiency are given for only triangular, rhombic, and hexagonal electrodes. These results are easy to generalize for transducers of more intricate shape, e.g., elliptic and Gaussian.

A piezoelectric transducer with a rhombic electrode is shown in Fig. 2a. Here, the length of acoustooptic interaction is seen to depend on the coordinate $x$ when the light beam is directed along the $y$ axis. If the driving electrode is of triangular shape (Fig. 2b), the interaction length is given by $l(x)=l_{0}-|x| \cot \alpha$, where $|x| \leq 0.5 d$. In this formula, the angle $\alpha$ defines the shape of the driving electrode. This formula is also valid for transducers in the form of a trapezoid, rhombus, hexagon, etc., which immediately follows from the symmetry of the problem considered. Thus, in view of (1), the diffracted intensity for each partial optical ray within the acoustic column aperture is given by

$$
\begin{equation*}
I_{\mathrm{d}}=I_{\mathrm{i}} \frac{q^{2}}{q^{2}+\eta^{2}} \sin ^{2}\left[\sqrt{q^{2}+\eta^{2}} \frac{l_{0}-|x| \cot \alpha}{2}\right] \tag{3}
\end{equation*}
$$

With the phase matching condition satisfied, relationship (3) yields the diffracted intensity for each partial ray in the light beam cross section. The diffraction resulting efficiency $\bar{I}_{\mathrm{d}}$ at the exit from the cell is the sum of the intensities of all diffracted rays in the light beam cross section of diameter $a=d$ :

$$
\begin{equation*}
\bar{I}_{\mathrm{d}}=\frac{1}{d} \int_{-d / 2}^{d / 2} I_{\mathrm{d}}(x) d x=\frac{2}{d} \int_{0}^{d / 2} I_{\mathrm{i}} \sin ^{2}\left[\frac{q}{2}\left(l_{0}-|x| \cot \alpha\right)\right] d x . \tag{4}
\end{equation*}
$$

As follows from (4), a cell with a nonuniform length of acoustooptic interaction basically cannot provide the maximal diffraction efficiency $\bar{I}_{\mathrm{d}}=1.0$. This is because, with the coupling factor $q$ fixed, the product $q l(x)$ equals $\pi$ only if $|x|=\left(l_{0}-\pi / q\right) \tan \alpha$. For all other
values of $x$, this product is other than $\pi$. Therefore, the total diffracted intensity is less than maximal.

Our study also supports the fundamental inference that the diffraction resulting efficiency $\bar{I}_{\mathrm{d}}$ depends on the driving electrode shape for a given ultrasound power $P$. As follows from (4), the diffraction efficiency is a function of the angle $\alpha$. Figure 3 shows a family of total diffracted intensity vs. normalized ultrasound power $\left(P / P_{0}\right)$ curves for various $\alpha$. The diffraction efficiency is maximal, $\bar{I}_{\mathrm{d}}=1.0$, only in the case of a rectangular electrode. As $\alpha$ decreases, so does the diffraction efficiency.

Figure 3 suggests that cells with nonrectangular transducers provide the maximal values of $\bar{I}_{\mathrm{d}}$ if the ultrasound power $P$ exceeds the power $P_{0}$ that is typical of acoustic waves generated by a rectangular transducer. Calculations show that a decrease in the angle $\alpha$ causes the acoustic power to grow compared with the conventional (rectangular) case. For example, at $\alpha=\alpha_{4}$ (Fig. 3, curve 4), the resulting intensity turns out to be smaller than unity: $\bar{I}_{\mathrm{d}}=0.85$. The control signal power in this case rises to $P=1.6 P_{0}$.

Thus, if the transducer in the cell is nonrectangular, the maximal diffraction efficiency somewhat drops, while the control acoustic power increases.

To conclude, it should be noted that the limits of integration in (5) may be changed if the light beam diameter is smaller than the transducer's width. Then, relationship (5) also applies to the analysis of diffraction efficiency in the case of transducers with pentagonal, hexagonal, etc., electrodes. If the driving electrode shape is such that the interaction length vs. coordinate is described by the elliptical, Gaussian, or any other dependence, appropriate substitutions in expression (4) make it possible to estimate the diffraction parameters in these cases too.

## DIFFRACTION EFFICIENCY UNDER THE PHASE MISMATCH CONDITION

The dependence of the diffracted intensity on the angle of incidence on ultrasound and ultrasound frequency (or optical wavelength) defines the form of the transfer function of an acoustooptic cell. The transfer function and the intensity of side lobes can be found by analyzing acoustooptic interaction when the phase matching condition is violated. Formula (3) yields the following expression for the total diffraction efficiency $\bar{I}_{\mathrm{d}}$ at the exit from an acoustooptic cell:

$$
\begin{gathered}
\bar{I}_{\mathrm{d}}=I_{\mathrm{i}} \frac{q^{2}}{2\left(q^{2}+\eta^{2}\right)} \\
\times\left\{1-\frac{\sin \left(l_{0} \sqrt{q^{2}+\eta^{2}}\right)-\sin \left[\left(l_{0}-d \cot \alpha\right) \sqrt{q^{2}+\eta^{2}}\right]}{d \cot \alpha \sqrt{q^{2}+\eta^{2}}}\right\} .
\end{gathered}
$$

Fig. 2. (a) Estimation of the effective interaction length for transducers with the rhombic shape of the electrode. (b) Pentagonal and triangular shapes of the electrode.


Fig. 3. Diffraction efficiency vs. normalized acoustic power. $\alpha=$ (1) $90^{\circ}$, (2) $75^{\circ}$, (3) $60^{\circ}$, and (4) $45^{\circ}$.

The diffraction efficiency vs. mismatch parameter for various powers and angles $\alpha$ is presented in Fig. 4. The calculations were performed for the maximal interaction length 1.0 cm . At small $\alpha$, the transmission function of an acoustooptic cell becomes smooth, i.e., does tion of an acoustooptic cell becomes smooth, i.e., does
not exhibit oscillations. Side lobes smooth out to the greatest extent, minimizing the possibility of signal escape through one of the side lobes of the instrument function.



Fig. 4. Diffraction efficiency vs. mismatch parameter for transducers with different configurations. (1) $\alpha=90^{\circ}, P=$ $P_{0}$; (2) $\alpha=75^{\circ}, P=1.3 P_{0}$; (3) $\alpha=60^{\circ}, P=1.4 P_{0}$; and (4) $\alpha=45^{\circ}, P=1.5 P_{0}$.

Earlier, it was shown [9] that the smoothing out of side lobes is coincident with the broadening of the main lobe by a factor of no more than 1.5-2.0 compared with the case of a rectangular transducer. This is also true for electrodes whose shape is described by a Gaussian, sinusoidal, or step function.

As follows from Fig. 4, a change in the driving electrode shape suppresses noticeably the side lobes of the transfer function of a cell. With the electrode shape properly selected, the intensity of each of the side lobes may be halved compared with that for a rectangular transducer. Side lobes may be suppressed still further if no restrictions are imposed on the electrode maximal dimensions. To this end, one should decrease the width $d$ of the piezoelectric transducer keeping the piezoelectric plate length $l_{0}$ fixed or, conversely, increase the length of the plate for a given width $d[8,9]$.

## CROSSTALK SUPPRESSION AT THE EXIT FROM FILTERS

Tunable optical filters intended for the spectral interval $\Delta \lambda=1532-1565 \mathrm{~nm}$ are promising acoustooptic devices for WDM fiber-optic communication lines [10]. The wavelength spacing $\delta \lambda$ between neighboring channels and the total number of channels $N=\Delta \lambda / \delta \lambda$ in a fiber-optic communication line depend on the crosstalk level at the exit from an acoustooptic device. It is known that the crosstalk level in communication lines must not exceed -20 dB . This means that, if $\eta=0$ and an acoustooptic filter is tuned to transmit radiation with a wavelength $\lambda_{0}$ through one of the channels, the stray transmission of the filter at a wavelength $\lambda_{1}=\lambda_{0} \pm$ $\delta \lambda$ must be less than $1 \%$; that is, $I_{\mathrm{d}} / I_{\mathrm{i}} \leq 0.01$ [10].

For an acoustooptic filter incorporated into a WDM communication line, it is important that the spectrum of light incident on the device be discrete, since all optical signals in the fiber are monochromatic. Therefore, the
crosstalk level at the exit from the filter does not directly depend on the width of its passband: it is defined by a value of the transmission function at the wavelength of the neighboring channel. For the transducer with the rectangular electrode length $l=1.0 \mathrm{~cm}$, calculations by formula (1) yield a diffraction efficiency $I_{\mathrm{d}} / I_{\mathrm{i}} \leq 0.01$ at a mismatch parameter $|\eta| \geq 35 \mathrm{~cm}^{-1}$. If the driving electrode of the transducer has the shape of a triangle, rhombus, or hexagon, then, as follows from formula (6), a filter with $l_{0}=1.0 \mathrm{~cm}$ has a transmission coefficient of less than $1 \%$ at a mismatch parameter $\eta \geq$ $20 \mathrm{~cm}^{-1}$. Thus, for the same stray signal level ( $1 \%$ ), the mismatch parameter in the filter with the complexshape electrode is roughly half as large as in the device with the rectangular transducer because oscillations in the spectral characteristic are absent.

It is known that the mismatch due to acoustooptic interaction equals the optical wavelength difference $\delta \lambda=\lambda_{0}-\lambda_{1}[3,4]$. Therefore, the less the spectral spacing $\delta \lambda$ between neighboring channels, the lower the mismatch. Thus, the use of complex-shape transducers in the filters makes it possible to decrease the spectral spacing of optical carriers and, thereby, raise the total number of signals in fiber-optic communication lines. Therefore, the performance of acoustooptic filters with complex-shape transducers is superior to that of conventional filters with rectangular transducers.

## CONCLUSIONS

In this work, we studied acoustooptic cells with nonrectangular electrodes of piezoelectric transducers. The use of complex-geometry transducers allows one to suppress side lobes in the transmission function of the cells. Accordingly, the crosstalk level at the exit from acoustooptic filters incorporated into WDM fiberoptic communication lines may be substantially reduced compared with filters using transducers of conventional rectangular geometry.

The improvement of the device performance by using complex-geometry transducers is attendant with the broadening of the passband and a decrease in the diffracted intensity. However, the inevitable degradation of these parameters is insignificant and virtually does not affect filtration parameters in WDM fiberoptic communication lines. Therefore, the way of improving the acoustooptic device performance that is presented in this work may be applied in fiber-optic technology owing to its simplicity and versatility.

## REFERENCES

1. V. I. Balakshy, V. N. Parygin, and L. E. Chirkov, Physical Principles of Acousto-Optics (Radio i Svyaz', Moscow, 1985).
2. A. Korpel, Acousto-Optics (Marcel Dekker, New York, 1988; Mir, Moscow, 1993).
3. J. Xu and R. Stroud, Acousto-Optic Devices (Wiley, New York, 1992).
4. A. Goutzoulis and D. Pape, Design and Fabrication of Acousto-Optic Devices (Marcel Dekker, New York, 1994).
5. J. W. Goodman, Introduction to Fourier Optics (McGraw-Hill, New York, 1968; Mir, Moscow, 1970).
6. I. C. Chang, Proc. SPIE 90, 12 (1976).
7. V. N. Parygin, A. V. Vershoubsky, and E. Yu. Filatova, Zh. Tekh. Fiz. 71 (9), 73 (2000) [Tech. Phys. 45, 1045 (2000)].
8. L. Bademian, Opt. Eng. 25, 303 (1986).
9. D. Pape, P. Wasilouski, and M. Krainak, Proc. SPIE 789, 116 (1987).
10. J. Sapriel, D. Charissoux, V. Voloshinov, and V. Molchanov, J. Lightwave Technol. 20, 892 (2002).

Translated by V. Isaakyan

# Elastically Deformed Thin-Walled Solar Energy Concentrators 

Yu. P. Rylov<br>Research Institute of Electromechanics, Istra, Moscow oblast, 143500 Russia<br>e-mail: rprom@istra.net.ru

Received November 5, 2002; in final form, May 16, 2003


#### Abstract

The cheapening of solar energy reception and concentration is of primary importance for its effective use. Conventional preformed parabolic reflectors are too bulky and heavy for the shape of their surface to be maintained by load-bearing frameworks. The fabrication of elastically deformed thin-film or thin-sheet reflectors is considered in terms of the classical elasticity theory. It is shown that the solar energy concentration ratio achievable in receivers made by this technology is comparable to that in present-day collectors used in solar power plants; however, collectors made by the new technology may be much cheaper. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The startup of nine high-power (from 30 to 80 MW) solar electric generating systems (SEGSs) in the last decade in California has stimulated interest in solar power. The cost of SEGS-generated energy has approached that of energy from thermal stations. However, high capital costs, up to $50 \%$ of which are spent on solar energy concentrators and receivers, still do not allow SEGSs to compete with nuclear and thermal stations on nonrenewable fuels, although the latter are a certain environmental hazard. Below, we invoke the theory of elasticity [1] to analyze elastically deformed thin-film (thin-sheet) solar concentrators, which are cheaper and less material-consuming.

## STATEMENT OF THE PROBLEM

The surfaces of solar concentrators are currently composed of rigid parabolic metallic or glass fragments [2-4]. At the same time, near-parabolic or near-cylindrical surfaces may also be produced by deforming thin films or sheets. This work is aimed at estimating (i) the deviation of the reflecting surface of elastically deformed sheets or metallic films from the ideal parabolic or cylindrical shape and (ii) a related change in the solar energy concentration ratio in the reflectorreceiver system.

## ELASTICALLY DEFORMED PARABOLIC CONCENTRATORS

Let us consider three ways of thin-sheet deformation that give a shape approaching the shape of the standard parabolic concentrators most closely: (i) a sheet is fixed at one end and loaded by uniformly distributed transverse moments with a linear density $M_{z}$ at the other end, (ii) a sheet is fixed at one end and loaded by uniformly distributed transverse forces with a density $K_{y}$,
and (iii) a sheet is hinged at both ends and longitudinally loaded by forces with a density $K_{x}$ that deform the plane shape of the sheet. Let the sheet be fixed along the $z$ axis, the neutral line of the undistorted sheet be aligned with the $x$ axis, and bending occur along the $y$ axis. Then, according to [1], the respective differential equations for the line of bend for the three variants of deformation will have the form

$$
\begin{align*}
& \frac{D}{a} \frac{d^{2} y}{d x^{2}}-M_{z}=0  \tag{1}\\
& \frac{D}{a} \frac{d^{3} y}{d x^{3}}-K_{y}=0 \tag{2}
\end{align*}
$$

$$
\begin{equation*}
\frac{D}{a} \frac{d^{4} y}{d x^{4}}-K_{x} \frac{d^{2} y}{d x^{2}}=0 \tag{3}
\end{equation*}
$$

where $D=E h^{3} a / 12\left(1-\mu^{2}\right)$ is the cylindrical stiffness of the sheet, $h$ is the sheet thickness along the $y$ axis, $a$ is the size of the sheet in the $z$ direction, $\mu$ is the Poisson's ratio, and $E$ is the Young's modulus of the sheet.

The solution of Eq. (1) yields

$$
\begin{equation*}
y=\frac{M_{z} a x^{2}}{2 D}=\frac{x^{2}}{2 p_{1}} . \tag{4}
\end{equation*}
$$

This is a canonical equation of parabola $y_{p}=x_{p}^{2} / 2 p$ in the coordinates $\left(x_{p}, y_{p}\right)$ with the parabolic vertex at the origin ( $p=p_{1}=D / M_{z} a$ is the focal parameter). Solving Eq. (2) yields

$$
\begin{equation*}
y=\frac{x^{2}}{2 p_{2}}\left(1-\frac{1}{3} \frac{x}{l}\right), \tag{5}
\end{equation*}
$$

where $p_{2}=D / K_{y} a l$ and $l$ is the sheet length along the $x$ axis.

At small $x$, line of bend (5) closely approximates a parabola. To retain the parabolic shape, one may decrease the sheet thickness $h=f(x)$ as $x$ grows. Solving Eq. (3), we find that the line of bend after the initial shape of the sheet has lost stability at $K_{x} \geq \pi^{2} D / a l^{2}$ is described by

$$
\begin{equation*}
y=A \sin k x, \tag{6}
\end{equation*}
$$

with $k=\sqrt{K_{x} a / D}(k l=\pi)$.
If the origin of the coordinate system $(x, y)$ is transferred from the hinge to the center of the sheet, Eq. (6) in the new coordinate system $\left(x_{1}, y_{1}\right)$, where $k x_{1}=\pi / 2-$ $k x$ and $y_{1}=A-y$, takes the form

$$
\begin{equation*}
y_{1}=A\left(1-\cos k x_{1}\right) \approx A\left[\frac{\left(k x_{1}\right)^{2}}{2}-\frac{\left(k x_{1}\right)^{4}}{4}+\ldots\right] . \tag{7}
\end{equation*}
$$

From (7), it follows that the line of bend closely approximates a parabola when $k x_{1}$ is small.

Equations (1)-(3) describe a small bend of the sheet; i.e., they are applicable when the bend $y$ is much smaller than the sheet length: $y / l \ll 1$. In parabolic trough concentrators, the ratio of the focal length $p / 2 \approx$ $y$, which describes the "depth" of a parabola, to the length $l$ of the sheet usually equals or exceeds 0.25 . Therefore, a fill-scale concentrator may be composed of fragments that are weakly bent sheets having the same radii of curvature as the parabolic segments being implanted. As is known, the radius of curvature $R_{i}$ of an $i$ th parabolic segment related to the focal parameter $p$ of this parabola, at a point with the coordinate $y_{p i}$ also related to the focal parameter $p, y_{0 i}=y_{p i} / p$, is given by

$$
\begin{equation*}
R_{0 i}=\frac{R_{i}}{p}=\left(1+2 y_{0 i}\right)^{\frac{3}{2}}=\sin ^{-3} u_{0 i}, \tag{8}
\end{equation*}
$$

where $u_{0 i}$ is the angle between the tangent to the parabola at the point $y_{0 i}$ and the parabola axis (the $y_{p}$ axis).

If the origin is coincident with the point $\left(x_{p i}, y_{p i}\right)$ and the $x$ axis is directed along the tangent to the parabola at this point, the tangent angle is given by

$$
\begin{gather*}
\Delta u_{i}=u_{0 i}-u_{\mathrm{e} i} \\
=\arcsin \left(1+2 y_{0 i}\right)^{-1 / 2}-\arcsin \left(1+2 y_{\mathrm{e} i}\right)^{-1 / 2}  \tag{9}\\
\approx 1 / 2\left(y_{\mathrm{e} i}-y_{0 i}\right)+\left(y_{\mathrm{e} i}^{2}-y_{0 i}^{2}\right)+\ldots,
\end{gather*}
$$

where $u_{0 i}$ is defined above and $u_{\mathrm{e} i}$ is the angle between the tangent at the end of the segment and the $y_{p}$ axis. Accordingly, the tangent angles for the first, $\varphi_{1}$ (Eq. (4)), and second, $\varphi_{2}$ (Eq. (5)), variants of loading, as well as the associated radii of curvature $R_{1}$ and $R_{2}$, are expressed as

$$
\begin{equation*}
\varphi_{1}=\frac{d y}{d x}=\frac{x}{p_{1}}, \quad \frac{p_{1}}{R_{1}}=\frac{d^{2} y}{d x^{2}}=1, \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
\varphi_{2}=\frac{d y}{d x}=\frac{x}{p_{2}}\left(1-\frac{x}{2 l}\right), \quad \frac{p_{2}}{R_{2}}=\frac{d^{2} y}{d x^{2}}=1-\frac{x}{l} \tag{11}
\end{equation*}
$$

From Eqs. (8)-(11), it follows that, if the radii of curvature and the focal parameters of the parabola and sheets equal each other at the point $\left(x_{p i}, y_{p i}\right)\left(R_{i}=R_{1}=\right.$ $R_{2}, p=p_{1}=p_{2}$ ), the radius of curvature $R_{1}$ of the sheet loaded by the moments $M_{z}$ (see (10)) will be smaller than the radius of curvature $R_{i}$ of the parabola (see (8)) at the end of this segment. At the same time, the radius of curvature $R_{2}$ of the sheet loaded by the forces $K_{y}$ (see (11)) will be greater than $R_{i}$, with the end portion of the sheet being straight (unbent). Accordingly, the angle of inclination $\varphi_{1}$ to the abscissa axis at the end of the moment-loaded sheet will be greater than the angle $\Delta u_{i}$ of the parabola, while the angle $\varphi_{2}$ for the force-loaded sheet will be smaller than $\Delta u_{i}$. The lines of bend for the sheets implanted by the first (curve 1 ) and second (curve 2) variants of loading, as well as the $i$ th segment of the parabola (curve 3), are schematically shown in Fig. 1.

According to the position of the sheet implanted and the parabolic segment, one may try various combinations of loading in order to bring the sheet shape as close to the truly parabolic one as possible. For example, near the vertex of a parabola with the focal parameter $p$, sheets of length $l$ should be loaded by moments $M_{z}$ in view of (4), (8), and (10):

$$
\begin{equation*}
\varphi_{1}=\frac{l}{p_{1}}=\frac{M_{z} a \sqrt{\Delta x_{0 i}^{2}+\Delta y_{0 i}^{2}}}{D} \tag{12}
\end{equation*}
$$

where $\Delta x_{0 i}=x_{0 i+1}-x_{0 i}, \Delta y_{0 i}=y_{0 i+1}-y_{0 i}$, and $p_{1}=$ $R_{i+1}=p\left(1+2 y_{0 i+1}\right)^{3 / 2}$.

The shape of fragments that are farther from the vertex will approach the line of bend for the sheet loaded by forces $K_{y}$, according to (5), (8), and (11). For these fragments, an equation similar to (12) will be valid. The


Fig. 1. Bend of plane sheets fixed at one end and loaded by (1) distributed moments of forces and (2) transverse forces at the other end versus (3) parabolic segment.
shorter the sheet, the smaller the deviation from the parabolic shape.

## FILM EVACUATED CYLINDRICAL CONCENTRATORS

In the previous section, the sheet was deformed by pure bending, and tensile or compressive deformations were absent: one or both ends of the sheet either were free or freely rested on a support. The potential energy of a deformed element of the sheet was the energy absorbed in bending, and the energy of tension could be neglected. Now we will consider the other extreme case, where the potential energy of bending is small compared with the potential energy of tension. This is the case of film evacuated ferroconcrete concentrators.

Let a rectangular film be fixed between two rectilinear parallel supports and let its surfaces experience a gas pressure difference $\Delta p$. We assume that the $z$ and $x$ axes of the Cartesian coordinate system $(x, y, z)$ with the origin middled between the rectilinear supports are directed, respectively, parallel and normally to them. Let the load in the $z$-axis direction be absent. Then, in the direction normal to the $z$ axis, balance equations for a film element of length $d l$ and width $a$ will be similar to those for torsion fiber [1]:

$$
\begin{align*}
\frac{d \mathbf{F}}{d l} & =-\Delta \mathbf{p} a  \tag{13}\\
\frac{d \mathbf{M}}{d l} & =[\mathbf{F} \times \mathbf{t}] \tag{14}
\end{align*}
$$

where $d \mathbf{F}$ and $d \mathbf{M}$ are the increments of the force and moment of forces due to internal stresses in a section $a h$ at a distance $d l$ and $\mathbf{t}$ is the unit vector in the direction to $d l$.

It should be noted that the statement of the problem is free of prior conditions, e.g., that the film between the supports is under tension or, conversely, has overlaps uniformly distributed along the $x$ axis.

Let the moment of forces throughout the film and on the supports be absent: $\mathbf{M}=0$. Then, the vector $\mathbf{t}$ is parallel to the vector $\mathbf{F}$ (see (14)) and they lie in the plane (xy). Taking into account that the gas pressure vector $\Delta \mathbf{p}$ is always perpendicular to the film surface and, hence, the vector $\mathbf{t}$ and that the tension $\mathbf{F}$ is constant throughout the film length, we find from (13) relationships for the projections of the vectors:

$$
\frac{d}{d l}\left(\mathbf{F} \frac{d x}{d l}\right)=\Delta \mathbf{p} a \frac{d y}{d l}, \quad \frac{d}{d l}\left(\mathbf{F} \frac{d y}{d l}\right)=\Delta \mathbf{p} a \frac{d x}{d l}
$$

hence, it follows that

$$
\begin{equation*}
F \frac{d x}{d l}=\Delta p a y+C_{1}, \quad F \frac{d y}{d l}=\Delta p a x+C_{2} \tag{15}
\end{equation*}
$$

Squaring expressions (15) and summing the results, we obtain

$$
\begin{equation*}
\frac{F^{2}}{\Delta p^{2} a^{2}}=(x+d)^{2}+(y+b)^{2}=R^{2} \tag{16}
\end{equation*}
$$

where $d=C_{2} / \Delta p a$ and $b=C_{1} / \Delta p a$.
The constants of integration $C_{1}$ and $C_{2}$ are found as follows. Since the film is uniformly loaded by the gas pressure and the supports are arranged symmetrically about the plane $(y z)$, the deformation of the film may be assumed to be symmetric about this plane. Then, the derivative $d y / d l$ or the slope of the deformation line changes sign on the $z$ axis at $x=0$ and $y=0$; that is, $d y / d l=0$ and $d x / d l=1$. Therefore, $C_{1}=F$ and $C_{2}=0$ in expressions (15).

Let the film have overlaps; i.e., let its initial length $l$ be greater than the spacing $L$ between the supports. Then, designating the central angle in the plane (xy) as $\varphi_{0}$ and assuming that this angle is measured from the $y$ axis toward the radius vector $R$ drawn from the center of the arc to the support, we can find a relationship between the parameters that follows from the Hooke law and the geometry of deformation lines (see (16)):

$$
\begin{gather*}
F=R a \Delta p, \quad \sigma=\frac{F}{h a}, \quad R=\frac{l}{2 \varphi_{0}}\left(1+\frac{\sigma}{E}\right) \\
\frac{\sin \varphi_{0}}{\varphi_{0}}=\frac{L}{l\left(1+\frac{\sigma}{E}\right)} \approx 1-\frac{\varphi_{0}^{2}}{3!}+\frac{\varphi_{0}^{4}}{5!}-\ldots \tag{17}
\end{gather*}
$$

where $h$ is the thickness of the film.
In this special case of deformation, the film is unstressed in the $z$ direction. If an initial stress $\sigma_{0 z}$ in the $z$ direction is present and also if the gas pressure $\Delta p$ generates an additional stress $\sigma_{z}$, the term $\sigma / E$ in (17) should be replaced by the term $\left(\sigma-\mu\left(\sigma_{0 z}+\sigma_{z}\right)\right) / E$, which takes into account tensile strains in two axes. In this case, the shape of the film is defined by the superposition of two deformations: in the plane (xy) (see (17)) and in the plane ( $y z$ ). In the latter plane, the parameters are related by expressions similar to (17):

$$
\begin{gather*}
F_{z}=R_{2} l \Delta p, \quad \sigma_{2}=\frac{F_{z}}{h l}, \quad R_{z}=\frac{a}{2 \beta_{0}}\left(1+\frac{\sigma_{z}-\mu \sigma}{E}\right) \\
\frac{\beta_{0}}{\sin \beta_{0}}=1+\frac{\sigma_{z}-\mu \sigma}{E} \tag{18}
\end{gather*}
$$

where $\beta_{0}$ is the angle between the $y$ axis and radius vector $R_{z}$ in the plane $(y z)$ and $F_{z}$ is the $z$ component of the tension due to the gas pressure $\Delta p$.

The first equations in (17) and (18) are consistent with the Laplace law, which defines capillary pressure as the superposition of pressures along the principal radii of curvature in orthogonal planes.

The reflecting surface of evacuated parabolic or cylindrical trough concentrators may be made of a metallic film, foil, metallic ribbon, or their combinations. In parabolic concentrators, the reflecting surface is composed of a parabolic lattice framework. The radius of curvature of film (ribbon) segments between straight rigid legs placed along the trough axis is kept constant and given by (16). The leg spacing depends on an allowable angular deviation of the segment at the legs. For an $i$ th parabolic segment, this deviation equals the angle between the tangents to the parabola and to the arc at the $(i+1)$ th leg:

$$
\begin{gather*}
\delta_{i+1}=\arcsin 0.5\left(\Delta x_{0 i}^{2}+\Delta y_{0 i}^{2}\right)^{\frac{1}{2}} \\
-\arcsin \left(1+2 y_{0 i+1}\right)^{-\frac{1}{2}}+\arctan \frac{\Delta x_{0 i}}{\Delta y_{0 i}} . \tag{19}
\end{gather*}
$$

Here, it is assumed that $M=0$ at the legs. For a metallic ribbon, $M>0$ at intermediate legs; therefore, the deviation calculated by (19) will be somewhat overestimated.

Under service conditions, the pressure difference $\Delta p$ may be very small ( $\Delta p \approx 1.5 \mathrm{kPa}$ ), which provides the stability of the film shape at a most plausible flow velocity $\mathrm{v}=8 \mathrm{~m} / \mathrm{s}$, which generates an extra pressure $\Delta p_{1}=40 \mathrm{~Pa}$. The reflecting surface must be covered by a protective metal oxide (like $\mathrm{Al}_{2} \mathrm{O}_{3}$ ) or polymer (mylar or kapton) coating, which also may act as a sealer in structures with metal ribbons or sheets.

## CONCENTRATOR DESIGN AND TECHNOLOGY

Structurally, an elastically deformed parabolic trough concentrator is a metal frame on which sheets or ribbons covered by a reflecting coating are mounted. The frame is assembled of arched ribs to which straight stringers are fastened. The coordinates of the stringers coincide with those of some points located on a given parabola with a focal parameter $p$. The film-bearing surfaces of the stringers and the tangents to the parabola at these points lie in the same planes. One end of the sheet or ribbon is rigidly fixed on the bearing surface of each of the stringers, while the other end is mounted with a slide fit on the neighboring stringer. The stringer spacing is equal to the width of the ribbon: $l=(0.1-$ $0.2) p$. A correcting stringer may be placed between bearing stringers at a distance $x_{0}=(0.6-0.8) l$ from the fixed end, where the deviation $\Delta$ of the deformed sheet from the parabolic shape is the greatest: $\Delta=(0.5-1.0) \times$ $10^{-3} p$. The angular inaccuracy in the area of greatest deviation is no higher than several angular minutes, and the angular inaccuracy averaged over the entire surface between stringers is $\delta \approx 2^{\prime}$. The analysis of the elastic line of the sheet and its deviation from the parabolic shape is described below.

An evacuated cylindrical trough film concentrator is a hermetically sealed arched cavity. On the inside, it is bounded by the reflecting surface of the film rested on straight stringers; on the outside, by the U-shaped rigid metallic surface mounted on the stringers and ribs. The shape of the reflecting surface of the metallic film depends on the gas pressure and the arrangement of supports along the circumference. The pseudofocal length of the cylindrical reflector is kept constant by controlling the gas pressure inside and outside the cavity with a focus position sensor [5].

Let us perform comparative analysis of these two designs. The parabolic concentrator used in the SEGSVIII has the focal parameter $p=3 \mathrm{~m}$ and is made of 3-mm-thick self-supported square glass mirrors of side $a=0.5 p$. The width and length of the concentrator accommodate four and six to seven mirrors, respectively. An equivalent concentrator can be made of elastically deformed metallic (aluminum alloy or steel) ribbons 0.1 mm (or more) thick, ( $0.1-0.2$ ) $p$ wide, and as long as the concentrator module. With such a geometry, the number of reflecting elements is the same as in the previous example by order of magnitude. However, the weight of the reflecting surface of the thin-walled concentrator is one order of magnitude lower. Because of this, the frame of the bearing pivoted system may be made much lighter than that of the system with selfsupported mirrors. Under rotation, gas-dynamic loads introduce nearly the same optical errors as the weight of $3-\mathrm{mm}$-thick corner-anchored glass mirrors [2].

## CALCULATION

The shape of the elastic line of a sheet implanted into an $i$ th segment of the parabolic surface is found by jointly solving two equations. The former, which is the sum of Eqs. (4) and (5),

$$
y_{i}=\frac{x_{i}^{2}}{2 p_{1}}+\frac{x_{i}^{2}}{2 p_{2}}\left(1-\frac{1}{3} \frac{x_{i}}{l_{i}}\right)
$$

determines the coordinates of the elastic line under the simultaneous action of the moment $M_{z}$ and force $K_{y}$. The latter allows one to find the angles of rotation of sheet sections and is the sum of Eqs. (10) and (11):

$$
\begin{equation*}
\varphi_{i}=\frac{x_{i}}{p_{1}}+\frac{x_{i}}{p_{2}}\left(1-\frac{x_{i}}{2 l_{i}}\right) \tag{20}
\end{equation*}
$$

Designating the final displacement (at $x_{i}=l_{i}$ ) of points on the sheet as $\Delta y_{i}=y_{i} / l_{i}$ and the final angle of rotation of a section as $\varphi_{i}=\Delta u_{i}$, we eliminate $p_{1}$ and $p_{2}$ to obtain

$$
\begin{gather*}
y_{i}=\frac{a_{i}}{l_{i}} x_{i}^{2}-\frac{b_{i}}{l_{i}^{2}} x_{i}^{3} \\
\varphi_{i}=\frac{2 a_{i}}{l_{i}} x_{i}^{2}-\frac{3 b_{i}}{l_{i}^{2}} x_{i}^{2} \tag{21}
\end{gather*}
$$

where

$$
a_{i}=3 \Delta y_{i}-\Delta u_{i}, \quad b_{i}=2 \Delta y_{i}-\Delta u_{i}
$$

Here,

$$
\begin{align*}
p_{1} & =l_{i}^{2} /\left(4 \Delta u_{i} l_{i}-6 \Delta y_{i}\right)  \tag{22}\\
p_{2} & =l_{i}^{2} /\left(12 \Delta y_{i}-6 \Delta u_{i} l_{i}\right)
\end{align*}
$$

Equating the final displacement of points to the difference in the ordinates and the final angle of rotation of the section, to the angle between the tangents drawn at the beginning and end of the $i$ th parabolic segment, we come to equations for coefficients (21):

$$
\begin{gathered}
\Delta y_{i}=-\left(x_{p \mathrm{e} i}-x_{p 0 i}\right) \cos u_{0 i}+\frac{1}{2}\left(x_{p \mathrm{e} i}^{2}-x_{p 0 i}^{2}\right) \sin u_{0 i} \\
\Delta u_{i}=u_{0 i}-u_{\mathrm{e} i}
\end{gathered}
$$

where $x_{p 0 i}$ and $x_{p e i}$ are the abscissas of the beginning and end of the $i$ th parabolic segment to be replaced in the coordinate system $\left(x_{p}, y_{p}\right)$ of a parabola with the vertex coinciding with the origin and $u_{0 i}$ and $u_{\mathrm{e} i}$ are the angles the tangents at the beginning and end of the $i$ th segment make with the coordinate axis.

Moments and forces that must be applied to the end of the sheet in accordance with Eqs. (4) and (5) and the parameters $p_{1}$ and $p_{2}$ in (22) are given by

$$
\begin{aligned}
& M_{z}=\frac{D}{p_{1} a}=\frac{2 D}{l_{i}^{2} a}\left(2 \Delta u_{i} l_{i}-3 \Delta y_{i}\right) \\
& K_{y}=\frac{D}{p_{2} a l_{i}}=\frac{6 D}{l_{i}^{3} a}\left(2 \Delta y_{i}-\Delta u_{i} l_{i}\right)
\end{aligned}
$$

The deviation of the line of bend from the $i$ th parabolic segment can be found by expressing the coordinates of the $i$ th segment in the coordinate system of the sheet and determining the difference in the coordinates of these curves and associated tangent angles in the two coordinate systems. In the coordinate system of the sheet, the coordinates $x_{p}, y_{p}$ of the parabola have the form

$$
\begin{aligned}
& x_{p i}=\left(x_{p}-x_{p 0 i}\right) \sin u_{0 i}+\left(x_{p}^{2}-x_{p 0 i}^{2}\right) \frac{\cos u_{0 i}}{2 p} \\
& y_{p i}=-\left(x_{p}-x_{p 0 i}\right) \cos u_{0 i}+\left(x_{p}^{2}-x_{p 0 i}^{2}\right) \frac{\sin u_{0 i}}{2 p}
\end{aligned}
$$

Hence, the deviation of the line of bend of the sheet from the parabolic segment and the angular deviations of the tangents to them are

$$
\begin{gathered}
\delta x=x_{p i}-x_{i}, \quad \delta y=y_{p i}-y_{i} \\
\delta \varphi=u_{i}-\varphi_{i}
\end{gathered}
$$

Analytically, a relationship between the coordinates is hard to establish; therefore, this problem is more easily and vividly solved graphically.

## SOLAR ENERGY CONCENTRATION RATIO

Solar energy concentration in the receiver is a most important property of a solar concentrator. It is estimated by the mean concentration ratio $C$, which equals the ratio of the total sunshine power incident on the concentrator surface to the power received by the focal area of the receiver. In other terms, it is equal to the ratio between the exposed surface area $S_{0}$ of a concentrator and the focal surface area $S_{1}$ of the receiver times the reflection coefficient $\eta_{\mathrm{r}}: C=\eta_{\mathrm{r}} S_{0} / S_{1}$.

Taking into account that real surfaces of reflectors locally depart from perfect geometrical (parabolic or cylindrical) surfaces by an angle $\delta$, one should add $2 \delta$ to the maximal angle of divergence (nonparallelism) of the solar radiation reflected, i.e., to the solid semi-angle of the $\operatorname{Sun} \alpha_{0}$, as follows from the laws of geometrical optics. Then, at the normal incidence of solar radiation on the exposed surface of a parabolic trough concentrator with an aperture $\Theta_{0}$ and focal parameter $p$, the mean concentration ratio is given by

$$
\begin{equation*}
C_{n}=\eta_{\mathrm{r}} \frac{S_{0}}{S_{1}}=\eta_{\mathrm{r}} \frac{\sin \Theta_{0} \cos \Theta_{0}}{\frac{\alpha_{0}}{2}+2 \delta}=\eta_{\mathrm{r}} \frac{\sin 2 \Theta_{0}}{\alpha_{0}+4 \delta} \tag{23}
\end{equation*}
$$

for a plane receiver (like a photoelectric transducer) or

$$
\begin{align*}
C_{r}= & \eta_{\mathrm{r}} \frac{S_{0}}{S_{1}}=\eta_{\mathrm{r}} \frac{\sin \Theta_{0}}{\left(\frac{\alpha_{0}}{2}+2 \delta\right)\left(\frac{\pi}{2}+\Theta_{0}\right)}  \tag{24}\\
& =\eta_{\mathrm{r}} \frac{4 \sin \Theta_{0}}{\left(\alpha_{0}+4 \delta\right)\left(\pi+2 \Theta_{0}\right)}
\end{align*}
$$

for a cylindrical receiver (like a heat exchanger tube).
Figure 2 shows dependences (23) and (24) for $a_{0}=$ $32^{\prime}$ and various $\delta$.

Based on the conclusions drawn in $[6,7]$ for spherical concentrators, one may show that the mean concentration ratio in the focal plane $R / 2$ of a cylindrical trough concentrator, where $R$ is the radius of the cylinder, is given by

$$
\begin{equation*}
C_{n c}=\eta_{\mathrm{r}} \frac{\sin \varphi_{m}}{\tan \left(2 \varphi_{m}+\frac{\alpha_{0}}{2}\right)\left(\cos \varphi_{m}-\frac{1}{2}\right)-\sin \varphi_{m}} \tag{25}
\end{equation*}
$$

where $\varphi_{m} \approx \Theta_{0} / 2+\Theta_{0}^{3} / 16$ is the central angle of the cylinder.

Function (25) is shown in Fig. 2 (curve 6). It is seen that $C_{n c} \ll C_{n}$. The concentration ratio of a cylindrical reflector can be raised if the plane of reception is shifted


Fig. 2. Mean concentration ratios for ( $1-4$ ) thin-walled parabolic trough concentrators and (5-7) film cylindrical trough concentrators. (1) $\delta=0$, plane receiver; (2) $\delta=2$ ', plane receiver; (3) $\delta=0$, cylindrical receiver; (4) $\delta=2^{\prime}$, cylindrical receiver; (5) the plane of reception at a distance of $R / 2-\Delta l$; (6) the focal plane at a distance of $R / 2$; and (7) receiver with contrareflectors.
from the plane $R / 2$ toward the reflector by a distance [6-8]

$$
\Delta l=0.45 \frac{R}{2}\left(\frac{\Theta_{0}}{2}+\frac{1}{16} \Theta_{0}^{3}\right)^{2} .
$$

In this case, the concentration ratio increases to

$$
\begin{equation*}
C_{n w}=\eta_{\mathrm{r}} \frac{\sin 2 \Theta_{0}}{\alpha_{0}+\frac{1}{16} \Theta_{0}^{3}} . \tag{26}
\end{equation*}
$$

Dependence (26) is shown in Fig. 2 (curve 5). The maximal value of $C_{n w}$ is higher than $C_{n e}, C_{n w} \approx 1,2 C_{n e}$, but smaller than the concentration ratio for parabolic reflectors (Fig. 2; curves 1, 2). The concentration ratio of parabolic reflectors can be reached if V-shaped contrareflectors [5] with a reflection coefficient $\eta_{\mathrm{r}}^{\prime}$ are installed on the receiver. Then, the concentration ratio is expressed as

$$
\begin{equation*}
C_{k}=\eta_{\mathrm{r}} \frac{4\left[\sin \varphi_{k}+\eta_{\mathrm{r}}^{\prime}\left(\sin \varphi_{m}-\sin \varphi_{k}\right)\right]}{\alpha_{0}} \tag{27}
\end{equation*}
$$

where $\varphi_{k} \leq 6^{\circ}$ is the angle that makes a parabolic arc virtually indistinguishable from a circular one. Dependence (27) is shown in Fig. 2 (curve 7) for $\eta_{r}=\eta_{r}^{\prime}=0.9$.

The best parabolic trough concentrations (LUZ Co.) are assembled from 3 -mm-thick self-supported rigid mirror-polished sheets with a reflection coefficient $\eta_{\mathrm{r}}=$ 0.94 and offer a concentration ratio $C=0.61-0.71$ [9]. These values are comparable with the ultimate value for cylindrical receivers (Fig. 2; curves 3, 4). The concentration ratio of elastically deformed thin-sheet concentrators (Fig. 2, curve 7) also approaches this level.

At the same time, the cost and weight of concentrators made of thin sheets or films ( 0.1 to 0.3 mm thick) are two to five times lower than those of self-supported rigid reflectors made of sheets thicker than 3 mm [9].

## CONCLUSIONS

(1) Solar energy trough concentrators made of elastically deformed sheets or films may offer concentration ratios approaching those of preformed rigid mirrors ( $C_{n} \leq 80 \%$ ).
(2) Solar energy collectors consisting of elastically deformed reflecting sheets and/or films and receivers with contrareflectors are two to five times lighter and cheaper than collectors based on rigid self-supported concentrators.
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#### Abstract

Nonlinear dynamics of the thermal and electromagnetic perturbations in composite superconductors is studied. © 2003 MAIK "Nauka/Interperiodica".


It is known that, at the linear stage, the evolution of thermomagnetic perturbations exhibits exponential (increasing or decreasing) behavior [1]. This stage implies that the ohmic power is either temperatureindependent or is a linear function of temperature. However, at the stage of nonlinear instability, some electrical and thermal characteristics, including the heat-release power, depend heavily on temperature. Therefore, the analysis of the critical state stability should be performed with regard for nonlinear temperature dependence of heat release.

This study is concerned with the dynamics of the thermomagnetic perturbations that develop in composite superconductors.

Let us consider the main equations that describe the evolution of thermal and electromagnetic perturbations in a superconductor in the critical state. The propagation of heat is given by nonlinear heat-conduction equation

$$
\begin{equation*}
v(T) \frac{d T}{d t}=\nabla \cdot[k(T) \nabla T]+\mathbf{j} \cdot \mathbf{E} \tag{1}
\end{equation*}
$$

where $v$ and $k$ are heat capacity and thermal conductivity, respectively.

The last term in Eq. (1) corresponds to the power of Joule heat release in the region of the normal phase. Both quantities $v$ and $k$ may be considered temperatureindependent if the cooler operates at a temperature close to the critical value $T_{c}$.

The evolution of electromagnetic field perturbations is described by the system of Maxwell equations

$$
\begin{align*}
\operatorname{curl} \mathbf{E} & =-\frac{1}{c} \frac{d \mathbf{H}}{d t}  \tag{2}\\
\operatorname{curl} \mathbf{H} & =\frac{4 \pi}{c} \mathbf{j} . \tag{3}
\end{align*}
$$

In order to close the system of Eqs. (1)-(3), one should establish the relation between $\mathbf{j}, \mathbf{E}, \mathbf{H}$, and $T$. Let
us assume that the values of $\mathbf{E}, \mathbf{H}$, and $T$ lie on the socalled resistive surface

$$
\begin{equation*}
\mathbf{j}=\mathbf{j}(T, \mathbf{H}, \mathbf{E}) \tag{4}
\end{equation*}
$$

In a wide range of the electric-field strengths $E$, the current-voltage ( $I-V$ ) characteristic of superconductors can be represented in the form

$$
\begin{equation*}
\mathbf{j}(T, E, H)=\left[\mathbf{j}_{c}(T, \mathbf{H})+\mathbf{j}_{n}(E)\right] \frac{\mathbf{E}}{E} \tag{5}
\end{equation*}
$$

As is well known [1], at $j \leq j_{c}$, the vortices start their motion, which is a viscous flow across the applied transport current. Such flow is possible only for the electric fields $E \leq E_{f}$. Here, $E_{f}$ is the boundary of the linear section in $I-V$ characteristic. In the specified region, the dependence $j_{r}(E)$ is linear: $j_{r} \sim \sigma_{f} E$ [2]. With variation of electric field $E$, the $I-V$ characteristic rapidly becomes linear (at $E \leq E_{f}$ ), while the actual values of $E$ in superconductor meet the condition $\sigma_{f} E \ll j_{c}$; i.e., the density of the vortex current $\sigma_{f} E$ is small as compared to that of the critical current $j_{c}$. This circumstance enabled Bean to formulate the critical-state concept [3]. According to this concept, any effect that gives rise to electric field $E$ results in the establishment of a critical state with density $j_{c}$. The critical state concept provides a basis for the macroscopic electrodynamics of highcurrent superconductors.

For superconductors, the linear dependence $j_{r}(E)$ holds true only in the region $E \leq E_{f}$; outside this region, the differential conductivity $\sigma$ is heavily $E$-dependent: $\sigma(E)=d j / d E$ (flux creep) [4]. The $I-V$ characteristics of superconductors in the creep mode have universal character and can be described by the same formula in a wide range of temperatures and magnetic fields:

$$
\begin{equation*}
j(T, E, H)=j_{c}(T, H)+j_{1}(E) \ln \frac{E}{E_{0}} \tag{6}
\end{equation*}
$$

Here, $E_{0}$ and $j_{1}$ are constants. The last formula implies that the differential conductivity grows with a decrease
in $E$, i.e., $\sigma(E)=j_{1} / E$. The causes and mechanisms behind the nonlinearity of $I-V$ characteristics of superconductors in weak fields are discussed in detail in [2]. One possible mechanism is the thermally activated flux creep. In the range of very low fields $(E \longrightarrow 0)$, the $I-$ $V$ characteristic may again be linear: $j_{n} \sim \sigma_{d} E$, with $\sigma_{d} \ll \sigma_{j}$.

The dependence of the critical current density on the temperature of a superconducting material in the critical state is defined by the following equation:

$$
\begin{equation*}
j_{c}(T)=j_{c}\left(T_{0}\right)\left[1-\frac{T-T_{0}}{T_{c}-T_{0}}\right], \tag{7}
\end{equation*}
$$

where $j_{c}\left(T_{0}\right)$ is the critical current density at $T_{0}$.
Let us consider a planar semi-infinite sample ( $x>0$ ) subjected to magnetic field $\mathbf{H}=\left(0,0, H_{e}\right)$ that increases at a constant rate $d \mathbf{H} / d t=$ const. The vortex electric field $\mathbf{E}=\left(0, E_{e}, 0\right)$ arising from the magnetic flux motion is parallel to the plane of current $\mathbf{E} \| \mathbf{j}$ [5].

Thermal and electromagnetic boundary conditions to Eqs. (1)-(4) have the form

$$
\begin{equation*}
\frac{d T(0)}{d x}=0, T(L)=T_{0}, \frac{d E(0)}{d x}=0, E(L)=0 . \tag{8}
\end{equation*}
$$

Here, $L$ is the characteristic magnetic flux penetration depth. This quantity can easily be found from Maxwell equation (3) with the boundary conditions $H(0)=H_{e}$ and $H(L)=0$ and is defined as

$$
L=\frac{c H_{e}}{4 \pi j_{0}} .
$$

It is known [2] that the propagation of magnetic flux and heat flow is characterized by the corresponding diffusion coefficients: the magnetic diffusion coefficient

$$
D_{m}=\frac{c^{2}}{4 \pi \sigma_{f}}
$$

associated with the normal currents in the resistive superconducting mode and the thermal diffusion coefficient $D_{t}=k / v$. The ratio of these quantities $\tau=D_{t} / D_{m}$ governs the dynamics of the development of thermal and electromagnetic perturbations in composite superconductors with $\tau \gg 1$. For the sake of simplicity, the following discussion is restricted to the approximation of slight heating $T-T_{0} \ll T_{0}$. Within this approximation, the coefficients $v$ and $k$ may be considered as independent of the temperature profile.

The effective conductivity of composite superconductors $\sigma_{f}$ is appreciably higher than that of the hard superconductors. Therefore, we may assume that the induced normal current $\sigma_{f} E$ compensates the drop of the temperature-induced critical current $j_{c}(T)$ and thus hinders the magnetic flux penetration into the sample. Within such formulation of the problem, the magneticflux motion may be disregarded: $D_{m} \ll D_{t}$ or $\tau=$
$D_{i} / D_{m} \geqslant 1$. In other words, the development of magnetic instability in composites is accompanied with "slow" perturbations with characteristic rise time $t_{j}>t_{k}$ or $t_{j}<t_{m}$, where $t_{k}=L^{2} / D_{t}$ and $t_{m}=L^{2} / D_{t}$ are the times of thermal and magnetic diffusion, respectively. Then, according to Maxwell Eqs. (2) and (3), the current density in each point of the sample remains constant $d j / d t=0$, and the system of Eqs. (2) and (3) yields a linear relation between the temperature and the electric field:

$$
\begin{equation*}
T(x, t)=\frac{\sigma_{f}}{a} E(x, t)+T_{0} . \tag{9}
\end{equation*}
$$

Substituting this expression into Eq. (1) yields the equation for the electric field distribution $E(x, t)$ in the form

$$
\begin{equation*}
\frac{d E}{d t}=D_{m} \frac{d^{2} E}{d x^{2}}+\frac{j_{0}}{E_{\mathrm{v}}} E \tag{10}
\end{equation*}
$$

where $E_{v}=\sigma_{f} / / a$ is a constant parameter.
Performing the separation of variables in Eq. (10) and taking into account the boundary conditions, we have

$$
\begin{equation*}
E(x, t)=\exp \left(\left[\frac{j_{0}}{E_{v}}-\frac{\pi^{2}}{4 L^{2}} D_{t}\right]\left(t-t_{0}\right)\right) \cos \frac{\pi}{2 L} x \tag{11}
\end{equation*}
$$

Now, the expression for temperature (9) becomes
$T(x, t)=\frac{\sigma_{f}}{a} \exp \left(\left[\frac{j_{0}}{E_{\mathrm{v}}}-\frac{\pi^{2}}{4 L^{2}} D_{t}\right]\left(t-t_{0}\right)\right) \cos \frac{\pi}{2 L} x+T_{0}$.
The solutions obtained above suggest that, under the condition

$$
\begin{equation*}
\frac{j_{0}}{E_{v}}-\frac{\pi^{2}}{4 L^{2}} D_{t} \geq 0 \tag{13}
\end{equation*}
$$

both the temperature and the field perturbations exponentially grow. The critical thickness value $l_{c}$ corresponding to the onset of the avalanche build-up of perturbations is given by

$$
\begin{equation*}
l_{c}=\frac{\pi}{2}\left[\frac{k \sigma_{f}}{j_{0} a}\right]^{1 / 2} \tag{14}
\end{equation*}
$$

The critical-field value $H_{j}$ starting from which the magnetic flux penetrates into the superconductor bulk is expressed as

$$
\begin{equation*}
H_{j}=\frac{\pi^{2}}{2}\left[\frac{16 j_{0} k \sigma_{f}}{a c^{2}}\right]^{1 / 2} \tag{15}
\end{equation*}
$$

It can be seen that, within the time interval

$$
\begin{equation*}
t_{m} \gg t \gg t_{k}, \tag{16}
\end{equation*}
$$

the results obtained provide for a highly accurate description of the evolution of thermomagmetic pertur-
bations that take place in hard superconductors in the critical state.

Finally, it should be noted that the values of $H_{j}$ and $l_{c}$ depend heavily on the properties of the composite material. Our results are valid only if $j$ is a linear function of $E$. As was mentioned above, the $I-V$ characteristics of composite superconductors are distinctly nonlinear at small values of electric field $E<E_{f}$. Strong $E$ dependence of differential conductivity $\sigma$ in this region should affect the criterion of stability of the critical state and, hence, influence the values of $H_{j}$ and $l_{c}$. Such a problem goes beyond the scope of this study and presents a subject for future investigation.
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#### Abstract

The propagation of intense microwave radiation in a water column is studied experimentally. The effect of induced transparency of water is discovered. The effect is related to the successive heating of water layers from the surface deep into the water column. The interaction of intense microwave radiation with water is simulated with account of variations in the electrophysical water parameters. The simulation results are compared with the experimental data. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The propagation of low-power microwaves through liquids obeys the Bouguer law [1]

$$
\begin{equation*}
I=I_{0} e^{-\alpha Z} \tag{1}
\end{equation*}
$$

which is well known in linear electrodynamics. Here, $\alpha$ is the absorption coefficient of microwaves incident onto a half-space willed with water, $I_{0}$ is the microwave intensity, and $Z$ is the coordinate counted from the water surface deep into water along the normal to the surface.

The coefficient $\alpha$ depends on neither $Z$ nor the microwave intensity. The reciprocal of $\alpha$ determines the penetration depth of an electromagnetic wave into water, $d_{0} \approx 1 / \alpha$.

For low-power microwaves, the absorption and reflection characteristics of liquids were studied in great detail (see, e.g., [2, 3]). Here, of interest may be only the determination of the absorption and reflection coefficients for specific media for which data are either crude or lacking.

The situation is quite different when the intensity of an electromagnetic wave is so high that it changes the state of a liquid. In this case, the penetration of radiation into the liquid cannot be described by linear electrodynamics.

The objective of this paper is to investigate the penetration of high-power microwave radiation into water and its solutions.

## EXPERIMENTAL SETUP AND MEASUREMENT RESULTS

A schematic of the experimental setup is shown in Fig. 1. Magnetron $l$ is connected to standard waveguide
2. The waveguide output of the magnetron is connected to two conical transitions 4 and 9 through matched flanges. Transition 9 is connected to a measuring system consisting of directional coupler 12 and calibrated


Fig. 1. Schematic of the experimental setup: (1) magnetron, (2) rectangular waveguide, $(3,10)$ Teflon gaskets, $(4,9$, 11) conical transitions, (7) gasket, (12) directional coupler, (13) calibrated attenuator, (14) detector, (15) oscilloscope, (16) waveguide flexure, (17) water cell (a component of the matched load), and (18) base of the low part of the setup.


Fig. 2. Penetration of low-power microwave radiation into (1) water and (2) water solution of salt.
attenuator 13 connected to detector 14 . A signal from the detector is fed to oscilloscope 15 .

The upper part of the setup (enclosed by a dotted line) has the connection in flanges 5 and can be lifted and taken aside. This allows us to place cylindrical glass cell 6 on Teflon bottom 8 . The cell is filled with a fixed amount of water, through which microwave signals pass.

The magnetron generated a train of microwave pulses with a duration of about 8 ms and repetition rate of 50 Hz . The average microwave power was 480 W , and the peak power attained 1.8 kW . The magnetron wavelength was 12.4 cm . Copper gasket 7 was placed around a water cell in order to prevent the direct penetration of the magnetron radiation into the measuring system.

The experimental setup makes it possible to measure the absorption coefficient and investigate the penetration of microwaves into a liquid medium both under conditions corresponding to the Bouguer law [relation (1)] and when linear electrodynamics is inapplicable because of the change in the electrical properties of the irradiated liquid under the action of intense microwave radiation. One regime was changed to another by varying the irradiation time $t$ of the liquid. At short irradiation times $(t<1 \mathrm{~s})$, the propagation of electromagnetic waves is consistent with that described by linear electrodynamics; hence, this regime can be classified as irradiation by low-power microwaves. When the irradiation time is long enough $(t>10 \mathrm{~s})$, the character of microwave penetration into the liquid changes radically. This regime can be classified as the propagation of high-power microwave radiation.

First, we consider the regime of irradiation by lowpower microwaves. The measurements were carried out with distilled water, whose conductivity is negligibly small; tap water with a conductivity of $380 \mu \mathrm{~S} / \mathrm{cm}$; and water solution of salt with a conductivity of $2000 \mu \mathrm{~S} / \mathrm{cm}$.

Figure 2 shows the measurement results. Curve 1 corresponds to the measurements with distilled and tap water (in both cases, the results completely coincide). The absorption coefficient is $\alpha=2 \mathrm{~cm}^{-1}$. Accordingly, the depth $d_{2}$ at which the intensity decreases by a factor of $e$ is 5 mm . When we added salt in water and increased the solution conductivity to $2000 \mu \mathrm{~S} / \mathrm{cm}$, the absorption coefficient increased to $4 \mathrm{~cm}^{-1}$ (curve 2) and the absorption depth $d_{1}$ was 2.5 mm .

The regime in which the propagating microwave radiation substantially changed the dielectric properties of the liquid (the regime of nonlinear electrodynamics) was studied in the same experimental device.

Magnetron 1 was switched on for a time that was substantially longer than 1 s (for $10,20, \ldots, 120 \mathrm{~s}$ ). Then, the upper part of the setup was taken aside and the temperature in several water layers was measured. For this purpose, a small-size thermocouple immersed in the water column was displaced along the column axis (from the water surface to the cell bottom) and the temperature was measured in different layers (the total measurement time was several seconds; i.e., the temperature was measured over the time interval during which the axial temperature profile remained essentially unchanged).

After every run of the measurements, the water in the cell was mixed by a dielectric rod and the average temperature was measured. From this value, we calculated the power absorbed by the water column by the formula

$$
\begin{equation*}
I_{a b}=\rho c_{p}\left(T_{1}-T_{0}\right) / t \tag{2}
\end{equation*}
$$

where $T_{1}$ and $T_{0}$ are the final and initial temperatures, respectively; $c_{p}$ is the water specific heat; and $\rho$ is the water mass density.

For any irradiation time $t$, the mean absorbed power was about 480 W . The power passed through the water was measured by detector 14 .

The measurement results are shown in Fig. 3. The set of the experimental curves demonstrates how the temperature of the water column irradiated by highpower microwaves varies with time at different distances $Z$ from the water surface. The time of the temperature propagation by heat conduction was substantially longer than the irradiation time (this was checked directly by placing an ohmic heater into water near its surface). Therefore, the time evolution of the temperature propagation along the $Z$ axis reflects the time evolution of the microwave energy penetration into the water column. The observed effect of microwave penetration into water to depths substantially larger than the absorption depth $d_{2}$, corresponding to the regime of linear electrodynamics (according to Fig. 2, this depth is about 5 mm for low-conductivity water), can be classified as the effect of the induced transparency of water under the action of high-power radiation. The propagation velocity of the "transparency wave" (determined
from the curves in Fig. 3) as a function of $Z$ is shown in Fig. 4. The velocity is maximal (on the order of $0.1 \mathrm{~cm} / \mathrm{s}$ ) near the water surface and decreases with $Z$.

## DISCUSSION OF THE EXPERIMENTAL RESULTS

Thus, the effects of the induced transparency of water under the action of intense microwaves have been discovered. Microwave radiation absorbed in a narrow surface layer with a thickness $d_{0}$ determined by the Bouguer law [see (1)] heats this layer. The absorption coefficient of microwaves $\alpha$ is a function of the water temperature $T$. The temperature dependence of this coefficient for low-conductivity water (distilled or tap water) is given in the table (the data are taken from [2]). It can be seen that the absorption coefficient decreases from 2.2 to $0.4 \mathrm{~cm}^{-1}$ as the temperature $T$ increases from 2 to $65^{\circ} \mathrm{C}$. Hence, the heating of the surface layer is accompanied by the increase in its transparency, and the radiation penetrates deeper into water. As a result, the penetration depth progressively increases as successive water layers are heated one after another.

The propagation velocity $v_{z}$ of the transparency wave can be estimated from the obvious approximate relation

$$
\begin{equation*}
v_{z} \cong I_{0} \exp \left(-\alpha_{T} Z\right) / \rho c_{p} \Delta T \tag{3}
\end{equation*}
$$

where $I_{0}$ is the intensity of microwave radiation incident onto a water column, $\alpha_{T}$ is the absorption coefficient in the heated (transparent) layer (according to [2], we take $\alpha_{T} \approx 0.4 \mathrm{~cm}^{-1}$ at $T_{h} \cong 65^{\circ} \mathrm{C}$ ), and $\Delta T=T_{h}-T_{0}$ is the difference between $T_{h}$ and the initial water temperature.

The propagation velocity of the transparency wave estimated by Eq. (3) agrees with the experiment results in both the order of magnitude and the character of its decrease deep into the water column (Fig. 4).

The experimental results were compared with computer simulations performed by the following algorithm. The water column was divided into identical layers with a thickness of $d=1 \mathrm{~mm}$. The time step was chosen to be equal to $\Delta t=1 \mathrm{~s}$. It was assumed that the axial profile of the microwave intensity did not change within this time interval. The intensity profile was recalculated at each time step. Assuming that the initial temperature was the same for each layer (consequently, the absorption coefficient $\alpha$ was assumed to be constant along the water column at the first time step $\Delta t_{1}$ ), we calculated the intensity profile by the formula

$$
I_{n}=I_{n-1} \exp \left(\alpha d_{n}\right)
$$

where $I_{n}$ is the intensity at the entrance to the layer, $n$ is the layer number, and $d_{n}$ is the layer thickness. The quantity $\Delta I=I_{n-1}-I_{n}$ is the power absorbed in the $n$th layer. Using the relation $\Delta I=\rho c_{p}\left(T_{1}-T_{0}\right) / \Delta t_{1}$, we calculated the temperature distribution over the layers


Fig. 3. Temperature of the water column at different depths vs. irradiation time.


Fig 4. Propagation velocity of the transparency wave in a water column vs. depth $Z$.


Fig. 5. Calculated temperature of the water column at different depths vs. irradiation time.
after the first time step $\left(\Delta t_{1}\right)$. This temperature distribution corresponded to a new axial intensity profile calculated using the dependence $\alpha(T)$ taken from [2]. This

Table

| $T,{ }^{\circ} \mathrm{C}$ | $\alpha, \mathrm{cm}^{-1}$ |
| :---: | :---: |
| 2 | 2.2 |
| 6 | 1.66 |
| 14 | 1.38 |
| 25 | 0.82 |
| 36 | 0.64 |
| 46 | 0.46 |
| 56 | 0.42 |
| 65 | 0.40 |
| 75 | 0.35 |
| 85 | 0.30 |
| 95 | 0.30 |

distribution was assumed to be unchanged throughout the second time interval $\Delta t_{2}$. Using this distribution, we calculated the temperatures of all the layers after the second time step $\Delta t_{2}$. From this temperature distribution, we again found a new axial intensity profile after the second time interval $\Delta t_{2}$. Thus, the procedure was repeated step by step many times and a series of curves was plotted as is shown in Fig. 5. One can see that the calculated curves are similar to the experimental curves shown in Fig. 3. A certain difference can be explained by the fact that the time step in simulations was not small enough; we also ignored the cooling of the upper water layers, evaporation, etc.

Experiments with water solutions of salt showed that, in comparison with the distilled or tap water, the character of penetration of both low- and high-power microwaves into the solutions begins to change starting from conductivities as high as $1500-2000 \mu \mathrm{~S} / \mathrm{cm}$ (see, e.g., Fig. 2, curve 2). This fact implies that the induced
transparency observed in our experiments will apparently take place not only in pure water, but also in a wide class of waste waters and water solutions.

## CONCLUSIONS

The effect of the induced transparency of water under the action of high-intensity ( $I_{p} \approx 5 \mathrm{~W} / \mathrm{cm}^{2}$ ) continuous (or quasi-continuous) microwave radiation ( $\lambda \cong$ 12 cm ) has been discovered. It is shown that the penetration depth of high-power microwaves substantially increases as compared to low-power microwave radiation (which penetrates into water no deeper than 5 mm ) because of the generation of a transparency wave, whose velocity attains $10^{-1} \mathrm{~cm} / \mathrm{s}$ near the surface and decreases to $\sim 10^{-2} \mathrm{~cm} / \mathrm{s}$ as the wave propagates along the water column.

The results obtained can be used in various technologies and industrial processes involving microwave heating of liquid flows (purification of waste water, sterilization of liquid food, etc.).
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#### Abstract

Electronic switching in poly(diphenylenephthalide) due to the thermal ionization of electron traps is studied. The method of thermally stimulated current and the method of thermally stimulated depolarization current are used. A correlation between spectra obtained by the two methods is established. The results are interpreted by using the temperature dependence of IR absorption spectra taken under conditions similar to those under which thermally stimulated phenomena are observed. Comparing data obtained, we assign electron traps to specific molecular groups of the polymer and infer the importance of the surplus space charge critical concentration for the onset of the high-conductivity state in the polymer. © 2003 MAIK "Nauka/Interperiodica".


The phenomenon of charge instability discovered in several electroactive polymers [1-4], which causes an anomalously high local conductivity, is of great theoretical and applied interest. Yet, a generally accepted mechanism behind this phenomenon is lacking despite a variety of available models [5-8].

Available experimental data for the switching effect in metal-polymer-metal systems, which was initiated either by applying pressure [9] or electric field [10] or by varying the boundary conditions [11], suggest that the transition to the high-conductivity state follows the stage of nonequilibrium space charge accumulation. The variation of the electron energy spectrum in polymer films as a result of charge injection has been theoretically predicted and experimentally confirmed elsewhere [12, 13].

However, injection is not the only way of changing the space charge in polymer films. For example, the space charge concentration was varied by irradiation of the film by an electron beam [14].

The possibility of measuring the thermally stimulated current (TSC) has been demonstrated in [15, 16]. However, a reliable correlation between electron traps and the molecular structure of a polymer cannot be found from these data.

In this work, we study the TSC spectra and the thermally stimulated depolarization (TSD) spectra in polymer films for various film thicknesses and rates of change of temperature. Another goal is to find a relation between the thermally stimulated phenomena and electron switching effect.

The object of investigation was polymers from the class of poly(phthalidylidenearylene)s [17], in which intriguing effects related to the transition to the high-
conductivity state have been observed [18, 19]. The sample, a polymer film sandwiched in metal films, was applied on a polished glass substrate with a planar electrode [11]. The TSC and TSD spectra were taken by the standard techniques [20].

Typical measurements of the thermally stimulated currents passing through the polymer film at a given rate of change of temperature are given in Fig. 1. Three portions can be distinguished in this figure. In the first one, $150-250 \mathrm{~K}$, small-amplitude current fluctuations are observed. In the second portion (250-300 K), the slope of the curve $I(T)$ increases, the fluctuation amplitude grows, and a local current maximum is observed. In the third portion ( $>300 \mathrm{~K}$ ), the current through the sample rises in an avalanche-like manner and the sample passes to the high-conductivity state. As the temperature grows further, the polymer conductivity remains almost constant. In the thinner polymer film (Fig. 1, curve 2 ), the current increases insignificantly throughout the temperature range and the temperature of transition to the high-conductivity state slightly lowers. For a lower rate of heating (curve 3 ), the transition to the high-conductivity state does not occur. Thermally stimulated processes in these polymer films may be associated not only with the ionization of electron states in the energy gap but also with a change in the mobility of molecular fragments in the range of characteristic temperatures.

To substantiate the latter reason, we took the depolarization current spectra from the same samples (Fig. 2). Here, three portions similar to those in the temperature dependence of the TSC (Fig. 1) are also seen.

From Figs. 1 and 2, it follows that, at low temperatures (below 250 K ), the mobility of molecular chains,


Fig. 1. Temperature dependence of the TSC. The rate of heating is $5 \mathrm{~K} / \mathrm{min}$. The film thickness if (1) 1.5 and (2) $1 \mu \mathrm{~m}$. Curve 3 shows the behavior of sample 2 for a rate of heating of $1 \mathrm{~K} / \mathrm{min}$.


Fig. 2. Temperature dependence of the TSD current. The rate of heating is $5 \mathrm{~K} / \mathrm{min}$.
which is clearly seen in the TSD spectrum, makes a minor contribution to the TSC. At temperatures between 250 and 300 K , the TSD signal is virtually absent and the TSC spectrum exhibits a local maximum. Presumably, this indicates the ionization of electron states unrelated to mobile fragments of molecular chains. The best coincidence between the spectra is observed at temperatures above 300 K and a low rate of change of temperature. As follows from the temperature dependence of the IR absorption spectra for poly(phthalidylidenearylene)s [15], the modification of the spectra are the greatest near $v \sim 1600 \mathrm{~cm}^{-1}$ at temperatures close to 250 and 300 K . In this range, a 1595$1608 \mathrm{~cm}^{-1}$ doublet is observed, which is typical of vibrating $\mathrm{C}=\mathrm{C}$ bonds in the phenyl ring of a side phthalide fragment [21-23]. The observed variation of the IR absorption spectrum for poly(phthalidylidenebiphenylilene) is apparently related to the vibration of these bonds.

From the aforesaid, one may conclude that the "high-temperature" type of thermally stimulated depolarization is due to the thermal activation of a side
phthalide fragment of a macromolecule. This process is accompanied by the ionization of electron traps; therefore, the TSC spectrum has a peak. When the rate of heating is high, the film passes to the high-conductivity state at the temperature of the TSC maximum.

As follows from our results, the transition to the high-conductivity state in the polymer film results in anomalously high intramolecular excitation, which shows up as an increase in the amplitude of the macromolecule vibrational spectral lines. This excitation takes place in a side phthalide fragment. It is accompanied by the occurrence of peaks in both the TSC and TSD spectra. Such a correlation can be explained in terms of quantum-mechanical calculations of the electron state density and also by taking into account the optimized configuration of a poly(diphenylenephthalide) molecule (the optimization was accomplished in [24]). It was shown in [24] that the capture of an excess electron by a side phthalide fragment may carry the molecule to a new energetically stable state of another configuration with the formation of deep electron states in the forbidden energy range. It seems that a sharp increase in the intensity of vibrational spectrum lines for a side phthalide fragment of the polymer reflects the transition of the molecule to a new state via the capture of an electron by a molecular trap. Therefore, the temperature interval where the IR spectrum lines have maximal amplitudes correlates well with temperature intervals II and III in the TSC and TSD spectra.

Thus, it was experimentally shown that electronic switching from the low- to the high-conductivity state in poly(diphenylenephthalide) films is due to the thermal ionization of deep traps. As a result, the amplitude of intramolecular vibrations in side phthalide fragments grows substantially. This means that such an electronic transition leads to the reconfiguration of the macromolecule's electronic spectrum.
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#### Abstract

The effect of the anharmonic phase dependence of the supercurrent on $I-V$ hysteresis in a Josephson junction is studied in terms of a modified resistive model. © 2003 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In [1], a Josephson junction with an antiferromagnetic spacing of thickness $d$ between superconductors was reported. As the thickness of the antiferromagnetic spacing decreases, the current-phase dependence becomes nonsinusoidal. Calculations show [2] that the distortion of the current-phase dependence is estimated through the parameter $\delta=d / d_{\mathrm{c}}$, where $d_{\mathrm{c}}=\pi \xi_{\mathrm{a}}$ is a critical thickness and $\xi_{\mathrm{a}}$ is the antiferromagnetic coherence length. Note that anharmonicity in the current-phase dependence arises in SNS or SINS systems (S, superconductor; N , normal metal; and I , insulator) based on low-temperature superconductors at room temperature [ 3,4$]$ and in superlattices consisting of alternating insulating and superconducting layers [5]. The order parameter symmetry in high-temperature superconductors greatly influences the value and shape of the supercurrent in Josephson junctions. It has been shown [6] that the sign of the Josephson tunnel current in $d$-wave superconductors depends on the order parameter orientation relative to the junction plane [7]. The properties of various Josephson junctions based on $d$-wave superconductors have been covered elsewhere [8, 9]. It is now clear that reasons for and types of anharmonicity in the current-phase dependence differ. The $I-V$ characteristics of such junctions are poorly understood. In this work, the effect of the anharmonic current-phase dependence on the $I-V$ characteristic is studied with a Josephson junction having an antiferromagnetic spacing. To this end, a term proportional to phase $\phi$ squared is introduced into the equation of Josephson junction dynamics instead of $\phi$, which describes the current through a normal resistance. This is equivalent to introducing a quadratic resistance. The advantage of this model is that the equation for Josephson junction dynamics can be solved analytically. Such a consideration retains generality, since our main goal is to see how the anharmonicity of the current-phase dependence influences $I-V$ hysteresis.

## BASIC EQUATIONS

It was shown [10] that the nonsinusoidal variation of the supercurrent takes place in the presence of the selfinductance of the junction. In this case, the supercurrent $j(\phi)$ is given by

$$
\begin{equation*}
j(\phi)=\sin (\phi-l j(\phi)), \tag{1}
\end{equation*}
$$

where $l=2 \pi L I_{\mathrm{c}} / \Phi_{0}$ is the dimensionless (normalized) inductance, $I_{\mathrm{c}}$ is the critical Josephson current, and $\Phi_{0}$ is a fluxon.

With $l \geq 1$, the dependence $j(\phi)$ becomes ambiguous; in the opposite limit, the dependence is unique. Experimental data suggest that this dependence in Josephson junctions with an antiferromagnetic spacing is unique. This indicates that the normalized self-inductance is small, $l \leq 1$. This parameter is evaluated by the formula [10]

$$
\begin{equation*}
l=\max _{\phi}(I(\phi)-I(\pi-\phi)) / 2 I_{\mathrm{c}} . \tag{2}
\end{equation*}
$$

From experimental data [1], we find that the selfinductance normalized varies between 0 and 3: $0<l<$ 3. Note that it increases with decreasing $\delta$. Unfortunately, this relationship may be judged only on a qualitative basis, since a microscopic theory of Josephson junction with antiferromagnetic spacing is lacking. The thickness $d$ of the antiferromagnetic spacing (and, hence, the parameter $\delta$ ) is involved in the normalized self-inductance $l$. An analytical relationship between $l$ and $d$ remains to be found. Since $l$ is small, $j(\phi)$ in (1) can be approximated as

$$
\begin{equation*}
j(\phi)=\sin \phi-l \sin (2 \phi) / 2 \tag{3}
\end{equation*}
$$

that is, the presence of a small self-inductance $l$ causes the second harmonic to appear. Later on, instead of Eq. (1) for Josephson junction dynamics, we will use expression (3). First, let us consider a small-capacitance junction. In this limit, the Josephson junction
dynamics is described by the first-order differential equation

$$
\begin{equation*}
\dot{\phi}+j(\phi)=i \tag{4}
\end{equation*}
$$

Here, time is measured in $\Phi_{0} / 2 \pi V_{\text {ch }}$, where $V_{\text {ch }}$ is the characteristic voltage across the junction.

A solution to Eq. (4) has the form

$$
\begin{gathered}
\phi=2 \arctan \left\{\left[\left[i^{2}-\left(1+i^{2} l^{2}\right)\right]^{1 / 2} / i(l-1)\right]\right\} \\
\left.\times \tan \left\{\left(1+i^{2} l^{2}\right)\left[i^{2}-\left(1+i^{2} l^{2}\right)\right]^{1 / 2} \tau / 2\right\}+(i(1-l))^{-1}\right\}
\end{gathered}
$$

Note that the effect of anharmonicity in this case is quadratically small. The $I-V$ characteristic calculated analytically is given by

$$
\begin{equation*}
i=\left(1+v^{2} / 2\right)\left(1-3 l^{2}\right)^{-1} \tag{6}
\end{equation*}
$$

where $v=V / V_{\mathrm{ch}}$ is the voltage normalized to the characteristic voltage across the junction.

Thus, the effect of anharmonicity on the $I-V$ characteristic of hysteresis-free Josephson junctions may be neglected.

Now we turn to a large-capacitance junction. In this case, the McCumber parameter is greater than unity [11] and it is therefore of interest to consider a junction with hysteresis. The associated dynamics equation includes a term related to displacement current. An analytical solution can, however, be obtained only with a quadratic resistance [12]. Since the issue is treated on a qualitative basis, we consider an equation in the form

$$
\begin{equation*}
\beta \ddot{\phi}+\dot{\phi}^{2}+j(\phi)=i . \tag{7}
\end{equation*}
$$

The substitution $\dot{\phi}^{2}=z$ transforms Eq. (7) into

$$
\begin{equation*}
d z / d \phi+2 a z+2 b \sin \phi+2 c \sin 2 \phi=2 i / \beta, \tag{8}
\end{equation*}
$$

where $a=b=\beta^{-1}$ and $c=-l / 2 \beta$.
The stationary solution to this equation is

$$
\begin{align*}
\dot{\phi}=(i & +A e^{-2 a \phi}+B \cos \left(\phi+\arctan \left(2 \beta^{-1}\right)\right) \\
& \left.+C \cos \left(2 \phi+\arctan \beta^{-1}\right)\right)^{1 / 2}, \tag{9}
\end{align*}
$$

where the coefficient $A$ depends on the initial conditions and the term $A \exp (-2 a \phi)$ decays.

Thus, the steady-state solution has the form of expression (9) without the term $A \exp (-2 a \phi)$. The other coefficients are $B=2 \beta^{-1} /\left(1+2 \beta^{-2}\right)^{0.5}$ and $C=c /(1+$ $\left.\beta^{-2}\right)^{0.5}$. For a large capacitance, Eq. (9) may be solved in quadratures [13]:

$$
\begin{equation*}
\phi=2 \arctan \left(b_{0} s c\left(a_{0} E^{0.5}\left(t-t_{0}\right) / 2.1 / \kappa\right)\right), \tag{10}
\end{equation*}
$$

where $s c u=$ snu/cnu is the Jacobian elliptic function with the argument $u$, modulus $\kappa$, and period $T$ and $E=$

$I-V$ characteristic of a Josephson junction with the harmonic ( $l=0$, solid curves) and anharmonic ( $l=0.2$, dashed curves) phase dependence of the supercurrent for a McCumber parameter $\beta=(1) 0$, (2) 1 , (3) 20 , (4) 50 , and (5) 100 .
$i-B+C$. Also,

$$
\begin{align*}
& a_{0}^{2}=\left(i-3 C+\left(B^{2}-8 C(i-C)\right)^{0.5}\right) / E, \\
& b_{0}^{2}=\left(i-3 C-\left(B^{2}-8 C(i-C)\right)^{0.5}\right) / E . \tag{11}
\end{align*}
$$

The phase oscillation period is expressed as [14]

$$
\begin{equation*}
T=4 K(1 / \kappa) / a_{0} E^{0.5}, \tag{12}
\end{equation*}
$$

where $\kappa=a_{0}^{2} /\left(a_{0}^{2}-b_{0}^{2}\right)>1$ is the Jacobian function modulus and $K(1 / \kappa)$ is the complete elliptic integral of first kind.

The resistive branch of the $I-V$ characteristic is found by the time averaging of the derivative

$$
\begin{equation*}
v=\langle\dot{\phi}\rangle=2 \pi / T . \tag{13}
\end{equation*}
$$

The final form of the $I-V$ characteristic appears as

$$
\begin{equation*}
v=\pi a_{0}(i-B+C)^{0.5}(2 K(1 / \kappa))^{-1} . \tag{14}
\end{equation*}
$$

## DISCUSSION

The figure shows the $I-V$ characteristics of a Josephson junction for different McCumber parameters $\beta$ and the inductances $l=0$ and 0.2 . The solid curves correspond to the harmonic phase dependence of the supercurrent $(l=0)$. As the current through the junction grows, the junction switches from the superconducting to resistive state at the critical current $I_{\mathrm{c}}$ irrespective of the McCumber (inductance) parameter $\beta$ and inductance $l$ (the horizontal arrow pointed rightward from the
point $I=I_{\mathrm{c}}$ ). With an increase in $\beta$, hysteresis in the $I-$ $V$ curve becomes more pronounced; that is, the reverse switching of the junction from the resistive to superconducting state (the horizontal arrows pointed leftward) takes place at a return current $I_{\mathrm{r}}$, which is lower than the critical current. The return current $I_{\mathrm{r}}$ is described well in the framework of the resistive model [11] by the formula

$$
\begin{equation*}
I_{\mathrm{r}}=I_{\mathrm{c}} \frac{4}{\pi \beta^{1 / 2}} \tag{15}
\end{equation*}
$$

Formula (15) determines the amount of hysteresis in the $I-V$ characteristic and fits well experimental data. Our calculations in terms of the model with quadratic resistance are in qualitative agreement with this formula: as the McCumber capacitance parameter $\beta$ decreases from one hundred to zero, the return current grows from zero to the critical current.

The dashed lines correspond to the Josephson junction with the anharmonic dependence $(l=0.2)$. The inclusion of the term $\sin 2 \phi$ into the expression for the supercurrent diminishes hysteresis. A low self-inductance of a Josephson junction suppresses the capaci-tance-related inertial effect and ultimately decreases the amount of hysteresis in the $I-V$ curve. The amount of hysteresis depends on the self-inductance value. In the case of a Josephson junction with an antiferromagnetic spacing, the explicit dependence of the self-inductance on the spacing thickness is unknown because a comprehensive microscopic theory of this object is lacking.

An attempt to work out a microscopic theory has been made in [15] for SNS and SIS structure. When theoretically simulating such structures, one usually considers a potential barrier at the interface between the superconductor and another material. The physical properties of such superlattices depend on the microstructure of interfaces between alternating layers, i.e., on the properties of contacting media (S-S, S-N, S-I, $S-F$, and $S-S c$ interfaces, where $F$ and Sc are ferromagnet and semiconductor, respectively) [16, 17]. An explicit expression for the second harmonic of the supercurrent in S-I superlattices was given in [5]. According to [5], the supercurrent in such structures can be generally represented as the sum of all harmonics, $\sin n \phi$, and the amplitude of the second harmonic $(\sin 2 \phi)$ varies as the interface barrier penetrability squared. Finding the detailed phase dependence of the
supercurrent in superconducting structure goes beyond the scope of this work.

Thus, the anharmonic phase dependence of the supercurrent, which is observed in Josephson junctions with an antiferromagnetic spacing and in similar structures, should be taken into account upon analyzing their dynamic properties.
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## Erratum: <br> <br> "Transition Radiation from an Extended Bunch <br> <br> "Transition Radiation from an Extended Bunch of Charged Particles" of Charged Particles" [Tech. Phys. 47, 1 (2002)]

 [Tech. Phys. 47, 1 (2002)]}B. M. Bolotovskiĭ and A. V. Serov

The plots of the angular dependence of the transition radiation intensity (Figs. 3a-3d) are in error. For the wavelength-to-bunch radius ratio taken in this paper, the intensity maxima at large angles turn out to be less pronounced.

Below, the correct versions of Figs. 3a-3d are given. Note that the discrepancy between the angular distributions of the intensity from the bunch and point source will be much greater for other wavelength-tobunch radius ratios.

We thank A.P. Potylitsyn who noticed the error.


Fig. 3. Angular dependences of the transition radiation intensity at $\lambda / r_{0}=$ (a) 1.5 , (b) 0.85 , (c) 0.35 , and (d) 0.2 .


[^0]:    ${ }^{1}$ The different behavior of the singlet and the triplet terms can be qualitatively explained by the Hand's law. The electrons of a triplet term share the same space; hence, even a small addition of Si AOs to their molecular orbitals enables a greater variation of their total density and, therefore, decreases the correlation energy. The attainment of self-consistency results in the Si AOs transfer from the valence MOs into the open shell, which process appears as the rebonding effect. Unlike this situation, the electrons of a singlet term are spatially separated, their density in the center is lowest, and the introduction of additional Si AOs gives no gain in the correlation energy.
    ${ }^{2}$ The rebonding effect is not only a feature in the behavior of an impurity atom but also an indication for the calculation method: it signifies that the correlation corrections to different terms are unequal. Clearly, this indication is present only if both the spin and the orbital symmetry are retained throughout the calculation and is absent if the spin-polarized density functional with the self-coordination procedure common for all terms is employed [6].

[^1]:    ${ }^{1}$ For example, when a laser operates in the giant pulse mode [1-3], the wave in the cavity after Q-switching can be considered to be standing as long as the energy gain in the cavity (due to inversion dumping) dominates over the radiative energy loss into the surrounding space. Therefore, in this case, it is the temporal growth rate of a standing wave that determines the inversion dumping time (i.e., the rise time of the giant pulse).
    ${ }^{2}$ Strictly speaking, the field in the cavity can be considered to be a superposition of plane waves with real wavenumbers only if the active medium resides in a cavity without energy losses (including the radiative loss). Thus, in the case of a one-dimensional cavity with flat mirrors (a Fabry-Perrot cavity [1, 2]), each cavity mode consists of two counterpropagating plane waves and the boundary conditions are $\cos (2 k l)=1$, where $l$ is the cavity length. These boundary conditions can be met only when the wavenumber $k$ is real. In laser cavities of a more sophisticated design, the boundary conditions are more complicated; however, if there is no radiative energy loss into outer space and no energy absorption in the mirrors, these conditions result in denumerable set (numbered with index $n$ ) of modes, each of which is a superposition of plane waves with a definite real wavenumber $k$ and definite complex frequency $\omega+i \beta$. Hence, each mode (standing wave) is characterized by four parameters ( $\omega, \beta, k$, and $n$ ), only one of which is independent, whereas all the others are its functions. Usually, the mode index $n$ is taken as an independent parameter and the mode index functions $\omega=\omega_{n}, \beta=\beta_{n}$, and $k=$ $k_{n}(n=1,2,3, \ldots)$ are considered. In this study, we will not specify the cavity geometry and will consider the field real frequency $\omega$ to be the independent parameter; hence, we will study the function $\beta(\omega)$ instead of the two functions $\beta_{n}$ and $\omega_{n}$. The advisability of such a choice stems from the universal character of the $\beta(\omega)$ function-the temporal growth rate of an arbitrary standing wave in a given medium, which is defined by Eq. (3) and does not depend on the cavity geometry. Of course, it is necessary to remember that, for any specific cavity, the field frequencies $\omega$ corresponding to the integer mode numbers $n$ (rather than arbitrary field frequencies) are of physical meaning. The spectrum of the possible $\omega_{n}$ values is determined by both the active medium parameters and the cavity geometry.

[^2]:    ${ }^{3}$ The wave can be quasi-monochromatic by itself (at $\beta \ll \omega$ ) but, at the same time, can be regarded as substantially nonmonochromatic for the given medium if $\beta \sim \Delta \Omega$, where $\Delta \Omega$ is the frequency interval over which the medium refractive index changes significantly.
    ${ }^{4}$ For example, $K(\omega)=(\omega / c) n(\omega)$, where $n(\omega)$ is the complex refractive index of the medium.

[^3]:    ${ }^{5}$ Remember that the first of formulas (21) describes a circle with the center in the coordinate origin and the radius $\sqrt{\gamma}$.

[^4]:    ${ }^{6}$ We note that, in this case, $\gamma \ll 1$.

[^5]:    ${ }^{7}$ Actually, there are two different frequency dependences: the frequency dependence of the spatial growth rate $\alpha(\Omega)$ and the frequency dependence of the temporal growth rate $\beta(\Omega)$. Therefore, there are two different spectral line widths, $\Delta \Omega_{1 / 2}$ and $\Delta \Omega_{1 / 2}^{(t)}$.
    ${ }^{8}$ Of course, this is only a hypothetical iterative procedure rather than a real increase in time.

[^6]:    ${ }^{9}$ We emphasize that the spectral line width itself (defined as a width of the $\alpha(\omega)$ function) does not vanish at all, and the same medium continues to be "a narrowband amplifier" of a small signal. Nevertheless, the spectral width $\Delta \Omega_{1 / 2}^{(t)}$ of the pulse generated by this medium turns out to be much larger than the spectral width of the gain line $\Delta \Omega_{1 / 2}$. This situation is quite natural because these two widths are associated with very different processes that can occur in the same medium, depending on the external conditions. The spectral width $\Delta \Omega_{1 / 2}$ is related to the amplification of a traveling wave that grows in space and, thus, can be steady in time (i.e., monochromatic). The spectral width $\Delta \Omega_{1 / 2}^{(t)}$ is related to a standing wave that retains its spatial distribution during amplification and, thus, varies in time; i.e., it is nonsteady (nonmonochromatic).
    ${ }^{10}$ For instance, in a low-pressure $\mathrm{CO}_{2}$ laser with $\lambda=10.6 \mu \mathrm{~m}$, $2 a_{0}=4 \mathrm{~dB} / \mathrm{m}$, and $\Delta \mathrm{v}_{D}=50 \mathrm{MHz}$, we have $\gamma=0.88$; in a $\mathrm{He}-\mathrm{Ne}$ laser with $\lambda=3.39 \mu \mathrm{~m}, 2 a_{0}=20 \mathrm{~dB} / \mathrm{m}$, and $\Delta v_{D}=280 \mathrm{MHz}$, we have $\gamma=0.79$; and in a YAG-laser with $\lambda=1.06 \mu \mathrm{~m}, \alpha_{0}=20 \mathrm{~cm}^{-1}$, $\Delta v=6 \mathrm{~cm}^{-1}$, and $n_{0}=1.82$, we have $\gamma=0.58$.

