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#### Abstract

The nature of carrier reflection from a normal metal-Peierls conductor interface is clarified by studying the characteristics of point contacts formed with an intermediate metallic layer sputtered onto the ( 010 ) face of $\mathrm{K}_{0.3} \mathrm{MoO}_{3}$ crystals (injection along the chains) or the ( $\overline{2} 01$ ) face (injection perpendicular to the chains). In the Peierls state, for bias voltages eV smaller than the Peierls gap $\Delta_{P}$, an excess differential resistance is observed with a local minimum at $V=0$. The magnitude of the excess resistance is proportional to $a^{2} / d^{2}$, where $a$ is the contact diameter and $d$ is the thickness of the metal film. The excess resistance is much higher for injection along the chains than for injection perpendicular to them. A comparative analysis of the data for different injection directions indicates that the dominant contribution to the excess resistance for injection along the chains is from normal reflection of carriers without changes in the sign of their charge and with a momentum transfer $2 p_{F}$ to the condensate of electron-hole pairs carried away from the interface. © 1998 American Institute of Physics. [S1063-7761(98)01905-2]


## 1. INTRODUCTION

It is well known that, as the temperature is reduced, a Peierls transition takes place in quasi-one dimensional conductors, leading to the appearance of a superlattice-a charge density wave or spin density wave, with a period equal to twice the electron Fermi wavelength of the original metal. This transition is accompanied by a partial or complete dielectrization of the electron spectrum in the vicinity of parts of the Fermi surface that are combined during the shift by the wave vector of the charge (spin) density wave. A collective conduction mechanism is associated with the motion of a charge (spin) density wave under the influence of an electric field. Many properties of materials with charge and spin density waves have been studied in detail and these have been reviewed by Grüner. ${ }^{1}$ However, a number of questions have not been studied, in particular, the physical mechanisms for conversion of a normal carrier current into a charge (spin) density wave current at a normal metal-Peierls conductor interface.

Until recently, processes taking place inside a charge density wave as it glances between current contacts located on the side surfaces of a ribbon sample of Peierls conductor have been examined. It can now be regarded as reliably established that the current conversion process near contacts of this type is accompanied by a thermally activated slippage of the phase of a charge density wave propagating a substantial distance away from the contact. ${ }^{2}$ At the same time, the mechanism by which electrons penetrate from the metal into the charge density wave has not been studied in detail until recently. Brazovskii ${ }^{3}$ assumed that penetration of electrons
with energies greater than the Peierls gap $\Delta_{P}$ into a charge density wave leads to the formation of solitons, whose interactions with one another cause the formation and growth of dislocations that create a phase slippage between glancing and fixed charge density waves. Here it was assumed that electrons with energies below $\Delta_{P}$ are reflected from the metal-Peierls conductor interface and do not participate in the current conversion.

On the other hand, there is a formal analogy between Peierls conductors and superconductors, since the condensed state in both is described by an ordering parameter $\Delta$ $=|\Delta| \exp (i \varphi)$ whose amplitude determines the energy gap in the spectrum of single-particle excitations, while the derivative of the phase (with respect to the time in Peierls conductors and with respect to position in superconductors) is proportional to the contribution of the condensed electrons to the electric current density. While the condensate in superconductors is formed by pairs of electrons with opposite momenta, a charge density wave can be visualized as a condensate of bound pairs of electrons and holes whose momenta differ by the magnitude of the wave vector of the charge density wave. This similarity leads us to expect an effect at a metal-Peierls conductor interface that is analogous to the Andreev reflection effect in superconductors, ${ }^{4}$ reflection accompanied by transformation of a normal carrier current into a charge density wave, at incident electron energies lower than the Peierls gap.

It has been found theoretically ${ }^{5,6}$ that, after being reflected, an electron with energy below $\Delta_{P}$ incident on a Peierls conductor from a normal metal moves along the tra-
jectory of the incident particle, i.e., all three components of the velocity vector $\mathbf{v}=d \varepsilon / d \mathbf{p}$ change during reflection. The difference from Andreev reflection is that the sign of the charge of the reflected particle does not change, and this must cause an additional resistance at a metal-Peierls conductor interface.

The first experiments to search for sub-gap reflection at metal-Peierls conductor interfaces were done using van Kempen's method ${ }^{7}$ in a study of point contacts formed with an intermediate metal layer sputtered onto the face of a $\mathrm{K}_{0.3} \mathrm{MoO}_{3}$ crystal perpendicular to the chain direction. ${ }^{8}$ These results are in qualitative agreement with the model ${ }^{5,6}$ assuming the existence of a barrier at the metal-Peierls conductor interface analogous to the barrier which arises at a normal metal-superconductor contact. ${ }^{9}$ The reflected signal, however, was an order of magnitude lower than predicted. ${ }^{5,6}$

A recent theoretical paper ${ }^{10}$ examines the transport properties of metal-Peierls conductor-metal heterostructures. Unlike the earlier work, ${ }^{5,6}$ which examined the static reflection of an electron at a barrier owing to the Peierls gap $\Delta_{P}$, the later work ${ }^{10}$ took into account the movement of the condensate from the boundary when an incident electron is reflected. Given that the reflection of a carrier from a metalsuperconductor interface is not accompanied by a change in the sign of the charge of the reflected particle, the transformation of the charge in the condensate which occurs during Andreev reflection in superconductors does not take place. However, electron-hole pairs moving from the interface carry away twice the momentum of an electron incident normal to the interface $\left(\sim 2 \hbar k_{F}\right)$, which corresponds to the momentum of a pair in a charge density wave, i.e., during reflection of this type the momentum transfer is analogous to charge transport during Andreev reflection in superconductors. In other words, a charge-momentum symmetry shows up during reflection from a metal-Peierls conductor interface without charge transport, while during Andreev transport there is no momentum transfer. It is evident that this reflection mechanism (we shall refer to it as the analog of Andreev reflection) can be manifested only when the incident electron moves along the chains, since the component of the momentum along the chains will be less than $p_{F}$ for oblique incidence. As for the experiment, ${ }^{8}$ one consequence of this must be that the reflected signal depends on the area of the point contact.

Another, recently proposed mechanism for the reflection ${ }^{11}$ includes the possibility of both mirror reflection of carriers incident on a metal-Peierls conductor interface and reflection at an angle determined by the projection of the wave vector of the charge density wave, $\mathbf{Q}$, on a plane perpendicular to the direction of the chains. (In general, $\mathbf{Q}$ is not parallel to the chains. ${ }^{1}$ ) By analogy with the coherent scattering of electrons on a crystalline lattice, this type of reflection was referred ${ }^{11}$ to as Bragg reflection from the electron crystal. For $\mathbf{Q}=\left(2 k_{F}, Q_{y}, 0\right)$ and a wave vector of an electron escaping from an emitter with components ( $k_{x}, k_{y}$ ), reverse trajectories of the carrier into the emitter can develop for $k_{y}+Q_{y}=-k_{y}$, i.e., when the angle to the normal is $\phi$ $=\arcsin \left(-Q_{y} / 2 k_{F}\right)$. In the case of mirror reflection, the condition for reverse trajectories, $k_{y}=-k_{y}$, is satisfied only for
normal incidence, $k_{y}=0$. In both cases, the reflected signal should also be proportional to the emitter area. It has been shown ${ }^{11}$ that the reflection coefficient, as for the previous mechanism, ${ }^{10}$ should fall off sharply when the energy of the incident particles exceeds $\Delta_{P}$.

The purpose of this paper is to clarify which reflection mechanisms operate and under which conditions by varying the experimental configuration (contact area, metal layer thickness, emitter orientation relative to the sample crystal).

## 2. EXPERIMENTAL TECHNIQUE

Single crystals of 'blue"' bronze $\mathrm{K}_{0.3} \mathrm{MoO}_{3}$ with a transverse cross section of $10^{3}-10^{4} \mu \mathrm{~m}^{2}$ were used as samples in this work. The Peierls transition temperature, $T_{p}$ $=181-183 \mathrm{~K}$, was determined from the temperature dependence of the resistance. The threshold electric field for a glancing charge density wave was determined from the current-voltage characteristic and was $150-500 \mathrm{mV} / \mathrm{cm}$ at $T=77 \mathrm{~K}$. The single crystals were provided by the Center for Low-Temperature Research (CRTBT-CNRS, Grenoble).

To study the processes taking place at a metal-Peierls conductor interface we have used an experimental measurement scheme based on the single-contact method for investigating Andreev reflection in superconductors. ${ }^{7}$ The physical basis of this method is illustrated in Fig. 1b for the example of a superconductor. A thin film of normal metal of thickness $d$ is sputtered onto the superconductor and the characteristics of a point contact between a normal metal and this film (a metal-(metal-Peierls conductor) heterostructure) are studied. Electrons are injected through a point contact into a solid angle of $2 \pi$ and undergo reflection at the metalsuperconductor interface. In the case of a ballistic regime, $d<l$, and for $a \ll d$ ( $l$ is the mean free path and $a$ is the diameter of the point contact), only quasiparticles which undergo Andreev reflection will pass back through the point contact, producing an excess current, which shows up in the current-voltage characteristic of the contact as a reduction in the differential resistance. This method has been used successfully for studying Andreev reflection in traditional superconductors, ${ }^{12,13}$ as well as in high-temperature oxide superconductors ${ }^{14,15}$

The geometry of the present experiment is shown in Fig. 1a. The current-voltage characteristics and their first derivatives were measured for point contacts of a normal metal with an $\mathrm{Au}-\mathrm{K}_{0.3} \mathrm{MoO}_{3}$ heterostructure. Point contacts were formed with crystal planes perpendicular and parallel to the orientation of the chains. A gold coating was deposited by laser sputtering. The layer thicknesses for the different samples were 50 and 100 nm , less than or of order the mean free path in gold at $T=77 \mathrm{~K}$, which is usually $150-200 \mathrm{~nm}$ for gold films. Electrochemically sharpened thin (diameter $30-70 \mu \mathrm{~m}$ ) copper and gold wires were used as normal counterelectrodes. The radius of curvature of the needle tips was less than $1 \mu \mathrm{~m}$. A point contact was formed directly at low temperature using a precision mechanical motion transfer system. ${ }^{16}$ The characteristics of several point contacts were measured for each sample. The experiments were done at $T=77 \mathrm{~K}$ and at a temperature above $T_{P}$ for two orienta-


FIG. 1. (a) The experimental geometry and (b) a diagram of the possible reflection processes in a single-contact scheme for measuring Andreev reflection: the continuous lines represent ordinary mirror reflection and the dashed line, reflection of the Andreev type. (M denotes metal.)
tions of the point contact: parallel and perpendicular to the chains.

## 3. EXPERIMENTAL RESULTS

Nonlinear features associated with the appearance of a Peierls gap were observed in the characteristics of the $\mathrm{Au}-\mathrm{Au}-\mathrm{K}_{0.3} \mathrm{MoO}_{3}$ point contacts only at temperatures below the Peierls transition temperature. Above $T_{P}=183 \mathrm{~K}$, the current-voltage characteristics of the point contacts are symmetric and are ohmic in character with a small rise in the resistance proportional to the square of the voltage. No other features were observed at these temperatures for any orientations of the point contacts. The results of the measurements for $T<T_{P}$ are presented below.

### 3.1. Orientation of the point contact along the chains

The physical picture of reflection at a metal-Peierls conductor interface may be clarified somewhat by experimental data on the evolution of the characteristics of the $\mathrm{Au}-\mathrm{Au}-\mathrm{K}_{0.3} \mathrm{MoO}_{3}$ point contacts as the diameter of the point contact and the thickness of the metal layer are varied. In fact, since the Andreev-type reflection predicted in Refs. 5 and 6 must occur for all injection directions through the point contact (we assume that the carrier injection is isotropic within a solid angle of $2 \pi$ ), in the ballistic regime the experimental variation in the reflected signal amplitude should not depend on the diameter $d$ of the point contact. On the other hand, when there is a large contribution from normal reflection, as predicted in Refs. 10 and 11, the signal amplitude should increase as the diameter of the point contact is increased (i.e., as its resistance is lowered), since the fraction of normally reflected particles then increases as $(a / d)^{2}$. For a clear manifestation of the effect, the effect of scattering has to be minimized, and this can be done by reducing the thickness of the normal layer.

Figure 2 shows typical plots of the differential resistance $R_{d}=d V / d I$ as a function of the voltage $V$ on
$\mathrm{Au}-\mathrm{Au}-\mathrm{K}_{0.3} \mathrm{MoO}_{3}$ point contacts at $T=77 \mathrm{~K}$ for two samples. The nonlinearity of the $R_{d}(V)$ curves is caused by a combination of two effects: Joule heating and the reflection of injected carriers from the metal-Peierls conductor interface. The latter effect typically ${ }^{8}$ has a minimum in $R_{d}$ at $V=0$ and maxima at $e V_{0}= \pm \Delta_{P}$. It is clear from the figure that these curves are analogous to the curves given in Ref. 8, but the signal amplitude is greater, while the peaks in the excess resistance at $V= \pm V_{0}$ corresponding to the Peierls energy gap are much more distinct for the sample with the thinner metal layer, which may be a result either of reduced scattering or of the change in the ratio $a / d$.

The substantial asymmetry of the curves is most likely caused by a distortion in the chemical potential near the metal-Peierls conductor interface, as well as at the metalsemiconductor contact. (See Fig. 5 of Ref. 8.) A final conclusion regarding this question, however, will require additional data, specifically, on the characteristics of metalPeierls conductor point contacts.

For most of the $R_{d}(V)$ curves at high bias voltages $V$, the curve emerges into a square law dependence for the increment in resistance corresponding to Joule heating of the contact. Typically the heating is by $1-3 \mathrm{~K}$ for the least resistive contacts and, given that the linear size of the heat release region is large compared to the region over which the voltage drops, ${ }^{17}$ the heating does not affect the measurement results significantly. In this region, the differential resistance is determined by the resistance of the metal-metal contact $R_{d N}(V)$, as such. Assuming that the increment in the resistance behaves as $\Delta R_{d N}(V) \propto V^{2}$ (dashed curve in Fig. 2), we can isolate the excess resistance $R_{d}-R_{d N}$ associated with the presence of a Peierls gap in the Peierls conductor and follow the change in the reflected signal amplitude as the contact area is varied. Figure 3 shows the amplitude of the normalized differential resistance $A^{*}=A-1$, where we have written $A=R_{d} / R_{d N}$, as a function of the voltage $V$ for sample No. 4 for contacts with different values of $R_{d N}(0)$. As can be


FIG. 2. The differential resistance $R_{d}=d V / d I$ as a function of voltage $V$ for $\mathrm{Au}-\mathrm{Au}-\mathrm{K}_{0.3} \mathrm{MoO}_{3}$ point contacts at $T=77 \mathrm{~K}$ : (a) sample No. $1, \quad d=100 \mathrm{~nm}, \quad R_{d}(0)$ $=54.26 \Omega$; (b) sample No. $4, d=50 \mathrm{~nm}$, $R_{d}(0)=48.87 \Omega$. The dashed curve shows the voltage dependence of the resistance for the intrinsic metal-metal contact, $R_{d N}(V)$.


FIG. 3. The amplitude of the normalized differential resistance $A^{*}$ $=R_{d} / R_{d N}-1$ as a function of voltage $V$ for sample No. 4 at point contacts with $R_{d N}(0)=48.3 \Omega(1), 26.7 \Omega(2)$, and $15.8 \Omega(3)$ at $T=77 \mathrm{~K}$. The point contacts are oriented along the chains.
seen from the figure, $A^{*}(0)$ increases as the contact resistance is raised. For $R_{d}(0)>50 \Omega$, the Peierls gap, defined as the separation $2 e V_{0}$ between the peaks in the differential resistance, did not vary, being equal to $2 \Delta_{P} \simeq 100 \mathrm{meV}$ (curve 1 ). One unusual effect, however, should be noticed: there is a large reduction in the gap as the contact resistance is lowered for contact resistances $R_{d}(0)<50 \Omega$.

### 3.2. Orientation of the point contact perpendicular to the chains

Measurements similar to those described above were taken at $T=77 \mathrm{~K}$ with the orientation of the point contact perpendicular to the chains in the [ $\overline{2} 01$ ] direction. Figure 4 shows the differential resistance $R_{d}$ as a function of the voltage $V$ for sample No. $5(d=50 \mathrm{~nm})$ with two different resistances $R_{d N}(0)$. The figure shows that these curves are very similar to the ones described above. There are, however, two fundamental differences. First, the position of the peaks at $\pm V_{0}$ in the $R_{d}(V)$ curves did not change for different thicknesses of the metal layer and for all point contact resis-
tances and corresponded to a gap of $2 V_{0}=2 \Delta_{p} \simeq 100 \mathrm{mV}$. Second, the reflected signal amplitude is substantially lower ( $<1 \%$ ) than when the point contact is oriented along the chains for the same metal layer thickness; this made it impossible to determine correctly the effect of changes in the point contact diameter on the reflected signal.

## 4. DISCUSSION OF RESULTS

We begin the discussion with the experiments on charge injection along the chains, i.e., along the $b$ axis. As can be seen from Fig. 3, the $A(V)=A^{*}+1$ curve typically has a minimum at $V=0$ and maxima at $\left|e V_{0}\right|=\Delta_{P}$. This behavior can be explained by the presence of carrier reflection, in principle, caused by any of the mechanisms considered ${ }^{5,6,10,11}$ with a barrier associated with the nonideal character of the interface, by analogy with the Tinkham-Blonder-Klapwijk model ${ }^{9}$ developed for a metal-superconductor interface. The fundamental point is that the $A(V)$ curve is a mirror reflection of the corresponding curve for a metal-superconductor interface relative to the line $A=1$, i.e., an excess resistance is observed for $\left|e V_{0}\right|<\Delta_{P}$. This indicates that the reflected particles do not change their charge state; for example, electrons are reflected as electrons. The role of the barrier, as in the case of a metal-superconductor interface, ${ }^{9}$ reduces to lowering the probability of penetration of the particles into the condensate and, therefore, to suppressing interactions of the incident electrons with the condensate at low voltages. Without a barrier and for $T=0$, the $A(V)$ curve should have the step function form

$$
A(V)= \begin{cases}\text { const }>1 & |V|<\Delta_{P} / e, \\ 1, & |V|>\Delta_{P} / e\end{cases}
$$

A drop in $A(V)$ for $|V|>\Delta_{P} / e$ is implied by all the models considered in the Introduction. ${ }^{5,6,10,11}$ The difference lies in the scale of the effect. According to Refs. 5 and 6, in the ballistic regime all the trajectories with a length shorter than the mean free path are reversed, so that the scale of the amplitude $A^{*}$ of the excess resistance is $A^{*} \sim 1$. For mechanisms analogous to Andreev reflection, i.e., mirror or Bragg reflection, only normal trajectories (the analog of Andreev reflection, mirror reflection) or the trajectories at the Bragg angle (Bragg reflection) are reversed, so that the amplitude $A^{*}$ should be small, on the scale of $a^{2} / d^{2}$; that is, $A^{*}$ must be much smaller than unity, since in the experiments $a$ was $10-20 \AA$ and $d \sim 500 \AA$. This estimate for $d$ was obtained from the Sharvin formula ${ }^{18} R \sim \rho l / a^{2}$, where $\rho$ is the resistivity and $l$ is the mean free path. As Fig. 3 implies, the



FIG. 4. The differential resistance $R_{d}=d V / d I$ as a function of voltage $V$ for $\mathrm{Au}-\mathrm{Au}-\mathrm{K}_{0.3} \mathrm{MoO}_{3}$ point contacts at $T=77 \mathrm{~K}$, sample No. 5 with $R_{d N}(0)=53.08 \Omega$ (a) and $31.16 \Omega(\mathrm{~b})$. The point contacts are oriented perpendicular to the chains.


FIG. 5. The amplitude $A^{*}(0)$ at $T=77 \mathrm{~K}$ as a function of the parameter $\left(R_{d N}(0) d^{2}\right)^{-1}(d=50 \mathrm{~nm}, \bigcirc d=100 \mathrm{~nm})$. The point contacts are oriented along the chains.
magnitude of this effect is quite small ( $\sim 1-3 \%$ ), which evidently allows us to neglect mechanisms of the type proposed in Refs. 5 and 6.

It should be noted that the amplitude $A^{*}$ increases as the film thickness $d$ is reduced (Fig. 2). This may be related to the reduced influence of scattering for smaller $d$, or be the result of a dependence of the form $a^{2} / d^{2}$. To verify this dependence, experiments with different contact diameters (different resistances) were set up. Some of the results are shown in Fig. 3. We note the following:
(1) As the degree of clamping is increased (the contact resistance is reduced), the picture does not change qualitatively for $R_{d}(0)>50 \Omega$. The positions of the peaks at $\pm V_{0}$ is unchanged and corresponds to a Peierls gap of $2 V_{0}$ $=2 \Delta_{P}=100 \mathrm{meV}$, in agreement with optical measurements and measurements of the thermally activated conductivity along the $b$ axis. ${ }^{19}$
(2) For $R_{d}(0)<50 \Omega$ the value of $2 \Delta_{P}$ begins to decrease. We attribute this distortion to nonequilibrium effects caused by strong current injection into the Peierls conductor. (For more detail, see below.)
(3) The reflected signal at $V=0$ (under conditions of minimal injection) is proportional to $a^{2} / d^{2}$ (Fig. 5). Behavior of this sort is implied by two of the models, the analog of Andreev reflection ${ }^{10}$ and Bragg and mirror reflection, ${ }^{11}$ but contradicts the model proposed in Refs. 5 and 6.

In analyzing the possible contribution of Bragg scattering, it is necessary to keep in mind that the wave vector of a charge density wave in $\mathrm{K}_{0.3} \mathrm{MoO}_{3}$ has the form ${ }^{20}$

$$
\mathbf{q}=0 \mathbf{a}^{*}+q_{b} \mathbf{b}^{*}+0.5 \mathbf{c}^{*}
$$

(the corresponding lattice parameters are $a=16.23 \AA$, $b=7.55 \AA$, and $c=9.86 \AA ; \beta=94.89^{\circ}$ ), where $q_{b}$ is the projection of $\mathbf{q}$ on the $b$ axis, with $q_{b} \sim 2 k_{F}$. The condition for a reversed trajectory during Bragg reflection gives $q_{c}=$ $-2 k_{c}$ (see the Introduction), where $k_{c}$ is the projection of the wave vector of the incident electron on the $c$ axis. For $k_{c}$ $<k_{F}$ this means that $q_{c}$ must be less than $2 k_{F}$ and, therefore, less than $q_{b}$, i.e., the condition $q_{c}<q_{b}$ must be satisfied. An approximate estimate gives $q_{c} \simeq 0.5 / c \simeq 5 \cdot 10^{6} \mathrm{~cm}^{-1}$ and $q_{b}$
$\simeq 0.25 / b \simeq 3 \cdot 10^{6} \mathrm{~cm}^{-1}$, and we see that Bragg reflection does not produce reversed trajectories in $\mathrm{K}_{0.3} \mathrm{MoO}_{3}$ because of the very large projection $q_{c}$.

This analysis, therefore, leaves the possibility of two mechanisms for reflection of normal carriers during injection along the chains, the analog of Andreev reflection or mirror reflection, but it is not possible to separate the contributions from these two mechanisms using only longitudinal measurements. The picture can be clarified by comparing data obtained in two injection directions: along the chains (parallel to the $b$ axis) and perpendicular to the chains (perpendicular to the $b$ axis in the [ $\overline{2} 01$ ] direction). In analyzing the results for transverse injection, we begin by noting two important points:

First, the $R_{d \perp}(V)$ curves have the same shape as the $R_{d \|}(V)$ curves for large $R_{d}$. Here the positions of the peaks in $R_{d}(V)$ are the same ( $\pm 50 \mathrm{mV}$ ) as for longitudinal injection. This indicates that the Peierls gap is isotropic parallel and transverse to the chains in the plane ( $\mathbf{b}, 2 \mathbf{a}^{*}-\mathbf{c}$ ). Until recently, a result of this sort had been obtained only from indirect, averaged measurements of thermally activated conduction along these directions. ${ }^{19}$

Second, during injection perpendicular to the chains there can be no contribution from the mechanism analogous to Andreev reflection, ${ }^{10}$ since then the longitudinal component of the momentum (along the chains) is essentially zero or at least much smaller than $p_{F}$, i.e., momentum cannot be transferred to the moving condensate during reflection. Thus, the observed response during this kind of injection can only be attributed to the Bragg or mirror reflection mechanism. Then, as noted previously, ${ }^{11}$ the contribution from mirror reflection should dominate because of the large difference between the effective masses of the carriers in the metal and in the Peierls conductor (in a direction perpendicular to the chains).

On the other hand, the contribution of mirror reflection during injection perpendicular to the chains should be no less than during injection along the chains (because of the lower effective mass along the chains). However, in the experiment it was found that the signal amplitude during injection along the chains is systematically roughly a factor of three higher when the other conditions (film thickness, contact resistance, etc.) are the same. (See Figs 3 and 4, for example.) This indicates the presence of an additional contribution beyond mirror reflection during longitudinal injection, which we attribute to a mechanism analogous to Andreev reflection. Besides the estimates given above, this hypothesis is supported, first, by a correct orientation for the appearance of this mechanism, second, by a linear dependence of this contribution (as of the entire signal) on the parameter $a^{2} / d^{2}$, and third, by the $\Delta_{P}(I)$ curve at high currents, which indicates that a charge density wave moves in the carrier injection region (see below).

## Analysis of data for high current injection

We now return to examining the results for injection along the chains at low resistance contacts (Fig. 4). The figure implies that as the contact resistance is lowered, there is a noticeable reduction in the Peierls gap, which we define as


FIG. 6. The voltage $2 V_{0}$ as a function of the current density $J$ through a metal-Peierls conductor interface with normal injection of quasiparticles ( $d=50 \mathrm{~nm}, \bigcirc d=100 \mathrm{~nm})$ at $T=77 \mathrm{~K}$. The point contacts are oriented along the chains.
the distance between the peaks $R_{d}\left( \pm V_{0}\right)$, and the reduction in the gap set in only for contact resistances $R_{d 0}(0)$ $<50 \Omega$. For $R_{d}>50 \Omega$ the gap $2 \Delta_{P} \simeq 100 \mathrm{meV}$ did not vary, which fact is, as noted above, in good agreement with data from optical and thermal activation measurements of the conductivity.

Lowering the resistance leads to an increase in the current through the contacts required to attain voltages corresponding to the gap features. Thus, it is logical to assume that one possible reason for the reduction in $\Delta_{P}$ as the contact resistance is varied may be suppression of the gap owing to a higher current density through the metal-Peierls conductor interface. In our case, $a \ll d$ for all the contacts, where $d$ is the thickness of the gold film. Given that injection is isotropic through a point source, we can estimate the current density through the metal-Peierls conductor interface as

$$
J=\frac{I \cos ^{2} \phi}{2 \pi d^{2}}
$$

where $I$ is the total current through the contact and $\phi$ is the injection angle. Figure 6 shows a plot of the voltage $2 V_{0}$ (it will be shown below that this is not equal to the equilibrium value of $2 \Delta_{P} / e$ ) as a function of the parameter $I / d^{2}$, which is proportional to the current density through the interface, for samples with normal layer thicknesses $d=50$ and 100 nm . This dependence has a distinct threshold character, i.e., $V_{0}$ is essentially independent of $J$ up a critical value of the current density through the metal-Peierls conductor interface, $J_{c}=4.8 \cdot 10^{7} \mathrm{~A} / \mathrm{cm}^{2}$, at which there is a sharp drop in $V_{0}$; this corresponds to suppression of the Peierls gap. One can say that $\Delta_{P}$ is essentially independent of $J$ up to $J_{c}$, after which the gap goes discontinuously to zero. Evidently, in this interpretation, for small contact resistances the voltage $V_{0}$ corresponds to a nonequilibrium value of the gap (less than the equilibrium value $\Delta_{P}$ ), since it is measured at current densities close to the critical value corresponding to the maximum propagation speed of a charge density wave. It should be specially noted that this interpretation is possible only in the case where the injected carriers interact with the
charge density wave so that momentum is transferred to electron-hole pairs in the condensate. In fact, an estimate of the propagation speed $v$ of the charge density wave corresponding to the current density $J_{c}$ for normal injection using the simplest formula $v=J_{c} / n e$, where $n$ is the density of condensed carriers, yields $v=0.6 \cdot 10^{5} \mathrm{~cm} / \mathrm{s}$, which is close to the sound speed in this material. But the propagation speed of the charge density wave obviously cannot exceed the sound speed.

In principle, one can recover the shape of the reflection spectra without current suppression of the gap. As can be seen from Fig. 3, the depth of the minimum at $V=0$, which is determined by the potential barrier at the metal-Peierls conductor interface, changes substantially when the contact resistance is reduced. At the same time, there are no reasons for a large spatial variation in the barrier at the sample surfaces (and, therefore, from contact to contact). Then the reflection spectrum for curve 3 of Fig. $3, A_{3}^{*}(V)$, without current suppression is obtained by multiplying the amplitude of the excess resistance $A_{1}^{*}(V)$ for curve 1 by the normalizing factor $\eta=A_{3}^{*}(0) / A_{1}^{*}(0)$. Following the same procedure with curve 2, we obtain the spectra shown in Fig. 7, which show clearly that the reflected amplitude would increase noticeably without current suppression, even for $V=V_{0}$.

## 5. CONCLUSIONS

(1) The contribution of reflected quasiparticles to the contact resistance is sharply reduced when the energy of the incident particles exceeds the Peierls gap of the charge density wave, which means that the injected carriers interact with the condensate of the charge density wave.
(2) When normal carriers are reflected from a metalPeierls conductor interface, their charge state does not change, unlike in Andreev reflection at a metal-superconductor interface.
(3) It has been shown that the barrier effect owing to the nonidealness of a metal-Peierls conductor interface shows up as a suppression of the gap feature near zero bias voltage similar to that observed at a metal-superconductor interface.
(4) Local measurements show that in $\mathrm{K}_{0.3} \mathrm{MoO}_{3}$ the gap is isotropic in the [010] direction along the chains and in the [ $\overline{2} 01$ ] direction perpendicular to the chains.
(5) The existence of an excess resistance during injection perpendicular to the chains in the [ $\overline{2} 01$ ] direction is evidence of mirror reflection from a barrier of height $\Delta_{P}$.
(6) A comparison of the measurement data for injection along and perpendicular to the chains shows that during longitudinal injection there is reflection involving momentum transfer from the incident particles to the condensate of moving pairs in the charge density wave (an analog of Andreev reflection).
(7) The experimental results indicate that the Peierls gap is suppressed by the current for high injection levels along the chains corresponding to a current density $\simeq 5 \cdot 10^{7} \mathrm{~A} / \mathrm{cm}^{2}$.
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# Paramagnetic labeling as a method for the soft spectroscopy of electronic states 
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A self-consistent microscopic theory of the relaxation of the crystal-field levels of an impurity ion in a state with an integer valence implanted in a normal metal is devised. A microscopic approach based on the Coqblin-Schrieffer-Cooper approach, rather than the formal model of the $s f$ exchange interaction, makes it possible to take into account the specific details of both the crystal-field states of the impurity ion and the electronic band spectrum of the metal. A new method for the soft spectroscopy of electronic states based on measurements of the temperature dependence of the width $\Gamma_{M M^{\prime}}(T)$ of transitions between the crystal-field states $|M\rangle$ of a paramagnetic ion implanted in the compound being studied is proposed. To make specific use of this method in neutron and optical spectroscopy, a classification of the types of temperature dependence of the natural relaxation width $\gamma_{M}(T)$ of the levels is devised, and procedures for possible experimental methods are proposed. A nonzero value of the natural relaxation width $\gamma_{G}(T)$ of the crystal-field ground state $|G\rangle$ of an impurity ion at zero temperature is obtained within the proposed self-consistent model, but is beyond the scope of perturbation theory. It is shown that the widely accepted estimate of the characteristic temperature of Kondo systems $T^{*}=\Gamma_{G}(T=0) / 2$ from the quasielastic scattering width at zero temperature $\Gamma_{G}(T=0) / 2$ is incorrect in the case of strong relaxation in a system with soft crystal fields. The proposed model is applied to the quantitative analysis of the relaxation of the crystal-field levels of paramagnetic $\mathrm{Pr}^{3+}$ ions implanted in $\mathrm{CeAl}_{3}$ and $\mathrm{LaAl}_{3}$. The results of the calculations are in quantitative agreement with the experimental data. © 1998 American Institute of Physics. [S1063-7761(98)02005-8]

## 1. INTRODUCTION

The methods that have been developed for studying electronic states in metals (angle-resolved photoemission spectroscopy; ${ }^{1}$ quantum oscillations of the magnetic susceptibility, ${ }^{2}$ conductivity, ${ }^{3}$ magnetostriction, ${ }^{4}$ and elastic moduli ${ }^{5}$ associated with the de Haas-van Alphen effect; infrared spectroscopy; ${ }^{6}$ Raman scattering; ${ }^{7}$ etc.) provide complementary information regarding the structure of electron spectra. A comparison of the experimental data obtained by different methods with the results of band calculations of the electronic structure provides fairly reliable data on the properties of the compounds studied.

The methods for investigating electronic states can be divided into 'hard'" and 'soft'' methods. In the case of hard spectroscopy, the influence of the measurement process on the system exceeds the scales $W^{*}$ of the characteristic interactions forming the electronic spectrum of the system (in Kondo systems $W^{*}$ is of the order of the Kondo temperature $T_{K}$; in variable-valence systems $W^{*}$ is of the order of the valence fluctuations). Therefore, compounds with strong electron correlations, which have low-energy modes in the spectrum of elementary excitations, can be investigated most effectively by soft spectroscopic methods, in which the measurement process does not destroy the eigenstates of the system being investigated. The conditions imposed on spectroscopic measurements by the softness of the elementary excitations in variable-valence and Kondo systems greatly
restricts the set of methods that are applicable to the investigation of highly correlated systems. For example, the interpretation of photoemission measurements (because of the large energy transfers in the measurement process) and data from methods based on de Haas-van Alphen oscillations (because of the large magnetic fields, which can destroy the structure of soft excitations) requires a special investigation of the influence of the measurement process on the lowenergy properties of the compound being studied. Therefore, the development of new soft spectroscopic methods for highly correlated electronic systems is an important undertaking.

This paper proposes a method for analyzing the electronic structure based on measurements of the temperature dependence of the relaxation of crystal-field levels of an impurity ion which has special properties (a paramagnetic label) and is implanted in the compound being investigated. A similar idea for investigating semiconductor compounds by an electron paramagnetic resonance technique was proposed back in Ref. 8. The method discussed in this paper relies on the technique of measuring the neutron or optical response of the system and is intended for studying metallic compounds. A spectroscopic procedure employing a paramagnetic label can be divided into two stages. In the first stage highly complete information on the energies and wave functions of the paramagnetic label P must be obtained. To this end a combined study (neutron scattering or Raman scattering measurements; magnetic susceptibility and specific heat mea-
surements) must be made of a reference single crystal of $\mathrm{P}_{l}\{\mathrm{~B}\}(\{\mathrm{B}\}$ is the chemical formula without the paramagnetic label). In the second stage small quantities of the A ions in the compound $A_{l}\{B\}$ under investigation are replaced by the paramagnetic label P . Scrutiny of the temperature dependence of the relaxation of crystal-field levels of the paramagnetic label P in the compound $\left(\mathrm{A}_{1-x} \mathrm{P}_{x}\right)_{l}\{\mathrm{~B}\}$ can provide unique information regarding the electronic structure of the compound under investigation when several conditions are fulfilled. First, the inequality $x \ll 1$ is a necessary condition, which allows us to treat the relaxation of the crystal field at the paramagnetic label as a purely single-ion effect. Second, it must be shown that the structure of the crystal field of the paramagnetic label P in $\left(\mathrm{A}_{1-x} \mathrm{P}_{x}\right)_{l}\{\mathrm{~B}\}$ does not differ significantly from the structure of the crystal field in the pure reference crystal of $\mathrm{P}_{l}\{\mathrm{~B}\}$. Fulfillment of the second condition has already been demonstrated for several compounds, in which the main contribution to the formation of the crystal field is made by the nearest neighbors from a formula unit of $\{B\}$, and hence the structures of the crystal fields of the paramagnetic label P in $\mathrm{P}_{l}\{\mathrm{~B}\}$ and $\left(\mathrm{A}_{1-x} \mathrm{P}_{x}\right)_{l}\{\mathrm{~B}\}$ are practically identical. Examples of such compounds include $\mathrm{RAl}_{3},{ }^{9-11}$ $\mathrm{RNi}_{5},{ }^{12-14}$ and $\mathrm{RNi}^{14-16}$ ( R is a rare-earth ion).

It should be noted that the existing methods for calculating the temperature dependence of the relaxation of crystalfield states cannot be applied to the analysis of specific, highly correlated systems. Some of the methods employ the formal Hamiltonian, i.e., one which is not related in any way to the electronic structure, of the $s f$ model. ${ }^{17-19}$ Another deficiency of the previously developed methods is the use of nonself-consistent second-order perturbation theory, ${ }^{17,18,20,21}$ which is inapplicable in the case of the large relaxation widths characteristic of highly correlated systems.

The goal of the present work is to devise a selfconsistent theory for the relaxation of crystal-field levels, which can serve as a tool for studying the electronic structure of particular, highly correlated electronic systems with strong relaxation broadening. Section 2 presents the derivation of a microscopic interaction Hamiltonian, an analysis of the differences between it and the formal Hamiltonian of the $s f$ model, and a discussion of the Coqblin-Schrieffer model. In Sec. 3 self-consistent equations are obtained for the natural relaxation widths of the crystal-field levels, and their influence on the cross section for magnetic inelastic neutron scattering is analyzed. In Sec. 4 qualitatively different types of temperature dependence of the relaxation width are classified. The effects associated with departure from the weakrelaxation approximation are analyzed in Sec. 5. In Sec. 6 the conditions which must be satisfied by the paramagnetic label are analyzed in detail, and experimental procedures which provide the most easily interpreted information are presented. The results of measurements of the relaxation widths of the crystal-field states of the paramagnetic label $\mathrm{Pr}^{3+}$ in the compounds $\mathrm{LaAl}_{3}$ and $\mathrm{CeAl}_{3}$ are considered in Sec. 7. The conclusions are presented in Sec. 8.

## 2. SPECIFIC DETAILS OF THE INTERACTION OF CRYSTALFIELD STATES WITH CONDUCTION ELECTRONS IN THE COQBLIN-SCHRIEFFER MODEL

The interpretation of the relaxation of a real paramagnetic label in a particular compound requires the formulation of a problem which takes into account both the specific details of the state of the impurity and the features of the electronic structure of the metal. Therefore, the sf exchange Hamiltonian, which is often employed to analyze the relaxation of crystal-field levels, ${ }^{17-19}$

$$
\begin{equation*}
\mathscr{H}_{s f}=\sum_{M M^{\prime}}\left(f_{M}^{\dagger} \hat{\mathbf{J}}_{M M^{\prime}} f_{M^{\prime}}\right)\left(c_{\alpha}^{\dagger} \boldsymbol{\sigma}_{\alpha \beta} c_{\beta}\right) \tag{1}
\end{equation*}
$$

(where $M$ and $M^{\prime}$ are the indices of the crystal-field states, $\alpha$ and $\beta$ are the spin indices of the conduction electrons, $\widehat{\mathbf{J}}$ is the total momentum operator, and $\boldsymbol{\sigma}$ denotes a Pauli matrix) is unsuitable for analyzing relaxation in a particular system, since it is a purely formal object, which is not related in any way to the features of the electronic structure of the metal or to the real character of the interaction of an impurity with conduction electrons.

The specific features of the relaxation occurring as a consequence of the interaction of an impurity with conduction electrons can be taken into account in the approaches ${ }^{22-25}$ based on the Schrieffer-Wolff and CornutCoqblin formalisms. ${ }^{26-28}$ A scheme permitting a firstprinciples calculation of the relaxation of a paramagnetic label can be devised within the method proposed in Refs. 2225. The Anderson Hamiltonian describing an impurity ion ${ }^{1)}$ with one $f$ electron implanted in a metal is represented in the form of the sum

$$
\begin{equation*}
\mathscr{H}=\mathscr{H}_{0}+\mathscr{H}_{1} . \tag{2}
\end{equation*}
$$

Here the first term

$$
\begin{align*}
\mathscr{H}_{0}= & \sum_{\theta \mathbf{k} \sigma} \epsilon_{\theta \mathbf{k}} c_{\theta \mathbf{k} \sigma}^{\dagger} c_{\theta \mathbf{k} \sigma}+\sum_{M} E_{M} f_{M}^{\dagger} f_{M} \\
& +\frac{U}{2} \sum_{M M^{\prime}}^{M \neq M^{\prime}} f_{M}^{\dagger} f_{M} f_{M^{\prime}}^{\dagger} f_{M^{\prime}} \tag{3}
\end{align*}
$$

describes the subsystem of delocalized conduction electrons with consideration of the single-particle potential of the $f$ subshell (which is treated as a core state) and the subsystem of the crystal field of the $f$ subshell in the single-particle potential created by the conduction electrons. The operator $c_{\theta \mathbf{k} \sigma}^{\dagger}\left(c_{\theta \mathbf{k} \sigma}\right)$ describes the creation (annihilation) of a conduction electron with the energy $\boldsymbol{\epsilon}_{\theta \mathbf{k}}$, whose state is characterized by the Bloch wave

$$
\begin{equation*}
|\theta \mathbf{k} \sigma\rangle=u_{\theta \mathbf{k}}(\mathbf{r}) e^{i \mathbf{k} \mathbf{r}}|\sigma\rangle \tag{4}
\end{equation*}
$$

with the wave vector $\mathbf{k}$, the band index $\theta$, and the spin projection $\sigma$. The operator $f_{M}^{\dagger}\left(f_{M}\right)$ describes the creation (annihilation) of the crystal-field state $|M\rangle$ with the energy $E_{M}$. The wave functions $|M\rangle$ of the states of an $f$ electron transform in accordance with the irreducible representation $\Upsilon_{M}$ of the point group of the site of the rare-earth impurity ion $\mathscr{F}_{\text {imp }}$ :

$$
\begin{equation*}
|M\rangle=\sum_{m=-J_{\mathrm{imp}}}^{J_{\mathrm{imp}}} \Lambda_{m, J_{\mathrm{imp}}}^{M}|m\rangle . \tag{5}
\end{equation*}
$$

Here the $|m\rangle$ are spherical harmonics, which describe the projections $m$ of the total angular momentum of the impurity $J_{\text {imp }}$, and $U$ is the on-site Coulomb repulsion constant.

For a microscopic calculation procedure we must represent the many-particle interaction of the localized and delocalized subsystems in terms of the nomenclature for the band states of conduction electrons, rather than in the approximation of symmetrized partial waves. ${ }^{27,28}$ In this nomenclature the interaction Hamiltonian

$$
\begin{equation*}
\mathscr{H}_{1}=\sum_{\theta \mathbf{k} \sigma M} V_{\theta \mathbf{k} \sigma}^{M} f_{M}^{\dagger} c_{\theta \mathbf{k} \sigma}+\text { H.c. } \tag{6}
\end{equation*}
$$

describes the mixing of the localized state $|M\rangle$ with the Bloch wave $|\theta \mathbf{k} \sigma\rangle$, and the hybridization parameter

$$
\begin{equation*}
V_{\theta \mathbf{k} \sigma}^{M}=\langle\theta \mathbf{k} \sigma| V_{\text {mix }}(\mathbf{r})|M\rangle \tag{7}
\end{equation*}
$$

can be calculated by a band-calculation procedure. In the case of an impurity state with a nearly integer valence (the hybridization scale $\left|V_{\theta \mathbf{k} \sigma}^{M}\right|$ is considerably smaller than the distance from the $E_{M}$ and $E_{M}+U$ levels to the Fermi energy $\epsilon_{F}$ ), the Coqblin-Schrieffer transformation, ${ }^{26,27}$ which eliminates the first order with respect to the hybridization from the Hamiltonian, is applicable. As a result, the interaction of the localized and delocalized subsystems is described by elastic and inelastic scattering processes of the conduction electrons on localized crystal-field states of the impurity:

$$
\begin{equation*}
\mathscr{H}_{\mathrm{ex}}=\sum_{M M^{\prime}} \sum_{\theta \mathbf{k} \sigma} \sum_{\theta^{\prime} \mathbf{k}^{\prime} \sigma^{\prime}} J_{\theta \mathbf{k} \sigma, \theta^{\prime} \mathbf{k}^{\prime} \sigma^{\prime}}^{M \prime^{\prime}} f_{M}^{\dagger} f_{M^{\prime}} c_{\theta \mathbf{k} \sigma^{\prime}}^{\dagger} c_{\theta^{\prime} \mathbf{k}^{\prime} \sigma^{\prime}} . \tag{8}
\end{equation*}
$$

The interaction constants of the effective Hamiltonian are expressed in terms of quantities which can be determined by band-calculation methods: ${ }^{22-25}$

$$
\begin{equation*}
J_{\theta \mathbf{k} \sigma, \theta^{\prime} \mathbf{k}^{\prime} \sigma^{\prime}}^{M M^{\prime}}=\frac{V_{\theta \mathbf{k} \sigma}^{M^{\prime}}\left(V_{\theta^{\prime} \mathbf{k}^{\prime} \sigma^{\prime}}^{M}\right)^{*}}{2}\left[\frac{1}{\epsilon_{\theta \mathbf{k}}-E_{M}}+\frac{1}{\epsilon_{\theta^{\prime} \mathbf{k}^{\prime}}-E_{M^{\prime}}}\right] \tag{9}
\end{equation*}
$$

Although the nomenclature of the band states of conduction electrons is adequate in cases where the problem is a first-principles calculation of the parameters, the nomenclature of symmetrized partial waves, which permits the use of symmetry arguments, is more convenient for qualitative analysis. As a result of the standard transformation into the representations $|\theta k M\rangle$ of the partial waves ${ }^{27,28}$

$$
\begin{equation*}
c_{\theta \mathbf{k} \sigma}^{\dagger}=\sum_{k M^{\prime \prime}}\left\langle\theta \mathbf{k} \sigma \mid \theta k M^{\prime \prime}\right\rangle c_{\theta k M^{\prime \prime}}^{\dagger} \tag{10}
\end{equation*}
$$

(here $c_{\theta k M^{\prime \prime}}^{\dagger}$ is the annihilation operator of a conduction electron in the state centered on the impurity ion with the wave number $k$, the total angular momentum $J_{\text {imp }}$, and the angular dependence described by the irreducible representation $\Upsilon_{M^{\prime \prime}}$ ), the Hamiltonian of the exchange interaction can be represented in the form

$$
\begin{align*}
\mathscr{H}_{\mathrm{ex}}= & \sum_{M M^{\prime}} f_{M}^{\dagger} f_{M^{\prime}} \sum_{M^{\prime \prime} M^{\prime \prime \prime}} \sum_{k k^{\prime}} \sum_{\theta \theta^{\prime}} \Theta_{\theta k M^{\prime \prime}}^{\theta^{\prime} k^{\prime} M^{\prime \prime \prime}}\left(M, M^{\prime}\right) \\
& \times c_{\theta k M^{\prime \prime}}^{\dagger} c_{\theta^{\prime} k^{\prime} M^{\prime \prime \prime}} \tag{11}
\end{align*}
$$

where

$$
\begin{align*}
\Theta_{\theta k M^{\prime \prime}}^{\theta^{\prime} k^{\prime} M^{\prime \prime \prime}}\left(M, M^{\prime}\right)= & \sum_{\mathbf{k} \mathbf{k}^{\prime}} \sum_{\sigma \sigma^{\prime}}\left\langle\theta \mathbf{k} \sigma \mid \theta k M^{\prime \prime}\right\rangle \\
& \times\left\langle\theta k^{\prime} M^{\prime \prime \prime} \mid \theta \mathbf{k}^{\prime} \sigma^{\prime}\right\rangle J_{\theta \mathbf{k} \sigma, \theta^{\prime} \mathbf{k}_{\sigma}^{\prime}}^{M M^{\prime}} \tag{12}
\end{align*}
$$

The only restriction which is imposed on the symmetry of the exchange interaction is the condition that the interaction (11) have the symmetry of the point group of the impurity site. ${ }^{31}$ Generally speaking, the seed basis of crystal-field states $\{|M\rangle\}$ obtained with consideration of only the singleparticle crystal potential is not diagonal when the perturbation (11) is taken into account. In low-symmetry systems this perturbation can mix seed states of the crystal-field basis. ${ }^{32}$ Therefore, in the general case the relation

$$
\begin{equation*}
\Theta_{\theta k M^{\prime \prime}}^{\theta^{\prime} k^{\prime} M^{\prime \prime \prime}}\left(M, M^{\prime}\right)=\widetilde{J}_{\theta k, \theta^{\prime} k^{\prime}}^{M M^{\prime}} \delta_{M^{\prime \prime \prime} M} \delta_{M^{\prime \prime} M^{\prime}}, \tag{13}
\end{equation*}
$$

which reduces the exchange Hamiltonian to the standard Coqblin-Schrieffer expression in the partial-wave representation

$$
\begin{equation*}
\mathscr{H}_{\mathrm{ex}}=\sum_{M M^{\prime}} f_{M}^{\dagger} f_{M^{\prime}} \sum_{k k^{\prime}} \sum_{\theta \theta^{\prime}} \widetilde{J}_{\theta k, \theta^{\prime} k^{\prime}}^{M M^{\prime}} c_{\theta k M^{\prime}}^{\dagger} c_{\theta^{\prime} k^{\prime} M} \tag{14}
\end{equation*}
$$

is an artefact of the simplifying assumption that the mixing potential has spherical symmetry in the vicinity of the impurity. Nevertheless, even in the simplest approximation, in which the band index $\theta$ and the dependence on the wave number $k$ are neglected (i.e., the band system of the conduction electrons is replaced by an effective density of states), the approximate Hamiltonian

$$
\begin{equation*}
\mathscr{H} \mathscr{C}_{\mathrm{ex}}=\sum_{M M^{\prime}} \bar{I}^{M M^{\prime}} f_{M}^{\dagger} f_{M^{\prime}} c_{M^{\prime}}^{\dagger} c_{M} \tag{15}
\end{equation*}
$$

which faithfully takes into account the principal features of the symmetry of the states of the delocalized electrons, differs significantly from the formal $s f$ exchange Hamiltonian (1). When the relaxation width is calculated, the $s f$ exchange Hamiltonian (1) induces only transitions with a change in the projection of the total angular momentum of the impurity by unity or without any change in its projection. The relative values of the matrix elements specifying the transitions $\left|M^{\prime}\right\rangle \rightarrow|M\rangle$ do not depend on the features of the electronic structure and are determined only by the properties of the Pauli matrices and the structure of the wave functions $|M\rangle$ of the localized states. Conversely, all the quantities appearing in the Hamiltonian (11) can be calculated for a specific impurity in a specific crystal, and the parameters of the approximate Hamiltonian (15) are obtained by averaging (11). Thus, in the general case the Hamiltonian (15) has nonzero matrix elements for the transition between any local states $|M\rangle$ and $\left|M^{\prime}\right\rangle$, and the relations between the different matrix elements $\bar{I}^{M M^{\prime}}$ are determined by the localized states of both the crystal field of the impurity and the band structure of the conduction electrons.

The calculation of the averaged parameters $\bar{I}^{M M^{\prime}}$ can be performed by the methods described in Refs. 22-25 and is
beyond the scope of the present work. In this paper we wish to analyze which features of the temperature dependence of the relaxation widths of the crystal-field levels can be observed for various relations between the symmetrized exchange constants $\bar{I}^{M M^{\prime}}$ of the Hamiltonian (15).

## 3. RELAXATION WIDTHS OF CRYSTAL-FIELD LEVELS AND THEIR INFLUENCE ON THE WIDTHS OF THE PEAKS FOR NEUTRON TRANSITIONS

The relaxation width $\Gamma_{i f}$ associated with the transition $|i\rangle \rightarrow|f\rangle$ is determined by the natural widths $\gamma_{i}$ and $\gamma_{f}$ of the initial $|i\rangle$ and final $|f\rangle$ states. It should be noted that the natural widths are determined not only by the mutual relaxation processes of the initial and final states $|i\rangle \leftrightarrow|f\rangle$, but also by the processes $|i\rangle \leftrightarrow|M\rangle(|f\rangle \leftrightarrow|M\rangle)$, which are associated with the interaction of the initial (final) states with all the other crystal-field states $\{|M\rangle\}$. In this case the natural width of the initial (final) state is determined by the set of parameters $\left\{\bar{I}^{i M}\right\}\left(\left\{\bar{I}^{f M}\right\}\right)$ of the Hamiltonian (15).

Let us consider the process responsible for the inelastic neutron transition $|i\rangle \rightarrow|f\rangle$ from the initial state $|i\rangle$ with the energy $E_{i}$ to the final state with the energy $E_{f}=E_{i}+\Delta_{f i}$. We introduce the Matsubara Green's functions describing the crystal-field states of the impurity center $j$ and the Green's functions of similar nature for Abrikosov pseudofermions, ${ }^{33}$

$$
\begin{equation*}
\mathscr{G}_{\lambda}=-\left\langle T_{\tau} f_{j, M}(\tau) f_{j, M}^{\dagger}(0)\right\rangle, \tag{16}
\end{equation*}
$$

which have the following forms in the zeroth approximation (i.e., in the absence of relaxation):

$$
\begin{align*}
& \mathscr{G}_{i}^{(0)}=\left(i \omega-E_{i}+\mu\right)^{-1},  \tag{17}\\
& \mathscr{G}_{f}^{(0)}=\left(i \omega-E_{i}-\Delta_{f i}+\mu\right)^{-1} \tag{18}
\end{align*}
$$

(in the notation adopted $\mu$ is the chemical potential of the pseudofermions, and in the final formulas it must be assumed that $\mu \rightarrow-\infty$ ).

The retarded Green's functions, which specify the spectral response of the system, can be obtained using the analytic continuation of the Matsubara Green's functions from the upper semiaxis onto the entire complex plane of $\omega$. Passage to the retarded Green's functions in the zeroth-order Green's functions requires the replacement $i \omega \rightarrow \omega+i \delta$. The interactions of the crystal-field states with other subsystems of elementary excitations of the crystal lead to renormalization of the crystal-field energy and to the appearance of a frequency-dependent imaginary part in the denominator of the Green's function. The renormalizations of the crystalfield splittings can be included in the definition of the Green's functions (17) and (18) and will not be considered further. Let us next concentrate our attention on the temperature dependence of the relaxation width and take into account that the retarded Green's functions of the crystal-field levels can be written in the pole approximation in the form

$$
\begin{align*}
& \mathscr{S}_{i}^{R}(\omega)=\left[\omega-E_{i}+\mu+i \gamma_{i}(\omega)\right]^{-1},  \tag{19}\\
& \mathscr{G}_{f}^{R}(\omega)=\left[\omega-E_{i}-\Delta_{f i}+\mu+i \gamma_{f}(\omega)\right]^{-1} . \tag{20}
\end{align*}
$$

The on-site susceptibility, which determines the magnetic neutron response of an impurity center, is expressed ${ }^{33}$ in terms of the retarded Green's function

$$
\chi_{i f}^{R}(\tau)=-\left\langle T_{\tau} f_{i}^{\dagger}(\tau) f_{f}(\tau) f_{f}^{\dagger}(0) f_{i}(0)\right\rangle
$$

whose analytic continuation onto real frequencies has the following form:

$$
\begin{align*}
\chi_{i f}^{(0) R}(\Omega)= & -\left|\Theta_{i f}\right|^{2} \int_{-\infty}^{\infty} \frac{d \epsilon}{2 \pi} \tanh \left(\frac{\epsilon}{2 T}\right)\left[\operatorname{Im} \mathscr{G}_{i}^{R}(\epsilon)\right. \\
& \left.\times \mathscr{G}_{f}^{R}(\epsilon+\Omega)+\operatorname{Im} \mathscr{G}_{f}^{R}(\epsilon) \mathscr{G}_{i}^{A}(\epsilon-\Omega)\right] \tag{21}
\end{align*}
$$

(here $\Theta_{i f}$ is a matrix element, which depends on the wave functions of the initial and final crystal-field states and determines the intensity of the neutron scattering peak). Representing the resonant part of the susceptibility $\chi_{i f}^{R}(\Omega)$ at $\Omega$ $\approx \Delta_{f i}$ in the form

$$
\begin{equation*}
\chi_{i f}^{R}(\Omega)=\frac{\Xi_{0}}{\Omega-\Delta_{f i}+i \Gamma_{i f}}, \tag{22}
\end{equation*}
$$

where $\Xi_{0}$ is the residue at the respective pole), we can obtain the dependence of $\Gamma_{i f}$ on the corresponding natural dampings of the pseudofermion Green's functions. In the limit $\gamma_{i, f} \ll \Delta_{f i}$ or $\gamma_{f, i} \ll T$ the relation between the relaxation constant $\Gamma_{i f}$ extracted from the results of magnetic inelastic neutron scattering experiments and the natural damping of the pseudofermion Green's functions acquires a simple form:

$$
\begin{equation*}
\Gamma_{i f}=\gamma_{i}\left(\omega=E_{i}\right)+\gamma_{f}\left(\omega=E_{f}\right) . \tag{23}
\end{equation*}
$$

Thus, in the cases which are most interesting for a reliable experimental analysis (where the width of the inelastic transition is smaller than its energy) the problem of determining the temperature dependence of the width $\Gamma_{i f}$ of a transition reduces to a calculation of the natural widths of the initial and final states.

Let us consider the influence of conduction electrons on the natural width of crystal-field states in the CornutCoqblin model. For this purpose we use the effective Hamiltonian (15) obtained in the preceding section as the interaction Hamiltonian. The natural widths are calculated by standard Feynman-diagram techniques at finite temperatures. This allows us to partially sum diagram series and to obtain a closed system of self-consistent equations. The departure from perturbation theory is critical in the case of fairly strong relaxation, since the natural width $\gamma_{M}\left(\omega=E_{M}\right)$ of each crystal-field state $|M\rangle$ depends on the relaxation widths of the entire system of crystal-field levels and must, therefore, be found self-consistently. To illustrate this point, we consider the interaction between the states $|M\rangle$ and $\left|M^{\prime}\right\rangle$ with the energies $E_{M}$ and $E_{M^{\prime}}=E_{M}+\Delta_{M^{\prime} M}$, respectively. The simplest diagram which leads to relaxation of the crystalfield states is shown in Fig. 1a. The dashed line correspond to the Green's function of the conduction electron

$$
\begin{equation*}
G(\mathbf{r}, \tau)=-\left\langle T_{\tau} \Psi_{\xi}(\mathbf{r}, \tau) \Psi_{\xi}^{\dagger}(0,0)\right\rangle, \quad \xi=M, M^{\prime} \tag{24}
\end{equation*}
$$

(we neglect the difference between the Green's functions of the conduction electrons for different $M$ ). The diagrams corresponding to the vertex corrections can be classified in the following manner. The first are parquet diagrams, which are


FIG. 1. Feynman diagrams: a-simple diagram describing the shift and damping of a crystalfield level (dashed line-conduction electron Green's function, solid line-crystal-field excitations); b-conduction electron polarization operator, which describes the electromagnetic interaction between crystal-field excitations; ceigenenergy part of the crystal-field excitations with consideration of the vertex renormalization; d-skeletal diagrams for vertex corrections.
similar to the Abrikosov diagrams considered in the analysis of the Kondo effect in Ref. 33. Consideration of the contribution from the first nonvanishing term leads to the appearance of an interaction in the channel $\Gamma_{M=M^{\prime}}$ $\sim\left(I_{M M^{\prime}}^{2} / W\right) \ln \left(W / \Delta_{M M^{\prime}}\right)$ and to the corrections $\delta \Gamma_{M M^{\prime}}^{(3, p)}$ $\sim\left(I_{M M^{\prime}}^{3} / W^{2}\right) \ln ^{2}\left(W / \Delta_{M M^{\prime}}\right)(W$ is the width of the conduction electron band). The second are nonparquet diagrams. ${ }^{34}$ Consideration of the contribution from the first correction (Fig. 1d) leads to the additional contribution $\delta \Gamma_{M M^{\prime}}^{(3, n p)}$ $\sim\left(I_{M M^{\prime}}^{3} / W^{2}\right) \ln \left(W / \Delta_{M M^{\prime}}\right)$. We shall henceforth assume $I_{M M^{\prime}} / W \ll 1$ and $\left(I_{M M^{\prime}} / W\right) \ln \left(W / \Delta_{M M^{\prime}}\right) \ll 1$ and neglect the vertex corrections in the perturbative approach. Under these circumstances

$$
\begin{align*}
\sigma_{M}\left(i \omega_{n}\right)= & {\left[\bar{I}^{M M^{\prime}}\right]^{2} T^{2} \sum_{\epsilon_{1} \epsilon_{2}} \frac{1}{\mathscr{N}^{2}} \sum_{\mathbf{p}_{1}, \mathbf{p}_{2}} G\left(\mathbf{p}_{1}, \epsilon_{1}\right) G\left(\mathbf{p}_{2}, \epsilon_{2}\right) } \\
& \times \mathscr{G}_{M^{\prime}(\neq M)}\left(\epsilon_{1}+\epsilon_{2}-\omega\right) \tag{25}
\end{align*}
$$

( $\mathscr{N}$ is the total number of conduction electrons). Performing the analytic continuation of the expression (25) into the upper half-plane of the complex variable $\omega$ according to the usual rules, ${ }^{35-37}$ we obtain the following expressions for the eigenenergy parts at real frequencies (the analogous equations for the $s f$ exchange Hamiltonian were obtained by Maleev in a treatment of the relaxation of the crystal field in cubic metals ${ }^{19}$ ):

$$
\begin{align*}
\gamma_{M}(\omega)= & -\operatorname{Im} \sigma_{M}^{R}(\omega) \\
= & \frac{1}{\pi}\left[\bar{I}^{M M^{\prime}}\right]^{2} \int_{-\infty}^{\infty} d x \frac{1}{\mathscr{N}} \sum_{\mathbf{p}}[N(x)+n(x \\
& +\omega)] \operatorname{Im} \mathscr{G}_{M^{\prime}(\neq M)}^{R}(x+\omega) \operatorname{Im} \Pi_{M M^{\prime}}^{R}(\mathbf{p}, x) \tag{26}
\end{align*}
$$

Here $N(x)=\left(e^{x / T}-1\right)^{-1}, n(x)=\left(e^{x / T}+1\right)^{-1}, \Pi(\mathbf{p}, x)$ is the polarization operator of the conduction electrons (Fig. 1b), whose imaginary part describes the two-particle density of states:

$$
\begin{equation*}
\operatorname{Im} \frac{1}{\mathscr{N}} \sum_{\mathbf{p}} \Pi^{R}(\mathbf{p}, x)=-\frac{\pi}{2} N_{0}^{2} x \tag{27}
\end{equation*}
$$

where $N_{0}$ is the single-particle density of states of the conduction electrons at the Fermi level, in terms of which the dimensionless coupling constants $g_{M M^{\prime}}$ are expressed:

$$
\begin{equation*}
g_{M M^{\prime}}^{2}=\frac{1}{2}\left[I^{M M^{\prime}} N_{0}\right]^{2} \tag{28}
\end{equation*}
$$

In the integrals (26) we perform the replacement $\omega+\mu$ $=\tilde{\omega}$ corresponding to the displacement of the energy reference point. Allowing $\mu$ to tend to $-\infty$, we neglect the Fermi function on the right-hand side. This replacement has a simple physical meaning: the singularities of the functions $\mathscr{G}$ are determined by a far larger energy scale, and, therefore, the terms corresponding to consideration of the poles of the pseudofermion functions should be omitted. ${ }^{38}$

According to (23), the natural damping $\gamma$ of the crystalfield states at the frequencies corresponding to the energies of the crystal-field levels must be calculated to determine the width of a neutron transition. Thus, in the case of the interaction of $|M\rangle$ and $\left|M^{\prime}\right\rangle$, the quantities $\gamma_{M}\left(\omega=E_{M}\right)$ and $\gamma_{M^{\prime}}\left(\omega=E_{M^{\prime}}\right)$ must be calculated. Determining the damping at the poles of the corresponding Green's functions, we obtain the system of coupled equations

$$
\left\{\begin{array}{l}
\gamma_{M}\left(\omega \rightarrow E_{M}\right)=\pi g_{M M^{\prime}}^{2} \int_{-\infty}^{\infty} d x x N(x) P  \tag{29}\\
\quad \times\left(x-\Delta_{M^{\prime} M}, \gamma_{M^{\prime}}\right) \\
\gamma_{M^{\prime}}\left(\omega \rightarrow E_{M}+\Delta_{M^{\prime} M}\right)=\pi g_{M M^{\prime}}^{2} \int_{-\infty}^{\infty} d x x N(x) \\
\quad \times P\left(x+\Delta_{M^{\prime} M}, \gamma_{M}\right)
\end{array}\right.
$$

where $P(x, \gamma)$ is the spectral function normalized to unity:

$$
\begin{equation*}
P(x, \gamma)=\frac{1}{\pi} \frac{\gamma}{x^{2}+\gamma^{2}} \tag{30}
\end{equation*}
$$

The expressions obtained are easily generalized to the case of an arbitrary set of constants in the Hamiltonian (15) ( $\left\{\bar{I}^{M M^{\prime}}\right\} ; M, M^{\prime}=1, \ldots, 2 J_{\mathrm{imp}}+1$ ) and an arbitrary system of crystal-field states with the energies $E_{M}$. Proceeding precisely as in the derivation of (25)-(29), we obtain the expressions for the frequency-dependent damping rates

$$
\begin{align*}
& \gamma_{M}^{R}(\omega)=-\operatorname{Im} \sigma_{M}^{R}(\omega) \\
&= \frac{1}{\pi} \sum_{M^{\prime}=1}^{2 J_{\text {imp }}+1} \bar{I}_{M M^{\prime}}^{2} \int_{-\infty}^{\infty} d x \frac{1}{\mathscr{N}} \sum_{\mathbf{p}}[N(x)+n(x \\
&+\omega)] \operatorname{Im} \mathscr{G}_{M^{\prime}}^{R}(x+\omega) \operatorname{Im} \Pi_{M M^{\prime}}^{R}(\mathbf{p}, x), \\
& M=1, \ldots, 2 J_{\text {imp }}+1 . \tag{31}
\end{align*}
$$

Neglecting the Fermi function on the right-hand side of (31), we obtain the system of self-consistent equations

$$
\begin{align*}
& \gamma_{M}(\omega)=-\sum_{M^{\prime}=1}^{2 J_{\mathrm{imp}}+1} g_{M M^{\prime}}^{2} \int_{-\infty}^{\infty} d x x N(x) \operatorname{Im} \mathscr{G}_{M^{\prime}}^{R}(x+\omega), \\
& M=1, \ldots, 2 J_{\mathrm{imp}}+1 \tag{32}
\end{align*}
$$

Here the dimensionless coupling constants are expressed in terms of the parameters of the Hamiltonian (15):

$$
\begin{equation*}
g_{M M^{\prime}}^{2}=g_{M^{\prime} M}^{2}=\frac{1}{2}\left[\bar{I}^{M M^{\prime}} N_{0}^{M M^{\prime}}\right]^{2}, \tag{33}
\end{equation*}
$$

where $N_{0}^{M M^{\prime}}$ is the partial density of states of the conduction electrons corresponding to the $M \rightarrow M^{\prime}$ transition.

The system of equations for finding the natural relaxation constants at the frequencies which determine the widths of the neutron transitions [see (23)] can be represented in the explicit form ${ }^{2)}$

$$
\begin{align*}
& \gamma_{M}\left(\omega \rightarrow E_{M}\right)=\int_{-\infty}^{\infty} d x x N(x) \\
& \quad \times \sum_{M^{\prime}=1}^{2 J_{\mathrm{imp}}+1} g_{M M^{\prime}}^{2} P\left(x-\Delta_{M^{\prime} M}, \gamma_{M^{\prime}}\right), \\
& M=1, \ldots, 2 J_{\mathrm{imp}}+1, \tag{34}
\end{align*}
$$

where

$$
\Delta_{M^{\prime} M}=E_{M^{\prime}}-E_{M}
$$

## 4. CLASSIFICATION OF THE TEMPERATURE DEPENDENCE OF RELAXATION WIDTHS

The temperature dependence of the natural relaxation widths (and the widths of the neutron transitions determined by them) depends on the relationship between the different constants in the Hamiltonian (15) and on the energies of the crystal-field states. In this section we shall classify the types of temperature dependence for cases in which solutions of the self-consistent system of equations (34) can be obtained explicitly.

The simplest condition under which the system of equations (34) is decoupled is that the relaxation widths be small ( $\gamma_{M} \rightarrow 0$ ). In this case, instead of the system of equations (32), we obtain the following expressions for the non-selfconsistent widths of the levels $\gamma_{M}^{(0)}$ :

$$
\begin{equation*}
\gamma_{M}^{(0)}=\pi \sum_{M^{\prime}=1}^{L} \int_{-\infty}^{\infty} g_{M M^{\prime}}^{2} x N(x) \delta\left(x-\Delta_{M M^{\prime}}\right) \tag{35}
\end{equation*}
$$

The calculation of (35) permits separation of the contributions to the temperature dependence of the natural width $\gamma_{M}(T)$ into three types:

$$
\begin{equation*}
\gamma_{M}(T)=\gamma_{M}^{(\mathrm{eq})}(T)+\gamma_{M}^{\uparrow}(T)+\gamma_{M}^{\downarrow}(T) \tag{36}
\end{equation*}
$$

The first type is associated with the relaxation caused by the interaction of the crystal-field state $|M\rangle$ with the levels $\left\{\left|M^{\prime}\right\rangle\right\}$, whose energies $E_{M^{\prime}}$ equal $E_{M}$ :

$$
\begin{equation*}
\gamma_{M}^{(\mathrm{eq})}(T)=\pi T \sum_{M^{\prime}}^{E_{M^{\prime}}=E_{M}} g_{M M^{\prime}}^{2} \tag{37}
\end{equation*}
$$

The contributions to the natural relaxation width of the level $|M\rangle$ from higher-lying $\left(E_{M^{\prime}}>E_{M}\right)$ and lower-lying ( $E_{M^{\prime}}$ $<E_{M}$ ) levels are given by the expressions

$$
\begin{equation*}
\gamma_{M}^{\uparrow}(T)=\pi \sum_{M^{\prime}}^{E_{M^{\prime}}>E_{M}} g_{M M^{\prime}}^{2} \Delta_{M^{\prime} M^{\prime}} N\left(\Delta_{M^{\prime} M}\right) \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{M}^{\downarrow}(T)=\pi \sum_{M^{\prime}}^{E_{M^{\prime}}<E_{M}} g_{M M^{\prime}}^{2} \Delta_{M M^{\prime}}\left[N\left(\Delta_{M M^{\prime}}\right)+1\right], \tag{39}
\end{equation*}
$$

respectively. In the limit of high temperatures, $T$ $\Rightarrow \max \left(E_{M}\right)$, in accordance with the results in Refs. 17-21, the temperatures dependences of all three contributions to the relaxation are indistinguishable. All three contributions obey a Korringa law, and the expression for the natural relaxation width takes the form

$$
\begin{equation*}
\gamma_{M}(T)=\pi T \sum_{M^{\prime}=1}^{2 J_{\mathrm{imp}}+1} g_{M M^{\prime}}^{2} \tag{40}
\end{equation*}
$$

At low temperatures the contributions of the higher-lying ( $E_{M^{\prime}}>E_{M}$ ) and lower-lying ( $E_{M^{\prime}}<E_{M}$ ) crystal-field levels differ significantly. In the limit $T \rightarrow 0, N(\Delta)$ is exponentially small, $N(\Delta) \rightarrow \exp (-\Delta / T)$, and (38)-(39) take the form

$$
\begin{align*}
& \gamma_{M}^{\uparrow}(T)=\pi \sum_{M^{\prime}}^{E_{M^{\prime}}>E_{M}} g_{M M^{\prime}}^{2} \Delta_{M^{\prime} M} \exp \left(-\frac{\Delta_{M^{\prime} M}}{T}\right),  \tag{41}\\
& \gamma_{M}^{\downarrow}(T)=\pi \sum_{M^{\prime}}^{E_{M^{\prime}}<E_{M}} g_{M M^{\prime}}^{2} \Delta_{M M^{\prime}} . \tag{42}
\end{align*}
$$

Thus, as $T \rightarrow 0$, the contributions to the natural relaxation width from the higher-lying levels tend exponentially to zero, and the contributions from the lower-lying levels do not depend on the temperature.

Since the shape of the line for the neutron transition $|i\rangle$ $\rightarrow|f\rangle$ is measured directly in an experiment, it would be interesting to analyze the temperature dependence of the width of the transition $\Gamma_{i \rightarrow f}(T)=\gamma_{i}(T)+\gamma_{f}(T)$ (see Fig. 2) for different relationships between the constants of the Hamiltonian (1). The diagonal interactions $I^{i i}\left(I^{f f}\right)$ lead to a contribution $\sim \pi g_{i i}^{2} T\left(\sim \pi g_{f f}^{2} T\right)$, which is proportional to the temperature. In the case of the relaxation of only the initial (final) state as a result of interactions with the upper $(\uparrow)$ levels, we have $\left[\Gamma_{i \rightarrow f}^{\uparrow}(T)\right]^{i(f)} \sim N\left(\Delta_{\uparrow i(f)}\right)$, which leads to exponentially small damping, $\sim \exp \left(-\Delta_{\uparrow i(f)} / T\right)$, at low temperatures. When only the initial (final) state relaxes as a result of interactions with lower ( $\downarrow$ ) levels, we have $\left[\Gamma_{i \rightarrow f}^{\downarrow}(T)\right]^{i(f)} \sim \Delta_{i(f) \downarrow}\left[N\left(\Delta_{i(f) \downarrow}\right)+1\right]$, which can be described by a constant $\sim \Delta_{i(f) \downarrow}$ at low temperatures. The fourth special case is the one in which relaxation is mediated by the interaction between the initial and final states $I^{i f}$. In this case $\Gamma_{i \rightarrow f}^{i f}(T) \sim \Delta_{f i}\left[2 N\left(\Delta_{f i}\right)+1\right]=\Delta_{f i} \cosh \left(\Delta_{f i} / 2 T\right)$.

If the special cases just described are realized in the system being studied, they are easily distinguished from one another even by qualitative visual inspection. The situation in which relaxation of the initial and final levels occurs only because of the influence of the higher-lying levels is easily distinguished (the dotted line in Fig. 3). In this case


FIG. 2. General case of the classification of sources for the relaxation of the levels of the initial $(i)$ and final $(f)$ states of a transition (thick vertical arrow) due to interactions with lower-lying levels ( $I^{\downarrow i}$ and $I^{\downarrow f}$ ) and higher-lying levels ( $I^{\uparrow i}$ and $I^{\uparrow f}$ ) and due to mutual coupling of the initial and final states ( $I^{i f}$, wavy lines).
$\Gamma_{i \rightarrow f}^{\uparrow}(T \rightarrow 0) \rightarrow 0$. The mutual relaxation processes (the solid line in Fig. 3) are also visually distinguishable from the variants in which the broadening is a consequence of the interactions of the initial or final state with lower-lying levels (the dashed line in Fig. 3). The sharpness of the temperature dependence can serve as a criterion in these cases. In the former variant (see Fig. 3) we have $\Gamma_{i \rightarrow f}^{i f}(T$ $\left.=2 \Delta_{M M^{\prime}}\right) / \Gamma_{i \rightarrow f}^{i f}(T=0) \approx 4$, and in the latter variant we have $\Gamma_{i \rightarrow f}^{\downarrow}\left(T=2 \Delta_{M M^{\prime}}\right) / \Gamma_{i \rightarrow f}^{\downarrow}(T=0) \approx 2.5$.

## 5. CONSEQUENCES OF THE SELF-CONSISTENT PROCEDURE

Beside the obvious quantitative influence of the selfconsistent procedure manifested as renormalization of the numerical values of the natural relaxation constants, there is a qualitative difference, which is expressed by the nonzero value of the relaxation width of the ground state $|G\rangle$ at zero temperature.

In the non-self-consistent procedure [see (41)] the width $\gamma_{G}^{(0)}(T \rightarrow 0)=\pi g_{G E}^{2} \Delta_{E G} \exp \left(-\Delta_{E G} / T\right) \rightarrow 0(E$ is the higherlying level with the smallest value of $\Delta_{E G}$ ). The solution of the system of self-consistent equations (29) (for $M=G$, $M^{\prime}=E$ ) gives a nonzero width: $\gamma_{G}^{(\mathrm{sc})}(T=0) \neq 0$. Under the conditions $T \ll \gamma_{E G}$ and $T \ll \Delta_{E G}$ an explicit expression can be obtained for the width $\gamma_{G}^{(\mathrm{sc})}(T=0)$ of the level. Since at low temperatures the non-self-consistent natural width of the crystal-field excited level is $\gamma_{E}^{(0)}(T \rightarrow 0)=\pi g_{G E}^{2} \Delta_{E G}$, the weak corrections caused by the influence of the lower level can be neglected. Then the self-consistent width of the lower level is proportional to the square of the coupling constant:

$$
\begin{equation*}
\gamma_{G}^{(\mathrm{sc})} \approx \pi g_{G E}^{2} \gamma_{E}^{(0)} \ln \left(\frac{W}{\Delta_{G E}}\right) \tag{43}
\end{equation*}
$$

(in the calculation we cut off the integral (29) at the width of the conduction electron band $W$ ). Substituting the expression for $\gamma_{E}^{(0)}$ into (43), we obtain ${ }^{3)}$

$$
\begin{equation*}
\gamma_{G}^{(\mathrm{sc})} \approx \pi^{2} g_{G E}^{4} \Delta_{E G} \ln \left(\frac{W}{\Delta_{G E}}\right) \tag{44}
\end{equation*}
$$

Since the corrections associated with the influence of the width of the lower level on the upper level contain an additional small factor $\sim g_{G E}^{2}$, (43) is the explicit solution of the system of self-consistent equations to within terms $\sim g_{G E}^{4}$ inclusively.

This result, which is unexpected from the standpoint of perturbation theory, can have a physical interpretation in the self-consistent theory. It should, first of all, be taken into account that $|G\rangle$ is the ground state of the system only when the interactions are disregarded. When the interaction with the delocalized conduction electrons is included, the nomenclature of the localized states is no longer the true quantummechanical basis, and $|G\rangle$ is not the true ground state.

A specific mechanism, which causes damping of the crystal-field state $|G\rangle$ at zero temperature, can be pointed out. The physical cause of the damping of $|G\rangle$ is the nonzero broadening of the excited state $|E\rangle$ (which also occurs in perturbation theory). Figure 4 presents the spectral functions of $|E\rangle\left[P\left(x-1, \gamma_{E}^{(0)}=0.4\right)\right]$ and $|G\rangle\left[P\left(x, \gamma_{G}^{(0)}=0\right)=\delta(x)\right]$ in the perturbative approximation. The width of $|G\rangle$ in the


FIG. 3. Reduced temperature dependences of the total inelastic scattering width $\Gamma_{i f}$ due to relaxation processes with a higher-lying level (dotted line) and a lower-lying level (dashed line) and mutual processes ( $I^{i f}$, solid line).


FIG. 4. Illustration of the origin of the finite width of the crystal-field ground state $|G\rangle$ (vertical arrow at $x / \Delta_{E G}=0$ ) due to relaxation processes (wavy lines with arrows) which couple the $|G\rangle$ level to the low-energy tail (darkened region) of the spectral function $P\left(x-1, \gamma_{E}^{(0)} \neq 0\right)$ of the upper $|E\rangle$ state.
self-consistent approach is nonzero $\left(\gamma_{G}^{(\mathrm{sc})} \neq 0\right)$ because of the allowed transitions $I^{G E}$ induced by the width of the upper level $|E\rangle$ to the low-energy tail (the darkened area in Fig. 4) of the Lorentzian contour of the upper level.

The result obtained, which attests to the nonzero contribution to the natural relaxation width of the ground-state level, calls for caution in approaching methods for estimating the characteristic temperature $T^{*}$ in Kondo systems from the full width at half maximum (FWHM) of the quasielastic neutron scattering peak at zero temperature. According to the generally accepted approach, ${ }^{39,40}$ the characteristic temperature is determined from the relation $T^{*}=\Gamma_{\mathrm{qe}}^{\exp }(T=0) / 2$, where $\Gamma_{\mathrm{qe}}^{\mathrm{exp}}(T=0)$ is the experimentally observed quasielastic scattering width at zero temperature. In this procedure it is assumed that the width of the peak $\Gamma_{\mathrm{qe}}^{\exp }(T=0)$ is determined only by the anomalous width $\Gamma_{K}(T=0)$, which is associated with Kondo scattering processes on the lowest crystal-field state. However, the presence of the nonzero contribution $\gamma_{G}^{(\mathrm{sc})}(T=0)$ from the normal relaxation processes calls for additional refinement in the case of strong relaxation broadening in systems with soft crystal fields. In this situation, since the experimental width $\Gamma_{\mathrm{qe}}^{\exp }(T=0)$ is determined not only by the anomalous width $\Gamma_{K}(T=0)$, but also by the relaxation contribution $\gamma_{G}^{(\mathrm{sc})}(T=0)$, we have

$$
\begin{equation*}
\Gamma_{\mathrm{qe}}^{\exp }(T=0)=\Gamma_{K}(T=0)+2 \gamma_{G}^{(\mathrm{sc})}(T=0), \tag{45}
\end{equation*}
$$

and the standard relation should be rewritten in the form

$$
\begin{equation*}
T^{*}=\frac{\Gamma_{\mathrm{qe}}^{\mathrm{exp}}(T=0)-2 \gamma_{G}^{(\mathrm{sc})}(T=0)}{2} . \tag{46}
\end{equation*}
$$

Thus, when there is strong relaxation in systems with soft crystal fields, the determination of the characteristic temperature is complicated by the nonzero relaxation contribution at $T=0$. Nevertheless, the use of (46) and (44) provides an estimate in this case too. To analyze the contribution from the normal relaxation processes of a specific compound, we must determine the parameters (the crystal-field splitting $\Delta_{M M^{\prime}}$ and the dimensionless relaxation constants $g_{M M^{\prime}}$ ) which describe the relaxation in the particular material. The set of techniques discussed in the next section can be useful in solving this problem.

## 6. PARAMAGNETIC LABELING

Studying the electronic structure by measuring the relaxation of a paramagnetic label requires the observance of several conditions, which must be satisfied by the compound being studied $A_{l}\{B\}$ and the paramagnetic ion $P$. In this section we describe the most desirable general conditions, under which performing and interpreting paramagnetic labeling experiments are simplest, and we present some examples of compounds which satisfy these necessary conditions.

One necessary condition which must be satisfied by the compound $\mathrm{A}_{l}\{\mathrm{~B}\}$ being studied is the existence of a reference compound $\mathrm{P}_{l}\{\mathrm{~B}\}$ containing the paramagnetic label P . The reference compound must be a structural analog of the compound being studied. In the first stage the properties of the reference compound $\mathrm{P}_{l\{ }\{\mathrm{B}\}$ must be investigated. The purpose of studying the reference compound is to obtain information on the crystal-field energies and wave functions of the paramagnetic label. This information can be obtained by analyzing experimental data from measurements of magnetic neutron scattering (or Raman scattering) and the thermodynamic properties (the magnetic susceptibility and specific heat). For neutron scattering experiments, which require a fairly large quantity of the material, it should be noted that a single-crystal sample is not required. This greatly facilitates implementation of the method, since magnetic susceptibility data suitable for reconstructing the crystal-field wave functions can be obtained from measurements on tiny singlecrystal samples.

In the second stage, for which a polycrystalline sample suffices, inelastic neutron scattering experiments are performed on the compound $\left(\mathrm{A}_{1-x} \mathrm{P}_{x}\right)_{l}\{\mathrm{~B}\}$. The theoretical analysis requires information on the crystal-field states of the paramagnetic label P in $\left(\mathrm{A}_{1-x} \mathrm{P}_{x}\right)_{l}\{\mathrm{~B}\}$. The experimental neutron scattering data provide information on the energies of the crystal-field levels of the paramagnetic label in the compound being studied. Since it is impossible to study the crystal-field states of an ion of P in $\left(\mathrm{A}_{1-x} \mathrm{P}_{x}\right)_{l}\{\mathrm{~B}\}$ by thermodynamic methods, additional information on the crystalfield wave functions is needed. This information can be obtained by studying the trends in the variation of the crystalfield parameters of a family of compounds $R_{l}\{B\}$ (where $R=A, P, \ldots$ ). There are presently several families of compounds for which such investigations have already been performed: $\mathrm{RAl}_{3},{ }^{9-11} \mathrm{RNi}_{5},{ }^{12-14}$, and $\mathrm{RNi}^{14-16}(\mathrm{R}$ is a rare-earth ion). In these families the main contribution to the formation of the crystal field is made by the ions in the local environment and the conduction electrons. Therefore, the structures of the crystal-field wave functions of the paramagnetic label $P$ in the reference compound and in the compound being studied are practically identical. Thus, the systems which are suitable for the proposed procedure are compounds in which the nearest neighbors of each ion of A that is replaced by the paramagnetic label are ions from an unsubstituted formula unit of $\{B\}$. The best systems for application of the method are materials in which the crystal-field parameters are determined predominantly by the nearest neighbors.

The next necessary condition is a small concentration of the ions of the paramagnetic label, $x \ll 1$, in $\left(\mathrm{A}_{1-x} \mathrm{P}_{x}\right)_{l}\{\mathrm{~B}\}$.

This condition permits consideration of the crystal fields and their relaxation as purely single-ion phenomena. A small value of $x$ is also necessary to be sure that doping with the paramagnetic label did not lead to significant alteration of the electronic structure of the compound being studied.

An important desirable restriction imposed on the paramagnetic label is nondegeneracy of the crystal-field ground state of the ion. Fulfillment of this condition significantly simplifies the interpretation of the experimental data, since the natural width of the crystal-field ground state is specified by a simple exchange Hamiltonian of the form (15). A degenerate ground state $|G\rangle$ can lead to a Kondo effect, which results in the appearance of a specific temperature dependence of the quasielastic neutron scattering width: $\Gamma_{\mathrm{qe}}(T)$ $=2 \gamma_{G}(T)=a+b \sqrt{T} .{ }^{40}$ The presence of a specific temperature dependence of the natural width of the crystal-field ground state greatly complicates the interpretation, since the width $\Gamma_{G M}(T)=\gamma_{G}(T)+\gamma_{M}(T)$ of any inelastic transition from the ground state contains this poorly studied component. This circumstance greatly complicates the analysis, since the theoretical treatment is simplest, if the temperature dependence of the natural widths $\gamma_{M}(T)$ of the levels is determined during the experiment. This dependence can be extracted from the solution of the system of equations

$$
\begin{equation*}
\Gamma_{M M^{\prime}}(T) \approx \gamma_{M}(T)+\gamma_{M^{\prime}}(T), \tag{47}
\end{equation*}
$$

whose features must be analyzed separately for each specific case.

It is also noteworthy that one of the significant advantages of the method can be the possibility of regulating the selection rules by choosing different paramagnetic labels. It can easily be seen that different symmetries for the crystalfield states of the paramagnetic label will lead to different types of temperature dependence of the relaxation process. Therefore, significant information can be obtained by analyzing situations with different ions serving as the paramagnetic label in relaxation spectroscopy.

## 7. RELAXATION OF THE PARAMAGNETIC LABEL $\mathrm{Pr}^{3+}$ IN $\operatorname{Pr}_{0.03} \mathrm{Ce}_{0.97} \mathrm{Al}_{3}$ AND $\operatorname{Pr}_{0.03} \mathrm{La}_{0.97} \mathrm{Al}_{3}$

An example of a favorable combination of properties for the paramagnetic label and the compound being studied is the $\mathrm{Pr}^{3+}$ ion in the hexagonal compounds $\mathrm{RAl}_{3}(\mathrm{R}$ is a lanthanide). The crystal-field ground state (level 1 in Fig. 5) in pure $\operatorname{PrAl}_{3}$ is the singlet $\left|\Gamma_{1}\right\rangle=|0\rangle$, and the only allowed transition at $T \rightarrow 0$ is the $\left|\Gamma_{1}\right\rangle \rightarrow\left|\Gamma_{6}\right\rangle$ transition to the $\left|\Gamma_{6}\right\rangle$ $=| \pm 1\rangle$ state (level 2 in Fig. 5). The crystal fields of the praseodymium ion in $\mathrm{PrAl}_{3}$ were studied in detail in Ref. 9 (see Fig. 5, in which the crystal-field levels are numbered from 1 to 6 in order of increasing energy). The singlet character of the ground state rules out both the Korringa relaxation channel $\sim\left|I^{11}\right|^{2}$ and the relaxation channel associated with Kondo processes.

The relaxation of the paramagnetic label $\mathrm{Pr}^{3+}$ was studied in $\operatorname{Pr}_{0.03} \mathrm{Ce}_{0.97} \mathrm{Al}_{3}$ and $\operatorname{Pr}_{0.03} \mathrm{La}_{0.97} \mathrm{Al}_{3}$. The crystal-field splitting energy of the praseodymium ion $\Delta_{21}$ in both $\operatorname{Pr}_{0.03} \mathrm{Ce}_{0.97} \mathrm{Al}_{3}$ and $\operatorname{Pr}_{0.03} \mathrm{La}_{0.97} \mathrm{Al}_{3}$ differs only slightly from the crystal-field energy $\Delta_{21}^{R} \approx 4.5 \mathrm{meV}$ in the reference com-


FIG. 5. Level scheme of the paramagnetic label $\mathrm{Pr}^{3+}$ in $\mathrm{CeAl}_{3}$ (on the left) and $\mathrm{LaAl}_{3}$ (on the right). Wave functions of the levels: ${ }^{9}\left|\Gamma_{1}\right\rangle=|0\rangle ;\left|\Gamma_{6}\right\rangle$ $=| \pm 1\rangle ; \quad\left|\Gamma_{4}\right\rangle=2^{-1 / 2}|-3\rangle-2^{-1 / 2}|-3\rangle ; \quad\left|\Gamma_{52}\right\rangle=a| \pm 4\rangle-\sqrt{1-a^{2}}|\mp 2\rangle ;$ $\left|\Gamma_{3}\right\rangle=2^{-1 / 2}|3\rangle+2^{-1 / 2}|-3\rangle ; \quad\left|\Gamma_{51}\right\rangle=\sqrt{1-a^{2}}| \pm 4\rangle+a|\mp 2\rangle$. The neutron transition studied in Ref. 9 is denoted by a vertical arrow. The postulated relaxation channels affecting the initial and final states are denoted by wavy lines with arrows.
pound $\operatorname{PrAl}_{3}$. More specifically, in $\operatorname{Pr}_{0.03} \mathrm{Ce}_{0.97} \mathrm{Al}_{3} \Delta_{21}$ $\approx 4.2 \mathrm{meV}$, and in $\mathrm{Pr}_{0.03} \mathrm{La}_{0.97} \mathrm{Al}_{3} \Delta_{21} \approx 3.5 \mathrm{meV}$. Therefore, in the simplest approximation the wave functions of the crystal-field states of the paramagnetic label in the compounds studied can be assumed to be only slightly altered from those in the reference. To describe the relaxation of the paramagnetic label in $\mathrm{CeAl}_{3}$, we selected a system of levels which coincides with the crystal-field system in pure $\operatorname{PrAl}_{3}$, and to analyze the relaxation in $\mathrm{LaAl}_{3}$, we chose a system in which all the splitting energies are reduced by a factor of $3.2 / 4.5 \approx 0.711$ (see Fig. 5). The thoroughly studied laws governing the variation of the crystal field of the paramagnetic label in $\operatorname{Pr}(\mathrm{La}) \mathrm{Al}_{3}$ (Refs. 9 and 10) can be used for a more exact calculation.

In the experiments in Ref. 11 measurements of the temperature dependence of only the transition width $\Gamma_{12}(T)$ were performed (the FWHM of the Lorentzian, which corresponds to $2 \Gamma$ in our notation, was measured in Ref. 11), while the natural relaxation widths $\gamma_{1}(T)$ and $\gamma_{2}(T)$ were not distinguished. Nevertheless, even in this case definite conclusions regarding the difference between the relaxation behavior of the paramagnetic label in $\mathrm{CeAl}_{3}$ and $\mathrm{LaAl}_{3}$ can be drawn.

Since level 1 of the paramagnetic label in $\mathrm{CeAl}_{3}$ corresponds to the ground state, the relaxation of level 1 in interactions with lower-lying levels is impossible. Moreover, a visual comparison of the experimental data (Fig. 6) with the calculated dependences shown in Figs. 2 and 3 allows us to state that the mutual relaxation processes $I^{12}$ are also absent. This conclusion can be drawn on the basis of a comparison of the widths at low and high temperatures: there is no temperature-dependent contribution at $T<20 \mathrm{~K}$. Therefore, the only possible sources of natural relaxation broadening of levels 1 and 2 are the interactions of levels 1 and 2 with higher-lying levels $3,4,5$, and 6 .

Although the only quantum numbers in whose nomen-


FIG. 6. Temperature dependence of the FWHM $\left(2 \Gamma_{\mathrm{in}}\right)$ of the inelastic $\left|\Gamma_{1}\right\rangle \rightarrow\left|\Gamma_{6}\right\rangle$ transition in $\mathrm{CeAl}_{3}$ for the paramagnetic label Pr using the level scheme in Fig. 5. Dotted line-best fitting in the non-self-consistent approximation for $g=g^{(0)}=0.115$. Solid line-best fitting in the selfconsistent approximation for $g=g^{(\mathrm{sc})}=0.111$. Dashed line-non-selfconsistent width for $g=g^{(\mathrm{sc})}=0.111$.
clature correct arguments can be advanced are the indices of the irreducible representations $M=\Gamma_{1}, \Gamma_{3}, \Gamma_{4}, \Gamma_{6}, \Gamma_{51}$, and $\Gamma_{52}$, we shall demonstrate that the nomenclature of the projections $m$ of the spherical representation [see (5)] is also useful for a qualitative analysis of relaxation.

Using the known wave functions of the crystal-field states (see the caption to Fig. 5), we can rule out the transitions with $\delta m= \pm 1$ because of the lack of the $\left|\Gamma_{1}\right\rangle \leftrightarrow\left|\Gamma_{6}\right\rangle$ mutual relaxation channel. The transitions with $\delta m= \pm 2$ should lead to interactions of $\left|\Gamma_{1}\right\rangle$ with $\left|\Gamma_{51}\right\rangle$ and $\left|\Gamma_{52}\right\rangle$ and of $\left|\Gamma_{6}\right\rangle$ with $\left|\Gamma_{4}\right\rangle$ and $\left|\Gamma_{3}\right\rangle$. However, if the occurrence of transitions with $\delta m= \pm 2$ is assumed, the relaxation of $\left|\Gamma_{6}\right\rangle$ according to a Korringa law ( $\propto T$ ) should be observed. Then (if it is assumed within a qualitative analysis that the interaction constants are identical for all the transitions with $\delta m$ $= \pm 2$ ) the occurrence of relaxation according to a Korringa law does not correspond to the weak dependence of $\Gamma_{12}$ on the temperature in the range $0<T<20 \mathrm{~K}$ (see the experimental points in Fig. 6). Therefore, the occurrence of transitions with $\delta m= \pm 2$ should also be ruled out.

The next possible change in the spherical projection, $\delta m= \pm 3$, leads to interactions of $\left|\Gamma_{1}\right\rangle$ with $\left|\Gamma_{4}\right\rangle$ and $\left|\Gamma_{3}\right\rangle$ and of $\left|\Gamma_{6}\right\rangle$ with $\left|\Gamma_{52}\right\rangle$ and $\left|\Gamma_{51}\right\rangle$. These interactions do not lead to a contribution that is proportional to $T$ to the widths of the levels of the initial state $\left(\gamma_{1}\right)$ and the final state $\left(\gamma_{2}\right)$ and do not contradict the weak temperature dependence of $\Gamma_{12}$ at $T<20 \mathrm{~K}$. The energy splittings $\Delta_{42}$ and $\Delta_{62}$ corresponding to the interactions of the $\left|\Gamma_{6}\right\rangle$ level are smaller than the corresponding splittings $\Delta_{41}$ and $\Delta_{51}$ for the $\left|\Gamma_{1}\right\rangle$ level. Therefore, the contribution $\propto \exp (-\Delta / T)$ to the transition width $\Gamma_{12}$ at $T<100 \mathrm{~K}$ (under the assumption of approximately equal values of $g$ for all $\delta m= \pm 3$ ) from the natural width $\gamma_{2}(T)$ of the $\left|\Gamma_{6}\right\rangle$ level can be considered the main contribution.

In the quantitative calculations presented below we took into account only the interaction constants $I^{24}$ and $I^{26}$. In such an approximation the natural width of the crystal-field ground state is $\gamma_{1}(T)=0$, and, therefore, $\Gamma_{12}=\gamma_{2}(T)$. For simplicity, the values of $I^{24}$ and $I^{26}$ were set equal to one another (see Fig. 5). The conduction electron band was ap-
proximated by a constant density of states with a width of 2 eV . The best fit for the experimental data in the non-selfconsistent approximation is achieved with the value of the dimensionless coupling constants $g^{(0)}=g_{\left|\Gamma_{6}\right\rangle\left|\Gamma_{52}\right\rangle}^{(0)} \equiv g_{\left|\Gamma_{6}\right\rangle\left|\Gamma_{51}\right\rangle}^{(0)}$ $=0.115$. The self-consistent procedure gives the best results when $g^{(\mathrm{sc})}=g_{\left|\Gamma_{6}\right\rangle\left|\Gamma_{52}\right\rangle}^{(\mathrm{sc})} \equiv g_{\left|\Gamma_{6}\right\rangle\left|\Gamma_{51}\right\rangle}^{(\mathrm{sc})}=0.111$. It is noteworthy that the self-consistent value of the natural width $\gamma_{\Gamma_{6}}(T$ $=0$ ) obtained in the numerical calculation coincides to within a few percent with the results of the analytical formula (44). Figure 6 presents a comparison of the theoretical temperature dependences of the width of the $1 \rightarrow 2$ inelastic neutron transition with experimental data. The theoretical data are presented in different approximations, viz., the selfconsistent and non-self-consistent approximations. To illustrate the influence of the self-consistent approximation, the figure shows the temperature dependences of the selfconsistent and non-self-consistent widths (the solid and dashed lines, respectively) calculated for the same dimensionless constant $g^{(\mathrm{sc})}=0.111$. It is seen from Fig. 6 that the self-consistent width is greater than the non-self-consistent width for the same value of the interaction constant. The effect of the self-consistent approximation, $\Gamma_{12}^{(\mathrm{sc})} / \Gamma_{12}^{(0)} \gg 1$, is most easily observed when the non-self-consistent width is small. Unfortunately, the instrumental errors of the neutron scattering method make it difficult to reliably isolate the effects of the self-consistent approximation. Therefore, the performance of Raman scattering experiments, whose experimental errors are considerably smaller, can provide important additional information.

A qualitative analysis of the experimental temperature dependence of the relaxation in $\mathrm{LaAl}_{3}$ like the analysis performed above for $\mathrm{CeAl}_{3}$ shows that the main relaxation channel corresponds to a change in the spherical projection $\delta m$ $= \pm 1$. We note that this channel does not lead to Korringa relaxation for the initial state 1 or the final state 2 . In this approximation relaxation of the initial state is possible only in the mutual $I^{12}$ processes, and relaxation of the final state is possible both in the mutual $I^{12}$ processes and in the $I^{24}$ and $I^{26}$ interactions with higher-lying levels (see the right-hand part of Fig. 5).

Since the non-self-consistent width is greater at all temperatures, it is difficult to observe the effects of the selfconsistent approximation. Therefore, we calculated the transition width only in the non-self-consistent approximation (Fig. 7). It is noteworthy that the results of the fitting with consideration of only $I^{12}$ are in better agreement with the experimental data than are the results of the calculations with consideration of equal values for all the interaction constants $I^{12}=I^{24} / \sqrt{1-a^{2}}=I^{26} / a$. These results are reminiscent of the qualitative character of the estimates based on the nomenclature of the spherical projections of the angular momentum $m$. A more rigorous approach would take into account, for example, that the contributions of the $m=0 \leftrightarrow m= \pm 1$ and $m= \pm 1 \leftrightarrow m= \pm 2$ transitions, which are both associated with a change in the spherical projection $\delta m$ $= \pm 1$, can be significantly different in a lattice of fairly low symmetry.


FIG. 7. Temperature dependence of the FWHM $\left(2 \Gamma_{\text {in }}\right)$ of the inelastic $\left|\Gamma_{1}\right\rangle \rightarrow\left|\Gamma_{6}\right\rangle$ transition in $\mathrm{LaAl}_{3}$ for the paramagnetic label Pr in the non-selfconsistent approximation using the level scheme in Fig. 5. Dashed linemodel with $g_{12}=g_{24} / \sqrt{1-a^{2}}=g_{26} / a=0.094$; solid line—model with $g_{24}$ $=g_{26}=0, g_{12}=0.108$. The dotted line 1 (2) corresponds to the natural relaxation width $\gamma_{\Gamma_{1}}(T)\left(\gamma_{\Gamma_{6}}(T)\right)$ of the levels.

## 8. CONCLUSIONS

The proposed self-consistent microscopic theory of the spectroscopy of the crystal-field levels of an impurity ion in a normal metal has several consequences, which can have a significant influence on our understanding of the relaxation processes in highly correlated systems.

Most importantly, the proposed approach, which is based on the Coqblin-Schrieffer-Cooper approach, rather than the formal $s f$ exchange model, permits a first-principles microscopic calculation of the temperature dependence of the relaxation width of crystal-field states. A comparison of such calculations with experimental data, as well as the use of the conventional methods of infrared, Raman, and photoemission spectroscopy, makes it possible to test the faithfulness of the band calculations. Like the traditional methods, the proposed method permits the performance of a quick qualitative visual analysis of the experimental results obtained. An additional significant feature of the proposed spectroscopic method is the possibility of regulating the selection rules by choosing an appropriate paramagnetic label, which is impossible within the traditional methods.

The new soft spectroscopic method considered in this paper permits the investigation of the role of strong electron correlations in shaping the relaxation processes of crystalfield states. Since strong correlations can significantly alter the simple form of the effective Hamiltonian (15), relaxation features, whose characteristic temperatures are not related to the crystal-field splitting energies, can be observed in a highly correlated system. The observation of such features provides weighty evidence in support of the important role of strong correlations in the compound being studied. Moreover, the calculations performed in the self-consistent approach indicate that in the case of strong relaxation broadening the upper crystal-field levels have a significant influence on the experimentally measured characteristics, which, as was previously assumed, are determined only by the properties of the ground state of a highly correlated system. An example of the properties of the ground magnetic state of ions in highly correlated systems, which can be subject to a significant influence from crystal-field excited states, is the residual width of the magnetic quasielastic neutron scattering
peak at zero temperature $\Gamma_{G}(T=0)$. In the case of soft crystal-field splittings, employment of the widely accepted phenomenological formula $T^{*}=\Gamma_{G}(T=0) / 2$ to determine the characteristic temperature $T^{*}$ of the Kondo system is in need of additional analysis.

In conclusion, we wish to note that the proposed approach should be useful in the case of the analysis of systems in which the crystal-field states transform into more complicated objects as a result of strong electron correlations. Such systems include concentrated Kondo systems, in which the rare-earth ions form a coherent lattice. In this case the localized crystal-field ground-state levels transform into a coherent continuum, ${ }^{41}$ which has been termed a spin fluid. When there are sufficiently soft crystal-field splittings, a spin fluid undergoes strong interactions with localized excited states, ${ }^{42}$ which should produce features in the relaxation of the magnetic states. Since crystal-field states are nothing more than well defined levels, this relaxation cannot be studied in a neutron scattering experiment within the proposed method. However, the relaxation in the magnetic subsystem should have a significant influence on the spectroscopic characteristics of the system that can be detected using resonance methods, such as muon spin rotation ( $\mu \mathrm{SR}$ ) and nuclear magnetic resonance. These processes can be studied experimentally and calculated theoretically after the proposed formalism is appropriately generalized.
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We study the structural, magnetic, and resonance properties of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ single crystals grown by the spontaneous crystallization method. The data are interpreted on the assumption that the crystalline structure of the grown single crystals is orthorhombic. Long-range antiferromagnetic order sets in at temperatures below 22.5 K , while above this temperature the dependence of the magnetic susceptibility has a shape characteristic of interacting antiferromagnetic Heisenberg chains. We hypothesize that long-range magnetic order sets in below 22.5 K through the destruction of the ideal ladder structure of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ because of partial redistribution of copper and lithium ions at the crystal lattice sites and because of the presence of other defects in the crystalline structure. © 1998 American Institute of Physics.
[S1063-7761(98)02105-2]

## 1. INTRODUCTION

The discovery of high- $T_{c}$ superconductivity initiated a new stage in studies of oxocuprates, which are not superconductors but contain in their crystalline structure various fragments of $\mathrm{Cu}-\mathrm{O}$ characteristic of high- $T_{c}$ superconductors. The oxocuprates $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ and $\mathrm{CuGeO}_{3}$, which were studied earlier, ${ }^{1-3}$ in their stoichiometric state contain only bivalent ions $\mathrm{Cu}^{2+}$ in quadrant and octahedral oxygen surroundings, respectively.

The present paper is a first report on a study of magnetic and resonance properties of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ single crystals. In contrast to $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ and $\mathrm{CuGeO}_{3}$, which contain only bivalent copper ions, in the $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ single crystal there are univalent and bivalent copper ions. The magnetic $\mathrm{Cu}^{2+}$ copper ions in this crystal are in pyramidal oxygen surroundings. These features determined our interest in studying the physical properties of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ single crystals.

## 2. SAMPLES AND THE EXPERIMENTAL METHOD

The $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ single crystals were grown by slowly cooling the melt at a rate of $3-5$ degrees per hour. The mixture for the melt consisted of $\mathrm{Li}_{2} \mathrm{CO}_{3}$ and CuO in a 1.2-to- 1 ratio. The mixture was placed in an alundum crucible, which in turn was place inside a $\mathrm{ZrO}_{2}$ crucible. The temperature regime was chosen with allowance for dehydration of the reagents and for the decomposition of $\mathrm{Li}_{2} \mathrm{CO}_{3}$ in the heating process. The peak temperature of the melt was $1150{ }^{\circ} \mathrm{C}$. The time during which the melt was exposed to the peak temperature depended on the amount of mixture placed in the crucible, the size of the crucible, the size of the grains, and the extent to which the powders of the initial reagent could
be mixed, and amounted to about three to four hours. The crystals were shiny black plates pccupying positions parallel to the surface of the fusing agent.

The crystals were drawn mechanically. The maximum dimensions of the crystals produced in this way were 3-by-4-by- $1 \mathrm{~mm} .^{3}$ Prolonged storage in the open air was found to lead to the formation of a mat coating on the crystal's surface.

Earlier x-ray studies of the samples ${ }^{4}$ showed that the crystalline structure is orthorhombic with unit cell parameters $a=5.725 \AA, b=2.857 \AA$, and $c=12.409 \AA$. These parameters coincide with the data of Ref. 5.

Magnetic susceptibility was measured by vibrating-reed and SQUID magnetometers in the temperature interval from 300 K to 4.2 K .

In our resonance measurements we used a magneticresonance spectrometer with a pulsed magnetic field with wavelength of 8 and 6 mm in the temperature interval from 300 K to 4.2 K . Magnetic resonance in the paramagnetic region was studied using an SE/X-2544 EPR spectrometer with $\lambda=3 \mathrm{~cm}$.

## 3. EXPERIMENTAL RESULTS

Figure 1 depicts the temperature curves for the magnetic susceptibility of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ measured in an $80-\mathrm{Oe}$ magnetic field along the $\mathbf{c}$ axis and along two mutually perpendicular directions in the $a b$ plane. Estimates of the diamagnetic contribution and the Van Vleck susceptibility show that both contributions are smaller than the measured values by a factor of ten.

The susceptibility along the $\mathbf{c}$ axis is higher than in the other two directions over the entire temperature range. The


FIG. 1. Temperature curves for the magnetic susceptibility of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ : $\square-\mathbf{H} \| \mathbf{c}$, and $\bigcirc$ and $\triangle-\mathbf{H} \perp \mathbf{c}$. The theoretical curves are denoted as follows: 1 alternatingly spaced magnetic chain, 2-twodimensional Heisenberg model, and 3-onedimensional model with interchain interaction. The inset depicts the temperature dependence of the first temperature derivatives of susceptibility.
high-temperature part of the reciprocal susceptibility is used to determine the values of the paramagnetic Néel temperatures in all three directions:

$$
\Theta_{c}=-47 \mathrm{~K}, \quad \Theta_{\perp 1}=-50 \mathrm{~K}, \quad \Theta_{\perp 2}=-38 \mathrm{~K} .
$$

These values are lower than the value $\Theta=-75 \mathrm{~K}$ for polycrystalline $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ given in Ref. 6. The corresponding values of the effective magnetic moment are

$$
\mu_{c}=2.01 \mu_{B}, \quad \mu_{\perp 1}=1.83 \mu_{B}, \quad \mu_{\perp 2}=1.76 \mu_{B}
$$

which are close to the theoretical value of $1.73 \mu_{B}$ for $\mathrm{Cu}^{2+}$.
Figure 2 depicts the field curves for magnetization measured at 4.2 K along the $\mathbf{c}$ axis and along two mutually perpendicular directions in the $a b$ plane. All three curves represent a linear dependence up to 15 kOe . No residual magnetic moment or hysteresis phenomena were detected.

The results of studies of the temperature dependence of the EPR linewidth for three orientations of the magnetic field (along the $\mathbf{c}$ axis and in the $a b$ plane) are depicted in Fig. 3. As the temperature lowers, the EPR linewidth sharply increases as $T$ approaches $T \simeq 30 \mathrm{~K}$. Below this temperature, no EPR signal was detected with the magnetic field directed along the $\mathbf{c}$ axis. When the field was parallel to the $a b$ plane, below $T \simeq 30 \mathrm{~K}$ we observed resonant absorption, whose in-
tensity was found to diminish as the temperature was lowered still further. Below 15 K this resonance signal was not detected.

The angular curves for the EPR linewidth measured at room temperature are depicted in Fig. 4. When the magnetic field rotates in the $a b$ plane, the linewidth varies in sinusoidally with a period of $\pi / 2$. When the magnetic field rotates in a plane perpendicular to the $a b$ plane, the function $A$ $+B\left(1+\cos ^{2} \theta\right)$ provides a good description of the angular dependence of $\Delta H$, with the fitting parameters $A$ and $B$ depending on the orientation of this plane in relation to the crystallographic axes in the $a b$ plane.

The temperature curves for EPR fields with both field orientations are depicted in Fig. 5. Figure 6 depicts the angular curves for the $g$ factors measured at room temperature. For $\mathbf{H} \| \mathbf{c}$ we have $g_{c}=2.225$, while in the $a b$ plane the $g$ factor slowly varies sinusoidally with a period of $\pi / 2$ and extremal values 2.00 and 1.95 .

Figure 7 depicts the frequency vs. field dependence of magnetic resonance, measured at $T=4.2 \mathrm{~K}$ in $\mathbf{H} \| \mathbf{c}$. The dashed straight line shows the linear dependence $\nu=\gamma H$, where $\gamma$ corresponds to the value $g_{c}$ measured at room tem-


FIG. 3. Temperature curves for the EPR linewidth in $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ at $\nu=9.4 \mathrm{GHz}$ : 1 -field $\mathbf{H}$ is parallel to the $a b$ plane, $2-\mathbf{H} \| \mathbf{c}$. The solid curves represent the results of power-law calculations.


FIG. 4. Angular curves for the EPR linewidth in $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ at room temperature at $\nu=9.4 \mathrm{GHz}$.
perature. The frequency vs. field dependence has a gap and is described by the polynomial

$$
\begin{equation*}
\nu=\nu_{c}+a H+b H^{2}, \tag{1}
\end{equation*}
$$

where $\quad \nu_{c}=29.83 \mathrm{GHz}, \quad a=0.5754 \mathrm{GHz} \mathrm{kOe}^{-1}, \quad$ and $b=0.0265 \mathrm{GHz} \mathrm{kOe}{ }^{-2}$. Note that the frequency vs. field dependence does not asymptotically approach the linear dependence $\nu=\gamma H$ as the field becomes stronger; it intersects this linear dependence at $H \simeq 13 \mathrm{kOe}$.

We measured the temperature behavior of the resonance fields in $\mathbf{H} \| \mathbf{c}$ at two frequencies, 44.61 and 46.27 GHz . Under the assumption that the coefficients $a$ and $b$ in Eq. (1) are temperature-independent, we calculated the temperature dependence of $\nu_{c}$ (Fig. 8). According to this dependence, the $\nu_{c}(T)$ curve is approximately equal to zero at $T \simeq 23 \mathrm{~K}$.

Figure 9 depicts the results of measuring the angular curves for the resonance field when the magnetic field is rotated in two mutually perpendicular planes containing the $\mathbf{c}$ axis. Within experimental error, both curves coincide. For the magnetic field in the $a b$ plane the resonance field sharply increases, which made it impossible to measure the frequency vs. field dependence for this orientation.


FIG. 5. Temperature curves for the EPR field in $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ at $\nu=9.4 \mathrm{GHz}$ : $1-\mathbf{H} \| a b$, and $2-\mathbf{H} \| \mathbf{c}$.


FIG. 6. Angular curves for the $g$ factor of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ at room temperature and $\nu=9.4 \mathrm{GHz}$.

## 4. DISCUSSION

The crystalline structure of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ was determined by Hibble et al. ${ }^{6}$ by the x-ray method. They interpreted the structure $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ as tetragonal with the space group $P 4_{2} / n m c$ and $a=5.714$ Åand $c=12.401 \AA$. Later, however, Berger et al. ${ }^{5}$ interpreted the crystalline structure of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ as orthorhombic with the space group Pnma and the unit cell parameters $a=5.72 \AA, b=2.86 \AA$, and $c=12.4 \AA$. They explain why Hibble et al. ${ }^{6}$ inferred tetrahedral symmetry in $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ by pointing out that $a=2 b$, so that there is crystal twinning, and this causes the x-ray spectra to have quasitetragonal symmetry. In Ref. 6 it was assumed that depending on the rate of melt cooling and other conditions of synthesis, the crystal symmetry may be either tetragonal or orthorhombic. Thus, the difference in determining the space group of the $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ crystal may be due to the different origin of the samples.

The crystalline structure of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ with orthorhombic symmetry is depicted in Fig. 10a. The $\mathrm{Cu}^{2+}$ ions are at the base of the pyramid consisting of oxygen ions and are connected into chains along the $\mathbf{b}$ axisof the crystal. The magnetic structure of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ in this case is formed by two exchange-coupled chains of $\mathrm{Cu}^{2+}$ ions oriented along the $\mathbf{b}$ axis of the crystal and belonging to two neighboring atomic planes that are perpendicular to the $\mathbf{c}$ axis of the crystal. These planes form a layer in which the adjacent exchangecoupled pairs of chains consisting of copper ions are far from


FIG. 7. Frequency vs. field dependence of the AFMR signal in $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ at $T=4.2 \mathrm{~K}$ in $\mathbf{H} \| \mathbf{c}$. The solid curve represents the theoretical curve corresponding to Eq. (1).


FIG. 8. Temperature curve for the AFMR gap in $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ : $\mathrm{O}-\nu$ $=44.61 \mathrm{GHz}$, and $\bullet-\nu=46.27 \mathrm{GHz}$.
each other and are separated by chains consisting of lithium ions also oriented along the $\mathbf{b}$ axis. Each layer is separated from a neighboring layer of the same kind by a plane containing nonmagnetic $\mathrm{Cu}^{+}$ions. Thus, we have described a magnetic structure consisting of isolated pairs of exchangecoupled chains of $\mathrm{Cu}^{2+}$ ions, with a fragment shown in Fig. 10b.

Such magnetic structures are known in the literature as ladder systems, ${ }^{7}$ and lately there has been an upsurge of interest in these structures. A ladder system consisting of two chains, or a two-leg ladder, is described by two exchange interactions, the intrachain interaction and the interchain interaction. In our case, as Fig. 10b clearly shows, we must introduce three exchange interactions to describe the magnetic structure. A similar structure was observed in the $\mathrm{KCuCl}_{3}$ crystal by Tanaka et al., ${ }^{8}$ who found that such a magnetic structure is a ladder system.

If there is twinning of the orthorhombic crystal, the crystal becomes divided into domains in such a way that in neighboring domains the crystallographic $\mathbf{b}$ axes are turned through $90^{\circ}$ in relation to each other. However, in this case too the magnetic structure within a single domain is a ladder one. Since in crystal twinning the domains are usually macroscopic, the magnetic structure of the crystal as a whole can also be considered a ladder system.

When the symmetry is tetragonal, the crystalline structure of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ proposed by Hibble et al. ${ }^{6}$ differs from the orthorhombic in that in two neighboring atomic planes the


FIG. 9. Angular curves for the resonance field of the AFMR signal in $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ at $T=4.2 \mathrm{~K}$ and $\nu=41.62 \mathrm{GHz}$. The data 1 and 2 were obtained as a result of rotating the sample in two mutually perpendicular planes containing the $\mathbf{c}$ axis of the crystal.
ion copper chains are perpendicular to each other. In this case the magnetic structure is not a ladder one; more likely, it forms a two-dimensional system that is a bulk "lattice"' of exchange-coupled chains consisting of neighboring atomic planes.

Thus, depending on the type of structure (orthorhombic or tetragonal) and the strength of the exchange coupling between the chains, $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ can be in the form of the following magnetic structures: noninteracting magnetic chains, exchange-coupled pairs of magnetic chains, or a twodimensional magnetic structure consisting of two neighboring atomic planes with the chains in these planes perpendicular to each other.

Since x-ray studies of our samples of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ confirmed the orthorhombic symmetry of the crystal, below we discuss the various magnetic structures that can arise in this case.

As shown in Refs. 7-10, the ground state of a ladder system with $S=1 / 2$ is nonmagnetic and is characterized by an energy gap between the ground and excited magnetic states. The presence of such a gap leads to a situation in which the magnetic susceptibility drops exponentially to zero as the temperature falls below a certain critical value.

The temperature curves for the susceptibility depicted in Fig. 1 do not exhibit the low-temperature exponential drop characteristic of ladder systems. More than that, the peaks in


FIG. 10. (a) The crystalline structure of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ with orthorhombic symmetry (according to the data of Ref. 5). (b) A fragment of the crystalline structure of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ illustrating exchange interactions.
the first temperature derivatives for all three direction of the magnetic field at $T=22.5 \mathrm{~K}$ (the inset in Fig. 1) suggest that long-range magnetic order sets in below this temperature, which is assumed to be the Néel temperature $T_{N}$. Presumably, the existence of long-range magnetic order is also supported by the presence of a gap in the magnetic resonance spectrum at temperatures below 22.5 K (Figs. 7 and 8 ). The presence of magnetic order in the crystal suggests that there is no need to examine in detail the case of noninteracting magnetic chains.

Strictly speaking, the absence of an exponential drop in susceptibility makes it impossible to reject with certainty the ladder nature of the magnetic structure of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$. Fukuyama et al. ${ }^{11}$ studied the ladder system $\mathrm{SrCu}_{2} \mathrm{O}_{3}$ and found that zinc ion impurities and, probably, other structural defects can give rise to a magnetic phase and, at sufficiently high concentrations of such defects, to the formation of a Néel state. According to Watanabe et al., ${ }^{10}$ strong anisotropy of the exchange interaction in a chain can also lead to such a state.

The presence of a broad maximum in the temperature curve for the susceptibility and the inequality $T_{N} / T_{\chi \text { max }}$ $=0.59<1$ indicate that the magnetic structure of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ is low-dimensional, with the antiferromagnetic interaction in a chain realized through a $90^{\circ}$ bond. This situation is encountered in oxocuprates and, in particular, in $\mathrm{CuGeO}_{3}$. It was given a theoretical basis by Geertsma and Khomskii. ${ }^{12}$

Figure 1 depicts the theoretical temperature curves for the susceptibility calculated in the two- and one-dimensional Bonner-Fisher models for planes and interacting antiferromagnetic Heisenberg chains. ${ }^{13,14}$ Figure 1 also depicts the theoretical temperature curve for the magnetic susceptibility of an alternatingly spaced magnetic chain, whose behavior is similar to that of a ladder system. ${ }^{15}$ The best agreement with experiment is achieved for a system of interacting antiferromagnetic chains with $J_{1}=-31.5 \mathrm{~K}$ and $\left|J_{2}\right|=0.06 \mathrm{~K}$ with the external magnetic field $\mathbf{H}$ parallel to the $\mathbf{c}$ axis (here $J_{1}$ and $J_{2}$ are the intra- and interchain exchange integrals). The value of the intrachain exchange interaction $J_{1}$, estimated from the relation $T_{\chi \text { max }}=1.32\left|J_{1}\right| S(S+1)$ (see Ref. 16), is $\left|J_{1}\right|=39.6 \mathrm{~K}$.

A comparison of the theoretical and experimental curves suggests that the magnetic structure in $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ is quasi-onedimensional. The absence of an exponential decay in susceptibility to zero (a decay characteristic of ladder systems) in this case is probably due to the presence of defects in the sample, which destroy the purely ladder state.

The crystalline structure of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ shows that the $\mathrm{Li}^{+}$ and $\mathrm{Cu}^{2+}$ ions have the same pyramidal oxygen surroundings. This probably facilitates the situation in which in some of the lithium and bivalent copper ions change places. The possibility of such redistribution is corroborated, for instance, by the fact that doping $\mathrm{CuMg}_{2} \mathrm{O}_{3}$ with lithium ions leads to a uniform distribution of the impurity ions among the Cu and Mg positions, ${ }^{17}$ while in $\mathrm{LiCu}_{3} \mathrm{O}_{3}$ the Li and Cu ions are distributed among equivalent positions statistically. ${ }^{6}$

On the one hand, such redistribution of ions violates the homogeneity of the ladder structure but, on the other, an exchange coupling develops between isolated ladder pairs of
chains via the $\mathrm{Cu}^{2+}$ ions that have occupied the positions of lithium ions. When the number of such copper ions is sufficiently large, long-range magnetic order of the Néel type may set in at a finite temperature in the crystal, ${ }^{11}$ and the temperature curve for magnetic susceptibility is described by the theoretical curve for interacting chains. Here by exchange interaction between chains we mean an average value of the exchange interactions between chains within a two-leg ladder and the interaction between ladder pairs via the copper ions introduced into the lithium chains.

Another fact that speaks in favor of partial redistribution of copper and lithium ions in $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ is that after hardening the samples from high temperatures, the resonance and magnetic properties undergo a considerable change (as shown by preliminary measurement). Here we have not excluded the possibility that the redistribution of cations may lead to formation of a tetragonal phase. The problem of how heat treatment affects the structural and magnetic properties of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ requires a special study.

We cannot exclude the possibility that conduction electrons also participate in the formation of long-range magnetic order in $\mathrm{LiCu}_{2} \mathrm{O}_{2}$. Most likely, the presence of copper ions with different valencies leads to a situation in which the electrical resistivity of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ at room temperature is roughly $10^{2}-10^{3} \Omega \mathrm{~cm}$, which is smaller by several orders of magnitude than in $\mathrm{CuGeO}_{3}$ or $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$.

The frequency vs. field dependence of magnetic resonance at low temperatures and, in particular, the presence of a gap in the magnetic excitation spectrum (Fig. 7) and the temperature dependence of this gap (Fig. 8) also suggest that antiferromagnetic order sets in at temperatures lower than 22.5 K. However, the gap in the AFMR spectrum is extremely narrow for orthorhombic antiferromagnets. As is well known, ${ }^{18}$ the size of the gap in the AFMR spectrum for an orthorhombic antiferromagnet is given by the following expression:

$$
\nu_{c}=\gamma \sqrt{2 H_{E} H_{a}^{\prime}}
$$

where $H_{E}$ is the exchange field, and, depending on the orientation of the external magnetic field with respect to the crystallographic axis, $H_{a}^{\prime}$ is one of the two effective fields $H_{a 1}$ and $H_{a 2}$ describing the anisotropy of a biaxial antiferromagnet or the difference of these fields. A possible situation (at least in principle) is when $H_{a 1}$ and $H_{a 2}$ are close in value and their difference determines a small value of the energy gap. But in this case, too, the absence of significant anomalies in the field curves for magnetization in a field $H_{c}=\sqrt{2 H_{E} H_{a}^{\prime}} \approx 11.8 \mathrm{kOe}$ due to a spin-flop transition remains unexplained.

On the other hand, the frequency vs. field dependence does not approach the linear dependence $\nu=\gamma H$ asymptotically as the magnetic field strength grows, as was to be expected in orthorhombic antiferromagnets, but intersects it. A frequency vs. field dependence of this kind can be observed, for instance, in antiferromagnets with a triangular (noncollinear) magnetic structure. ${ }^{19}$

When the external magnetic field was at right angles to the $\mathbf{c}$ axis of the crystal, we were unable to measure the
frequency vs. field dependence at frequencies above 37 GHz because of a sharp increase in the resonance field. However, on the basis of the angular dependence of the resonance field of AFMR (Fig. 9) it can be assumed that the external magnetic field deviates from the $\mathbf{c}$ axis of the crystal, the gap in the AFMR spectrum diminishes and the slope of the frequency vs. field curve decreases.

It is quite possible that all the unusual properties of AFMR are due to the formation of a noncollinear magnetic structure for $T<T_{N}$. Such a structure may develop because of frustration of the exchange interaction in the triangular bond configuration (see Fig. 10b).

The increase in the EPR linewidth with the temperature decreasing below $\approx 80 \mathrm{~K}$ (Fig. 3) is described by the theoretical formula $\Delta H \propto\left[\left(T-T_{N}\right) / T_{N}\right]^{-n}$. The best agreement with the experimental results is achieved at $n=1.28$ and $n=1.35$ for $\mathbf{H} \| \mathbf{c}$ and $\mathbf{H} \perp \mathbf{c}$, respectively. These values of the critical indices are close to the values $n=1.1-1.2$ determined from experiments with the quasi-one-dimensional magnetic materials $\mathrm{CuCl}_{2} \cdot 2 \mathrm{NC}_{5} \mathrm{H}_{5}, \mathrm{CsNiCl}_{3}$, and $\mathrm{RbNiCl}_{3}$ (see Refs. 20 and 21).

An analysis of linewidths and the values of $g$ factors measured at room temperature (Figs. 4 and 6) suggests the following. The large value of $\Delta H$ cannot be explained by dipole-dipole and effective exchange $\left(J_{\text {eff }} \propto 3 \Theta_{N} / 2 z S(S\right.$ $+1)$ interactions and is determined by the anisotropic exchange interaction. When the magnetic field changes its orientation from the $\mathbf{c}$ axis to the $a b$ plane, $\Delta H$ and the $g$-factor exhibit a typical angular dependence, $\propto A\left(1+\cos ^{2} \theta\right)$. However, in the $a b$ plane both are characterized by $90^{\circ}$ periodicity, while in orthorhombic crystals this angular dependence has a $180^{\circ}$ period and tetragonal crystals exhibit no such angular dependence, provided that we ignore contributions of higher-order exchange interactions. We believe that such discrepancy is due to crystal twinning, in which the crystallographic axes in neighboring domains are rotated about the c axis through an angle of $90^{\circ}$.

## 5. CONCLUSION

Our study of the structural, magnetostatic, and resonance properties of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ single crystals leads to the following conclusions.

The $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ compound is a quasi-low-dimensional magnetic material. At $T=22.5 \mathrm{~K}$, long-range antiferromagnetic order sets in in a $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ single crystal. It is hypothesized that the magnetic structure in the magnetically ordered phase is noncollinear.

Our experimental results have been interpreted on the basis of the assumption that the crystalline structure of the
samples is orthorhombic (the space group Pnma). In an ideal crystalline structure of $\mathrm{LiCu}_{2} \mathrm{O}_{2}$ the positions of the atoms predetermine a magnetic structure of a two-leg ladder. However, defects in the crystalline structure, among which the most probable are the partial redistribution of copper and lithium ions $\mathrm{Cu}^{2+}$ and $\mathrm{Li}^{+}$in chains and the oxygen nonstoichiometry, destroy the singlet state (a state characteristic of ladder systems with spin $S=1 / 2$ ) and introduce longrange magnetic order in the system.

The authors are grateful to K. S. Aleksandrov and O. A. Bayukov for useful discussions in the course of writing the paper, to D. A. Velikanov for measuring magnetic susceptibility, and to N. I. Kiselev for measuring electrical resistivity. This work was made possible by a grant from the Krasnoyarsk Regional Scientific Fund (Grant No. 6F0004).
*) E-mail: gap@ post.krascience.rssi.ru

[^1]Translated by Eugene Yankovsky

# Quantum oscillations of resistance and magnetization in the degenerate semiconductor $n-\mathrm{HgCr}_{2} \mathrm{Se}_{4}$ 

A. D. Balaev and V. A. Gavrichkov*)<br>L. V. Kirenskiŭ Institute of Physics, Siberian Branch of the Russian Academy of Sciences, 660036 Krasnoyarsk, Russia

## S. G. Ovchinnikov

L. V. Kirenskiŭ Institute of Physics, Siberian Branch of the Russian Academy of Sciences, 660036 Krasnoyarsk, Russia; Krasnoyarsk State University, 660074 Krasnoyarsk, Russia

## V. K. Chernov

Krasnoyarsk State University, 660074 Krasnoyarsk, Russia
T. G. Aminov and G. G. Shabunina
N. S. Kurnakov Institute of General and Inorganic Chemistry, Russian Academy of Sciences, 117907 Moscow, Russia
(Submitted 3 November 1997)
Zh. Éksp. Teor. Fiz. 113, 1877-1882 (May 1998)
In the magnetic field range $\Delta H=8-60 \mathrm{kOe}$ we observed and studied the anomalous oscillations in the magnetic field dependence of the resistance and magnetization of single crystals of $n-\mathrm{HgCr}_{2} \mathrm{Se}_{4}$. The absence of periodicity in $1 / H$ in the $\Delta H=8-20 \mathrm{kOe}$ range can be explained by the non-Fermi-liquid behavior of the electron subsystem and agrees with the theory of the de Haas-van Alphen in systems with intermediate valence. In stronger fields, $\Delta H=20-60 \mathrm{kOe}$, the amplitude of the fundamental harmonic decreases, with the number and amplitude of the higher-order harmonics increasing. As a result, noise is superimposed on the signal as magnetic field strength grows. The temperature dependence of the magnetization is the sum of the monotonic spin-wave contribution and the oscillating part. © 1998 American Institute of Physics. [S1063-7761(98)02205-7]

## 1. INTRODUCTION

Landau oscillations, which arise because of quantization of electron orbits in a magnetic field, usually lead to oscillations (periodic in $1 / H$ ) of the thermodynamic and kinetic characteristics of degenerate Fermi systems. If the dependence of the chemical potential $\mu$ on temperature and magnetic field differs from that in standard Fermi liquids, e.g., due to strong electron correlations, anomalous quantum oscillations may occur. In an earlier paper ${ }^{1}$ we reported the detection of temperature oscillations of magnetization in single crystals of the degenerate magnetic semiconductor $n-\mathrm{HgCr}_{2} \mathrm{Se}_{4}$. In the present paper we give the results of observations of weakly periodic and aperiodic (in $1 / H$ ) oscillations of the resistance $R$ and magnetization $M$ of the same samples. While observing temperature oscillations of magnetization required complicated multiparameter processing of experimental data, ${ }^{1}$ oscillations in the field dependence of $M$ and $R$ are visible without any theoretical processing.

The ferromagnetic semiconductor $n-\mathrm{HgCr}_{2} \mathrm{Se}_{4}$ has a temperature-independent electron concentration $n$ of roughly $10^{18} \mathrm{~cm}^{-3}$ in the temperature range $4.2<T<77 \mathrm{~K}$ (in which the investigations took place) and a high carrier mobility $\sim 10^{3} \mathrm{~cm}^{2} \mathrm{~V}^{-1}$ s at 77 K , which makes it possible to observe Landau oscillations in fields up to 10 kOe . Non-Fermi-liquid


FIG. 1. Magnetic field dependence of the total resistance (a), the oscillating part of the resistance (b), and the relative magnetization (c) of the degenerate semiconductor $n-\mathrm{HgCr}_{2} \mathrm{Se}_{4}$ measured at $T=4.2 \mathrm{~K}$.


FIG. 2. Dependence of resistance (a) and magnetization (b) on the reciprocal magnetic field for $n-\mathrm{HgCr}_{2} \mathrm{Se}_{4}$ at $T=4.2 \mathrm{~K}$.
effects in $\mathrm{HgCr}_{2} \mathrm{Se}_{4}$ are due to the presence of a localized $d$-level of chromium $\Omega$ near the bottom of the conduction band. ${ }^{2}$ In a degenerate $n$-type semiconductor, the chemical potential $\mu$ is pinned near the localized level and is weakly dependent on $T$ and $H$, while the bottom of the conduction band is shifted in proportion to the magnetization $M(T, H)$. As a result the function $\mu(T, H)$ acquires non-Fermi-liquid corrections. Temperature oscillations of magnetization in such a multielectron model were predicted in Ref. 3, and after the necessary experimental work was done (see Ref. 1), a more comprehensive theory of the de Haas-van Alphen effect was developed in a recent paper by Val'kov and Dzebisashvili. ${ }^{4}$ In the temperature interval $\mu_{B} \ll T \ll \hbar \omega_{c}$, realized because of the small effective carrier mass $m$ $\sim 0.01 m_{e}$, the new theory yields a temperature and magnetic dependence of magnetization such that the chemical potential measured from the bottom of the conduction band can be written as ${ }^{4}$

$$
\begin{equation*}
\mu(T, H)=\mu(0)-\frac{J}{2} Z\left(\frac{3}{2}\right) t^{3 / 2}+J t \sqrt{h}-\frac{35}{96 \pi} J \sqrt{t h}, \tag{1}
\end{equation*}
$$

where $Z(3 / 2)=2.612, J$ is the $3 d$-exchange integral, $t=T / 4 \pi I S$, and $h=\mu_{B} H / I S$, with $I$ the parameter of exchange between the neighboring spins of a $d$-ion, and $S$ the spin of the $d$-ion. Since the oscillating part of the thermodynamic potential and its derivatives is determined by the factor

$$
\begin{align*}
\sin \left(2 \pi k \frac{\tilde{\mu}}{\hbar \omega_{c}}\right)= & \sin \left\{\frac { 2 \pi k } { \hbar \omega _ { c } } \left[\mu(0)-\frac{J}{2} Z\left(\frac{3}{2}\right) t^{3 / 2}\right.\right. \\
& \left.\left.+J t \sqrt{h}-\frac{35}{96 \pi} J \sqrt{t h}\right]\right\}, \tag{2}
\end{align*}
$$

it is clear that the field dependence of the oscillation phase assumes the form

$$
\varphi \sim \frac{a}{H}+\frac{b}{\sqrt{H}},
$$

i.e., the periodicity of oscillations in $1 / H$ is violated, although the oscillations remain.

## 2. FIELD DEPENDENCE OF MAGNETIZATION AND RESISTANCE

The magnetization of samples was measured by an automatic vibrating-reed magnetometer with a superconducting solenoid in fields up to 60 kOe (Ref. 5) at $T=4.2 \mathrm{~K}$. The magnetic field was applied along the $\langle 100\rangle$ axis of the crystal. Longitudinal magnetoresistance was measured by the four-contact method.

Figure 1 depicts the oscillating part $R_{\sim}$ of the resistance and the magnetization $M$ as functions of the magnetic field strength, while Fig. 2 depicts the dependence of the resistance $R$ on the reciprocal field strength. From Fig. 1a we see that a magnetoresistance linear in the field strength is superimposed on the oscillating part of the resistance, so we represent $R(H)$ in the form

$$
\begin{equation*}
R(H)=R_{\sim}(H)-c H, \tag{3}
\end{equation*}
$$

where $c=R(60 \mathrm{kOe}) \times 10^{-4} \mathrm{kOe}^{-1}$ is a parameter. The oscillating part $R_{\sim}(H)$ defined in this manner is depicted in Fig. 1b. A comparison of the $R_{\sim}$ vs. $H$ curve in Fig. 1b and the $M$ vs. $H$ curve in Fig. 1c shows that the extrema in the two curves $R_{\sim}(H)$ and $M(H)$ coincide. As expected, the oscillations are periodic neither in $H$ nor in $1 / H$. The spectral density of the signal depicted in Fig. 2b has a smeared peak corresponding to an approximate period in $1 / H$ in 0.8 $\times 10^{-6} \mathrm{Oe}$. However, it is possible to detect a distinct signal only in the magnetic field range $\Delta H=8-20 \mathrm{kOe}$ (Fig. 3a). In stronger fields, e.g., in the range $\Delta H=20-60 \mathrm{kOe}$, the amplitude of the fundamental harmonic decreases, with the number and amplitude of the higher-order harmonics increasing. As a result, noise is superimposed on the signal (Fig. 3b). Knowing the period, we calculated the area $S$ of the extremal cross section of the Fermi surface and the carrier concentration $n$. The results were $S=9.3 \times 10^{13} \mathrm{~cm}^{-2}$ and $n=4.3 \times 10^{18} \mathrm{~cm}^{-3}$.

The relative amplitudes of the oscillations are moderate, $\sim 10^{-4}$, but they are larger than the magnetization measurement errors by a factor of approximately ten. ${ }^{5}$ The smallness of the magnetization oscillation amplitude can be explained by the smallness of the carrier concentration, since at $n$


FIG. 3. Spectral density of magnetization $M(1 / H)$ in magnetic field ranges $\Delta H=8-20 \mathrm{kOe}(\mathrm{a})$ and $20-60 \mathrm{kOe}$ (b).
$\sim 10^{18} \mathrm{~cm}^{-3}$ the number of electrons per cell is roughly $10^{-4}$. The relative amplitude of resistance oscillations is approximately five times larger than the magnetization oscillation amplitude.

## 3. TEMPERATURE DEPENDENCE OF MAGNETIZATION AND RESISTANCE

Formula (2) shows that temperature variations cause large shifts in the chemical potential and intersections with the Landau levels, which gives rise to oscillations in the temperature dependence of the magnetization and resistance.

Since the oscillation phase is a nonlinear function of temperature, the oscillations are aperiodic in $T$. Here, however, the damping of the oscillation amplitude with increasing temperature makes observation of a large number of temperature oscillations difficult.

The other fact that sets temperature oscillations apart from field oscillations is that temperature oscillations are masked by a complicated temperature dependence of both magnetization and resistance. Hence to identify the oscillation contribution one must subtract the monotonic parts. For instance, for the average spin the spin-wave theory yields ${ }^{6}$


FIG. 4. Difference of the experimental curve $M_{\text {expt }}(T)$ for $n-\mathrm{HgCr}_{2} \mathrm{Se}_{4}$ and the theoretical curve $M_{\text {theor }}(T)$ expressed in the spin-wave approximation as a function of temperature for a field of 60 kOe .


FIG. 5. Temperature dependence of the resistance of $n-\mathrm{HgCr}_{2} \mathrm{Se}_{4}$ in a magnetic field of 60 kOe .

$$
\begin{equation*}
\left\langle S^{z}\right\rangle_{S W}(T)=\frac{3}{2}-a t^{3 / 2} Z_{3 / 2}(x)-b t^{5 / 2} Z_{5 / 2}(x)-c t^{7 / 2} Z_{7 / 2}(x), \tag{4}
\end{equation*}
$$

where $x=2 \mu_{B} H / k T$, and $Z_{p}(x)$ is the generalized Riemann zeta function,

$$
Z_{p}(x)=\sum_{n=1}^{\infty} \frac{\exp (-n x)}{n^{p}}
$$

The parameters $a, b$, and $c$ were found by fitting the results to the experimental curve $M_{\text {expt }}(T)$ measured in a field $H=60 \mathrm{kOe}$ via the simplex method. The values are $a=0.8499, d=-0.5545$, and $c=0.1294$.

The difference of the measured curve $M_{\text {expt }}(T)$ and the theoretical curve $M_{\text {theor }}(T)$ determined via (4) is depicted in Fig. 4. Thus, the total temperature dependence of the magnetization can be written as the sum of the monotonic curve (4) and the oscillating part.

The temperature dependence of the electrical resistance measured in $H=60 \mathrm{kOe}$ is depicted in Fig. 5. As in the case of the $M_{\text {expt }}(T)$ curve, to identify the oscillations we must subtract the monotonic temperature dependence, which is not
related to Landau quantization. Although the various mechanisms of the temperature dependence of the electrical resistance of magnetic semiconductors have been thoroughly studied, ${ }^{7}$ quantitative comparison with experimental results requires special calculations that allow for the behavior of the band structure of $n-\mathrm{HgCr}_{2} \mathrm{Se}_{3}$. Such calculations are outside the scope of the present paper.

## 5. CONCLUSION

In this paper we have shown that the Shubnikov-de Haas and de Haas-van Alphen effects in the degenerate semiconductor $n-\mathrm{HgCr}_{2} \mathrm{Se}_{3}$ can be observed in magnetic fields of the $8-60 \mathrm{kOe}$ range but that their field dependence is not described by functions periodic in $1 / H$, in contrast to the case of an ordinary Fermi liquid. The non-Fermi-liquid nature of the temperature dependence of the chemical potential also gives rise to quantum temperature oscillations of magnetization.
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Raman light scattering and IR absorption spectra of samples containing multilayer carbon nanotubes in different stages of purification by the selective oxidation technique have been investigated. It was found that the Raman spectra of carbon nanotubes exhibit softening of the mode at $1582 \mathrm{~cm}^{-1}$ corresponding to $E_{2 g}$ vibrations of graphite hexagons and a line at $120 \mathrm{~cm}^{-1}$ due to the radial vibrations of nanotubes. In IR absorption spectra measured in the region of $0.07-0.3 \mathrm{eV}$, several sets of lines with a spacing of $15 \mathrm{meV}\left(120 \mathrm{~cm}^{-1}\right)$ between lines of each group have been detected. We suggest that each group corresponds to electron transitions generating electron-hole pairs in semiconducting nanotubes and contains a phononless 00 -line and its phonon replicas with spacing between them equal to the "breathing' mode energy of $120 \mathrm{~cm}^{-1}$. Measurements of electric conductivity at a frequency of 9300 MHz indicate that, in addition to semiconducting nanotubes, the samples contain nanotubes with properties of a highly disordered semimetal. © 1998 American Institute of Physics.
[S1063-7761(98)02305-1]

## 1. INTRODUCTION

It is widely known that the standard arc-discharge technique, which is used in fabrication of fullerenes from graphite, allows one to produce macroscopic quantities of multilayered carbon nanotubes ${ }^{1-3}$ with an outside diameter of about 10 nm and a length of several microns to tens of microns. X-ray and electron-microscope experiments ${ }^{4,5}$ show that these nanotubes consist of concentric cylindrical graphite layers imbedded one inside another (this configuration is traditionally called the "Russian-doll'" model). Depending on the regime of the arc-discharge synthesis, nanotubes can have various numbers of layers, different chiral angles, and different diameters.

It is obvious that carbon nanotubes can have peculiar electronic properties and constitute a new class of quasi-onedimensional structures. Since their radius is very small, one can expect manifestations of size quantization of their electron wave functions in the direction perpendicular to the tube diameter, which should give rise to one-dimensional energy bands in their electron spectra. According to theoretical calculations, the electron spectrum of a nanotube can be either metallic or semiconducting, depending on its configuration. ${ }^{6-12}$ Unfortunately, published experimental data concerning these novel species are still sparse because of considerable technical problems. Measurements of macroscopic samples containing large fractions of nanotubes indicate that the electrical conductivity is not metallic and drops with decreasing temperature (see, for example, Refs. 13 and 14). The conductivity as a function of temperature can be described in terms of incoherent, thermally activated tunneling. In these experiments, however, the sample resistance is a function of resistivities of both nanotubes and contacts be-
tween them. With the help of modern lithographic nanotechniques, the dc conductivity of several isolated nanotubes was measured. ${ }^{15,16}$ The electric contacts were narrow metallic strips deposited in vacuum across the nanotubes laid on insulating substrates. These measurements indicate that the shapes of nanotube conductivity curves plotted against temperature vary considerably: several nanotubes demonstrated thermally activated (semiconducting) conductivity with activation energies of about 0.1 and 0.3 eV , whereas the conductivity of others behaved like that of a semimetal or a semiconductor with a very narrow band gap.

It is obvious that additional research using various experimental techniques is needed for better understanding of electronic properties of nanotubes. This paper reports measurements of IR absorption and optical Raman scattering performed on either isolated strands of carbon nanotubes or samples composed of nanotubes isolated from one another, which were purified of inclusions of graphite particles and amorphous carbon by the selective oxidation technique.

## 2. FABRICATION OF SAMPLES AND MEASUREMENT TECHNIQUES

Carbon nanotubes were fabricated using the standard technique in a dc electric arc discharge between two electrodes from pure graphite in helium atmosphere. The helium pressure was 600 mbar , the arc length was about 2 mm at a constant discharge current of 80 A . The central part of the carbon deposit generated by the arc discharge, which contains a higher proportion of nanotubes, was separated by drilling. The resulting material was composed of needleshaped pieces (Fig. 1a), which were 'bundles'" of nanotubes baked to one another. In order to reduce the content of small graphite particles and soot, the samples were annealed for 30


FIG. 1. (a) Image of needle-shaped conglomerates of carbon nanotubes in type- 1 samples in a scanning tunnel microscope; (b, c) typical images of a type-3 sample in a transmitting tunnel microscope. The sample has the shape of "cotton wool'" formed of isolated carbon nanotubes (c), one of them is shown on a larger scale (b).
min in air at a temperature of $650^{\circ} \mathrm{C}$. The fraction of weight lost in the process was about $10 \%$. Hereafter the samples manufactured by this method are called type 1 . They were composed largely from nanotube bundles and small carbon particles baked together in needle-shaped pieces. The next step in purification of nanotube samples was partial destruction of these pieces by ultrasound in ethanol and a second annealing of the produced powder in air at a temperature of $670-700^{\circ} \mathrm{C}$ until about $80 \%$ of the sample weight was burnt out (type-2 samples) or until 97-99\% of weight loss (type-3 samples). Figure 1c shows an electron microscope image of a type-3 sample. Such samples had the form of 'cotton wool'" composed of isolated pure carbon nanotubes. Figure 1b shows as an illustration one of such nanotubes imaged at a large magnification factor. Typical outside diameters of nanotubes in our samples were $10-15 \mathrm{~nm}$. According to electron microscope measurements, type-2 samples were like type 3 samples, but contained a larger proportion of soot particles and other undesired carbon species.

Raman spectra were measured on a Dilor XY-500 spectrometer equipped with a multichannel optical detector and Olympus BH-2 optical microscope, which allowed us to measure Raman spectra with a spatial resolution of less than $1 \mu \mathrm{~m}$. Samples were excited by an $\mathrm{Ar}^{+}$laser at a wavelength $\lambda=488 \mathrm{~nm}$. Measurements were performed at room temperature.

IR absorption spectra were recorded between 0.05 and 0.6 eV using a Bruker IFS-113v Fourier-transform spectrometer at room temperature.

In addition to optical measurements, we also measured microwave absorption of samples at a frequency of 9300 MHz at temperatures between 1.5 and 300 K . In order to get rid of the skin-effect, samples for microwave experiments were fabricated by mixing nanotube powder with melted paraffin in the ultrasound field. After solidification of the paraffin, a ball-shaped sample with a volume of about $5 \mathrm{~mm}^{3}$ and containing 0.5 mg of nanotubes was cut out. The sample was placed in a rectangular microwave cavity, and the real and imaginary parts of its permittivity, $\varepsilon=\varepsilon^{\prime}+i \varepsilon^{\prime \prime}$, were derived from measurements of the cavity resonant frequency $F_{r}$ and FWHM $\Delta F$ of its resonant curve.

## 3. RESULTS AND DISCUSSION

Figure 2 shows Raman spectra of carbon nanotube samples of types 1,2 , and 3 in the region of high-frequency vibrations. For comparison, a Raman spectrum of pyrolithic graphite measured under the same conditions is given. The crystalline graphite spectrum contains an isolated highfrequency line, which corresponds, as is well known, to the Raman-active $E_{2 g}$ mode due to vibrations in carbon hexagons with an energy of $1582 \mathrm{~cm}^{-1}$. It is also well known that, if the translation symmetry breaking is essential, for example, if the graphite particle size is smaller than 100 nm , another line with an energy of $1360 \mathrm{~cm}^{-1}$ can be seen in the Raman spectra. This line is due to a vibrational mode, which is usually Raman-silent, so the ratio $R$ between the intensities of the $1360 \mathrm{~cm}^{-1}$ line and the allowed line at $1582 \mathrm{~cm}^{-1}$


FIG. 2. Raman spectra for samples of type 1, 2, and 3 in the region of high-frequency vibrations. For comparison, the spectrum of pyrolithic graphite is also shown (dashed curve). The inset shows on a larger scale the spectral lines corresponding to the $E_{2 g}$ mode in samples 2 and 3 in comparison with the graphite line.
is commonly used as a criterion of the presence of very small graphite particles in a sample and in estimating their size. ${ }^{17}$ If the particle size $L$ is larger than $100 \mathrm{~nm}, R$ is less than 0.03 , whereas at $L=10 \mathrm{~nm}$ this ratio is about $0.4 .{ }^{17}$

One can see in Fig. 2 that the Raman line in the energy region near $1360 \mathrm{~cm}^{-1}$ in spectra of samples of type 1 and 2 has a fairly large amplitude, which indicates the presence of very small fragments of graphite layers. At first sight, this line could be attributed to nanotubes. In fact, given the graphite layer dimension close to the nanotube diameter of 10 to 15 nm , one could expect $R=I_{1360} / I_{1582}$ to be $0.2-0.4,{ }^{17}$ which is in fair agreement with measurements of the type- 1 spectrum (curve 1 in Fig. 2). But the amplitude of the $1360 \mathrm{~cm}^{-1}$ line drops with the sample is purified by selective oxidation, and $R$ is also smaller in the type- 3 sample, which contains a small proportion of impurities, than in the initial type- 1 material. This means that the parameter $R$ is very small for nanotubes, and the forbidden $1360 \mathrm{~cm}^{-1}$ line cannot be used as a test of the presence of nanotubes. It seems that in type- 1 and type- 2 samples this line is due to the presence of a large amount of very small nanoparticles of graphite and amorphous carbon.

Figure 2 also shows that the main difference between the spectra of the pure nanotube sample (curve 3) and that of graphite in this energy region is the shift of the $E_{2 g}$ mode from $1582 \mathrm{~cm}^{-1}$, which is typical of usual plane graphite layers, to $1575 \mathrm{~cm}^{-1}$. This shift is in good agreement with calculations, ${ }^{18}$ which indicate that bending a graphite layer into the shape of a cylinder with a radius approximately equal to that of nanotubes should soften this mode by $8-15$


FIG. 3. Low-frequency sections of Raman spectra of samples of type 1, 2, and 3 .
$\mathrm{cm}^{-1}$. Thus, this shift of the Raman line to the lowfrequency region detected in the type- 3 sample indicates that the main contributors to this spectrum are nanotubes.

Figure 3 shows Raman spectra of samples of type 1, 2, and 3 in the region of small Raman shifts. One can see a line corresponding to a vibrational energy of about $120 \mathrm{~cm}^{-1}$ in the Raman spectrum of the nanotube sample. This line is absent in samples of pyrolithic graphite, and its intensity increases as nanotube samples are purified of undesired species. Thus, the low-frequency mode in the region about 120 $\mathrm{cm}^{-1}$ is a feature of nanotubes and, apparently, corresponds to the "breathing" mode of oscillations in cylindrical nanotube walls. ${ }^{19,20}$

Figure 4 shows optical absorption spectra, $K(E)$ $=-\log (T(E))$, where $T(E)$ is the optical transmission spectrum of a sample. Curve 1 from the type- 1 sample was taken from a single needle-shaped cluster (see Fig. 1a) with dimensions of about $0.04 \times 0.04 \times 0.12 \mathrm{~mm}^{3}$ with the help of an IR microscope. The light spot on the sample was smaller than the sample itself, which allowed us to measure the spectrum using the traditional Fourier transform technique. One can see a considerable decrease in the absorption in the energy region below 0.15 eV , which means a lower combined density of electron states at smaller energies.

Curve 3 was taken from a type- 3 sample, which had the form of a piece of 'cotton-wool'' formed by pure nanotubes. In this specific case, measurements were performed on a thin layer of nanotubes mechanically deposited on a transparent substrate. The absorption spectrum of a similar sample recorded using a parallel light beam incident normally on the substrate resembles the spectrum of the type- 1 sample, but it has additional features in the form of oscillations on the absorption curve. Since the sample was very inhomogeneous in the latter case, it produced a great amount of diffusely scat-


FIG. 4. IR absorption spectra at $T=300 \mathrm{~K}$ of type 1 (needle-shaped nanotube clusters) and type 3 (nanotubes purified by selective oxidation) samples. The inset shows a Fourier transform of curve 3.
tered light, and we were wary of mistaking an artefact due to light interference for a real physical effect. In order to check whether the recorded oscillations were due to interference, we calculated absorption spectra using measurements of both transmitted and diffusely scattered light collected from a large solid angle. In this case, interference effect should have been suppressed by a considerable factor. This is the spectrum shown in Fig. 4 by curve 3. It turned out that the new oscillatory features in the $0.1-0.3-\mathrm{eV}$ region were not eliminated as a result of such data processing, but on the contrary became more pronounced.

The narrow lines recorded in the $0.1-0.3-\mathrm{eV}$ region can be divided into several groups, each of which includes three of four equidistant lines with a spacing of 15 meV between them. The inset in Fig. 4 shows as an illustration a Fourier transform of curve 3. It contains a pronounced peak corresponding to the $15-\mathrm{meV}$ period. This energy is consistent with the Raman peak at $120 \mathrm{~cm}^{-1}$ corresponding to radial vibrations of nanotube walls.

We suggest the following interpretation of the narrow lines in the absorption spectrum. Suppose that our samples contain a certain proportion of semiconducting nanotubes with a fully occupied valence band and a vacant conduction band (at $T=0$, of course), which are separated by a band gap of width $E_{g}$. The latter should, naturally, be a function of the nanotube configuration, namely its diameter, number of layers, and chiral angle. But since all these parameters are integer (or, at least, discrete), the set of possible $E_{g}$ is limited. Since the density of states in a one-dimensional band is proportional to $E^{-1 / 2}$, where the energy is measured with re-


FIG. 5. Microwave electric conductivity of sample 3 versus logarithm of temperature.
spect to the band bottom, there should be a singularity in the density of states at $E=E_{g}$. Therefore the optical absorption spectrum of a semiconducting nanotube should have a narrow peak at $E_{g}$ corresponding to phononless 00 -transitions. Owing to the electron-phonon interaction, additional peaks due to phonon-assisted transitions involving one (01) or several ( 02,03 , etc.) phonons can be detected. In the context of this model, we can attribute the absorption spectrum shown by curve 3 to semiconducting nanotubes with different gap widths, each of which generates a phononless peak and several phonon replicas due to interaction with the $120-\mathrm{cm}^{-1}$ vibrational mode seen in Raman spectra. Since two or three phonon replicas of the 00 -transition are clearly seen in the spectrum, we assume that the electron-phonon interaction involving the radial mode at $120 \mathrm{~cm}^{-1}$ is very strong.

On the base of this model, we conclude that our samples contain notable fractions of semiconducting nanotubes with $E_{\mathrm{g}}=0.07,0.11,0.16$, and 0.22 eV . These conclusion is consistent with measurements of the conductivity activation energy. ${ }^{16,21}$ Specifically, activation energies of 0.1 and 0.3 eV were measured in two different nanotubes, ${ }^{16}$ and a set of activation energies of $0.04,0.11$, and 0.23 eV were detected in electric conductivity of thin nanotube films grown on an insulating substrate. ${ }^{21}$ If we assume that the Fermi level of a semiconducting nanotube is approximately in the middle of the band gap at low temperatures, the reported activation energies approximately correspond to gap widths $E_{g}=0.08$, $0.22,0.46$, and 0.6 eV .

If most of the nanotubes in our samples are semiconducting, we cannot account for the broad featureless background in the IR absorption spectra. This component of the absorption spectrum can be ascribed to the presence of highly conductive metallic or semimetallic tubes, in addition to semiconducting species. In order to verify this assumption, we performed contactless measurements of electric conductivity of our samples by the microwave absorption technique. Measurements of the type 3 sample are given in Fig. 5. It turned out that, even at $T=1.5 \mathrm{~K}$, the average nanotube conductivity $\sigma_{\omega}$, which was derived from measurements ${ }^{22,23}$ of $\varepsilon=\varepsilon^{\prime}+i \varepsilon^{\prime \prime}$ and the number of nanotubes in the sample, was about $100-300 \Omega^{-1} \cdot \mathrm{~cm}^{-1}$, which indicates an appreciable quantity of metallic or semimetallic nanotubes. As shown in Fig. 5, the conductivity of these highly conducting
nanotubes is roughly proportional to $\ln T$ in the temperature interval $1.5-50 \mathrm{~K}$. This result is in agreement with the data by Langer et al., ${ }^{15}$ who derived a logarithmic temperature dependence of the conductivity from direct measurements of an isolated nanotube with four metallic contacts fabricated by the lithographic technique. They interpreted this logarithmic dependence in terms of weak localization due to the large contribution of quantum interference corrections to the sample resistance. This contribution drops with temperature owing to the decrease in the coherence length. Thus, in addition to semiconducting nanotubes, our samples contain a large amount of nanotubes whose conductance behaves like that of a metal with a large concentration of defects (or a semiconductor with a vanishing band gap).
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#### Abstract

Optical solitons and quasisolitons are investigated in reference to Cherenkov radiation. It is shown that both solitons and quasisolitons can exist, if the linear operator specifying their asymptotic behavior at infinity is sign-definite. In particular, the application of this criterion to stationary optical solitons shifts the soliton carrier frequency at which the first derivative of the dielectric constant with respect to the frequency vanishes. At that point the phase and group velocities coincide. Solitons and quasisolitons are absent, if the third-order dispersion is taken into account. The stability of a soliton is proved for fourth order dispersion using the signdefiniteness of the operator and integral estimates of the Sobolev type. This proof is based on the boundedness of the Hamiltonian for a fixed value of the pulse energy. © 1998 American Institute of Physics. [S1063-7761(98)02405-6]


## 1. INTRODUCTION

Solitons in nonlinear optical fibers have been very popular objects of investigation since the early nineteen seventies, i.e., since the structural stability of the solitons for the Korteweg-de Vries (KdV) equation ${ }^{1}$ and the nonlinear Schrödinger equation ${ }^{2}$ was demonstrated and since Hasegawa and Tappert ${ }^{3}$ subsequently proposed the use of optical solitons as data bits in fiber communications. The interest in optical solitons has increased dramatically in the last decade due to the practical achievements from the use of solitons in modern optical communication systems. ${ }^{4,5}$ However, despite the great practical significance of optical solitons, the theory for them is far from complete.

When reference is made to optical solitons, it is assumed that their spectrum is concentrated within a certain transparency window, where the linear damping is small and dispersion effects dominate. The width of the soliton spectrum $\delta \omega$ is assumed to be fairly small compared with the frequency band $\Delta \omega$ of that window, i.e., $\delta \omega \ll \Delta \omega$. In real systems, however, the band $\Delta \omega$ is always narrower than the mean frequency of the window $\bar{\omega}$, i.e., $\Delta \omega \ll \bar{\omega}$. Thus, we have the following hierarchy of inverse characteristic times:

$$
\begin{equation*}
\delta \omega \ll \Delta \omega \ll \bar{\omega} . \tag{1.1}
\end{equation*}
$$

These criteria permit consideration of the slow ( $\tau^{-1} \sim \delta \omega$ ) dynamics of soliton propagation in terms of amplitude envelopes. In particular, to derive a nonlinear Schrödinger equation (NLSE), i.e., the basic model for describing optical envelope solitons, the wave number is approximated by a quadratic polynomial

$$
\begin{equation*}
\delta k=\frac{1}{v_{\mathrm{gr}}} \delta \omega-\frac{1}{2} \frac{\omega^{\prime \prime}}{v_{\mathrm{gr}}^{3}}(\delta \omega)^{2} \tag{1.2}
\end{equation*}
$$

Here $\delta k=k-k_{0}, \delta \omega=\omega-\omega_{0}, v_{\mathrm{gr}}=\partial \omega / \partial k$ is the group velocity, and $k_{0}$ and $\omega_{0}$ are the wave number and frequency of the soliton carrier wave. However, in the frequency interval $\Delta \omega$ the dispersion of the wave can differ significantly from
the quadratic approximation (1.2), although it remains small in the sense of the criterion (1.1). It is noteworthy that the existing experimental possibilities (see, for example, Ref. 6) make it possible to obtain very short pulses, for which $\delta \omega / \omega_{0}<1$. On the other hand, the efficiency of optical fibers as media for transmitting information is inversely proportional to the soliton width. Thus, practical considerations call for reducing the soliton width as much as possible.

In this paper we show that the properties of "short" and 'long'" solitons can be very different. For short solitons the expansion (1.2) is largely incorrect and should be replaced by the more general formula

$$
\begin{equation*}
\delta k-\frac{1}{v_{\mathrm{gr}}} \delta \omega=-F(\delta \omega) \tag{1.3}
\end{equation*}
$$

Here $F(\zeta)$ is a certain function, which should be taken from a microscopic treatment or extracted from experimental data. Although $F(\zeta)$ can be far from the parabolic dependence (1.2), averaging over the fast time $1 / \omega_{0}$ can be performed, providing a description of slow soliton dynamics by means of a generalized nonlinear Schrödinger equation (GNLSE). This averaging also leads to the appearance of an additional integral of motion, viz., an adiabatic invariant, which has the meaning of the pulse energy. Accordingly, owing to this invariant, the GNLSE allows a soliton solution for the envelope of the electromagnetic field $E(x, t)$ in the form a propagating pulse with the additional phase multiplier $e^{i \lambda x}$ :

$$
E\left(x, t-x / v_{\mathrm{gr}}\right)=e^{i \lambda x} \psi\left(t-x / v_{\mathrm{gr}}+\beta x\right), \quad v_{\mathrm{gr}}^{-1} \gg \beta .
$$

The main result of this paper is as follows. Solitons can exist, if $L(\zeta)=\lambda-\beta \zeta+F(\zeta)$ is a positive (or negative) definite function for all $\zeta$. This criterion is the basic selection rule for solitons. If this criterion is not satisfied, the soliton loses its energy through Cherenkov radiation and ceases to exist after a certain time. This occurs, for example, if $F(\zeta)$ is a third-degree polynomial.

Even if $L(\zeta)$ is positive definite and a soliton exists, the question of its stability is far from trivial. In this paper we establish that a soliton is stable if $L(\zeta)$ is a positive definite fourth-order polynomial. The proof of its stability is based on the boundedness of the Hamiltonian for a fixed adiabatic invariant. We assume that the same conclusion regarding the stability will be valid for any positive definite polynomial $L(\zeta)>0$ of even degree. However, if we have

$$
\begin{equation*}
|F(\zeta)|<C|\zeta|^{\alpha} \quad \text { for }|\zeta| \rightarrow \infty \tag{1.4}
\end{equation*}
$$

and $\alpha \leqslant 1 / 2$, stability of the soliton is doubtful, and it is more likely unstable.

There is one more important point on which we would like to focus attention in this article. The objects which have traditionally been called solitons in nonlinear optics are not such in the strict sense of the word. They are quasisolitons, i.e., approximate solutions of Maxwell's equations, which depend on four parameters. Real stationary solitons, which propagate with a constant velocity without changing their form, are exact solutions of Maxwell's equations, which depend on two parameters. The latter exist, if the dielectric constant $\varepsilon(\omega)$ has a maximum in the frequency range under consideration for a focusing nonlinearity or a minimum, if the medium is defocusing. In a purely conservative medium quasisolitons exist for a finite time owing to radiation as a result of multiphoton processes. In reality, however, this time is much greater than the lifetime resulting from the linear damping, and the difference between solitons and quasisolitons is insignificant.

## 2. STATIONARY SOLITONS

In this section we demonstrate how to find a soliton solution directly from Maxwell's equations. We consider a very simple model of the simultaneous propagation of pulses, assuming that the polarization is linear and that the electric field $E(x, t)$ is perpendicular to the propagation direction. In this case Maxwell's equations can be reduced to the wave equation for the field $E(x, t)$ :

$$
\begin{equation*}
\frac{\partial^{2} D}{\partial t^{2}}-c^{2} \frac{\partial^{2} E}{\partial x^{2}}=0 \tag{2.1}
\end{equation*}
$$

where the electric displacement $D$ is assumed to be related to the electric field by the expression

$$
\begin{equation*}
D(x, t)=\hat{\varepsilon}(t) E(x, t)+\chi E^{3}(x, t) \tag{2.2}
\end{equation*}
$$

In this expression $\hat{\varepsilon}$ is an integral operator; the Fourier transform of its kernel is $\varepsilon(\omega)$, i.e., the dielectric constant. The second term in (2.2) corresponds to the Kerr effect, and $\chi$ is the Kerr constant.

The function $\varepsilon(\omega)$ is analytically continuable into the upper half-plane of $\omega$ (see, for example, Ref. 7). For real values of $\omega$ the magnitude of $\varepsilon(\omega)$ obeys the KramersKronig relations. It particular, it follows from these relations that on the real axis the imaginary part of the dielectric constant $\varepsilon^{\prime \prime}$, which is responsible for the dissipation of electromagnetic waves, cannot be equal to zero at all frequencies. Below we shall assume that there is a certain frequency band
$\Delta \omega$, within which the imaginary part of the dielectric constant is small enough that it can be neglected.

Let us consider the propagation of a wave packet with a spectrum lying within this transparency window, assuming that the frequency width of the pulse spectrum is small compared with $\Delta \omega$. A solution in the form of an isolated pulse, i.e., a soliton, can be expected only under such conditions.

As was noted in the Introduction, two types of solitons are possible. The solitons of the first type are stationary in a moving frame. They propagate with a constant velocity without changing their form. A classical example of solitons of this type is provided by the solitons for the KdV equation, which, in particular, describe solitary waves in shallow water. The solitons of the other type are called quasisolitons. They have internal dynamics and propagate with a constant velocity only on the average. The classical quasisolitons include breezers, which are described by the sine-Gordon equation (for further information, see, for example, Refs. 810).

Stationary solitons are exact solutions of Eq. (2.1). We shall seek these solutions in the form

$$
\begin{equation*}
E=E(x-v t) \tag{2.3}
\end{equation*}
$$

where $v$ is the constant velocity and $E$ tends to zero at infinity. The substitution of (2.3) into (2.1) makes it possible to integrate the equation twice:

$$
\begin{equation*}
\hat{L} E(x)=\alpha E^{3}(x), \quad \alpha=\chi v^{2} / c^{2} \tag{2.4}
\end{equation*}
$$

where the operator $\hat{L}$ equals

$$
\begin{equation*}
\hat{L}=1-\frac{v^{2}}{c^{2}} \hat{\varepsilon} \tag{2.5}
\end{equation*}
$$

In the Fourier representation $\hat{L}$ is written in the form

$$
\begin{equation*}
L(\omega)=1-\frac{v^{2} \varepsilon(\omega)}{c^{2}} \tag{2.6}
\end{equation*}
$$

where the frequency $\omega$ and the wave number $k$ are related by the equality $\omega=k v$. The second term in (2.6) is the square of the ratio between $v$ and the phase velocity of an electromagnetic wave of small amplitude:

$$
\begin{equation*}
v_{\mathrm{ph}}=c / \sqrt{\varepsilon(\omega)} . \tag{2.7}
\end{equation*}
$$

Hence it is easily seen that the operator $\hat{L}$ becomes positive definite if and only if

$$
\begin{equation*}
v_{\mathrm{ph}}^{2}(\omega)>v^{2}, \tag{2.8}
\end{equation*}
$$

for all $\omega$, and it accordingly becomes negative definite in the opposite case:

$$
\begin{equation*}
v_{\mathrm{ph}}^{2}(\omega)<v^{2} . \tag{2.9}
\end{equation*}
$$

We now show that a soliton solution is possible only when condition (2.8) or (2.9) is satisfied. Let us assume that the opposite is true, i.e., let the conditions (2.8) and (2.9) not be satisfied. In this case the equation

$$
\begin{equation*}
\frac{v^{2} \varepsilon(\omega)}{c^{2}}=1 \tag{2.10}
\end{equation*}
$$

has a solution (for simplicity we assume that it is unique: $\omega=\omega_{0}$ ). Then Eq. (2.3) can be rewritten in the following manner:

$$
\begin{equation*}
E(x-v t)=E_{0}(x-v t)+\hat{L}^{-1}(1-\hat{P}) \alpha E^{3}(x-v t) \tag{2.11}
\end{equation*}
$$

Here

$$
E_{0}(x-v t)=\operatorname{Re}\left(A \exp \left[-i \omega_{0}(t-x / v)\right]\right)
$$

is the solution of the homogeneous linear equation

$$
\begin{equation*}
\hat{L} E_{0}=0, \tag{2.12}
\end{equation*}
$$

and $\hat{P}$ is a projector onto the state $E_{0}(x-v t)$, so that (1 $-\hat{P}) \chi E^{3}(x-v t)$ is orthogonal to $E_{0}$ and, therefore, the operator $\hat{L}$ is reversible in this class of functions. To find the explicit solution of Eq. (2.11), we can use, for example, an iterative scheme, taking $E_{0}$ as the zeroth approximation. It is of fundamental significance that, by proceeding in this manner, we must arrive at nonlocalized solutions, which depend on two parameters, viz., the imaginary and real parts of the complex amplitude $A$. Hence the following conclusion can be drawn: the stationary equation (2.3) can have a soliton solution if $\hat{L}$ is sign-definite. If Eq. (2.12) has a nontrivial solution, or, equivalently, if the phase velocity $v_{\mathrm{ph}}$ and the velocity $v$ are equal, i.e., if

$$
\begin{equation*}
v_{\mathrm{ph}}=v, \tag{2.13}
\end{equation*}
$$

there is no stationary soliton solution. We note that this conclusion relies heavily on the fact that the singularity on the right-hand side of Eq. (2.11) $\left(E^{3}\right)_{\omega} / L(\omega)$ is not removable. As will be shown below, singularities of this type can be removed, if the matrix element of the four-wave interaction ( $\chi$ in the present case) has a frequency dependence.

Equation (2.13) can also be regarded as a condition for Cherenkov radiation by a moving object. The nature of the object itself is not important here. It can be a charged particle, a ship, or, for example, a soliton. In any case the moving object loses energy as a result of Cherenkov radiation. In the case under discussion this means that if the velocity of an electromagnetic soliton satisfies the conditions (2.9), it must emit waves, and, therefore, such a pulse cannot exist as a stationary object. Thus, we arrive at the following condition for the existence of solitons: a soliton solution can exist when the equation

$$
\begin{equation*}
\omega(k)=k v \tag{2.14}
\end{equation*}
$$

does not have a (real) solution. Here $\omega=\omega(k)$ is the dispersion law. For electromagnetic waves $\omega(k)$ is determined from the equation

$$
\begin{equation*}
\omega^{2}=k^{2} c^{2} / \varepsilon(\omega) \tag{2.15}
\end{equation*}
$$

The relation (2.14) has a simple interpretation in the $\omega-k$ plane. The right-hand side of $(2.14)$ corresponds to a straight line emerging from the origin of coordinates, and, accordingly, the velocity $v$ in this plane equals the slope $\tan \phi$ :

$$
v=\tan \phi
$$

The existence of a solution for Eq. (2.14) is indicated by the intersection of the $\omega=\omega(k)$ curve by the straight lines. This assigns a complete cone of angles $\Omega$, where stationary soliton solutions are impossible. Cone $\widetilde{\Omega}$, which is complementary to $\Omega$, corresponds to possible soliton solutions. On the boundary $\partial \Omega$ between the cones the straight lines are tangent to the $\omega=\omega(k)$ dispersion curve, and at the points of tangency $k_{i}$ the group and phase velocities coincide:

$$
\begin{equation*}
\left.\frac{\omega(k)}{k}\right|_{k_{i}}=\left.\frac{\partial \omega(k)}{\partial k}\right|_{k_{i}} \tag{2.16}
\end{equation*}
$$

For the dispersion law (2.15) this relation is written as

$$
\begin{equation*}
\left.\frac{d \varepsilon(\omega)}{d \omega}\right|_{\omega_{i}}=0 \tag{2.17}
\end{equation*}
$$

It is natural to assume that the soliton amplitude vanishes at these critical points (since there should not be any stationary soliton solutions outside $\widetilde{\Omega}$ ). As will be shown below, the behavior of a soliton solution near these critical points is universal. We demonstrate this fact in the case of the stationary equation (2.3). It is, however, fundamentally important that the result is general and can be used for other models. This fact was first investigated for capillarygravitational solitons in deep water. ${ }^{11-13}$ The spectrum of capillary-gravitational waves is known to have a minimum phase velocity for wave numbers lying in the intermediate region between the gravitational and capillary portions of the spectrum.

For simplicity, we assume that Eq. (2.17) has only one positive solution $\omega=\omega_{0}$ [because of the parity of $\varepsilon(\omega)$ there is one more root $\omega=-\omega_{0}$ ], and let the cone of angles $\widetilde{\Omega}$ lie below the critical velocity:

$$
v<v_{\mathrm{cr}}=\frac{c}{\sqrt{\varepsilon\left(\omega_{0}\right)}}
$$

Thus, the function $\varepsilon(\omega)$ has two identical maxima at symmetric points, and

$$
\frac{d^{2} \varepsilon\left( \pm \omega_{0}\right)}{d \omega^{2}}<0
$$

In this case $\hat{L}$ is an invertible operator, and Eq. (2.4) can be written in the form

$$
\begin{equation*}
E_{\omega}=\frac{1}{L(\omega)} \alpha\left(E^{3}\right)_{\omega} \tag{2.18}
\end{equation*}
$$

Near the critical velocity ( $v_{\text {cr }}-v \ll v_{\text {cr }}$ ) the plot of $L(\omega)$ as a function of $\omega$ is close to zero in small vicinities of the two points $\omega= \pm \omega_{0}$ because of its symmetry with respect to $\omega$. Therefore, according to (2.18) the distribution of $E(\omega)$ is determined to a considerable extent by the function $1 / L(\omega)$. Accordingly, in the $t$-representation the solution will be close to a monochromatic wave. It is important that the monochromaticity of the wave improves as $v$ approaches $v_{\text {cr }}$. Therefore, $E\left(t^{\prime}\right)\left(t^{\prime}=t-x / v\right)$ will be sought in the form of an expansion in the harmonics $n \omega_{0}$ :

$$
\begin{equation*}
E(t)=\sum_{n=0}^{\infty}\left[E_{2 n+1}(\tau) e^{-i(2 n+1) \omega_{0} t^{\prime}}+\text { c.c. }\right] . \tag{2.19}
\end{equation*}
$$

Here we have formally introduced the small parameter

$$
\begin{equation*}
\epsilon=\sqrt{1-v / v_{\mathrm{cr}}} \tag{2.20}
\end{equation*}
$$

and the slow time $\tau=\epsilon t^{\prime}$, so that the $E_{2 n+1}(\tau)$ are the envelope amplitudes of each harmonic. The representation (2.19) means that the width of each harmonic along the frequency scale, $\delta \omega \sim \epsilon$, is small compared with the frequency $\omega_{0}$, i.e., the Fourier spectrum (2.19) is a series of narrow peaks. The main peaks correspond to the first harmonic. Therefore, the action of $\hat{L}$ on (2.19) can be expanded into a series in powers of $\epsilon$. Assuming that $E_{2 n+1} \sim \epsilon^{2 n+1}$ and substituting (2.19) into the stationary equation (2.4), with consideration of (2.17) in the first order we arrive at a stationary nonlinear Schrödinger equation:

$$
\begin{equation*}
\epsilon^{2} E_{1}-S \frac{\partial^{2} E_{1}}{\partial t^{2}}-\frac{3}{2} \alpha\left|E_{1}\right|^{2} E_{1}=0, \tag{2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
S=-\frac{v^{2}}{4 c^{2}} \frac{d^{2} \epsilon\left(\omega_{0}\right)}{d \omega^{2}}>0 . \tag{2.22}
\end{equation*}
$$

Equation (2.21) has a soliton solution only if $\alpha>0$ :

$$
\begin{equation*}
E_{1}\left(t^{\prime}\right)=\frac{2 \epsilon}{\sqrt{3 \alpha}} \operatorname{sech}\left[\frac{\epsilon\left(t-x / v-t_{0}\right)}{\sqrt{S}}\right] \tag{2.23}
\end{equation*}
$$

This solution is unique to within a constant phase multiplier. It is the universal asymptote of the soliton solution. As $v$ approaches $v_{\text {cr }}$, its amplitude vanishes according to a square-root law $\sim \sqrt{v_{\mathrm{cr}}-v}$, and the soliton pulse width $\Delta t$ increases in inverse proportion to this factor:

$$
\Delta t=\sqrt{S} / \epsilon
$$

For times greater than $\Delta t$ we must take into account the following expansion terms, particularly the third-order dispersion and the corrections to the cubic nonlinearity. In this time range the soliton behavior is no longer universal.

It is noteworthy that Eq. (2.21) does not have solitonlike solutions when $\epsilon^{2}=1-v / v_{\mathrm{cr}}<0$.

When the tangent approaches the dispersion curve from above, $S$ becomes negative. For this reason solitons exist only for defocusing media ( $\alpha<0$ ).

The case where the point of tangency satisfies $\omega_{0}=0$ calls for a special treatment. Near the critical velocity the stationary equation (2.3) does not require the expansion (2.19). It is sufficient to expand $\epsilon(\omega)$ near $\omega=0$ :

$$
\varepsilon(\omega)=\varepsilon(0)+\frac{1}{2} \frac{d^{2} \varepsilon(0)}{d \omega^{2}} \omega^{2}
$$

According to this expansion, the stationary equation takes on the form

$$
\begin{equation*}
\epsilon^{2} E-S \partial_{t}^{2} E-\frac{1}{2} \alpha E^{3}=0 \tag{2.24}
\end{equation*}
$$

where, as before, $\epsilon, S$, and $\alpha$ are given, respectively, by Eqs. (2.20), (2.22), and (2.4) taken at $\omega=0$. The localized solution of Eq. (2.24) has the form of a soliton for the modified Korteweg-de Vries (MKdV) equation:

$$
E(t-x / v)=\frac{2 \epsilon}{\sqrt{\alpha}} \operatorname{sech}\left[\frac{\epsilon\left(t-x / v-t_{0}\right)}{\sqrt{S}}\right]
$$

## 3. QUASISOLITONS; HIGHER-ORDER DISPERSION

In this section we discuss the difference between solitons and quasisolitons in the case of a generalized nonlinear Schrödinger equation (GNLSE). The GNLSE has a more extensive class of soliton solutions than does the original Maxwell equation. Unlike the stationary solitons (2.23), these solutions are approximate and depend on four parameters. However, the mechanism for selecting the soliton solutions remains the same as for the stationary solitons considered in the preceding section.

The transparency window $\Delta \omega$ must be small compared with the mean value of the frequency $\omega_{0}: \omega_{0} \gg \Delta \omega$. In this case an envelope can be introduced for the entire region. The most convenient and systematic approach for obtaining the equation for the envelopes is based on the Hamiltonian formalism. ${ }^{14}$

Let us consider Eq. (2.1), which we present in the form of a system of equations:

$$
\begin{equation*}
\frac{\partial \rho}{\partial x}+\frac{\partial^{2} \phi}{\partial t^{2}}=0, \quad \frac{\partial \phi}{\partial x}+\frac{1}{c^{2}}\left(\hat{\varepsilon} \rho+\frac{4 \pi \chi}{c^{2}} \rho^{3}\right)=0 \tag{3.1}
\end{equation*}
$$

The potential $\phi$ and the "density" $\rho$ introduced here are related to the electric field $E$ and the magnetic field $H$ by the expressions

$$
\begin{equation*}
E=\frac{\sqrt{4 \pi}}{c} \rho, \quad H=\sqrt{4 \pi} \frac{\partial \phi}{\partial t} . \tag{3.2}
\end{equation*}
$$

Equations (3.1) can be written in Hamiltonian form:

$$
\begin{equation*}
\frac{\partial \rho}{\partial x}=\frac{\delta \mathscr{H}}{\delta \phi}, \quad \frac{\partial \phi}{\partial x}=-\frac{\delta \mathscr{H}}{\delta \rho} . \tag{3.3}
\end{equation*}
$$

Here $x$ plays the role of the time, and the Hamiltonian has the form of an integral with respect to time:

$$
\begin{align*}
\mathscr{H} & =\int\left[\frac{1}{2}\left(\frac{\partial \phi}{\partial t}\right)^{2}+\frac{1}{2 c^{2}} \rho \hat{\varepsilon} \rho+\frac{\pi \chi}{c^{4}} \rho^{4}\right] d t \\
& \equiv \frac{1}{8 \pi} \int\left[H^{2}+E \hat{\varepsilon} E+\frac{1}{2} \chi E^{4}\right] d t \tag{3.4}
\end{align*}
$$

The quadratic part of $\mathscr{H}$ defines a linear dispersion law for $k=k(\omega)$, which coincides with (2.15). We can go over to the normal variables $a_{\omega}(x)$ using the replacements

$$
\begin{align*}
\rho_{\omega} & =\sqrt{\frac{\omega^{2}}{2 k(\omega)}}\left(a_{\omega}^{*}+a_{-\omega}\right), \\
\phi_{\omega} & =-i \sqrt{\frac{k(\omega)}{2 \omega^{2}}}\left(a_{\omega}^{*}-a_{-\omega}\right), \tag{3.5}
\end{align*}
$$

where $\rho_{\omega}$ and $\phi_{\omega}$ are the Fourier transforms of the density $\rho$ and the potential $\phi$, and $k(\omega)$ is understood in these formu-
las as a positive root of the dispersion relation (2.15). The substitution of these relations into Eq. (3.3) gives the equations of motion in the variables $a_{\omega}$ :

$$
\begin{equation*}
\frac{\partial a_{\omega}}{\partial x}=i \frac{\delta \mathscr{H}}{\delta a_{\omega}^{*}}, \tag{3.6}
\end{equation*}
$$

where the Hamiltonian $\mathscr{H}$ takes the standard form (compare Ref. 14):

$$
\begin{align*}
\mathscr{H}= & \int k(\omega)\left|a_{\omega}\right|^{2} d \omega+\frac{1}{2} \int T_{\omega_{1} \omega_{2} \omega_{3} \omega_{4}} a_{\omega_{1}}^{*} a_{\omega_{2}}^{*} a_{\omega_{3}} a_{\omega_{4}} \\
& \times \delta_{\omega_{1}+\omega_{2}-\omega_{3}-\omega_{4}} \Pi_{i} d \omega_{i} . \tag{3.7}
\end{align*}
$$

The matrix element $T$ appearing therein is assigned by the formula

$$
\begin{equation*}
T_{\omega_{1} \omega_{2} \omega_{3} \omega_{4}}=\frac{3 \chi}{4 \pi c^{4}}\left[\frac{\omega_{1}^{2} \omega_{2}^{2} \omega_{3}^{2} \omega_{4}^{2}}{k\left(\omega_{1}\right) k\left(\omega_{2}\right) k\left(\omega_{3}\right) k\left(\omega_{4}\right)}\right]^{1 / 2} . \tag{3.8}
\end{equation*}
$$

If the fourth-order susceptibility $\chi$ depends on the frequencies, the constant $\chi$ in the matrix element (3.8) is replaced by $\chi\left(\omega_{1} \omega_{2} \omega_{3} \omega_{4}\right)$ with the necessary symmetry properties (see Refs. 7 and 15), which ensure the following symmetry relations for $T$ :

$$
\begin{equation*}
T_{\omega_{1} \omega_{2} \omega_{3} \omega_{4}}=T_{\omega_{2} \omega_{1} \omega_{3} \omega_{4}}=T_{\omega_{1} \omega_{2} \omega_{4} \omega_{3}}=T_{\omega_{3} \omega_{4} \omega_{1} \omega_{2}}^{*} . \tag{3.9}
\end{equation*}
$$

In the Hamiltonian (3.7) we retained only the terms responsible for the scattering of waves, neglecting all the other processes, which make a contribution in the next (sixth) order with respect to the amplitude of the waves for narrow wave packets.

The Hamiltonian formulation of the equations of motion (3.6) guarantees 'conservation'" (absence of a dependence on $x$ ) of the Hamiltonian $\mathscr{H}$, as well as of the "momentum",

$$
\begin{equation*}
P=\int \omega\left|a_{\omega}\right|^{2} d \omega \tag{3.10}
\end{equation*}
$$

which coincides exactly with the Poynting vector integrated over time:

$$
P=\frac{c}{4 \pi} \int_{-\infty}^{\infty} E H d t .
$$

Let us now proceed to the derivation of the equation for the envelopes by introducing the packet envelope amplitude:

$$
\psi(t, x)=\frac{1}{\sqrt{2 \pi}} \int a_{\omega} e^{-i\left(\omega-\omega_{0}\right) t-i k_{0}\left(\omega_{0}\right) x} d \omega
$$

Here we assume that the spectrum of $a_{\omega}$ is concentrated in a narrow interval $\delta \omega$ near $\omega_{0}$ and that $\omega_{0} \gg \delta$. Accordingly, $\psi(t, x)$ is a slow function of the coordinates and the time.

Next, expanding $k(\omega)$ and $T_{\omega_{1} \omega_{2} \omega_{3} \omega_{4}}$ into a series in $\Omega=\omega-\omega_{0}$ at $\omega_{0}$ we have
$\kappa(\Omega)=k(\omega)-k\left(\omega_{0}\right)=\frac{1}{v_{\mathrm{gr}}} \Omega-k_{0} S \Omega^{2}-\gamma \Omega^{3}+\delta \Omega^{4}+\ldots$,

$$
\begin{align*}
T_{\omega_{1} \omega_{2} \omega_{3} \omega_{4}}= & T_{0}+\frac{\partial T}{\partial \omega_{1}}\left(\Omega_{1}+\Omega_{2}+\Omega_{3}+\Omega_{4}\right) \\
& +\frac{1}{2} \frac{\partial^{2} T}{\partial \omega_{1}^{2}}\left(\Omega_{1}^{2}+\Omega_{2}^{2}+\Omega_{3}^{2}+\Omega_{4}^{2}\right) \\
& +\frac{\partial^{2} T}{\partial \omega_{1} \partial \omega_{2}}\left(\Omega_{1} \Omega_{2}+\Omega_{3} \Omega_{4}\right) \\
& +\frac{\partial T}{\partial \omega_{1} \partial \omega_{3}}\left(\Omega_{1} \Omega_{3}+\Omega_{1} \Omega_{4}+\Omega_{2} \Omega_{3}\right. \\
& \left.+\Omega_{2} \Omega_{4}\right)+\ldots \tag{3.12}
\end{align*}
$$

In the expression for $k(\omega)$ we have retained the terms up to fourth order in $\Omega$, and in the matrix element $T$ we have retained the terms that are quadratic in $\Omega$. In expanding the matrix element, for simplicity, we considered it to be real and utilized its symmetry properties (3.9). Accordingly, the coefficients in (3.12) are

$$
\begin{aligned}
& T_{0}=T_{\omega_{0} \omega_{0} \omega_{0} \omega_{0}}, \quad \frac{\partial T}{\partial \omega_{1}}=\frac{\left.\partial T_{\omega_{1} \omega_{2} \omega_{3} \omega_{4}}^{\partial \omega_{1}}\right|_{\omega_{k}=\omega_{0}}}{} \\
& \frac{\partial^{2} T}{\partial \omega_{i} \partial \omega_{j}}=\left.\frac{\partial^{2} T_{\omega_{1} \omega_{2} \omega_{3} \omega_{4}}}{\partial \omega_{i} \partial \omega_{j}}\right|_{\omega_{k}=\omega_{0}}
\end{aligned}
$$

Next, performing the inverse Fourier transformation with respect to $\Omega$, for $\psi$ we obtain the generalized nonlinear Schrödinger equation

$$
\begin{align*}
& i\left(\frac{\partial \psi}{\partial x}+\frac{1}{v_{\mathrm{gr}}} \frac{\partial \psi}{\partial t}\right)+K_{0} S \psi_{t t}+\beta_{1}|\psi|^{2} \psi \\
& \quad=-i \gamma \psi_{t t t}-4 i \beta_{2}|\psi|^{2} \psi_{t}-\delta \psi_{t t t t}+\left(\beta_{3}-\beta_{4}\right)\left[\left(\psi^{2} \psi_{t}^{*}\right)_{t}\right. \\
& \left.\quad-\left(\psi_{t}\right)^{2} \psi^{*}\right]+\left(\beta_{3}+\beta_{5}\right) \psi^{*}\left(\psi^{2}\right)_{t t}-\beta_{6}|\psi|^{4} \psi \tag{3.13}
\end{align*}
$$

The left-hand side of this equation corresponds to the classical nonlinear Schrödinger equation: the second term in it describes the propagation of a wave packet as a whole and, therefore, can be eliminated by going over to the local coordinate frame. The next term $(\sim S)$ is responsible for quadratic dispersion. Now, for $d \epsilon\left(\omega_{0}\right) / d \omega_{0}=0$ the coefficient $S$ coincides with the expression in (2.22). The last term on the left-hand side defines a nonlinear correction to the frequency of the monochromatic wave. The first two terms on the righthand side are $\sim\left(\delta \omega / \omega_{0}\right)^{3}$. It is important that there are only two such terms. In this case the coefficient $\beta_{2}=2 \pi \partial T / \partial \omega$ is nonzero even for a constant fourth-order susceptibility $\chi$. When $\chi=$ const holds, $\beta_{2}$ can vanish only if $k \sim \omega^{2}$. The remaining terms are $\sim(\delta \omega / \omega)^{4}$. Among them we took into account the terms $\sim|\psi|{ }^{4} \psi$, which are of the same order of magnitude.

The coefficients $\beta_{i}$ appearing in Eq. (3.13) take on a very simple form for the matrix element (3.8):

$$
\beta_{1}=\frac{3}{2} k_{0}^{2} \chi\left(\frac{v_{\mathrm{ph}}}{c}\right)^{4}, \quad \beta_{2}=\frac{\beta_{1}}{\omega_{0}}\left(1-\frac{v_{\mathrm{ph}}}{2 v_{\mathrm{gr}}}\right),
$$

$$
\begin{equation*}
\beta_{3}=\beta_{1} \frac{k^{1 / 2}}{\omega_{0}} \frac{\partial^{2}}{\partial \omega_{0}^{2}}\left(\frac{\omega_{0}}{k^{1 / 2}}\right), \quad \beta_{4}=\beta_{5}=\frac{\beta_{1}}{\omega_{0}^{2}}\left(1-\frac{v_{\mathrm{ph}}}{2 v_{\mathrm{gr}}}\right)^{2} \tag{3.14}
\end{equation*}
$$

According to its derivation, Eq. (3.13) should be classified as a Hamiltonian equation:

$$
\begin{equation*}
i \frac{\partial \psi}{\partial x}=-\frac{\delta \mathscr{H}}{\delta \psi^{*}} . \tag{3.15}
\end{equation*}
$$

Here the Hamiltonian $\mathscr{H}$ can be represented in the form of a sum of Hamiltonians:

$$
\mathscr{H}=\mathscr{H}_{1}+\mathscr{H}_{2}+\mathscr{H}_{3}+\mathscr{H}_{4}+\ldots
$$

where

$$
\begin{align*}
\mathscr{H}_{1}= & \frac{i}{v_{\mathrm{gr}}} \int \psi^{*} \psi_{t} d t  \tag{3.16}\\
\mathscr{H}_{2}= & -\int\left(k_{0} S\left|\psi_{t}\right|^{2}-\frac{\beta_{1}}{2}|\psi|^{4}\right) d t  \tag{3.17}\\
\mathscr{H}_{3}= & \int\left\{i \gamma \psi^{*} \psi_{t t t}+i \beta_{2}\left(\psi^{*} \psi_{t}-\psi \psi_{t}^{*}\right)|\psi|^{2}\right\} d t  \tag{3.18}\\
\mathscr{H}_{4}= & \int\left\{\delta\left|\psi_{t t}\right|^{2}-\frac{\beta_{3}}{2}|\psi|^{2}\left(\psi \psi_{t t}^{*}+\text { c.c. }\right)-\frac{\beta_{4}}{2}\left(\psi_{t}^{2} \psi^{* 2}\right.\right. \\
& \left.+ \text { c.c. })-\frac{\beta_{5}}{2} \psi^{* 2} \partial_{t}^{2} \psi^{2}+\frac{\beta_{6}}{3}|\psi|^{6}\right\} d t \tag{3.19}
\end{align*}
$$

Here $\mathscr{H}_{2}$ corresponds to the classical NLSE, and the next Hamiltonian corresponds to the complex MKdV equation. It is important that each of the successive Hamiltonians is smaller than the preceding one. However, this situation can change, if any of the expansion coefficients introduces additional smallness. As is seen from (2.23), the soliton width decreases as the quadratic dispersion coefficient $S$ decreases. Therefore, when $S$ is small (such a situation arises near the so-called zero-dispersion point), the cubic dispersion $(\sim \gamma)$ must be taken into account with neglect of all the higherorder terms, as well as the term that is proportional to $\beta_{2}$. If $\beta_{1}$ is small, the nonlinear dispersion, which is proportional to $\beta_{2}$, must be taken into account with neglect of the cubic linear dispersion.

Let us now turn to an analysis of the solitonlike solutions for the generalized Schrödinger equation.

To illustrate how the mechanism (2.23) operates, we first consider the nonlinear Schrödinger equation with quadratic dispersion [which corresponds to the Hamiltonian (3.17)]:

$$
\begin{equation*}
i \frac{\partial E}{\partial x}+E_{t t}+2|E|^{2} E=0 \tag{3.20}
\end{equation*}
$$

Here we have used dimensionless variables, and the nonlinearity is assumed to be focusing, $S \alpha>0$.

It is noteworthy that, unlike the wave equation (2.1), a generalized NLSE, particularly the NLSE with quadratic dispersion, has an additional symmetry, viz., $E \rightarrow E e^{i \phi}$, which appears as a result of the averaging of the equations of fast oscillations. Therefore, the envelope soliton solutions form a more extensive class of solutions than does the wave equation (2.1). According to our definition, they should be clas-


FIG. 1. Dispersion curve (3.23) for negative $\lambda$. Any straight line emerging from the origin of coordinates intersects the dispersion curve.
sified as quasisolitons. To find the corresponding solutions, we should set $E(x, t)=e^{i \lambda x} \psi(t+\beta x)$, where $\psi$ obeys the equation ${ }^{1)}$

$$
\begin{equation*}
L\left(i \partial_{t}\right) \psi \equiv-i \beta \psi_{t}+\lambda \psi-\psi_{t t}=2|\psi|^{2} \psi \tag{3.21}
\end{equation*}
$$

In the case under consideration the conditions for Cherenkov radiation (2.14) are written in the following manner:

$$
\begin{equation*}
\beta \Omega=k(\Omega) \text { or } L(\Omega)=0 \tag{3.22}
\end{equation*}
$$

where the dispersion relation for Eq. (3.21) takes the form

$$
\begin{equation*}
k(\Omega)=\lambda+\Omega^{2} \tag{3.23}
\end{equation*}
$$

Hence it is seen that for $\lambda<0$ the resonance condition (3.22) is satisfied for any value of the velocity (Fig. 1), and hence no solitons exist in this case. This is verified directly by solving Eq. (3.21): for $\lambda<0$ all the solutions are periodic or quasiperiodic. Soliton solutions are possible only for positive values of $\lambda$. Their velocities lie in the range $-2 \sqrt{\lambda} \leqslant \beta$ $\leqslant 2 \sqrt{\lambda}$ (Fig. 2). At the points $\Omega= \pm \sqrt{\lambda}$ the straight line $k$ $=\beta_{\mathrm{cr}} \Omega$ is tangent to the $k=k(\Omega)$ dispersion curve. According to the results of Sec. 2, the soliton solution should vanish at these points, as follows directly from the solution of Eq. (3.21):


FIG. 2. Dispersion curve (3.23) for positive $\lambda$. The dashed lines which are tangent to the dispersion curve correspond to the critical velocities $\beta= \pm 2 \sqrt{\lambda}$. These straight lines specify the boundary of the soliton cone of angles.


FIG. 3. Third-order dispersion $k=S \Omega^{2}+\gamma \Omega^{3}$. The dashed straight line is tangent to the dispersion curve at $\Omega=\Omega_{0}$, but intersects it at $\Omega=0$.

$$
\begin{equation*}
E=e^{i \lambda x} \frac{e^{i \beta t^{\prime}} \Delta \Omega}{\cosh \left(\Delta \Omega t^{\prime}\right)}, \quad \Delta \Omega=\sqrt{\lambda-\frac{\beta^{2}}{4}} . \tag{3.24}
\end{equation*}
$$

Hence, the region for the existence of solitons is given by the inequality $\lambda>\beta^{2} / 4$. The upper bound in this inequality specifies the critical velocity

$$
\beta_{\mathrm{cr}}= \pm 2 \sqrt{\lambda}
$$

It is important to note that the operator $L$ in Eq. (3.21) is positive definite for $\lambda>\beta^{2} / 4$.

Let us now turn to the third-order dispersion. We assume, as before, that the soliton solution contains an exponential multiplier

$$
\begin{equation*}
E(x, t)=e^{i \lambda x} \psi\left(t^{\prime}\right), \quad t^{\prime}=t+\beta x \tag{3.25}
\end{equation*}
$$

The corresponding operator $L\left(i \partial_{t}\right)$ has the form

$$
\begin{equation*}
L(\Omega)=-\beta \Omega+\lambda+S \Omega^{2}+\gamma \Omega^{3} \tag{3.26}
\end{equation*}
$$

This operator is sign-definite for any values of $\lambda, \beta, S$, and $\gamma \neq 0$. This means that the equation $L(\Omega)=0$ or the equivalent equation

$$
\beta \Omega=\lambda+S \Omega^{2}+\gamma \Omega^{3}
$$

has at least one real solution: the dispersion curve for $k(\Omega)$ $=\lambda+S \Omega^{2}+\gamma \Omega^{3}$ always intersects any straight line emerging from the origin of coordinates. For example, for $\lambda=0$ and $\beta \geqslant \beta_{0}=-S^{2} /(4 \gamma)$ all the straight lines $k=\beta \Omega$ intersect the $k=k(\Omega)$ dispersion curve twice. For $\beta<\beta_{0}$ the straight lines have one point of intersection, and for $\beta=\beta_{0}$ tangency occurs (Fig. 3). However, one point of intersection is sufficient for the absence of solitons. On the other hand, the example of the KdV equation, which simultaneously has cubic dispersion and solitons, apparently contradicts the foregoing statement. Actually, there is no contradiction here. Everything is explained by the dependence of the matrix element on the wave vector, which provides for cancellation of the singularity in the equation of the form (2.18).

We can show in the example of the KdV equation

$$
\begin{equation*}
U_{t}+U_{x x x}+6 U U_{x}=0, \tag{3.27}
\end{equation*}
$$

how cancellation of a singularity occurs. For a soliton moving with the velocity $v$,

$$
L(k)=i k\left(v+k^{2}\right) .
$$

For $v>0$ the equation $L(k)=0$ has one real root $k=0$. In this case the analog of Eq. (2.18) is

$$
U_{k}=\frac{3 i k\left(U^{2}\right)_{k}}{L(k)}
$$

which clearly does not contain a singularity at $k=0$. The situation is similar for other equations of the KdV type (see, for example, Ref. 16).

Solutions of the soliton type were recently obtained ${ }^{17}$ for a generalized Schrödinger equation, which simultaneously takes into account the third-order dispersion and corresponds to its nonlinearity [in the present paper this corresponds to consideration of the Hamiltonians (3.17) and (3.18)]. If the relations between $\gamma$ and $\beta_{2}$ are arbitrary, the soliton solution found in Ref. 17 has a spectrum concentrated at the frequencies $\Omega \sim 1 / \gamma, 1 / \beta_{2}$, i.e., at frequencies comparable to $\omega_{0}$. In the unique case where the relation between the coefficients has the form

$$
\frac{K_{0} S}{\beta_{1}}=\frac{3 \gamma}{4 \beta_{2}}
$$

the soliton spectrum is displaced by a small amount. This case is special, i.e., Eq. (3.13) (written in dimensionless variables),

$$
\begin{equation*}
i E_{x}+E_{t t}+2|E|^{2} E=i \epsilon\left(E_{t t t}+6|E|^{2} E_{t}\right) \tag{3.28}
\end{equation*}
$$

allows application of the inverse scattering problem technique (see, for example, Ref. 8). In this case the Hamiltonians (3.17) and (3.18) are conserved independently. They are both created by the same associated operator, viz., the Zakharov-Shabat operator. ${ }^{2}$ The parameter $\epsilon$ in this equation is of order $\delta \omega / \omega$, and $E$ takes values of order unity. Soliton solutions for this equation were first pointed out in Ref. 18. The simplest of them is the solution

$$
E=e^{i \mu^{2} x} \frac{\mu}{\operatorname{Ch\mu }\left(t-\epsilon \mu^{2} x\right)},
$$

which transforms into a stationary soliton of the NLSE (3.24) when $\epsilon=0$.

One conclusion which can be drawn from the foregoing material is that the existence of soliton solutions for the third-order operators $L$ is due to the presence of derivatives in the nonlinear term or, stated differently, the dependence of the matrix elements on the frequency. If there is no such dependence, or if it is insignificant, as is the case, for example, near the point of zero dispersion, there are no reasons for cancellation of the singularities in the equation of the form (2.18). Therefore, the results in Ref. 19 of the numerical observation of solitons for the NLSE with cubic dispersion should be revised (see also Ref. 20, which was devoted to this equation).

We shall henceforth confine ourselves to consideration of the case where there is no dispersion of the nonlinearity or
it is insignificant. In such a situation third-order dispersion cannot provide for the existence of solitons, i.e., the next expansion terms must be taken into account.

For fourth-order dispersion the corresponding operator $L$ has the form

$$
\begin{equation*}
L(\Omega)=-\beta \Omega+\lambda+S \Omega^{2}+\gamma \Omega^{3}+\delta \Omega^{4} \tag{3.29}
\end{equation*}
$$

The sign-definiteness of $L$ is now determined by the sign of $\delta$ : the operator is positive definite for $\delta>0$ and negative definite in the opposite case.

The cubic term can always be eliminated from $L$ by means of an appropriate frequency shift $\Omega \rightarrow \Omega+\nu$. Furthermore, using simple scaling and sign reversal, $L(\Omega)$ can be brought into the following two canonical forms:

$$
\begin{align*}
& L(\Omega)=-\beta \Omega+k(\Omega)=-\beta \Omega+\lambda+\left(\Omega^{2}-\gamma_{0}^{2}\right)^{2}  \tag{3.30}\\
& L(\Omega)=-\beta \Omega+k(\Omega)=-\beta \Omega+\lambda+\left(\Omega^{2}+\nu_{0}^{2}\right)^{2} \tag{3.31}
\end{align*}
$$

Then, applying the criterion (3.22) to the dispersion law (3.30) with $\lambda<0$, we can easily see that the resonance condition (3.22) is satisfied for all values of $\beta$ and that the existence of solitons is, therefore, impossible in this region of parameters.

For positive $\lambda=\mu^{4}$ solitons are possible in the region $-\beta_{\mathrm{cr}} \leqslant \beta \leqslant \beta_{\mathrm{cr}}$, where
$\beta_{\mathrm{cr}}=4 \Omega_{0}\left(\Omega_{0}^{2}-\nu_{0}^{2}\right) \quad$ and $\Omega_{0}^{2}=\frac{1}{6}\left(2 \nu_{0}^{2}+\sqrt{16 \nu_{0}^{4}+12 \mu^{4}}\right)$.

Near the critical velocity (3.32) the dispersion is positive; therefore, localized solutions of the soliton type can exist only for focusing ( $\delta \chi>0$ ) nonlinearity, while nonlinearity with respect to the quadratic dispersion would be defocusing. The form of the soliton in this case is determined from the equation

$$
\begin{equation*}
L\left(i \partial_{t}\right) \psi=2 \sigma|\psi|^{2} \psi, \tag{3.33}
\end{equation*}
$$

where $L\left(i \partial_{t}\right)$ is given by Eq. (3.30) or (3.31), $\sigma=\operatorname{sgn}(\delta \chi)$ specifies the character of the nonlinear interaction: for $\sigma$ $=1$ it is attractive, and for $\sigma=-1$ it is repulsive. Soliton solutions are possible only for a focusing medium.

The simplest solutions of (3.33) are stationary solitons. Their form is found by integrating the equation

$$
\begin{equation*}
\mu^{4} \psi+\left(\partial_{t}^{2}+\nu_{0}^{2}\right)^{2} \psi-2|\psi|^{2} \psi=0 \tag{3.34}
\end{equation*}
$$

It is significant that a moving soliton for fourth-order dispersion has a profile which differs from a soliton for the NLSE with quadratic dispersion. It cannot be deformed into a stationary soliton by simple scaling and phase transformation.

To find the solution, Eq. (3.34) must be supplemented by the boundary conditions

$$
\psi, \quad \psi_{t} \rightarrow 0 \text { as } t \rightarrow \pm \infty
$$

The symmetry of Eq. (3.34) allows real symmetric (relative to $t$ ) solutions: $\psi(t)=\psi(-t)=\psi^{*}(t)$. At infinity $(t \rightarrow \pm \infty)$ these solutions should decay exponentially: $\psi \sim e^{\nu t} \rightarrow 0$, where the exponent $\nu$ is determined from the equation

$$
\nu^{4}+\left(\nu^{2}+\nu_{0}^{2}\right)^{2}+\mu^{4}=0
$$



FIG. 4. Dependence of the soliton amplitude (in units of $\nu_{0}^{2}$ ) on the time (in units of $\nu_{0}^{-1}$ ) for $\mu / \nu_{0}=1 / 3$. The soliton envelope has the form of the function sech to good accuracy.

The roots of this equation are assigned by the expressions

$$
\begin{equation*}
\nu= \pm\left[\frac{1}{2}\left(\sqrt{\mu^{4}+\nu_{0}^{4}}-\nu_{0}^{2}\right)\right]^{1 / 2} \pm i\left[\frac{1}{2}\left(\sqrt{\mu^{4}+\nu_{0}^{4}}-\nu_{0}^{2}\right)\right]^{1 / 2} \tag{3.35}
\end{equation*}
$$

They are all complex. This means, in particular, that all stationary solitons should have an oscillating structure. If $\mu$ $\sim \nu_{0}$ holds, the real and imaginary parts of the exponent $\nu$ are of the same order. Critical tangency occurs when $\mu=0$. Near this point the real part of $\nu^{\prime}$ is small for a finite value of the imaginary part:

$$
\begin{equation*}
\nu= \pm \mu^{2} / \nu_{0} \pm i \nu_{0} . \tag{3.36}
\end{equation*}
$$

Envelope solitons of the universal form (2.23) appear in just this limit.

For large $\mu\left(\mu \gg \nu_{0}\right)$ the roots have the asymptote

$$
\nu=\mu \frac{ \pm 1 \pm i}{\sqrt{2}}
$$

Figures 4-6 show the solitons for different values of $\mu$ and $\nu_{0}$. In the limit $\mu \rightarrow 0$ (Fig. 4) the soliton has a clearly expressed envelope soliton form, and at large $\mu\left(\mu \gg \nu_{0}\right)$ the soliton has only one oscillation on its scale (Fig. 6). At large distances (large times) the solitons for all the values of $\mu$ and $\nu_{0}$ have exponentially decaying, oscillating tails. As the ratio $\mu / \nu_{0}$ increases, the amplitude of the soliton increases, and its width decreases. The solitons obtained here, like the real


FIG. 5. Form of a soliton when $\mu / \nu_{0}=1$. The amplitude of the soliton (in units of $\nu_{0}^{2}$ ) increases, and its width (in units of $\nu_{0}^{-1}$ ) decreases. Oscillations are still observed on the scale of the soliton.


FIG. 6. Form of a soliton when $\mu / \nu_{0}=10$. The oscillating tail is scarcely visible.
solutions of Eq. (3.34), are simultaneously solutions in the form of stationary solitons for Eq. (2.1) with the dielectric constant

$$
\varepsilon(\omega)=\varepsilon_{0}-a\left(\omega^{2}-\omega_{0}^{2}\right)^{2} \quad \text { and } \chi a>0
$$

As for the dispersion (3.31), here the situation is similar to what occurs for the NLSE with quadratic dispersion (3.20). Solitons are possible for $\lambda>-\nu_{0}^{4}$. The only difference from quadratic dispersion is the change in the value of the critical velocity. Near these points the structure of the solitons has the universal form (2.23).

## 4. STABILITY OF SOLITONS

Let us examine the stability of the solitons obtained in the preceding section. We first show how stability can be proved for the NLSE with quadratic dispersion (3.20). The Hamiltonian for it has the form

$$
\begin{equation*}
H=\int\left(\left|\psi_{t}\right|^{2}-|\psi|^{4}\right) d t \equiv I_{1}-I_{2} \tag{4.1}
\end{equation*}
$$

and the soliton solution (3.24) has the form of the stationary point of the Hamiltonian for a fixed momentum

$$
P=-i \int \psi \psi_{t}^{*} d t
$$

and a fixed number of particles (energy) $N=\int|\psi|^{2} d t$ :

$$
\delta(H+\beta P+\lambda N)=0 .
$$

Following Ref. 21, we shall prove stability in the sense of Lyapunov, i.e., we shall show that the soliton has a minimum for $H$ at fixed $P$ and $N$. For this purpose, it is convenient to represent $\lambda$ in the form of a sum of $\beta^{2} / 4$ and the positive quantity $\mu^{2}$. We next consider the functional $F=H+\beta P$ $+\left(\beta^{2} / 4\right) N$, which, as can easily be seen, is the same Hamiltonian in a moving coordinate frame: the replacement of the wave function $\psi \rightarrow \psi e^{i t \beta / 2}$ transforms $F$ into $H$ (4.1). Thus, for stability it is sufficient to establish that $H$ has a minimum in the stationary soliton.

Let us consider the integral $I_{2}=\left.\int|\psi|\right|^{4} d t$. It is easy to prove that the following chain of inequalities holds (see also Refs. 21 and 22):

$$
\begin{align*}
\int_{-\infty}^{\infty}|\psi|^{4} d t & \leqslant \max _{t}|\psi|^{2} \int_{-\infty}^{\infty}|\psi|^{2} d t \\
& =\int_{-\infty}^{t_{\max }} \frac{d|\psi|^{2}}{d t} d t \int_{-\infty}^{\infty}|\psi|^{2} d t \\
& \leqslant 2 N \int_{-\infty}^{t_{\max }}|\psi|\left|\psi_{t}\right| d t \leqslant 2 N \int_{-\infty}^{\infty}|\psi|\left|\psi_{t}\right| d t \\
& \leqslant 2 N^{3 / 2}\left[\int_{-\infty}^{\infty}\left|\psi_{t}\right|^{2} d t\right]^{1 / 2} \tag{4.2}
\end{align*}
$$

This inequality can be enhanced by finding the best constant [instead of 2 in (4.2)]. The maximum value of the functional

$$
G[\psi]=\frac{I_{2}}{N^{3 / 2} I_{1}^{1 / 2}}
$$

clearly solves this problem. To find the maximum of $G[\psi]$ it is sufficient to consider all the stationary points of this functional and then to select the one which has the maximum value of $G$. All the stationary points of $G[\psi]$ are determined from the following equation, which coincides with the equation for a stationary soliton:

$$
-\mu^{2} \psi+\psi_{t t}+2|\psi|^{2} \psi=0
$$

where $\lambda=\mu^{2}>0$. Hence it can easily be seen that the maximum of $G[\psi]$ is achieved in a real soliton solution, which is unique (to within a constant phase multiplier):

$$
\psi_{s}=\frac{\mu}{\cosh (\mu t)}
$$

After this, all the integrals in $G[\psi]$ are easily calculated:

$$
N=2 \mu, \quad I_{1 s}=\frac{2}{3} \mu^{3}, \quad I_{2 s}=\frac{4}{3} \mu^{3},
$$

and the inequality (4.2) ultimately takes the form

$$
\begin{equation*}
\int_{-\infty}^{\infty}|\psi|^{4} d t \leqslant \frac{1}{\sqrt{3}} N^{3 / 2}\left[\int_{-\infty}^{\infty}\left|\psi_{t}\right|^{2} d t\right]^{1 / 2} \tag{4.3}
\end{equation*}
$$

The substitution of this inequality into (4.1) gives the following estimate:

$$
H \geqslant H_{s}+\left(\sqrt{I_{1}}-\sqrt{I_{1 s}}\right)^{2},
$$

where $H_{s}=-2 \mu^{3} / 3<0$ is the value of the Hamiltonian in the soliton solution. This estimate becomes exact in the soliton solution, proving the stability of the solitons with quadratic dispersion in the sense of Lyapunov. We stress that this proof provides for the stability of solitons not only with respect to small perturbations, but also with respect to finite perturbations.

Now let us turn to fourth-order dispersion. We represent the corresponding functional $F=H+\beta P+\lambda N$ in the form of a sum of the mean value of the operator $L\left(i \partial_{t}\right)(3.29)$ and the nonlinear term:

$$
\begin{equation*}
F=\int \psi^{*} L\left(i \partial_{t}\right) \psi d t-\int|\psi|^{4} d t \tag{4.4}
\end{equation*}
$$

To prove the stability of solitons, we must find the analog of the inequality (4.3) for the mean $\left\langle L\left(i \partial_{t}\right)\right\rangle$.

Let $L(\Omega)$ be the positive definite polynomial $\Omega \in$ $(-\infty, \infty)$ of degree $N=2 l$. Then $L(\Omega)$ can be expanded as

$$
\begin{equation*}
L_{2 l}(\Omega)=\sum_{p=0}^{l} L_{2 l-2 p}\left(\Omega_{p}\right) \prod_{i=1}^{p-1}\left(\Omega-\Omega_{i}\right)^{2} \tag{4.5}
\end{equation*}
$$

where $\Omega_{i}$ and the polynomials $L_{2 l-2 p}(\Omega)$ are constructed from $L_{2 l}$ according to the following rule. Let $\Omega=\Omega_{0}$ be the minimum point of $L_{2 l}(\Omega)$ : $\min L_{2 l}(\Omega)=L_{2 l}\left(\Omega_{0}\right)$. The latter allows us to write $L_{2 l}(\Omega)$ in the form

$$
L_{2 l}(\Omega)=L_{2 l}\left(\Omega_{0}\right)+\left(\Omega-\Omega_{0}\right)^{2} L_{2 l-2}(\Omega)
$$

where $L_{2 l-2}(\Omega)$ is a nonnegative polynomial of degree $2 l$ -2 . The expansion of the polynomial $L_{2 l-2}(\Omega)$ gives a new nonnegative polynomial of degree $2 l-4$. Further recursion leads us to formula (4.5). It is important that all the coefficients in this expansion are nonnegative: $L_{2 l-2 p}\left(\Omega_{p}\right) \geqslant 0$. It is also clear that $L_{0}\left(\Omega_{l}\right)=C_{2 l}$.

Expansion (4.5) generates the corresponding expansion for the mean value of $L_{2 l}\left(i \partial_{t}\right)$ :

$$
\begin{align*}
\left\langle L_{2 l}\left(i \partial_{t}\right)\right\rangle & \equiv \int \psi^{*} L_{2 l}\left(i \partial_{t}\right) \psi d t \\
& =L_{2 l}\left(\Omega_{0}\right) N_{0}+L_{2 l-2}\left(\Omega_{1}\right) N_{1}+\ldots+L_{0}\left(\Omega_{l}\right) N_{l} \tag{4.6}
\end{align*}
$$

where

$$
\begin{aligned}
N_{p} & =\int\left|\psi_{p}\right|^{2} d t ; \quad \psi_{p}=\prod_{q=0}^{p-1}\left(i \partial_{t}+\Omega_{q}\right) \psi, \quad p \geqslant 1 \\
\psi_{0} & \equiv \psi
\end{aligned}
$$

This representation shows how the square of the norm of the positive definite polynomial operator expands in the norms $N_{p}$ with the nonnegative coefficients $L_{2 l-2 p}\left(\Omega_{p}\right)$.

For the positive definite fourth-order dispersion (3.29)

$$
L(\Omega)=\lambda-\beta \Omega+D \Omega^{2}+\gamma \Omega^{3}+\Omega^{4}
$$

the expansion (4.5) reads as

$$
\begin{equation*}
L(\Omega)=\mu^{4}+\eta^{2}\left(\Omega-\Omega_{0}\right)^{2}+\left(\Omega-\Omega_{0}\right)^{2}\left(\Omega-\Omega_{1}\right)^{2} \tag{4.7}
\end{equation*}
$$

where $\mu^{4}$ replaces $L_{4}\left(\Omega_{0}\right)$, and $\eta^{2}$ replaces $L_{2}\left(\Omega_{1}\right)$. With no loss of generality, we can set $\Omega_{0}=-\Omega_{1}=\nu_{0}$ in Eq. (4.7) (this corresponds to the replacement $\psi \rightarrow \psi \exp \left\{-i\left(\Omega_{0}\right.\right.$ $\left.\left.+\Omega_{1}\right) t / 2\right\}$ ), so that Eq. (4.7) takes the form

$$
\begin{equation*}
L(\Omega)=\mu^{4}+\eta^{2}\left(\Omega-\nu_{0}\right)^{2}+\left(\Omega^{2}-\nu_{0}^{2}\right)^{2} \tag{4.8}
\end{equation*}
$$

The difference between the dispersions (3.30) and (3.31) stems from the fact that the quantity $2 \nu_{0}^{2}-\eta^{2}$ can be positive or negative. For (3.30) $2 \nu_{0}^{2}>\eta^{2}$, and for (3.30) $2 \nu_{0}^{2}<\eta^{2}$. In accordance with (4.8), the integral expansion of the norm of the operator $L$ is written as

$$
\begin{align*}
\left\langle L\left(i \partial_{t}\right)\right\rangle= & \mu^{4} N+\eta^{2} \int\left|\left(i \partial_{t}+\nu_{0}\right) \psi\right|^{2} d t \\
& +\int\left|\left(\partial_{t}^{2}+\nu_{0}^{2}\right) \psi\right|^{2} d t \tag{4.9}
\end{align*}
$$

This representation means that a moving soliton can be regarded as a stationary point of the new Hamiltonian
$H^{\prime}=\eta^{2} \int\left|\left(i \partial_{t}+\nu_{0}\right) \psi\right|^{2} d t+\int\left|\left(\partial_{t}^{2}+\nu_{0}^{2}\right) \psi\right|^{2} d t-\int|\psi|^{4} d t$
when the number of particles $N$ is fixed:

$$
\begin{equation*}
\delta\left(H^{\prime}+\mu^{4} N\right)=0 \tag{4.11}
\end{equation*}
$$

If the Hamiltonian $H^{\prime}$ is bounded from below for a fixed value of $N$, and its lower bound corresponds to a soliton, the soliton will be stable.

In terms of the new Hamiltonian the soliton solution obeys the equation

$$
\begin{equation*}
\mu^{4} \psi_{s}+\eta^{2}\left(i \partial_{t}+\nu_{0}\right)^{2} \psi_{s}+\left(\partial_{t}^{2}+\nu_{0}^{2}\right)^{2} \psi_{s}-2\left|\psi_{s}\right|^{2} \psi_{s}=0 . \tag{4.12}
\end{equation*}
$$

Next, multiplying this equation by $\psi_{s}^{*}$ and integrating over $t$, we arrive at the following relation between the integrals appearing in $H^{\prime}$ :

$$
\begin{gathered}
\mu^{4} N_{s}+\eta^{2} \int\left|\left(i \partial_{t}+\nu_{0}\right) \psi_{s}\right|^{2} d t+\int\left|\left(\partial_{t}^{2}+\nu_{0}^{2}\right) \psi_{s}\right|^{2} d t \\
\quad-2 \int\left|\psi_{s}\right|^{4} d t \equiv H_{s}^{\prime}+\mu^{4} N_{s}-\int\left|\psi_{s}\right|^{4} d t=0
\end{gathered}
$$

Another relation follows after the multiplication of (4.12) by $t \partial_{t} \psi_{s}^{*}$ and integration:

$$
\begin{aligned}
& \left(\mu^{4}+\eta^{2} \nu_{0}^{2}+\nu_{0}^{4}\right) N_{s}+\left(2 \nu_{0}^{2}-\eta^{2}\right) \int\left|\partial_{t} \psi_{s}\right|^{2} d t \\
& \quad-3 \int\left|\partial_{t}^{2} \psi_{s}\right|^{2} d t-\int\left|\psi_{s}\right|^{4} d t=0
\end{aligned}
$$

Combining these two relations, we obtain

$$
\begin{aligned}
H_{s}^{\prime}= & \left(\eta^{2} \nu_{0}^{2}+\nu_{0}^{4}\right) N_{s}+\left(2 \nu_{0}^{2}-\eta^{2}\right) \int\left|\partial_{t} \psi_{s}\right|^{2} d t \\
& -3 \int\left|\partial_{t}^{2} \psi_{s}\right|^{2} d t
\end{aligned}
$$

For both dispersions the Hamiltonian $H_{s}^{\prime}$ is bounded from above in the soliton solution by the number of particles multiplied by a certain positive factor: for (3.30)

$$
H_{s}^{\prime} \leqslant\left[\frac{1}{12}\left(2 \nu_{0}^{2}-\eta^{2}\right)^{2}+\eta^{2} \nu_{0}^{2}+\nu_{0}^{4}\right] N_{s},
$$

and for (3.31)

$$
H_{s}^{\prime} \leqslant\left(\eta^{2} \nu_{0}^{2}+\nu_{0}^{4}\right) N_{s} .
$$

We now prove that $H^{\prime}$ has a lower bound for a fixed value of $N$. For this purpose we first evaluate the two integrals

$$
J_{1}=\int\left|\left(i \partial_{t}+\nu_{0}\right) \psi\right|^{2} d t \quad \text { and } J_{2}=\int\left|\left(\partial_{t}^{2}+\nu_{0}^{2}\right) \psi\right|^{2} d t
$$

in terms of two other integrals: $N$ and $I_{2}=\int|\psi|^{4} d t$. It is easy to see that the estimate (4.3) is valid for the first integral $J_{1}$ :

$$
\begin{equation*}
\int_{-\infty}^{\infty}|\psi|^{4} d t \leqslant \frac{1}{\sqrt{3}} N^{3 / 2}\left[\int_{-\infty}^{\infty}\left|\left(i \partial_{t}+\nu_{0}\right) \psi\right|^{2} d t\right]^{1 / 2} . \tag{4.13}
\end{equation*}
$$

Using the inequality (4.3) again, we can obtain the estimate sought for $J_{2}$, if we first perform integration by parts in $\int\left|\psi_{t}\right|^{2} d t$ using the Cauchy-Bulyakovskiĭ inequality,

$$
\begin{aligned}
\int\left|\psi_{t}\right|^{2} d t & =-\int \psi^{*}\left(\psi_{t t}+\nu_{0}^{2} \psi\right) d t+\int \nu_{0}^{2}|\psi|^{2} d t \\
& \leqslant N^{1 / 2}\left[\int\left|\left(\partial_{t}^{2}+\nu_{0}^{2}\right) \psi\right|^{2} d t\right]^{1 / 2}+\nu_{0}^{2} N
\end{aligned}
$$

and then substitute the result obtained into (4.3):

$$
\begin{equation*}
J_{2} \geqslant \frac{1}{N}\left(\frac{3 I_{2}^{2}}{N^{3}}-\nu_{0}^{2} N\right)^{2} \tag{4.14}
\end{equation*}
$$

Using the inequalities (4.13) and (4.14) we obtain an estimate of $H^{\prime}$ in terms of $N$ and $I_{2}$ :

$$
\begin{equation*}
H^{\prime} \geqslant f\left(I_{2}\right)=\frac{3 I_{2}^{2}}{N^{3}}+\frac{1}{N}\left(\frac{3 I_{2}^{2}}{N^{3}}-\nu_{0}^{2} N\right)^{2}-I_{2} . \tag{4.15}
\end{equation*}
$$

Continuing this inequality, we obtain

$$
f\left(I_{2}\right) \geqslant 2 \frac{\sqrt{3} I_{2}}{N^{2}}\left(\frac{3 I_{2}^{2}}{N^{3}}-\nu_{0}^{2} N\right)-I_{2}
$$

Finally, from this we arrive at the desired inequality, i.e., the boundedness of the Hamiltonian:

$$
\begin{equation*}
H^{\prime} \geqslant-\frac{4 \sqrt{3} N}{9}\left[1+\frac{\sqrt{3} N}{6 \nu_{0}^{2}}\right]^{3 / 2} . \tag{4.16}
\end{equation*}
$$

According to Lyapunov's theorem, this proves the stability of the stationary point of the Hamiltonian corresponding to its minimum. This minimum point is a certain soliton solution of Eq. (4.12). It need not be unique. It is noteworthy that, according to the estimate (4.16), the Hamiltonian can take negative values. If initially we have $H^{\prime}<0$, the maximum value of $|\psi|^{2}$ will be bounded from below by the conserved quantity (compare Ref. 21):

$$
\max _{t}|E|^{2} \geqslant\left|H^{\prime}\right| / N
$$

Thus, an initially existing intensity maximum cannot vanish as the pulse propagates (as $x$ increases). On the other hand, small-amplitude radiation should ensure relaxation of the initial distribution toward a certain soliton state, which is possible owing to the lower bound on the Hamiltonian.

To conclude this section we wish to say a few words about the stability of the stationary solitons (2.23). Near the critical velocity this question can be treated within the parabolic NLSE (3.20), for which the answer is already known. As for the stability of solitons with velocities far from the critical value, the terms for dispersion of the next order must be taken into account. As we saw in this section, the fourthorder terms, which ensure that the corresponding operator $L$ is positive, also provide for the stability of solitons. We assume that the positive definite four-order polynomial operators should ensure the stability of one-dimensional solitons. It is possible that the solitons will be unstable only for operators which increase at infinity $(|\Omega| \rightarrow \infty)$ in proportion to $\sqrt{|\Omega|}$.

## 5. CONCLUDING REMARKS

In conclusion, we would like to note that the selection rules for solitons based on the criteria (2.8) and (2.9) are valid for arbitrary dimensionality. It is significant that the conditions for the existence of solitons remain unchanged: the corresponding operator $L$ must be sign-definite. In addition, the fourth-order dispersion for all physical dimensionalities $D$ ensures the existence of stable solitons for the GNLSE with cubic nonlinearity (with neglect of its dispersion). This follows from the estimate of the dispersion term of the Hamiltonian in terms of $I_{2}$ and $N$. In this case the inequality (4.3) has the form

$$
\begin{equation*}
\int|\psi|^{4} d^{D} x \leqslant C\left[\int|\Delta \psi|^{2} d^{D} x\right]^{D / 4}\left[\int|\psi|^{2} d^{D} x\right]^{2-D / 4} \tag{5.1}
\end{equation*}
$$

Substituting this estimate into the Hamiltonian

$$
H=\int|\Delta \psi|^{2} d^{D} x-\int|\psi|^{4} d^{D} x
$$

gives its lower bound:

$$
\begin{aligned}
H & \geqslant \int|\Delta \psi|^{2} d^{D} x-C\left[\int|\Delta \psi|^{2} d^{D} x\right]^{D / 4}\left[\int|\psi|^{2} d^{D} x\right]^{2-D / 4} \\
& \geqslant-\left(\frac{4}{D}-1\right)\left(\frac{4}{C D}\right)^{4 /(D-4)} N^{(8-D) /(4-D)} .
\end{aligned}
$$

Apart from soliton stability, for media with Kerr nonlinearity this also proves that wave collapse ceases because of fourth-order dispersion for the physical dimensionalities $D$ $=2,3$.

One last remark: in the present work we confined ourselves to consideration of equations with only cubic nonlinearity, although in the general expansion of the electric displacement $D(2.2)$ the term which is quadratic with respect to the amplitude must be taken into account. If tangency occurs at a nonzero frequency, the quadratic anharmonic terms are not resonant near the critical velocity and can be eliminated by a canonical transformation (for further details regarding this, see the review in Ref. 14). These terms lead to renormalization of the four-wave matrix element (3.8). Thus, the universality of the behavior of solitons near the critical velocity remains in force.
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#### Abstract

We consider the motion of a spinning relativistic particle in external electromagnetic and gravitational fields to first order in the external field but to arbitrary order in the spin. The influence of the spin on the particle trajectory is properly accounted for by describing the spin noncovariantly. Specific calculations are performed through second order in the spin. A simple derivation is presented for the gravitational spin-orbit and spin-spin interactions of a relativistic particle. We discuss the gravimagnetic moment (GM), a particular spin effect in general relativity. We show that for a Kerr black hole the gravimagnetic ratio, i.e., the coefficient of the GM, equals unity (just as the gyromagnetic ratio equals 2 for a charged Kerr hole). The equations of motion obtained for a spinning relativistic particle in an external gravitational field differ substantially from the Papapetrou equations. © 1998 American Institute of Physics. [S1063-7761(98)00105-X]


## 1. INTRODUCTION

The problem of the motion of a particle with internal angular momentum (spin) in an external field consists of two parts: the description of the spin precession and accounting for the influence of the spin on the trajectory of motion. To the lowest nonvanishing order in $c^{-2}$, the complete solution for the case of an external electromagnetic field was given more than 70 years ago. ${ }^{1}$ The precession of a gyroscope in a centrally symmetric gravitational field was considered to the same approximation even earlier. ${ }^{2}$ Spin precession for the case of the gravitational spin-spin interaction was studied much later. ${ }^{3}$ The fully relativistic problem of spin precession in an external electromagnetic field was also solved more than 70 years ago, ${ }^{4}$ and then in a more convenient formalism, using the covariant spin vector, in Ref. 5.

The situation with the second part of the problem, which refers to how the spin influences the trajectory, is different. The covariant equations of motion for a spinning relativistic particle in an electromagnetic field were written by Frenkel in the same paper, ${ }^{4}$ and for the case of a gravitational field in Ref. 6. These equations have been discussed repeatedly from various points of view in many papers (see, e.g., Refs. 7-16 and 38). The problem of the influence of the spin on the trajectory of a particle in external fields is not only of theoretical interest: it is related to the problem of describing the motion of ultrarelativistic particles in accelerators ${ }^{17}$ (see a recent review by Heinemann ${ }^{18}$ ). There are also macroscopic objects whose internal rotation affects their motion in an external gravitational field: Kerr black holes. This problem is especially important in calculations of the gravitational radiation of binary stars. In this connection it was examined in Refs. 19-22. However, when we turned to these calculations, we found ${ }^{23}$ that even in the simpler case of an external field the equations of motion with spin taken into account to the lowest nonvanishing order in $c^{-2}$ used in these papers
lead to results that differ from the well-known gravitational spin-orbit interaction. The problem is essentially related to the proper definition of the center-of-mass coordinate. Moreover, it was found that in the same $c^{-2}$ approximation the Papapetrou equations ${ }^{6}$ also fail to reproduce the result for the gravitational spin-orbit interaction found in Ref. 2. This discrepancy was pointed out long ago in Ref. 24; however, the explanation suggested in that paper does not appear to be satisfactory (see Ref. 23).

In the present work we derive the equations of motion of a relativistic particle with a noncovariant description of spin. They agree with well-known limiting cases. Although for an external electromagnetic field such equations have been obtained earlier to first order in the $\operatorname{spin}^{17}$ (see also Ref. 18), we would like to start with comments related to the use of this approximation in electrodynamics.

## 2. COVARIANT AND NONCOVARIANT EQUATIONS OF MOTION OF A SPINNING PARTICLE IN AN ELECTROMAGNETIC FIELD

The interaction of spin and an external electromagnetic field is described, through to terms of order $c^{-2}$, by the well-known Hamiltonian (see, e.g., Ref. 25)

$$
\begin{equation*}
H=-\frac{e g}{2 m} \mathbf{s} \cdot \mathbf{B}+\frac{e(g-1)}{2 m^{2}} \mathbf{s} \cdot(\mathbf{p} \times \mathbf{E}), \tag{1}
\end{equation*}
$$

where $\mathbf{B}$ and $\mathbf{E}$ are the external magnetic and electric fields; $e, m, \mathbf{s}$, and $\mathbf{p}$ are the particle charge, mass, spin, and momentum, and $g$ is the gyromagnetic ratio. Note that the structure of the second (Thomas) term in this expression has not only been firmly established theoretically but has also been confirmed with high accuracy experimentally, at any rate in atomic physics. To avoid misinterpretations, we also note that the second term on the right-hand side of Eq. (1) should have been written in Hermitian form (see, e.g., Ref. 26):

$$
\mathbf{p} \times \mathbf{E} \rightarrow \frac{1}{2}(\mathbf{p} \times \mathbf{E}-\mathbf{E} \times \mathbf{p})=\mathbf{p} \times \mathbf{E}+\frac{i}{2} \nabla \times \mathbf{E} .
$$

But since we are interested primarily in the quasiclassical approximation, the interaction linear in spin the terms containing the derivatives of the fields are discarded. (Moreover, the correction containing $\nabla \times \mathbf{E}$ vanishes in the case of a potential electric field considered in Ref. 25).

We attempt to build a covariant equation of motion with spin, an equation that yields an expression for the force in the same approximation,

$$
\begin{equation*}
\mathbf{f}_{m}=\frac{e g}{2 m} \mathbf{s B},{ }_{m}+\frac{e(g-1)}{2 m}\left(\frac{d}{d t}[\mathbf{E} \times \mathbf{s}]_{m}-\mathbf{s}\left[\mathbf{v} \times \mathbf{E},{ }_{m}\right]\right), \tag{2}
\end{equation*}
$$

corresponding to the Hamiltonian (1) (here and below a comma with an index denotes a partial derivative). The covariant correction $f^{\mu}$ to the Lorentz force $e F^{\mu \nu} u_{\nu}$, linear in the spin tensor $S_{\mu \nu}$ and in the gradient of the electromagnetic field tensor $F_{\mu \nu, \lambda}$, may depend also on the 4 -velocity $u^{\mu}$. Since it satisfies $u_{\mu} u^{\mu}=1$, this correction must satisfy the condition $u_{\mu} f^{\mu}=0$. Only two independent structures meeting the last condition can be constructed from the quantities mentioned above. The first,

$$
\eta^{\mu \kappa} F_{\nu \lambda, \kappa} S^{\nu \lambda}-F_{\lambda \nu, \kappa} u_{\kappa} S^{\lambda \nu} u^{\mu},
$$

reduces in the adopted approximation to

$$
2 \mathbf{s}\left(\mathbf{B},{ }_{m}-\left[\mathbf{v} \times \mathbf{E},,_{m}\right]\right)
$$

and the second,

$$
u^{\lambda} F_{\lambda \nu, \kappa} u^{\kappa} S^{\nu \mu},
$$

reduces to

$$
\frac{d}{d t}[\mathbf{s} \times \mathbf{E}]_{m}
$$

(Note that the structures with the contraction $F_{\nu \kappa, \lambda} S^{\kappa \lambda}$ reduce to these two expressions due to the Maxwell equations and the antisymmetry of $S_{\kappa \lambda}$.)

Obviously, no linear combination of these two structures can reproduce the correct expression (2) for the spindependent force.

In a somewhat less general form this was demonstrated in Ref. 23. There it was pointed out that the coordinate in the covariant equation does not coincide with the usual one. Therefore, to obtain the correct $c^{-2}$ approximation to the covariant equation of motion one needs to perform an additional redefinition of the coordinate:

$$
\begin{equation*}
\mathbf{r} \rightarrow \mathbf{r}-\frac{1}{2 m}[\mathbf{v} \times \mathbf{s}] . \tag{3}
\end{equation*}
$$

In the case of $1 / 2$ spin this redefinition is closely related to the Foldy-Wouthuysen transformation. ${ }^{27}$ A generalization of this substitution to the case of arbitrary velocities was recently suggested by Heinemann. ${ }^{18}$

The correct equations of motion in an electromagnetic field that allow for spin to first order have been known for a fairly long time. ${ }^{17}$ We recall that the initial physical definition of spin is noncovariant and refers to the proper reference frame of the particle: it is the three-dimensional vector $\mathbf{s}$ (or
three-dimensional antisymmetric tensor) of the internal angular momentum defined in this reference frame. The covariant vector of spin $S_{\mu}$ and the covariant antisymmetric tensor $S_{\mu \nu}$ are obtained from the above entities by a Lorentz transformation. By the way, in this approach the constraints $u^{\mu} S_{\mu}=0$ and $u^{\mu} S_{\mu \nu}=0$ are valid identically. The precession frequency for spin $\mathbf{s}$ at an arbitrary velocity is well-known (see, e.g., Ref. 25):

$$
\begin{align*}
\mathbf{\Omega}= & \frac{e}{2 m}\left\{(g-2)\left[\mathbf{B}-\frac{\gamma}{\gamma+1} \mathbf{v}(\mathbf{v} \cdot \mathbf{B})-\mathbf{v} \times \mathbf{E}\right]\right. \\
& \left.+2\left[\frac{1}{\gamma} \mathbf{B}-\frac{1}{\gamma+1} \mathbf{v} \times \mathbf{E}\right]\right\}, \tag{4}
\end{align*}
$$

where $\gamma=1 / \sqrt{1-v^{2}}$. Naturally, the corresponding interaction Lagrangian (here the Lagrangian formulation is somewhat more convenient than the Hamiltonian one) is

$$
\begin{align*}
L_{1 s}= & \mathbf{\Omega} \cdot \mathbf{s}=\frac{e}{2 m} \mathbf{s}\left\{(g-2)\left[\mathbf{B}-\frac{\gamma}{\gamma+1} \mathbf{v}(\mathbf{v} \cdot \mathbf{B})-\mathbf{v} \times \mathbf{E}\right]\right. \\
& \left.+2\left[\frac{1}{\gamma} \mathbf{B}-\frac{1}{\gamma+1} \mathbf{v} \times \mathbf{E}\right]\right\} . \tag{5}
\end{align*}
$$

The equation of motion for the position has the usual form:

$$
\begin{equation*}
\left(\nabla-\frac{d}{d t} \nabla_{\mathbf{v}}\right) L_{\mathrm{tot}}=0 \tag{6}
\end{equation*}
$$

where $L_{\text {tot }}$ is the total system Lagrangian, and the equation of motion for the spin in general form is

$$
\begin{equation*}
\dot{\mathbf{s}}=\{L, \mathbf{s}\}, \tag{7}
\end{equation*}
$$

where $\{\cdots, \cdots\}$ is the Poisson bracket, or

$$
\begin{equation*}
\dot{\mathbf{s}}=-i[L, \mathbf{s}] \tag{8}
\end{equation*}
$$

in the quantum problem.
To conclude this section, let us discuss the following problem. It is far from obvious how meaningful these spin corrections to the equations of motion of elementary particles, say, electron or proton, are in general. According to the well-known Bohr argument (see Ref. 28), the additional Lorentz force due to the finite size of the wave packet of a charged particle and to the uncertainty relation exceeds the corresponding component of the Stern-Gerlach force. On the other hand, some time ago it was proposed that a beam of charged particles could be separated according to particle polarizations in a storage ring via the spin interaction with external fields. ${ }^{29}$ Although this proposal is being actively discussed (see, e.g., the review by Heinemann ${ }^{18}$ ), the feasibility of such a scheme (at least in principle) is unclear.

## 3. EQUATIONS OF MOTION OF A SPINNING PARTICLE IN AN ELECTROMAGNETIC FIELD: GENERAL FORMALISM. EFFECTS LINEAR IN THE SPIN

In this section we develop a general approach to the derivation of the equations of motion in an external electromagnetic field to arbitrary order in the spin. We also reproduce in passing the well-known result (4).

Our approach is based on the following physically obvious reasoning. As long as we do not discuss internal excitation of a body moving in an external field, this body (even if it is macroscopic) can be considered an elementary particle with spin.

Hence the Lagrangian describing the interaction of spin and an external field can be derived from the amplitude

$$
\begin{equation*}
-e J^{\mu} A_{\mu} \tag{9}
\end{equation*}
$$

of elastic scattering of the particle with spin $s$ by the vector potential $A_{\mu}$. In view of the arguments presented at the end of Sec. 2, accounting for effects nonlinear in spin (which are of primary interest to us) can be physically meaningful only in the classical limit $s \gg 1$. It is basically this approximation that is used throughout the paper.

The matrix element $J_{\mu}$ of the electromagnetic current operator between states with momenta $k$ and $k^{\prime}$ can be written (provided that $P$ and $T$ invariance apply) as follows (see Refs. 30 and 31):

$$
\begin{equation*}
J_{\mu}=\frac{1}{2 \epsilon} \bar{\psi}\left(k^{\prime}\right)\left\{p_{\mu} F_{e}+\Sigma_{\mu \nu} q^{\nu} F_{m}\right\} \psi(k), \tag{10}
\end{equation*}
$$

where $p_{\mu}=\left(k^{\prime}+k\right)_{\mu}$ and $q_{\mu}=\left(k^{\prime}-k\right)_{\mu}$.
The wave function $\psi$ of a particle with arbitrary spin can be written as (see, e.g., Ref. 25, § 31)

$$
\begin{equation*}
\psi=\frac{1}{\sqrt{2}}\binom{\xi}{\eta} \tag{11}
\end{equation*}
$$

Both spinors, $\xi=\left\{\xi_{\dot{\beta}_{1} \dot{\beta}_{2} \cdots \dot{\beta}_{q}}^{\alpha_{1} \alpha_{2} \cdots \alpha_{p}}\right\}$ and $\eta=\left\{\eta_{\dot{\alpha}_{1} \dot{\alpha}_{2} \cdots \dot{\alpha}_{p}}^{\beta_{1} \beta_{2} \cdots \beta_{q}}\right\}$, are symmetric in the dotted and undotted indices separately, and $p$ $+q=2 s$. For a particle with half-integer spin we can select $p=s+1 / 2$ and $q=s-1 / 2$. In the case of integer spin it is convenient to use $p=q=s$. The spinors $\xi$ and $\eta$ are selected so that under reflection they transform into each other (to within a phase). For $p \neq q$ they are different objects and belong to different representations of the Lorentz group. For $p=q$ the two spinors coincide. Nevertheless, we use the same expression (11) for the wave function of any spin, i.e., we also formally introduce the object $\eta$ for integer spin, bearing in mind that it can be expressed in terms of $\xi$. This makes it possible to do calculations for integer and halfinteger spins in a unified way.

In the rest frame both $\xi$ and $\eta$ coincide with the nonrelativistic spinor $\xi_{0}$, which is symmetric in all indices; in this frame there is no difference between dotted and undotted indices. The spinors $\xi$ and $\eta$ can be obtained from $\xi_{0}$ via the Lorentz transformation

$$
\begin{equation*}
\xi=\exp \{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\} \xi_{0}, \quad \eta=\exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\} \xi_{0} \tag{12}
\end{equation*}
$$

Here the vector $\boldsymbol{\phi}$ is directed along the velocity, $\tanh \phi=v$,

$$
\boldsymbol{\Sigma}=\sum_{i=1}^{p} \boldsymbol{\sigma}_{i}-\sum_{i=p+1}^{p+q} \boldsymbol{\sigma}_{i}
$$

and $\boldsymbol{\sigma}_{i}$ acts on the $i$ th index of the spinor $\xi_{0}$ as follows:

$$
\begin{equation*}
\boldsymbol{\sigma}_{i} \xi_{0}=\left(\boldsymbol{\sigma}_{i}\right)_{\alpha_{i} \beta_{i}}\left(\xi_{0}\right) \ldots \beta_{i} \cdots \tag{13}
\end{equation*}
$$

In the Lorentz transformation (12) for $\xi$, after the operator $\boldsymbol{\Sigma}$ has acted on $\xi_{0}$ the first $p$ indices become identical to the upper undotted indices and the next $q$ indices become identical to the lower dotted indices. For $\eta$ the situation is just the opposite.

We note that in an external field the components of velocity $\mathbf{v}$ (and the components of $\boldsymbol{\phi}$ ) do not commute, in general. However, in the adopted approximation, linear in the external field, the noncommutativity, proportional to the field, can be ignored. Moreover, we are mainly interested in the classical limit of the final result, where such commutators are negligible, since they are proportional to an extra power of $\hbar$. Therefore, $\mathbf{v}$ and $\boldsymbol{\phi}$ will be treated as ordinary numerical parameters.

Next,

$$
\bar{\psi}=\psi^{\dagger} \gamma_{0}=\psi^{\dagger}\left(\begin{array}{ll}
0 & I \\
I & 0
\end{array}\right),
$$

where $I$ is the sum of $2 \times 2$ identity matrices acting on all indices of the spinors $\xi$ and $\eta$. The components of the matrix $\Sigma_{\mu \nu}=-\Sigma_{\nu \mu}$ are

$$
\begin{align*}
& \Sigma_{0 n}=\left(\begin{array}{cc}
-\Sigma_{n} & 0 \\
0 & \Sigma_{n}
\end{array}\right),  \tag{14}\\
& \Sigma_{m n}=-2 i \epsilon_{m n k}\left(\begin{array}{cc}
s_{k} & 0 \\
0 & s_{k}
\end{array}\right),  \tag{15}\\
& \mathbf{s}=\frac{1}{2} \sum_{i=1}^{2 s} \boldsymbol{\sigma}_{i} .
\end{align*}
$$

The scalar operators $F_{e, m}$ depend on two invariants, $t$ $=q^{2}$ and $\tau=\left(S^{\mu} q_{\mu}\right)^{2}$. The covariant spin vector $S_{\mu}$ is defined, e.g., for the state with momentum $k_{\mu}$ and can be obtained via the Lorentz transformation from the spin vector $(0, \mathbf{s})$ in the rest frame:

$$
\begin{equation*}
S^{\mu}=\left(S_{0}, \mathbf{S}\right), \quad S_{0}=\frac{(\mathbf{s} \cdot \mathbf{k})}{m}, \quad \mathbf{S}=\mathbf{s}+\frac{\mathbf{k}(\mathbf{k} \cdot \mathbf{s})}{m(\epsilon+m)} \tag{16}
\end{equation*}
$$

In the expansion in the electric multipoles

$$
F_{e}(t, \tau)=\sum_{n=0}^{N_{e}} f_{e, 2 n}(t) \tau^{n}
$$

the highest power $N_{e}$ obviously is $s$ and $s-1 / 2$ for integer and half-integer spin, respectively. In the magnetic multipole expansion

$$
F_{m}(t, \tau)=\sum_{n=0}^{N_{m}} f_{m, 2 n}(t) \tau^{n}
$$

the highest power $N_{m}$ is $s-1$ and $s-1 / 2$ for integer and half-integer spin, respectively. Clearly,

$$
f_{e, 0}(0)=1, \quad f_{m, 0}(0)=\frac{g}{2} .
$$

Note that we have chosen the noncovariant normalization for the amplitude (9), since we are interested in the Lagrangian referring to the world time $t$ and not to the proper time $\tau$.

Let us now reproduce in this approach the well-known result (5) for the case of a constant external field. We start with terms proportional to the $g$-factor. The corresponding term in the scattering amplitude can be written as

$$
\begin{align*}
& \frac{e g}{4 \epsilon} \xi_{0}^{\prime \dagger}\{[\exp \{\mathbf{\Sigma} \cdot \boldsymbol{\phi} / 2\}(\mathbf{s} \cdot \mathbf{B}) \exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\} \\
& \quad+\exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}(\mathbf{s} \cdot \mathbf{B}) \exp \{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}]+\frac{i}{2}[\exp \{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\} \\
& \quad \times(\boldsymbol{\Sigma} \cdot \mathbf{E}) \exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}-\exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}(\boldsymbol{\Sigma} \cdot \mathbf{E}) \\
& \quad \times \exp \{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}]\} \xi_{0} . \tag{17}
\end{align*}
$$

What is important in the case of a constant external field is that we can put $\mathbf{k}^{\prime}=\mathbf{k}, \mathbf{v}^{\prime}=\mathbf{v}$, and $\boldsymbol{\phi}^{\prime}=\boldsymbol{\phi}$, since $\mathbf{q}=\mathbf{k}^{\prime}-\mathbf{k}$ corresponds to the field gradient.

In our further calculations we use the well-known identity

$$
\begin{aligned}
\exp \{\hat{A}\} \hat{B} \exp \{-\hat{A}\}= & \hat{B}+\frac{1}{1!}[\hat{A}, \hat{B}] \\
& +\frac{1}{2!}[\hat{A},[\hat{A}, \hat{B}]]+\cdots,
\end{aligned}
$$

and the following relationships:

$$
\begin{equation*}
\left[\Sigma_{i}, \Sigma_{j}\right]=4 i \epsilon_{i j k} s_{k}, \quad\left[\Sigma_{i}, s_{j}\right]=i \epsilon_{i j k} \Sigma_{k} \tag{18}
\end{equation*}
$$

$\cosh \phi=\gamma, \quad \sinh \phi=v \gamma$.
After some simple algebraic transformations, the expression (17) reduces to

$$
\begin{equation*}
\frac{e g}{2 m} \mathbf{s} \cdot\left[\mathbf{B}-\frac{\gamma}{\gamma+1} \mathbf{v}(\mathbf{v} \cdot \mathbf{B})-\mathbf{v} \times \mathbf{E}\right] . \tag{20}
\end{equation*}
$$

Let us now discuss the contribution of the convection term

$$
\begin{equation*}
-\frac{e}{2 \epsilon} \bar{\psi}\left(k^{\prime}\right) \psi(k) p^{\mu} A_{\mu} \tag{21}
\end{equation*}
$$

We write the product of the exponentials in

$$
\begin{align*}
\bar{\psi}\left(k^{\prime}\right) \psi(k)= & \frac{1}{2} \xi_{0}^{\prime} \dagger \exp \left\{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi}^{\prime} / 2\right\} \exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\} \\
& \left.+\exp \left\{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi}^{\prime} / 2\right\} \exp \{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}\right] \xi_{0} \tag{22}
\end{align*}
$$

as

$$
\begin{align*}
& \exp \left\{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi}^{\prime} / 2\right\} \exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\} \\
& \quad=\prod_{p} \exp \left\{\boldsymbol{\sigma} \cdot \boldsymbol{\phi}^{\prime} / 2\right\} \exp \{-\boldsymbol{\sigma} \cdot \boldsymbol{\phi} / 2\} \prod_{q} \exp \left\{-\boldsymbol{\sigma} \cdot \boldsymbol{\phi}^{\prime} / 2\right\} \\
& \quad \times \exp \{\boldsymbol{\sigma} \cdot \boldsymbol{\phi} / 2\} . \tag{23}
\end{align*}
$$

Let us consider a typical factor in this formula:
$\exp \left\{\boldsymbol{\sigma} \cdot \boldsymbol{\phi}^{\prime} / 2\right\} \exp \{-\boldsymbol{\sigma} \cdot \boldsymbol{\phi} / 2\}$

$$
\begin{align*}
& =\cosh \left(\phi^{\prime} / 2\right) \cosh (\phi / 2)-\left(\mathbf{n}^{\prime} \cdot \mathbf{n}\right) \sinh \left(\phi^{\prime} / 2\right) \\
& \times \sinh (\phi / 2)+\boldsymbol{\sigma} \cdot\left[\mathbf{n}^{\prime} \sinh \left(\phi^{\prime} / 2\right) \cosh (\phi / 2)\right. \\
& \left.-\mathbf{n} \cosh \left(\phi^{\prime} / 2\right) \sinh (\phi / 2)\right] \\
& -i\left(\boldsymbol{\sigma} \cdot\left[\mathbf{n}^{\prime} \times \mathbf{n}\right]\right) \sinh \left(\phi^{\prime} / 2\right) \sinh (\phi / 2), \tag{24}
\end{align*}
$$

where $\mathbf{n}^{\prime}=\mathbf{v}^{\prime} / v^{\prime}$, and $\mathbf{n}=\mathbf{v} / v$. Here we are interested in gradients only as long as they enter into the expression together with the spin, in $\cosh \left(\phi^{\prime} / 2\right) \cosh (\phi / 2)-\left(\mathbf{n}^{\prime} \cdot \mathbf{n}\right) \times \sinh \left(\phi^{\prime} / 2\right)$ $\times \sinh (\phi / 2)$ we put $\phi^{\prime}=\phi$ and $\mathbf{n}^{\prime}=\mathbf{n}$, after which this combination becomes equal to unity. Since we are interested in an interaction which is linear in the spin, the product (23) reduces to

$$
\begin{aligned}
1+\boldsymbol{\Sigma} \cdot & {\left[\mathbf{n}^{\prime} \sinh \left(\phi^{\prime} / 2\right) \cosh (\phi / 2)-\mathbf{n} \cosh \left(\phi^{\prime} / 2\right) \sinh (\phi / 2)\right] } \\
& -2 i\left(\mathbf{s} \cdot\left[\mathbf{n}^{\prime} \times \mathbf{n}\right]\right) \sinh \left(\phi^{\prime} / 2\right) \sinh (\phi / 2) .
\end{aligned}
$$

When this combination is plugged into (22), the terms proportional to $\boldsymbol{\Sigma}$ cancel out. If we now limit ourselves to terms linear in $\mathbf{q}$, we reduce the spin-dependent part of (21) to

$$
-e \frac{p^{\mu}}{2 \boldsymbol{\epsilon}} \frac{i(\mathbf{s} \cdot \mathbf{k} \times \mathbf{q})}{m(\boldsymbol{\epsilon}+m)} A_{\mu}
$$

We note that since $p^{\mu} q_{\mu}=0$, the following identity holds:

$$
\begin{equation*}
p^{\mu} q_{\alpha} A_{\mu}=p^{\mu}\left(q_{\alpha} A_{\mu}-q_{\mu} A_{\alpha}\right)=p^{\mu} F_{\alpha \mu} . \tag{25}
\end{equation*}
$$

Now we can put $p_{\mu} \rightarrow 2 m u_{\mu}$, where $u_{\mu}$ is the 4 -velocity. As a result we arrive at the following expression:

$$
\begin{equation*}
-\frac{e}{2 m} \mathbf{s} \cdot\left[2\left(1-\frac{1}{\gamma}\right) \mathbf{B}-\frac{2 \gamma}{\gamma+1} \mathbf{v}(\mathbf{v} \cdot \mathbf{B})-\frac{2 \gamma}{\gamma+1} \mathbf{v} \times \mathbf{E}\right] . \tag{26}
\end{equation*}
$$

The sum of (20) and (26) yields (5). Thus, we have reproduced the well-known result for the interaction linear in the spin, starting from the relativistic wave equation for arbitrary spin.

Below we repeatedly use identities of the form (25). In classical terms such a transformation amounts to discarding a total time derivative in the Lagrangian (or adding such a derivative to the Lagrangian). Indeed,

$$
u^{\mu} q_{\mu} \rightarrow u^{\mu} \partial_{\mu}=\gamma\left(\frac{\partial}{\partial t}+\mathbf{v} \cdot \nabla\right)=\gamma \frac{d}{d t} .
$$

## 4. EQUATIONS OF MOTION OF A SPINNING PARTICLE IN AN ELECTROMAGNETIC FIELD. EFFECTS QUADRATIC IN THE SPIN

Let us now investigate the interaction of second order in the spin. The explicitly quadrupole "bare" interaction in (9) and (10) is

$$
\begin{equation*}
-e \frac{p^{\mu}}{2 \epsilon} f_{e, 2}\left(S^{\alpha} q_{\alpha}\right)^{2} A_{\mu} \tag{27}
\end{equation*}
$$

Using the identity (27) and Eqs. (16), we reduce the interaction to

$$
\begin{aligned}
& -e f_{e, 2} \gamma\left\{(\mathbf{v} \cdot \mathbf{s})\left[\frac{\partial}{\partial t}+\frac{\gamma}{\gamma+1}(\mathbf{v} \cdot \nabla)\right]+\frac{1}{\gamma} \mathbf{s} \cdot \nabla\right\}[(\mathbf{s} \cdot \mathbf{E}) \\
& \left.-\frac{\gamma}{\gamma+1}(\mathbf{s} \cdot \mathbf{v})(\mathbf{v} \cdot \mathbf{E})+\mathbf{s} \cdot \mathbf{v} \times \mathbf{B}\right] .
\end{aligned}
$$

Discarding the total time derivative $\partial / \partial t+\mathbf{v} \cdot \boldsymbol{\nabla}$, we arrive at the following expression:

$$
\begin{align*}
L_{2 s}= & -e f_{e, 2}\left[\mathbf{s} \cdot \nabla-\frac{\gamma}{\gamma+1}(\mathbf{v} \cdot \mathbf{s})(\mathbf{v} \cdot \nabla)\right]\left[\mathbf{s} \cdot \mathbf{E}-\frac{\gamma}{\gamma+1}\right. \\
& \times(\mathbf{s} \cdot \mathbf{v})(\mathbf{v} \cdot \mathbf{E})+\mathbf{s} \cdot(\mathbf{v} \times \mathbf{B})] . \tag{28}
\end{align*}
$$

If we use the Maxwell equations and add a total derivative with respect to $t$, we can show that the tensor $s_{i} s_{j}$ in (28) can be written in the following irreducible form:

$$
s_{i} s_{j} \rightarrow s_{i} s_{j}-(1 / 3) \delta_{i j} \mathbf{s}^{2} .
$$

Now, from the nonrelativistic limit of (28) it follows that (28) indeed describes the interaction between the external field and the quadrupole moment

$$
\begin{align*}
& Q_{i j}=-2 e f_{e, 2}\left(3 s_{i} s_{j}-\delta_{i j} \mathbf{s}^{2}\right),  \tag{29}\\
& Q=\left.Q_{z z}\right|_{s_{z}=s}=-2 e f_{e, 2} s(2 s-1)
\end{align*}
$$

As $\gamma \rightarrow \infty$, the interaction (28) tends to the constant

$$
\begin{align*}
L_{2 s}= & -e f_{e, 2}[\mathbf{s} \cdot \nabla-(\mathbf{v} \cdot \mathbf{s})(\mathbf{v} \cdot \nabla)][\mathbf{s} \cdot \mathbf{E}-(\mathbf{s} \cdot \mathbf{v})(\mathbf{v} \cdot \mathbf{E}) \\
& +\mathbf{s} \cdot(\mathbf{v} \times \mathbf{B})] . \tag{30}
\end{align*}
$$

It is well known that even in the absence of a bare quadrupole term, i.e., for $f_{e, 2}=0$, a quadrupole interaction in the nonrelativistic limit arises due to the convection and magnetic terms in (9). The value of this induced quadrupole moment for a particle with arbitrary spin was obtained in Ref. $31:{ }^{1)}$

$$
Q_{1}=-e(g-1)\left(\frac{\hbar}{m c}\right)^{2} \begin{cases}s, & \text { integer spin }  \tag{31}\\ s-1 / 2, & \text { half-integer spin. }\end{cases}
$$

Here we have explicitly displayed the Planck constant $\hbar$ to show that the induced quadrupole moment $Q_{1}$ vanishes in the classical limit $\hbar \rightarrow 0, s \rightarrow \infty, \hbar s \rightarrow$ const. Hence the interaction that is second order in the spin and proportional to $Q_{1}$ has no real effect on the equations of motion of a classical particle (although it does play a role in atomic spectroscopy ${ }^{31}$ ).

The convection and magnetic terms in (9) induce an interaction of second order in the spin with a classical limit, an interaction of interest for our problem. It is convenient here to start with the convection current interaction. Let us go back to Eq. (24). In it we again put

$$
\cosh \left(\phi^{\prime} / 2\right) \cosh (\phi / 2)-\left(\mathbf{n}^{\prime} \cdot \mathbf{n}\right) \sinh \left(\phi^{\prime} / 2\right) \sinh (\phi / 2)=1 .
$$

In the other terms which are linear in $\boldsymbol{\sigma}$ we keep only the first power of $\mathbf{q} \rightarrow-i \hbar \nabla$ in the hope that in the final result (23) $\hbar$ will be present in the combination $\hbar s \rightarrow$ const. Nevertheless, these terms by themselves are small compared to unity, so that in the classical limit the expression (24) can be written as

$$
\begin{aligned}
& \exp \{ \boldsymbol{\sigma} \cdot\left[\mathbf{n}^{\prime} \sinh \left(\phi^{\prime} / 2\right) \cosh (\phi / 2)-\mathbf{n} \cosh \left(\phi^{\prime} / 2\right)\right. \\
&\times \sinh (\phi / 2)] \\
&-i\left(\boldsymbol{\sigma} \cdot\left[\mathbf{n}^{\prime} \times \mathbf{n}\right] \sinh ^{2}(\phi / 2)\right\} .
\end{aligned}
$$

Clearly, in the product (23) the operators $\boldsymbol{\sigma}$ attached to $\mathbf{n}^{\prime} \sinh \left(\phi^{\prime} / 2\right) \cosh (\phi / 2)-\mathbf{n} \cosh \left(\phi^{\prime} / 2\right) \sinh (\phi / 2)$ combine in the exponent of the resulting exponential into the operator $\mathbf{\Sigma}$, which vanishes in the classical limit. In this limit the only operators $\boldsymbol{\sigma}$ that survive are those that are attached to ( $\mathbf{n}^{\prime}$ $\times \mathbf{n}) \sinh ^{2}(\phi / 2)$; they combine into $2 \mathbf{s}$. Thus, in the classical limit with the second identity in (19) taken into account, the product (23) reduces to

$$
\begin{equation*}
\exp \left\{\frac{\gamma}{\gamma+1}(\mathbf{s} \cdot \mathbf{v} \times \boldsymbol{\nabla})\right\} \tag{32}
\end{equation*}
$$

Note that the action of the operator (32) on any function of position, whether it is the vector potential or the field strength, amounts to shifting the function's argument:

$$
\mathbf{r} \rightarrow \mathbf{r}+\frac{1}{m} \frac{\gamma}{\gamma+1} \mathbf{s} \times \mathbf{v} .
$$

Interestingly, this substitution was suggested by Heinemann ${ }^{18}$ for a transition from covariant equations linear in spin to noncovariant equations. Equation (3) is a particular case of this substitution in the $c^{-2}$ approximation.

Now, taking into account the second term in the expansion of the exponential function (32) and using the identity (25) once more, we can easily obtain the following expression for the interaction quadratic in the spin that arises from the convection current:

$$
\begin{align*}
& -\frac{e}{2 m^{2}} \frac{\gamma}{\gamma+1}(\mathbf{s} \cdot \mathbf{v} \times \nabla)\left[\left(1-\frac{1}{\gamma}\right) \mathbf{s} \cdot \mathbf{B}-\frac{\gamma}{\gamma+1}\right. \\
& \left.\quad \times(\mathbf{s} \cdot \mathbf{v})(\mathbf{v} \cdot \mathbf{B})-\frac{\gamma}{\gamma+1}(\mathbf{s} \cdot \mathbf{v} \times \mathbf{E})\right] . \tag{33}
\end{align*}
$$

Now we discuss the contribution to the effect being discussed due to the magnetic moment. It is convenient to write the term in the scattering amplitude we are interested in (it is proportional to the $g$-factor) as

$$
\begin{align*}
\frac{e g}{4 \epsilon} \xi_{0}^{\prime} \dagger & \left\{\left[\exp \left\{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi}^{\prime} / 2\right\} \exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\} \exp \{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}(\mathbf{s} \cdot \mathbf{B})\right.\right. \\
& \times \exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}+\exp \left\{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi}^{\prime} / 2\right\} \exp \{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\} \\
& \times \exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}(\mathbf{s} \cdot \mathbf{B}) \exp \{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}]+(i / 2) \\
& \times\left[\exp \left\{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi}^{\prime} / 2\right\} \exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\} \exp \{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}(\mathbf{\Sigma} \cdot \mathbf{E})\right. \\
& \times \exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}-\exp \left\{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi}^{\prime} / 2\right\} \exp \{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\} \\
& \times \exp \{-\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}(\boldsymbol{\Sigma} \cdot \mathbf{E}) \exp \{\boldsymbol{\Sigma} \cdot \boldsymbol{\phi} / 2\}]\} \xi_{0} \tag{34}
\end{align*}
$$

Using in this case the first term in the expansion of the exponential function (32), we arrive at the following expression for the contribution proportional to the magnetic moment:

$$
\begin{align*}
\frac{e g}{2 m^{2}} & \frac{\gamma}{\gamma+1}(\mathbf{s} \cdot \mathbf{v} \times \nabla)\left[(\mathbf{s} \cdot \mathbf{B})-\frac{\gamma}{\gamma+1}(\mathbf{s} \cdot \mathbf{v})(\mathbf{v} \cdot \mathbf{B})\right. \\
& -(\mathbf{s} \cdot \mathbf{v} \times \mathbf{E})] \tag{35}
\end{align*}
$$

The final result for the induced interaction quadratic in the spin is

$$
\begin{align*}
L_{2 s}^{i}= & \frac{e}{2 m^{2}} \frac{\gamma}{\gamma+1}(\mathbf{s} \cdot \mathbf{v} \times \nabla)\left[\left(g-1+\frac{1}{\gamma}\right)(\mathbf{s} \cdot \mathbf{B})-(g\right. \\
& \left.-1) \frac{\gamma}{\gamma+1}(\mathbf{s} \cdot \mathbf{v})(\mathbf{v} \cdot \mathbf{B})-\left(g-\frac{\gamma}{\gamma+1}\right)(\mathbf{s} \cdot \mathbf{v} \times \mathbf{E})\right] . \tag{36}
\end{align*}
$$

We note that in the nonrelativistic limit the induced interaction with the magnetic field tends to zero as $v / c$ and that with an electric field, as $(v / c)^{2}$. Moreover, the part of the interaction (36) that is not related to the $g$-factor is not irreducible in the spin; in other words, $s_{i} s_{j}$ in it cannot be reduced to the irreducible tensor $s_{i} s_{j}-(1 / 3) \delta_{i j} \mathbf{s}^{2}$. In fact, the interaction (36) is not a quadrupole one. However, its asymptotic behavior for $\gamma \rightarrow \infty$ is of interest. In this limit

$$
\begin{align*}
L_{2 s}^{i}= & \frac{e}{2 m^{2}}(g-1)(\mathbf{s} \cdot \mathbf{v} \times \boldsymbol{\nabla})(\mathbf{s} \cdot \mathbf{B})-(\mathbf{s} \cdot \mathbf{v}) \\
& \times(\mathbf{v} \cdot \mathbf{B})-(\mathbf{s} \cdot \mathbf{v} \times \mathbf{E}) . \tag{37}
\end{align*}
$$

Surprisingly, the asymptotic formulas (30) and (37) coincide to within a factor and a total time derivative. To prove this, it is convenient to introduce a triple of orthogonal unit vectors:

$$
\mathbf{v} ; \quad \boldsymbol{\rho}=\frac{\mathbf{v} \times \mathbf{s}}{|\mathbf{v} \times \mathbf{s}|}, \quad \boldsymbol{\zeta}=\mathbf{v} \times \boldsymbol{\rho} .
$$

Using the fact that this triple forms a complete basis and the equation $\dot{\mathbf{E}}=\boldsymbol{\nabla} \times \mathbf{B}$ and discarding the total derivative with respect to $t$, we can easily verify that

$$
\begin{aligned}
& {[(\mathbf{s} \cdot \nabla)-(\mathbf{v} \cdot \mathbf{s})(\mathbf{v} \cdot \nabla)][(\mathbf{s} \cdot \mathbf{E})-(\mathbf{s} \cdot \mathbf{v})(\mathbf{v} \cdot \mathbf{E})+(\mathbf{s} \cdot \mathbf{v} \times \mathbf{B})]} \\
& \quad=[\mathbf{v} \times \mathbf{s}]^{2}(\boldsymbol{\zeta} \cdot \nabla)[(\zeta \cdot \mathbf{E})+(\boldsymbol{\rho} \cdot \mathbf{B})]
\end{aligned}
$$

coincides with

$$
\begin{aligned}
& {[\mathbf{s} \cdot(\mathbf{v} \times \nabla)][(\mathbf{s} \cdot \mathbf{B})-(\mathbf{s} \cdot \mathbf{v})(\mathbf{v} \cdot \mathbf{B})-\mathbf{s} \cdot(\mathbf{v} \times \mathbf{E})]} \\
& \quad=-(\mathbf{v} \times \mathbf{s})^{2}(\boldsymbol{\rho} \cdot \nabla)[\boldsymbol{\rho} \cdot(\mathbf{v} \times \mathbf{B})+\boldsymbol{\rho} \cdot \mathbf{E}] .
\end{aligned}
$$

Thus, there is a special value of the bare quadrupole moment,

$$
\begin{equation*}
Q=-2(g-1) \frac{e s^{2}}{m^{2}}, \text { or } f_{e, 2}=(g-1) \frac{1}{2 m^{2}} \tag{38}
\end{equation*}
$$

(recall that now we are considering a classical situation, where $s \gg 1$ ), for which the total interaction, quadratic in spin, $L_{2 s}+L_{2 s}^{i}$, asymptotically decreases with increasing energy.

The situation is similar to the one involving an interaction that is linear in spin. It is well known (see, e.g., Refs. 11, 32 , and 33) that there exists a special value of the $g$-factor, $g=2$, at which the interaction linear in spin decreases as $\gamma$
$\rightarrow \infty$. This follows immediately from the formula (5) for the first-order Lagrangian. Thus, if we also assume $g=2$, we obtain

$$
\begin{equation*}
Q=-2 \frac{e s^{2}}{m^{2}}, \quad \text { or } f_{e, 2}=\frac{1}{2 m^{2}} \tag{39}
\end{equation*}
$$

Note that $g=2$ for the bare magnetic moment is a necessary (but not sufficient) condition for quantum electrodynamics to be renormalizable. ${ }^{11,32,33}$ The condition is satisfied not only for the electron but also for the charged vector boson in the renormalizable electroweak theory.

In one respect, however, the situation with the special values (38) and (39) of the quadrupole moment differs from the situation with the $g$-factor. The conditions (38) and (39), as distinct from the condition $g=2$, are not universal, since they are valid only for large spins, $s \gg 1$; in other words, they refer only to classical objects with internal angular momentum. In particular, for the charged vector boson of the renormalizable electroweak theory the bare quadrupole interaction is absent, $f_{e, 2}=0$. The quadrupole moment of this particle is (in our terms) induced and is given by Eq. (31) at $s=1$ and $g=2$.

## 5. SPIN PRECESSION IN A GRAVITATIONAL FIELD

In this section we present a simple and general derivation of the equations of spin precession in a gravitational field. This approach not only makes it possible to easily reproduce and generalize known results for spin effects. The remarkable analogy detailed above between gravitational and electromagnetic fields makes it possible to easily apply the results of Secs. 3 and 4 to the case of an external gravitational field.

The law of angular momentum conservation in flat space-time and the equivalence principle imply that the spin 4 -vector $S^{\mu}$ is in translational motion along the particle's worldline. The parallel transport of a vector along a geodesic $x^{\mu}(\tau)$ means that its covariant derivative vanishes:

$$
\begin{equation*}
\frac{D S^{\mu}}{D \tau}=0 \tag{40}
\end{equation*}
$$

(In this section we restrict our discussion to effects that are linear in the spin.) At this point in our discussion we introduce the tetrad formalism, which is a natural way to describe spin. In view of Eq. (40), the equation for the tetrad components of spin $S^{a}=S^{\mu} e_{\mu}^{a}$ is

$$
\begin{equation*}
\frac{D S^{a}}{D \tau}=\frac{d S^{a}}{d \tau}=S^{\mu} e_{\mu ; \nu}^{a} u^{\nu}=\eta^{a b} \gamma_{b c d} u^{d} S^{c} \tag{41}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{a b c}=e_{a \mu ; \nu} e_{b}^{\mu} e_{c}^{\nu}=-\gamma_{b a c} \tag{42}
\end{equation*}
$$

are the Ricci rotation coefficients. ${ }^{34}$ Of course, the equation for the tetrad 4 -velocity components is exactly the same:

$$
\begin{equation*}
\frac{d u^{a}}{d \tau}=\eta^{a b} \gamma_{b c d} u^{d} u^{c} . \tag{43}
\end{equation*}
$$

The meaning of Eqs. (41) and (43) is clear: the tetrad components of both vectors vary in the same way due only to the rotation of the local Lorentzian 4-frame.

In exactly the same way, the 4-dimensional spin and velocity of a charged particle with the gyromagnetic ratio $g$ $=2$ precess with the same angular velocity in an external electromagnetic field by virtue of the Bargman-MichelTelegdi equation ${ }^{5,25}$ (at $g=2$ ) and the Lorentz equation:

$$
\frac{d S_{a}}{d t}=\frac{e}{m} F_{a b} S^{b}, \quad \frac{d u_{a}}{d t}=\frac{e}{m} F_{a b} u^{b} .
$$

Thus we have the evident correspondence

$$
\begin{equation*}
\frac{e}{m} F_{a b} \leftrightarrow \gamma_{a b c} u^{c} . \tag{44}
\end{equation*}
$$

The correspondence makes it possible to obtain the precession frequency $\boldsymbol{\omega}$ of the three-dimensional spin vector $\mathbf{s}$ in an external gravitational field from (4) via the simple substitution

$$
\begin{equation*}
\frac{e}{m} B_{i} \rightarrow-\frac{1}{2} \epsilon_{i k l} \gamma_{k l c} u^{c}, \quad \frac{e}{m} E_{i} \rightarrow \gamma_{0 i c} u^{c} . \tag{45}
\end{equation*}
$$

This frequency is

$$
\begin{equation*}
\omega_{i}=-\epsilon_{i k l}\left(\frac{1}{2} \gamma_{k l c}+\frac{u^{k}}{u^{0}+1} \gamma_{0 l c}\right) \frac{u^{c}}{u_{w}^{0}} . \tag{46}
\end{equation*}
$$

The common factor $1 / u_{w}^{0}$ in this expression is related to the passage in the left-hand side of Eq. (41) to differentiation with respect to the world time $t$ :

$$
\frac{d}{d \tau}=\frac{d t}{d \tau} \frac{d}{d t}=u_{w}^{0} \frac{d}{d t}
$$

We have attached a subscript $w$ to the quantity $u_{w}^{0}$ to emphasize that this is a world component of 4 -velocity rather than a tetrad component. The other indices in (46) are tetrad indices, $c=0,1,2,3$ and $i, k, l=1,2,3$. The corresponding spin-dependent correction to the Lagrangian is

$$
\begin{equation*}
L_{1 s g}=\mathbf{s} \cdot \boldsymbol{\omega} \tag{47}
\end{equation*}
$$

As an illustration of Eqs. (46) and (47), we apply them to the cases of spin-orbit and spin-spin interactions. We restrict discussion (as is common in such problems) to the linear approximation in the gravitational field. However, in our approach, in contrast to the standard approaches, both problems can easily be solved for arbitrary particle velocities.

The tetrads $e_{a \mu}$ are related to the metric as follows:

$$
e_{a \mu} e_{b \nu} \eta^{a b}=g_{\mu \nu}
$$

In the linear approximation we can put $g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}$, so that there is no need to distinguish between tetrad and world indices in $e_{a \mu}$. The ambiguity in the choice of tetrads can be resolved by selecting the symmetric gauge $e_{\mu \nu}=e_{\nu \mu}$. Then

$$
e_{\mu \nu}=\eta_{\mu \nu}+\frac{1}{2} h_{\mu \nu}
$$

Using the expression (42) for the Ricci coefficients, in the linear approximation we find that

$$
\begin{equation*}
\gamma_{a b c}=\frac{1}{2}\left(h_{b c, a}-h_{a c, b}\right) . \tag{48}
\end{equation*}
$$

We start with the spin-orbit interaction. In the centrally symmetric field created by a mass $M$ the metric is

$$
\begin{equation*}
h_{00}=-\frac{2 k M}{r}, \quad h_{m n}=-\frac{2 k M}{r} \delta_{m n} . \tag{49}
\end{equation*}
$$

Here the nonvanishing Ricci coefficients are

$$
\begin{equation*}
\gamma_{i j k}=\frac{k M}{r^{3}}\left(\delta_{j k} r_{i}-\delta_{i k} r_{j}\right), \quad \gamma_{0 i 0}=-\frac{k M}{r^{3}} r_{i} . \tag{50}
\end{equation*}
$$

Plugging these coefficients into (46) yields the following expression for the precession frequency:

$$
\begin{equation*}
\boldsymbol{\omega}_{l s}=\frac{2 \gamma+1}{\gamma+1} \frac{k M}{r^{3}} \mathbf{v} \times \mathbf{r} . \tag{51}
\end{equation*}
$$

In the limit of low velocities, $\gamma \rightarrow 1$, the answer goes over into the classical result. ${ }^{2}$

Now we examine spin-spin interaction. Let the spin of the central body be $\mathbf{s}_{0}$. The components of the metric that are linear in $\mathbf{s}_{0}$, which are responsible for the spin-spin interaction, are

$$
h_{0 i}=2 k \frac{\left[\mathbf{s}_{0} \times \mathbf{r}\right]_{i}}{r^{3}} .
$$

Here the nonvanishing Ricci coefficients are

$$
\begin{align*}
& \gamma_{i j 0}=k\left(\nabla_{i} \frac{\left[\mathbf{s}_{0} \times \mathbf{r}\right]_{j}}{r^{3}}-\nabla_{j} \frac{\left[\mathbf{s}_{0} \times \mathbf{r}\right]_{i}}{r^{3}}\right),  \tag{52}\\
& \gamma_{0 i j}=-k \nabla_{i} \frac{\left[\mathbf{s}_{0} \times \mathbf{r}\right]_{j}}{r^{3}} .
\end{align*}
$$

The the spin-spin precession frequency is

$$
\begin{align*}
\boldsymbol{\omega}_{s s}= & -k\left(2-\frac{1}{\gamma}\right)\left(\mathbf{s}_{0} \cdot \nabla\right) \nabla \frac{1}{r}+k \frac{\gamma}{\gamma+1}\left[\mathbf{v}\left(\mathbf{s}_{0} \cdot \nabla\right)-\mathbf{s}_{0}(\mathbf{v} \cdot \nabla)\right. \\
& \left.+\left(\mathbf{v} \cdot \mathbf{s}_{0}\right) \nabla\right](\mathbf{v} \cdot \nabla) \frac{1}{r} \tag{53}
\end{align*}
$$

In the low-velocity limit this formula also becomes the corresponding classical result. ${ }^{3}$

To conclude this section we note that in the case of an external gravitational field there is no covariant expression for the force linear in the particle spin. In other words, the deviation of the trajectory of a spinning particle from the geodesics is not described by the Riemann tensor. In this case the possible covariant structure is unique to within a factor (in Ref. 6 this factor equals $-1 / 2 m$ ): $R_{\mu \nu a b} u^{\nu} S^{a b}$. As mentioned in the Introduction, this covariant description (as distinct from our formulas (46) and (47)) contradicts the classical results in the low-velocity limit.

## 6. EQUATIONS OF MOTION OF A SPINNING PARTICLE IN A GRAVITATIONAL FIELD: GENERAL APPROACH

The equations of motion in an external gravitational field to any order in spin are constructed similarly to the equations of motion in the case of an electromagnetic field.

We start the elastic scattering amplitude in a weak external gravitational field $h_{\mu \nu}$. This amplitude will be used only as a guide, and later we will step outside the linear approximation. The amplitude is

$$
\begin{equation*}
-\frac{1}{2} T_{\mu \nu} h^{\mu \nu} \tag{54}
\end{equation*}
$$

The matrix element $T_{\mu \nu}$ of the energy-momentum tensor between states with momenta $k$ and $k^{\prime}$ can be written as

$$
\begin{align*}
T_{\mu \nu}= & \frac{1}{4 \epsilon} \bar{\psi}\left(k^{\prime}\right)\left\{p_{\mu} p_{\nu} F_{1}+\frac{1}{2}\left(p_{\mu} \Sigma_{\nu \lambda}+p_{\nu} \Sigma_{\mu \lambda}\right) q^{\lambda} F_{2}\right. \\
& +\left(\eta_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) F_{3}+\left[S_{\mu} S_{\nu} q^{2}-\left(S_{\mu} q_{\nu}+S_{\nu} q_{\mu}\right)\right. \\
& \left.\left.\times(S q)+\eta_{\mu \nu}(S q)^{2}\right] F_{4}\right\} \psi(k) \tag{55}
\end{align*}
$$

The scalar operators $F_{i}$ in this expression are also expanded in powers of $\tau=(S q)^{2}$ :

$$
F_{i}(t, \tau)=\sum_{n=0}^{N_{i}} f_{i, 2 n}(t) \tau^{n}
$$

Clearly, the total number of invariant form factors $f_{i, 2 n}$ is $4 s+2$ and $4 s+1$ for integer and half-integer spin, respectively. The independence of the four tensor structures in (55) is obvious. As for the completeness of the expansion, it can be verified, e.g., by calculating the total number of invariant form factors in the annihilation channel and showing that it coincides with the above result.

In the generally covariant notation, the structure $\left(\eta_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right) h^{\mu \nu}$ corresponds to the scalar curvature $R$, and $\left[S_{\mu} S_{\nu} q^{2}-\left(S_{\mu} q_{\nu}+S_{\nu} q_{\mu}\right)(S q)+\eta_{\mu \nu}(S q)^{2}\right] h^{\mu \nu}$ corresponds to the product $R_{\mu \nu} S^{\mu} S^{\nu}$, where $R_{\mu \nu}$ is the Ricci tensor. Since we are interested in the equations of motion in a sourceless field, the corresponding terms in the expansion (55) are omitted.

Just as in electrodynamics charge conservation leads to the condition $f_{e, 0}(0)=1$, here energy conservation leads to $f_{1,0}(0)=1$. As for the term in the amplitude (54) containing $f_{2,0}$, it is convenient to write it in a different form, using the analogy (44) with an electromagnetic field. Putting $g=2$ and $(e / m) F_{a b}=f_{a b}=\gamma_{a b c} u^{c}$ in the corresponding electromagnetic term

$$
i \frac{e g}{8 \epsilon} \bar{\psi}\left(k^{\prime}\right) \Sigma^{a b} F_{a b} \psi(k),
$$

we arrive at the following contribution to the Lagrangian of the gravitational interaction:

$$
\begin{equation*}
i \frac{1}{4 u_{w}^{0}} \bar{\psi}\left(k^{\prime}\right) \Sigma^{a b} f_{a b} \psi(k), \tag{56}
\end{equation*}
$$

where, as usual, $u_{w}^{0}=\epsilon / \mathrm{m}$. If for $\gamma_{a b c}$ we use the linear approximation (48), we can easily see that (56) indeed corresponds to the discussed contribution to the amplitude provided that $f_{2,0}=1$. Thus, under gravity the value of one more form factor at zero momentum transfer $t$ is fixed. This corresponds to conservation of angular momentum. This was pointed out long ago by Kobzarev and Okun, ${ }^{35}$ and Hehl et al. ${ }^{36}$

Let us now go back to the convection term in (54). As in electrodynamics, when we go over to spinors in the rest frame, the term of first order in spin can be written as

$$
\begin{equation*}
-\frac{p^{\mu} p^{\nu}}{8 \epsilon} \frac{1}{m} \frac{u^{0}}{u^{0}+1}(\mathbf{s} \cdot \mathbf{v} \times \nabla) h_{\mu \nu} . \tag{57}
\end{equation*}
$$

Using (25) and (48), we obtain

$$
p^{\mu} \nabla_{k} h_{\mu \nu} \rightarrow-p^{\mu}\left(-\partial_{k} h_{\mu \nu}+\partial_{\mu} h_{k \nu}\right) \rightarrow-2 p^{a} \gamma_{a k \nu}
$$

Thus, the expression (57) can be written in terms of the Ricci coefficients as follows:

$$
\begin{equation*}
\frac{1}{u_{w}^{0}} \frac{u^{0}}{u^{0}+1} \epsilon^{m n k} s^{m} v^{n} u^{a} u^{c} \gamma_{a k c} \tag{58}
\end{equation*}
$$

Clearly, the sum of (56) and (58) reproduces the Lagrangian (47).

## 7. EQUATIONS OF MOTION OF A SPINNING PARTICLE IN A GRAVITATIONAL FIELD. SECOND ORDER IN THE SPIN

Let us now investigate the effects of second order in the spin in the equations of motion in a gravitational field. In the case of a binary star these effects are of the same order of magnitude as the spin-spin interaction when the spins of the components of the system are comparable. ${ }^{23}$ The influence of the latter on the characteristics of gravitational radiation becomes noticeable for a system of two extreme black holes. ${ }^{20}$ Correspondingly, second-order spin effects in the equations of motion become substantial if at least one component of a binary is an extreme black hole. ${ }^{23}$ Therefore, it is interesting to study these effects not only from the theoretical viewpoint: they can be detected (at least in principle) with the gravitational wave detectors under construction.

An obvious source of second-order spin effects is the term

$$
\begin{equation*}
L_{2 s g}=-f_{1,2} \frac{1}{8 \epsilon} p^{\mu} p^{\nu}(S q)^{2} h_{\mu \nu} \tag{59}
\end{equation*}
$$

in the amplitude (54). Due to the relation

$$
\begin{aligned}
p^{\mu} p^{\nu} q_{\alpha} q_{\beta} h_{\mu \nu}= & p^{\mu} p^{\nu}\left(q_{\alpha} q_{\beta} h_{\mu \nu}+q_{\mu} q_{\nu} h_{\alpha \beta}-q_{\alpha} q_{\nu} h_{\mu \beta}\right. \\
& \left.-q_{\beta} q_{\mu} h_{\nu \alpha}\right) \rightarrow 2 p^{\mu} p^{\nu} R_{\mu \alpha \nu \beta},
\end{aligned}
$$

the Lagrangian (59) is written in terms of the Riemann tensor:

$$
\begin{equation*}
L_{2 s g}=-\frac{\kappa}{2 \epsilon} u^{a} S^{b} u^{c} S^{d} R_{a b c d} \tag{60}
\end{equation*}
$$

Instead of $f_{1,2}$, we have introduced a dimensionless parameter $\kappa$ :

$$
f_{1,2}=\frac{\kappa}{2 m^{2}} .
$$

At this point it is convenient to use the Petrov representation for the components of the Riemann tensor: ${ }^{34}$

$$
\begin{align*}
& E_{k l}=R_{0 k 0 l}, \quad E_{k l}=E_{l k}, \\
& C_{k l}=\frac{1}{4} \epsilon_{k m n} \epsilon_{l r s} R_{m n r s}, \quad C_{k l}=C_{l k}, \tag{61}
\end{align*}
$$

$$
B_{k l}=\frac{1}{2} \epsilon_{l r s} R_{0 k r s}, \quad B_{k k}=0 .
$$

We limit our discussion to the case of a sourceless gravitational field. Then, at $R_{a b}=0$, we can simplify (61) still further:

$$
\begin{equation*}
C_{k l}=-E_{k l}, \quad B_{k l}=B_{l k}, \quad E_{k k}=C_{k k}=0 . \tag{62}
\end{equation*}
$$

Finally, we arrive at the following interaction Lagrangian that is quadratic in the spin:

$$
\begin{align*}
L_{2 s g}= & -\frac{\kappa}{2 \epsilon}\left[\left(2 \mathbf{u}^{2}+1\right) E_{k l}-2\left(2-\frac{1}{u_{0}+1}\right) u_{k} u_{m} E_{l m}\right. \\
& +\delta_{k l} u_{m} u_{n} E_{m n}+\frac{1}{\left(u_{0}+1\right)^{2}} u_{k} u_{l} u_{m} u_{n} E_{m n} \\
& \left.-2 u_{0} \epsilon_{k m n} u_{m} B_{n l}+\frac{2}{u_{0}+1} u_{k} u_{m} \epsilon_{l r n} u_{r} B_{m n}\right] \\
& \times\left(s_{k} s_{l}-\frac{1}{3} \delta_{k l} \mathbf{s}^{2}\right) . \tag{63}
\end{align*}
$$

To avoid any misunderstanding, we note that all threedimensional indices in Eq. (64) (and in Eq. (65)) are in fact contravariant.

As in electrodynamics, along with the bare interaction (63) there is an induced interaction quadratic in the spin. The explicit expression can be obtained most easily by setting $g$ $=2$ in the electromagnetic formula (36) and by introducing the substitution (45). We also take into account the correspondence

$$
\begin{aligned}
q_{i} \gamma_{a b c} u^{c} & =\left(q_{i} \gamma_{a b c}-q_{c} \gamma_{a b i}\right) u^{c} \\
& \rightarrow i\left(\partial_{i} \gamma_{a b c}-\partial_{c} \gamma_{a b i}\right) u^{c} \rightarrow i R_{a b c i} u^{c} .
\end{aligned}
$$

Finally, using (61) and (62), we obtain the following result for the induced interaction:

$$
\begin{align*}
L_{2 s g}^{i}= & \frac{1}{2 \epsilon}\left\{\left(2 \mathbf{u}^{2}-\frac{u^{0}-1}{u^{0}+1}\right) E_{k l}-2\left[2-\frac{1}{u_{0}+1}-\frac{1}{\left(u_{0}+1\right)^{2}}\right]\right. \\
& \times u_{k} u_{m} E_{l m}+\left[1-\frac{1}{\left(u_{0}+1\right)^{2}}\right] \delta_{k l} u_{m} u_{n} E_{m n}+\frac{1}{\left(u_{0}+1\right)^{2}} \\
& \times u_{k} u_{l} u_{m} u_{n} E_{m n}-2\left(u_{0}-\frac{1}{u_{0}+1}\right) \epsilon_{k m n} u_{m} B_{n l} \\
& \left.+\frac{2}{u_{0}+1} u_{k} u_{m} \epsilon_{l r n} u_{r} B_{m n}\right\} s_{k} s_{l} . \tag{64}
\end{align*}
$$

As in the electromagnetic case, the induced interaction tends to zero in the nonrelativistic limit $\sim v / c$ and the spin factor $s_{k} s_{l}$ in it is not an irreducible tensor.

The asymptotic behavior of $L_{2 s g}$ and $L_{2 s g}^{i}$ is the same: both Lagrangians increase linearly with energy. However, in this case too the coefficient in the bare interaction can be chosen in such a way, $\kappa=1$, that the total Lagrangian of second order in the spin decreases (as well as the analogous interaction in electrodynamics) when the energy tends to infinity. At $\kappa=1$,

$$
\begin{align*}
L_{2 s g}+L_{2 s g}^{i}= & -\frac{1}{\epsilon\left(u^{0}+1\right)}\left(u^{0} E_{k l}-\frac{1}{u_{0}+1} u_{k} u_{m} E_{l m}\right. \\
& \left.+\frac{1}{2\left(u_{0}+1\right)} \delta_{k l} u_{m} u_{n} E_{m n}+\epsilon_{k m n} u_{m} B_{n l}\right) s_{k} s_{l} \tag{65}
\end{align*}
$$

## 8. GRAVIMAGNETIC MOMENT: MULTIPOLES OF BLACK HOLES

There is a profound analogy between the Lagrangian of the interaction of the magnetic moment which is linear in the spin and the electromagnetic field,

$$
\begin{equation*}
\mathscr{L}_{e m}=-\frac{e g}{4 m} F_{a b} S^{a b}, \tag{66}
\end{equation*}
$$

and the bare gravitational Lagrangian (60), which is quadratic in the spin. ${ }^{11}$ (Here it proves more convenient to write the gravitational Lagrangian (like $\mathscr{L}_{\text {em }}$ ) for the proper time $\tau$ rather than the world time $t$, i.e., to multiply (60) by $\epsilon / \mathrm{m}$.) This analogy is based on the following observation. It is well-known that the canonical momentum $i \partial_{\mu}$ enters into relativistic wave equations for a particle in electromagnetic and gravitational external fields via the combination

$$
\Pi_{\mu}=i \partial_{\mu}-e A_{\mu}-\frac{1}{2} \Sigma^{a b} \gamma_{a b \mu} .
$$

The structure of the commutator (or Poisson bracket in the classical limit) implies that

$$
\left[\Pi_{\mu}, \Pi_{\nu}\right]=-i\left(e F_{\mu \nu}-\frac{1}{2} \Sigma^{a b} R_{a b \mu \nu}\right)
$$

that in a sense $-(1 / 2) \Sigma^{a b} R_{a b \mu \nu}$ plays the same role in gravity as $e F_{\mu \nu}$ in electromagnetism. It is quite natural then that the gravitational analog of the electromagnetic spin interaction (66) is

$$
\begin{equation*}
\mathscr{L}_{g m}=\frac{\kappa}{8 m} R_{a b c d} S^{a b} S^{c d} \tag{67}
\end{equation*}
$$

Clearly, (67) and (60) coincide (to within the factor $\epsilon / m$ ). This become evident if we bear in mind that $S^{a b}$ $=\epsilon^{a b c d} S_{c} u_{d}$ and that

$$
\widetilde{R}_{a b c d}=\frac{1}{4} \epsilon_{a b}^{e f} \epsilon_{c d}^{g h} R_{e f g h}-R_{a b c d},
$$

which is true for a sourceless gravitational field.
By analogy with the magnetic moment

$$
\frac{e g}{2 m} S^{\mu \nu}
$$

it is natural to introduce the gravimagnetic moment

$$
-\frac{\kappa}{2 m} S^{a b} S^{c d}
$$

The gravimagnetic ratio $\kappa$, like the gyromagnetic ratio $g$ in electrodynamics, can generally take any value. However, it is quite natural that under gravity the value $\kappa=1$ is just as special, as $g=2$ is in electrodynamics. In any case, at $g=2$ and $\kappa=1$ the spin equations of motion are the simplest.

For a classical object the values of both parameters, $g$ and $\kappa$, generally depend on the various properties of the
object. For black holes the situation is different, however. From an analysis of the Kerr-Newman solution it follows that the gyromagnetic ratio of a charged rotating black hole is universal (and equal to that of the electron): $g=2$ (see Ref. 37).

Let us show that for a Kerr black hole the gravimagnetic ratio is $\kappa=1$. In fact, this value follows from the analysis of the motion of the spin of a black hole in an external field done by Thorne and Hartle ${ }^{19}$ (although they did not formulate this statement explicitly). Here we present an independent and, in our opinion, simpler derivation of this important result.

At great distances from a Kerr hole the hole can be considered a point source of a weak gravitational field. To first order in the field of the hole at rest, the Lagrangian density corresponding to the interaction (60) can be written as

$$
\begin{equation*}
L=\frac{\kappa}{4 m}(\mathbf{s} \cdot \nabla)^{2} h_{00} \delta(\mathbf{r}) . \tag{68}
\end{equation*}
$$

The correction to the energy-momentum tensor induced in this manner has only one component,

$$
\begin{equation*}
\delta T_{00}=-\frac{\kappa}{2 m}(\mathbf{s} \cdot \nabla)^{2} \delta(\mathbf{r}) \tag{69}
\end{equation*}
$$

Let us find the corresponding correction to the 00-component of the metric. In the gauge

$$
\begin{equation*}
h^{\mu \nu},{ }_{\nu}=0, \quad \bar{h}_{\mu \nu}=h_{\mu \nu}-\frac{1}{2} \eta_{\mu \nu} h_{\alpha}^{\alpha}, \tag{70}
\end{equation*}
$$

the static Einstein equation for $h_{00}$ in the linear approximation is

$$
\Delta h_{00}=8 \pi k T_{00}
$$

The induced correction to metric is

$$
\begin{equation*}
h_{00}=\kappa \frac{k}{m}(\mathbf{s} \cdot \nabla)^{2} \frac{1}{r} . \tag{71}
\end{equation*}
$$

Let us now compare this corrections with the corresponding contribution to the Kerr metric. In BoyerLindqvist coordinates this metric is

$$
\begin{align*}
d s^{2}= & \left(1-\frac{r_{g} r}{\Sigma}\right) d t^{2}-\frac{\Sigma}{\Delta} d r^{2}-\Sigma d \theta^{2}-\left(r^{2}+a^{2}\right. \\
& \left.+\frac{r_{g} r a^{2}}{\Sigma} \sin ^{2} \theta\right) r^{2} \sin ^{2} \theta+\frac{2 r_{g} r a}{\Sigma} \sin ^{2} \theta d \phi d t \tag{72}
\end{align*}
$$

where $\Delta=r^{2}-r_{g} r+a^{2}, \Sigma=r^{2}+a^{2} \cos ^{2} \theta$, and $\mathbf{a}=\mathbf{s} / m$. For $r_{g}=0$ the metric (72) describes a flat space in spheroidal coordinates. ${ }^{34}$ At the same time, in a flat space Cartesian coordinates correspond to the gauge (70). The transition from spheroidal coordinates to Cartesian coordinates is carried out with the required accuracy by the substitution

$$
\mathbf{r} \rightarrow \mathbf{r}+\frac{\mathbf{a}(\mathbf{a} \cdot \mathbf{r})-\mathbf{r} a^{2}}{2 r^{2}}
$$

Obviously, in Cartesian coordinates the spin-dependent part of the 00 -component of the metric

$$
g_{00}=1-\frac{r_{g}}{r}+\frac{r_{g} a^{2}}{2 r^{3}}\left(3 \cos ^{2} \theta-1\right),
$$

coincides with $h_{00}$ of (71) at $\kappa=1$. A somewhat more complicated discussion of the spatial components of the Kerr metric leads to the same result, $\kappa=1$.

Note that the motion of a Kerr black hole in an external gravitational field is not described by the Papapetrou equation even we ignore the problem of a spin-orbit interaction which is linear in the spin. The important thing is that this equation refers to the case $\kappa=0$ (see Ref. 14).

Reasoning along similar lines, we can prove that for a charged Kerr hole the gravimagnetic ratio $\kappa$ is also unity. Moreover, it can be proved that the electric quadrupole moment of a charged Kerr hole also equals

$$
Q=-2 \frac{e s^{2}}{m^{2}}
$$

a value at which the interaction that is quadratic in spin decreases with increasing energy. We can also demonstrate that the higher multipoles of a charged Kerr hole have values that guarantee that the interaction of any order in the spin (but, of course, linear in the external field) asymptotically decreases with increasing energy.
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The dominant one-loop electron contribution to the mass operator of an axion in a crossed field in the asymptotic limits of the parameters $q^{2} / m_{e}^{2}$ and $\chi=\sqrt{e^{2}\left(q F^{2} q\right) / m_{e}^{3}}$ is calculated. The corresponding electromagnetic mass of the axion is compared with the quantumchromodynamic mass due to mixing with $\pi^{0}$. Expressions are derived for the probability of pair creation $a \rightarrow e^{+} e^{-}$, and the fundamental conclusion is reached that refractive effects are present in the propagation of an axion in an external electromagnetic field. © 1998 American Institute of Physics. [S1063-7761(98)00205-4]

The axion is a hypothetical particle whose existence may explain the absence of violations of CP invariance in strong interactions on the basis of natural dynamical considerations. Specifically, in the Peccei-Quinn scheme ${ }^{1}$ the pseudoscalar axion field $a$ is introduced as initially massless with a Lagrangian for the interaction with the quantum chromodynamics (QCD) color field (with a kinetic term) in the form

$$
\begin{equation*}
\mathscr{L}_{a}=\frac{1}{2} \frac{\partial a}{\partial x_{\mu}} \frac{\partial a}{\partial x^{\mu}}-\frac{\alpha_{s}}{8 \pi f_{a}} a G_{b \mu \nu} \tilde{G}_{b}^{\mu \nu} \tag{1}
\end{equation*}
$$

where $\alpha_{s}$ is an effective dimensionless coupling constant in the strong interactions, $b$ is the color index, $\widetilde{G}$ is the dual tensor, $f_{a}$ is a constant with dimensions of energy (the Peccei-Quinn energy scale). The global symmetry $U_{P Q}$ of (1) consists in invariance of the sum of the Lagrangian $\mathscr{L}_{a}$ and the effective QCD Lagrangian $\mathscr{L}_{s}$ (Ref. 2) with respect to the corresponding transformation, reducing for the axion field to the shift $a \rightarrow a+a_{0}$.

The main idea of Peccei and Quinn is that in quantum theory the axion acquires a dynamical mass due to mixing with $\pi^{0}$, since the transition axion $\rightarrow 2$ gluons $\rightarrow 2$ quarks $\rightarrow \pi^{0}$ meson has nonzero amplitude. The corresponding term in the Lagrangian (1/2) $m_{a}^{2} a^{2}$ violates the $U_{P Q}$ symmetry of (1); however, this means that in general the low-energy Lagrangian (1) contains an effective potential $V(a)\left(V_{a \rightarrow 0}\right.$ $\left.\simeq(1 / 2) m_{a}^{2} a^{2}\right)$. The parameters of $V(a)$ can be chosen such that the sum $\mathscr{L}_{s}+\mathscr{L}_{a}$ does not contain CP-invariant terms (for more details, see the review in Ref. 3). In other words, the axion is a pseudoscalar Goldstone boson, that is allowed upon spontaneous $U_{P Q}$ symmetry breaking in (1), and $f_{a}$ is the energy scale of this symmetry breaking, where $f_{a}$ $\gtrsim 10^{10} \mathrm{GeV}$ (although arguments exist both in favor of a larger ${ }^{4}$ and a smaller ${ }^{5}$ value ${ }^{1)}$ of the lower limit).

An equivalent scheme for realizing this mechanism consists in introducing a direct axion-fermion coupling ${ }^{6}$ of the form

$$
\begin{equation*}
\mathscr{B}=\frac{c_{f}}{2 f_{a}}\left(\bar{\Psi} \gamma_{\alpha} \gamma^{5} \Psi\right) \frac{\partial a}{\partial x_{\alpha}}, \tag{2}
\end{equation*}
$$

which is preferable ${ }^{3}$ (here $c_{f}$ is a model-dependent dimensionless constant of order unity). This gives rise to the existence of self-energy diagrams with a fermion loop (see Fig. 1). As the axion propagates in an external electromagnetic field, as a result of its interaction with the charged fermion propagator the axion can acquire an electromagnetic mass $\delta m_{a}$, and it is of interest to compare it with the QCD mass $m_{a}$. The latter, according to astrophysical data, can vary over a wide range: $10^{-5} \mathrm{eV} \leqq m_{a} \leqslant 10 \mathrm{eV}$. For reasonable values of the field and energy of the axion (in the same reference frame) it is possible to restrict the discussion to the contribution of the electron loop $(f=e)$, which corresponds to the lowest charged fermion mass.

In a more general formulation it is necessary to find the mass operator of the axion in an electromagnetic field, whose imaginary part determines the probability of creation of an $e^{+} e^{-}$pair in this field, which is of independent interest.

In the calculations that follow, we employ the invariant crossed-field technique developed by Ritus. ${ }^{7}$ In such a field, the two invariants

$$
h=\frac{e^{2}\left(F^{2}\right)_{\alpha}^{a}}{m^{4}}, \quad g=\frac{e^{2}}{m^{4}} e_{\mu \nu \alpha \beta} F^{\mu \nu} F^{\alpha \beta}
$$

are equal to zero ( $e$ and $m$ are the charge and mass of the electron). However, if $\chi^{2} \gg h, g$, where

$$
\begin{equation*}
\chi=\frac{1}{m^{3}} \sqrt{e^{2}\left(q F^{2} q\right)} \tag{3}
\end{equation*}
$$

the method also yields adequate results for arbitrary weaklyvarying external electromagnetic fields.

In accordance with the form of the interaction Lagrangian (2), the single-loop electron contribution to the axion mass operator has the form

$$
\begin{equation*}
M^{2}=-\frac{i c_{e}^{2}}{4 f_{a}^{2}} \int d^{4} z e^{i(q z)} \operatorname{Tr}\left[\hat{q} \gamma^{5} G(z) \hat{q} \gamma^{5} G(-z)\right] \tag{4}
\end{equation*}
$$

where $q$ is the momentum of the external line, $G(z)$ is the coordinate-difference-dependent part of the total Green's function of an electron in the crossed field


FIG. 1.

$$
\begin{equation*}
S(x, y)=\exp \left[i e \int_{x}^{y}\left(d x^{\prime} A\left(x^{\prime}\right)\right)\right] G(x-y), \tag{5}
\end{equation*}
$$

which in the proper-time representation is equal to ( $e F$ $\rightarrow F$ )

$$
\begin{align*}
G(z)= & -\frac{1}{(4 \pi)^{2}} \int_{0}^{\infty} \frac{d s}{s^{2}} \exp \left[-\frac{i z^{2}}{4 s}-i s m^{2}\right. \\
& \left.-i s \frac{\left(z F^{2} z\right)}{12}\right]\left[m+\frac{\hat{z}}{2 s}-\frac{s}{3}\left(\gamma F^{2} z\right)\right. \\
& \left.+\frac{m s}{2}(\gamma F \gamma)-\frac{i \gamma^{5}(\gamma \tilde{F} z)}{2}\right] \tag{5a}
\end{align*}
$$

$\widetilde{F}_{\alpha \beta}=(1 / 2) e_{\alpha \beta \mu \nu} F^{\mu \nu}$ is the dual tensor, and $\gamma^{5}=-i \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}$ (the phase factor in Eq. (5) in the loop with two vertices cancels out). Taking Eq. (5a) into account, expression (4) can be written in the form

$$
\begin{align*}
M^{2}= & -\frac{i c_{e}^{2}}{4(4 \pi)^{4} f_{a}^{2}} \int_{0}^{\infty} \frac{d s_{1}}{s_{1}^{2}} \int_{0}^{\infty} \frac{d s_{2}}{s_{2}^{2}} \operatorname{Tr} \hat{q} \gamma^{5}\left[m+\frac{\hat{z}}{2 s_{1}}\right. \\
& \left.-\frac{s_{1}}{3}\left(\gamma F^{2} z\right)+\frac{m s_{1}}{2}(\gamma F \gamma)-\frac{i \gamma^{5}(\gamma \tilde{F} z)}{2}\right] \hat{q} \gamma^{5} \\
& \times\left[m-\frac{\hat{z}}{2 s_{2}}+\frac{s_{2}}{3}\left(\gamma F^{2} z\right)+\frac{m s_{2}}{2}(\gamma F \gamma)\right. \\
& \left.\left.+\frac{i \gamma^{5}(\gamma \tilde{F} z)}{2}\right]\right\} \mathscr{F} \exp \left[-i m^{2}\left(s_{1}+s_{2}\right)\right], \tag{6}
\end{align*}
$$

where $z$ here is understood to mean the differential operator $z^{\alpha}=-i \partial / \partial q_{\alpha}$ acting on the function $\mathscr{F}$ that appears as a result of integration over the coordinate $z$ :

$$
\begin{align*}
& \mathscr{F}=16 i \pi^{2} \beta^{2} \exp \left[i \beta\left(q^{2}-\frac{1}{3} s_{1} s_{2}\left(q F^{2} q\right)\right)\right],  \tag{7}\\
& \beta=\frac{s_{1} s_{2}}{s_{1}+s_{2}} .
\end{align*}
$$

After taking the trace and calculating quadratic combinations like $z^{2},\left(z F^{2} z\right),\left(q F^{2} z\right)^{2}$, etc. with the help of the relation

$$
\begin{aligned}
z_{\mu} z_{\nu} \rightarrow & -i(2 \beta)\left(g_{\mu \nu}-\frac{1}{3} s_{1} s_{2} F_{\mu \nu}^{2}\right)+(2 \beta)^{2}\left[q_{\mu}\right. \\
& \left.-\frac{1}{3} s_{1} s_{2}\left(q F^{2}\right)_{\mu}\right]\left[q_{\nu}-\frac{1}{3} s_{1} s_{2}\left(q F^{2}\right)_{\nu}\right]
\end{aligned}
$$

we obtain

$$
\begin{align*}
M^{2}= & \frac{c_{e}^{2}}{16 \pi^{2} f_{a}^{2}} \int_{0}^{\infty} \int_{0}^{\infty} \frac{d s_{1} d s_{2}}{\left(s_{1}+s_{2}\right)^{2}} \exp \left\{-i m^{2}\left(s_{1}+s_{2}\right)\right. \\
& \left.+i \beta\left[q^{2}-\frac{1}{3} s_{1} s_{2}\left(q F^{2} q\right)\right]\right\}\left\{2 i \beta \left[-\frac{q^{2}}{2 s_{1} s_{2}}\right.\right. \\
& \left.-\frac{1}{3}\left(\frac{s_{1}}{s_{2}}+\frac{s_{2}}{s_{1}}-1\right)\left(q F^{2} q\right)\right]-m^{2}\left[q^{2}\right. \\
& \left.-2 s_{1} s_{2}\left(q F^{2} q\right)\right]+(2 \beta)^{2}\left[-\frac{q^{4}}{4 s_{1} s_{2}}\right. \\
& +\frac{1}{6}\left(\frac{s_{1}}{s_{2}}+\frac{s_{2}}{s_{1}}+\frac{5}{2}\right) q^{2}\left(q F^{2} q\right) \\
& \left.\left.-\frac{1}{9} s_{1} s_{2}\left(\frac{s_{1}}{s_{2}}+\frac{s_{2}}{s_{1}}+\frac{5}{2}\right)\left(q F^{2} q\right)^{2}\right]\right\} . \tag{8}
\end{align*}
$$

The given expression diverges at small $s_{1}$ and $s_{2}$. This is a consequence of the indeterminacy of the single-loop contributions to $M^{2}$ in the absence of a field due to multivariance of the axion interactions. The "field"' contribution

$$
\begin{equation*}
M_{F}^{2}=M^{2}-\left.M^{2}\right|_{F=0}, \tag{9}
\end{equation*}
$$

which is of interest to us, converges.
Transforming to dimensionless coordinates

$$
\begin{equation*}
v=\left(s_{1}+s_{2}\right) m^{2}, \quad u=\frac{4 s_{1} s_{2}}{\left(s_{1}+s_{2}\right)^{2}}, \tag{10}
\end{equation*}
$$

after some additional transformations we obtain the final general result

$$
\begin{align*}
M_{F}^{2}= & \frac{c_{e}^{2} m^{4}}{64 \pi^{2} f_{a}^{2}} \int_{0}^{\infty} \frac{d v}{v} \int_{0}^{1} \frac{d u}{(1-u)^{1 / 2}} \exp \left(-i v+i \widetilde{q}^{2} \frac{u v}{4}\right) \\
& \times\left\{\left(1-\exp \left(-\frac{i}{48} \chi^{2} u^{2} v^{3}\right)\right) \widetilde{q}^{2}\left(1+\frac{u}{4} \widetilde{q}^{2}+\frac{i}{v}\right)\right. \\
& +\frac{1}{2} \chi^{2} v \exp \left(-\frac{i}{48} \chi^{2} u^{2} v^{3}\right)\left[-i\left(\frac{4}{3}-u\right)\right. \\
& \left.\left.+u v+\frac{1}{3} \widetilde{q}^{2} u v\left(1+\frac{u}{8}\right)-\frac{1}{18} \chi^{2} u^{2} v^{3}\left(1+\frac{u}{8}\right)\right]\right\} \tag{11}
\end{align*}
$$

where $\tilde{q}^{2}=q^{2} / m^{2}$ and $\chi$ is given by Eq. (3).
Calculation of the integrals in expression (11) is not possible; therefore it is necessary to restrict the discussion to special values of the parameters $\tilde{q}^{2}$ and $\chi$.

1. $\chi \ll 1, \tilde{q}^{2}$ anywhere in the spacelike region $\tilde{q}^{2}<0$. The leading contribution here is obtained by formally expanding expression (11) in $\chi^{2}$. After some simple calculations we find

$$
\begin{align*}
M_{F}^{2}= & \frac{c_{e}^{2} m^{4} \chi^{2}}{96 \pi^{2} f_{a}^{2}} \frac{\left(\Delta-\tilde{q}^{2}\right)^{2}}{\Delta^{4}}\left\{3\left[2+(4-\Delta) \frac{\Delta+\widetilde{q}^{2}}{\Delta-\widetilde{q}^{2}}\right]\right. \\
& +\frac{4}{\Delta} \frac{\Delta-\tilde{q}^{2}}{\Delta+\tilde{q}^{2}}\left[1+\frac{4}{\left(\Delta-\tilde{q}^{2}\right)^{4}}\left(\Delta+\widetilde{q}^{2}\right)\right. \\
& \left.\left.\times\left(\Delta^{2}+\widetilde{q}^{4}\right)\left(2 \Delta-\widetilde{q}^{2}\right)\right] \ln \left(\frac{\Delta+\widetilde{q}^{2}}{\Delta-\widetilde{q}^{2}}\right)\right\}, \tag{12}
\end{align*}
$$

where $\Delta=\left(\tilde{q}^{4}-4 \tilde{q}^{2}\right)^{1 / 2}$. Analytic continuation into the region $\tilde{q}^{2}>0$ is realized by familiar methods. ${ }^{8}$ This form, however, is uninteresting since it in fact describes virtual effects and in any case makes only a small field correction to the mass operator in the absence of an external field.
2. In the description of the behavior of a physical axion $q^{2}=m_{a}^{2}$ in an external electromagnetic field, by virtue of its negligibly small mass we can in fact set $\widetilde{q}^{2}=0$ in expression (11).

Introducing the complex-valued Hardy-Stokes function

$$
\begin{equation*}
f(x)=i \int_{0}^{\infty} d t \exp \left[-i\left(t x+\frac{t^{3}}{3}\right)\right] \tag{13}
\end{equation*}
$$

whose imaginary part coincides with the well-known Airy function $\Phi(x)$, after transforming from the variable $v$ to the new variable

$$
\begin{equation*}
t=v / x, \quad x=(4 / \chi u)^{2 / 3}, \tag{14}
\end{equation*}
$$

we obtain

$$
\begin{align*}
M_{F}^{2}= & \frac{c_{e}^{2} m^{4} \chi^{2}}{384 \pi^{2} f_{a}^{2}} \int_{0}^{1} \frac{x d u}{(1-u)^{1 / 2}}[-(4-3 u) f \\
& \left.+3 u x f^{\prime}+\frac{1}{6} \chi^{2} u^{2}\left(1+\frac{u}{8}\right) x^{3} f^{\prime \prime \prime}\right] \tag{15}
\end{align*}
$$

Using the differential equation for the function $f(x)$

$$
\begin{equation*}
f^{\prime \prime}-x f=-1, \tag{16}
\end{equation*}
$$

it is more convenient, taking the explicit form of $x$ (14) into account, to rewrite formula (15) in the form

$$
\begin{align*}
M_{F}^{2}= & \frac{c_{e}^{2} m^{4} \chi^{2}}{288 \pi^{2} f_{a}^{2}} \int_{0}^{1} \frac{x d u}{(1-u)^{1 / 2}} \\
& \times\left[\left(-1+\frac{5}{2} u\right) f+\left(2+\frac{5}{2} u\right) x f^{\prime}\right] . \tag{17}
\end{align*}
$$

This expression for arbitrary finite $\chi$ has both a real and an imaginary part, where the latter is related to the probability $W_{F}$ of pair creation by an axion in a crossed field by the unitarity condition

$$
\begin{equation*}
\operatorname{Im} M_{F}^{2}=-q_{0} W_{F} . \tag{18}
\end{equation*}
$$

a) $\chi \ll 1$. To find the real part it is sufficient to use the expansion

$$
\left.f(x)\right|_{x \gg 1}=\frac{1}{x}+\frac{2}{x^{4}}+\ldots,
$$

after which we easily obtain

$$
\begin{equation*}
\operatorname{Re} M_{F}^{2} \simeq-\frac{c_{e}^{2} m^{4} \chi^{2}}{48 \pi^{2} f_{a}^{2}} \tag{19}
\end{equation*}
$$

This result follows from Eq. (12) for $\tilde{q}^{2}=0$ and is valid in arbitrary $F=$ const, since the possible difference consists in adding a term of the form $h\left(m_{a}^{2} / m^{2}\right)$ to $\chi^{2}$ in Eq. (19), which is negligibly small.

Next, replacing $f$ by $\Phi$ in expression (17) and using the asymptotic limit of the Airy functions as $x \rightarrow \infty$,

$$
\begin{equation*}
\Phi(x) \simeq \frac{\sqrt{\pi}}{2 x^{1 / 4}} \exp \left(-\frac{2}{3} x^{3 / 2}\right) \tag{20}
\end{equation*}
$$

employing standard integral formulas ${ }^{9}$ we find the following approximate expression for the imaginary part of $M_{F}^{2}$ :

$$
\begin{equation*}
\operatorname{Im} M_{F}^{2} \simeq-\left(\frac{3}{2}\right)^{1 / 2} \frac{c_{e}^{2} m^{4}}{32 \pi f_{a}^{2}} \chi \exp \left(-\frac{8}{3 \chi}\right) \tag{21}
\end{equation*}
$$

Such a dependence (taking Eq. (18) into account) of $W_{F}$ on $\chi$ is of a general character and was noted, for example, in Ref. 7 for the process of pair formation by a photon in a crossed field.
b) $\chi \gg 1$. In the treatment of this limit we cannot set $f(x) \rightarrow f(0)$ and $f^{\prime}(x) \rightarrow f^{\prime}(0)$ in (17), since the integral will diverge; therefore the calculations require care. To this end, we split the integral in Eq. (17) into three parts

$$
\begin{equation*}
I=I_{1}+I_{2}+I_{3}, \tag{22}
\end{equation*}
$$

$$
\left\{\begin{array}{l}
I_{1}  \tag{22a}\\
I_{2} \\
I_{2}
\end{array}\right\}=\int_{0}^{1} \frac{d u x}{\sqrt{1-u}}\left\{\begin{array}{c}
\frac{5}{2} u x f^{\prime} \\
2 x f^{\prime} \\
\left(-1+\frac{5}{2} u\right) f
\end{array}\right\}
$$

First note that in the calculation of an integral of the type

$$
\begin{equation*}
J=\int_{0}^{1} d u f(x) \varphi(u) \tag{23}
\end{equation*}
$$

in the asymptotic limit $\chi \rightarrow \infty$, taking the argument of (14) into account, the leading term can be obtained by making the substitution $f(x) \rightarrow f(0)$ if the remaining part of the integral converges, while the following term of the expansion $\delta J$ is formed in the region $u \leq \chi^{-1}$, where $x$ is large and $f \simeq 1 / x$. We then easily find that

$$
\begin{equation*}
\delta J \propto 1 / \chi^{\alpha+1} \tag{23a}
\end{equation*}
$$

where $\alpha$ is determined by the condition $\left.\varphi\right|_{u \rightarrow 0} \propto u^{\alpha}$. This is done by making the substitution $f \rightarrow f^{\prime}$ in Eq. (23). The asymptotic limit $I_{1}$ is then determined in the conventional way by taking the value of the resulting integral, ${ }^{9}$ and is equal to

$$
\begin{equation*}
I_{1}=15 \sqrt{\pi} f^{\prime}(0) \frac{\Gamma(2 / 3)}{\Gamma(1 / 6)}\left(\frac{4}{\chi}\right)^{4 / 3}+O\left(\frac{1}{\chi^{2}}\right) \tag{24}
\end{equation*}
$$

Taking relation (23a) into account we write the term $I_{2}$ in the form

$$
\begin{aligned}
I_{2}= & 2 \int_{0}^{1} d u x^{2} f^{\prime}(x) \\
& +2 f^{\prime}(0) \int_{0}^{1} d u x^{2}\left(\frac{1}{\sqrt{1-u}}-1\right)+O\left(\frac{1}{\chi^{2}}\right) .
\end{aligned}
$$

Since

$$
f^{\prime}(x)=-\frac{3}{2}\left(\frac{\chi}{4}\right)^{2 / 3} u^{5 / 3} \frac{d f}{d u},
$$

the first integral can be integrated by parts, and the second integral, upon making the substitution $u=1-y^{2}$, reduces to a tabulated integral ${ }^{9}$ giving

$$
\begin{align*}
I_{2}= & -3\left(\frac{4}{\chi}\right)^{2 / 3}\left[f(0)+\left(\frac{4}{\chi}\right)^{2 / 3} f^{\prime}(0)\right]+\int_{0}^{1} d u x f(x) \\
& -6 f^{\prime}(0)\left(\frac{4}{\chi}\right)^{4 / 3} F\left(1, \frac{4}{3} ; \frac{5}{3} ;-1\right)+O\left(\frac{1}{\chi^{2}}\right), \tag{25}
\end{align*}
$$

where $F$ is the hypergeometric function.
Taking relation (23a) into account we write the term $I_{3}$ in the form

$$
\begin{align*}
I_{3}= & f(0) \int_{0}^{1} \frac{d u x}{\sqrt{1-u}}\left(\frac{5}{2} u-1\right)+3 f(0)\left(\frac{4}{\chi}\right)^{2 / 3} \\
& -\int_{0}^{1} d u x f(x)+O\left(\frac{1}{\chi^{2}}\right) . \tag{26}
\end{align*}
$$

The first term vanishes identically, ${ }^{9}$ and the last two terms cancel when combined with $I_{2}$ (25).

Finally, taking expressions (22) and (24)-(26) and the value

$$
f^{\prime}(0)=\frac{\Gamma(2 / 3)}{2 \cdot 3^{1 / 3}}(1-i \sqrt{3})
$$

into account, we obtain the asymptotic limit of the mass operator (17)

$$
\begin{align*}
M_{F}^{2}= & \frac{c_{e}^{2} m^{4}}{f_{a}^{2}} \frac{6^{2 / 3} \Gamma(2 / 3)(1-i \sqrt{3})}{144 \pi^{2}}\left\{5 \sqrt{\pi} \frac{\Gamma(2 / 3)}{\Gamma(1 / 6)}\right. \\
& \left.+2 F\left(1, \frac{4}{3} ; \frac{5}{3} ;-1\right)-1\right\}\left[\chi^{2 / 3}+O(1)\right] \tag{27}
\end{align*}
$$

where the value in braces is positive.
Note that in the electrodynamics of a strong field the typical dependence at large $\chi$ has the form $\chi^{2 / 3}$ (e.g., in the asymptotic limit of the probability of the process $\gamma$ $\rightarrow e^{+} e^{-}$; see Ref. 7) and is universal, similar to the logarithmic dependence at high energies in the absence of a field. As noted in Ref. 7, replacing the logarithmic dependence by a power-law dependence in an external field leads to an increase in the role of radiative corrections at high energies. The situation is analogous in axion interactions since $M_{F}^{2}$ is also proportional to $\chi^{2 / 3}(27)$.

Turning now to a discussion of the results, let us first walk through a formal comparison of the effective "mass", $m_{\text {eff }}=\left|M_{F}^{2}\right|^{1 / 2}$ with the QCD mass $m_{a}$, where in the optimal version we should use expression (27). After some transformations we find to order of magnitude

$$
\begin{equation*}
m_{\mathrm{eff}} \sim 10^{-6} c_{e} \chi^{1 / 3} m_{a}, \tag{28}
\end{equation*}
$$

where we have used the relation $m_{a} f_{a} \simeq 6 \times 10^{4} \mathrm{MeV}^{2}$. Taking $c_{e} \sim 1$, we conclude that interaction effects of the axion with the magnetized electron-positron vacuum can dominate at values $\chi \geqslant 10^{18}$, which is unrealizable even in astrophysical situations.

The concrete physical interpretation of the electromagnetic correction $\delta m_{a}$ to the axion mass simplifies for reasonable values of $\chi \ll 1$, where $\left|\operatorname{Re} M_{F}^{2}\right| \gtrdot\left|\operatorname{Im} M_{F}^{2}\right|$. It then follows from Eq. (19) that

$$
\begin{equation*}
\delta m_{a}=\sqrt{M_{F}^{2}} \simeq i \frac{c_{e} m^{2} \chi}{4 \sqrt{3} \pi f_{a}} \tag{29}
\end{equation*}
$$

i.e., $\delta m_{a}$ is purely imaginary. Physically, this implies the presence of refractive effects in the propagation of an axion in an electromagnetic field; however, they have no practical significance in any case due to their obvious smallness. Nevertheless, the given circumstance is fundamental since coupling of the form (2), i.e., pseudovector $\otimes$ pseudovector, leads to the absence of refraction for a finite density of the electron gas $^{3}$ (in contrast to the coupling pseudoscalar $\otimes$ pseudoscalar). As can be seen, in the propagation of an axion in an electromagnetic field allowing for polarization of the electron-positron vacuum, the situation is substantially different.

Equations (18), (21), and (27) also determine the probabilities of $e^{+} e^{-}$pair creation by an axion in an electromagnetic field in the asymptotic limits in the parameter $\chi$, which complements the results of Ref. 4, where, in particular, the probability in a superstrong magnetic field was found, and Ref. 5, which in a number of other questions discussed the annihilation channel in a crossed field.

Overall the results of this work are an indication of the unchanged applicability of existing ideas about the magnitude of the axion mass, even in the presence of external electromagnetic fields.
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## 1. INTRODUCTION

It has recently been asserted in a number of works (see, for example, Refs. 1 and 2) that anomaly-free quantization of some models of two-dimensional gravity is possible. Specifically, Ref. 1 examined a model of two-dimensional gravity ${ }^{3}$ which in certain variables was described by the same constraints of the first class as those describing a relativistic bosonic string in two-dimensional space-time:

$$
\begin{align*}
& \mathscr{E}=-\mathscr{E}_{0}+\mathscr{E}_{1} \approx 0 \\
& \mathscr{E}_{0}=\frac{1}{2}\left(\left(\pi_{0}\right)^{2}+\left(r^{0 \prime}\right)^{2}\right), \quad \mathscr{E}_{1}=\frac{1}{2}\left(\left(\pi_{1}\right)^{2}+\left(r^{1 \prime}\right)^{2}\right),  \tag{1.1a}\\
& \mathscr{P}=r^{a \prime} \pi_{a}=r^{0 \prime} \pi_{0}+r^{1 \prime} \pi_{1} \approx 0 \tag{1.1b}
\end{align*}
$$

Dimensionless quantities are employed. Here $r^{a}(x)$ and $\pi_{a}(x), a=0,1$, are canonically conjugate fields on a onedimensional manifold, so that the nonzero commutation relations are

$$
\begin{equation*}
\left[r^{a}(x), \pi_{b}(y)\right]=i \delta_{b}^{a} \delta(x-y) \tag{1.2}
\end{equation*}
$$

A prime or overdot signifies a derivative $\partial / \partial x$ or $\partial / \partial t$, respectively.

The ground state of the theory is determined at this stage of quantization. This makes it possible to perform normal ordering of the operator in the constraints (1.1). The determined normal ordering in the constraints can lead in turn to anomalies in the commutators of the constraints. These anomalies partially violate the weak equalities (1.1). To determine the ground state of the field, $r^{a}$ and $\pi_{a}$ are expanded in the modes that arise when solving the Heisenberg equations

$$
\begin{align*}
i \dot{r}^{a} & =\left[r^{a}, \mathscr{H}\right], \quad i \dot{\pi}_{a}=\left[\pi_{a}, \mathscr{H}\right], \\
\mathscr{H} & =\int d x \mathscr{E} . \tag{1.3}
\end{align*}
$$

The solutions of Eqs. (1.2) and (1.3) can be written in the form

$$
\begin{aligned}
r^{a}(t, x)= & \int \frac{d k}{2 \pi} \frac{1}{\sqrt{2|k|}}\left\{c_{k}^{a} \exp (-i(|k| t-k x))\right. \\
& \left.+c_{k}^{a+} \exp (i(|k| t-k x))\right\}
\end{aligned}
$$

$$
\begin{align*}
\pi^{a}(t, x)= & -i \int \frac{d k}{2 \pi} \sqrt{\frac{|k|}{2}}\left\{c_{k}^{a} \exp (-i(|k| t-k x))\right. \\
& \left.-c_{k}^{a+} \exp (i(|k| t-k x))\right\} \\
{\left[c_{k}^{a}, c_{p}^{b+}\right] } & =2 \pi \eta^{a b} \delta(k-p), \quad\left[c_{k}^{a}, c_{p}^{b}\right]=0 \tag{1.4}
\end{align*}
$$

Here $\eta^{a b}$ (below- $\left.\eta^{\mu \nu}\right)=\operatorname{diag}(-1,1)$. We also have the commutation relations

$$
\begin{equation*}
\left[\mathscr{H}, c_{k}^{a}\right]=-|k| c_{k}^{a}, \quad\left[\mathscr{H}, c_{k}^{a+}\right]=|k| c_{k}^{a+} . \tag{1.5}
\end{equation*}
$$

In conventional quantization the operators $c_{k}^{a}$ are annihilation operators, while their hermitian conjugate operators $c_{k}^{a+}$ are creation operators. The ground state $|0\rangle$ satisfies the conditions

$$
\begin{equation*}
c_{k}^{a}|0\rangle=0 \tag{1.6}
\end{equation*}
$$

Normal ordering of the operators $\left(c_{k}^{a+}, c_{k}^{a}\right)$ in the quantities (1.1) means that the creation operators stand to the left of all annihilation operators.

Let us consider the state

$$
\begin{equation*}
|k, a\rangle=c_{k}^{a+}|0\rangle \tag{1.7}
\end{equation*}
$$

It follows immediately from the commutation relations (1.5) that

$$
\begin{equation*}
\mathscr{H}|k, a\rangle=\left(|k|+E_{0}\right)|k, a\rangle, \tag{1.8}
\end{equation*}
$$

where $E_{0}$ is the value of the operator $\mathscr{H}$ for the ground state. The relation (1.8) signifies that the operator $\mathscr{H}$ is positivedefinite.

In consequence of Eqs. (1.4) and (1.6) we have for the scalar product of the vectors (1.7)

$$
\begin{equation*}
\langle k, a \mid p, b\rangle=2 \pi \eta^{a b} \delta(k-p) \tag{1.9}
\end{equation*}
$$

Hence it is seen that the metric in the full state space is indefinite.

Next, let us calculate the commutator [ $\mathscr{E}, \mathscr{P}]$. According to Eq. (1.1) it can be represented as a sum of two terms

$$
\begin{align*}
{[\mathscr{E}(x), \mathscr{P}(y)]=} & -\left[\mathscr{E}_{0}(x), r^{0 \prime} \pi_{0}(y)\right] \\
& +\left[\mathscr{E}_{1}(x), r^{1 \prime} \pi_{1}(x)\right] . \tag{1.10}
\end{align*}
$$

In consequence of Eq. (1.2), both commutators on the righthand side of Eq. (1.10) are identical to within a change of the index $a$. These commutators are proportional (to within the
ordering) to the quantities $\mathscr{E}_{0}$ and $\mathscr{E}_{1}$, respectively. As is well known, normal ordering of the operators in these commutators leads to anomalies.

Indeed, it follows from the commutation relations (1.4) that the correspondences $c_{k}^{0} \leftrightarrow c_{k}^{1+}$ and $c_{k}^{0+} \leftrightarrow c_{k}^{1}$ establish an isomorphism of the Heisenberg algebras $H_{0}$ and $H_{1}$, whose generators are $\left(c_{k}^{0}, c_{k}^{0+}\right)$ and $\left(c_{k}^{1+}, c_{k}^{1}\right)$, respectively. In this case the normal ordering of the operators in the algebra $H_{1}$ is transformed by the indicated isomorphism into antinormal ordering in the algebra $H_{0}$. It is known that in problems of the type we are studying normal and antinormal orderings lead to anomalies that differ only in sign. Therefore the contribution of the first commutator on the right-hand side of the Eq. (1.10) to the anomaly will be $-A$ and that of the second will be $A$. But, since a minus sign stands in front of the first commutator in Eq. (1.10), the anomaly in Eq. (1.10) equals $-(-A)+A=2 A$.

Let us now examine the problem from a different point of view.

In Ref. 1 it is asserted that in the present theory the positive-definiteness condition (1.8) for the operator $\mathscr{H}$ is not necessary. The initial requirement of the theory is satisfaction of the weak equalities (1.1). Therefore we have the right to reject the quantization conditions (1.6) and replace them with the conditions

$$
\begin{equation*}
c_{k}^{0+}|0\rangle=0, \quad c_{k}^{1}|0\rangle=0 . \tag{1.11}
\end{equation*}
$$

Under the quantization conditions (1.11) the basis of the full Fock space of the theory consists of vectors of the form

$$
\begin{equation*}
c_{k_{1}}^{0} \ldots c_{k_{m}}^{0} c_{p_{1}}^{1+} \ldots c_{p_{n}}^{1+}|0\rangle . \tag{1.12}
\end{equation*}
$$

It follows from the commutation relations (1.4) that the scalar product of the states (1.12) is positive-definite. Moreover, there is no anomaly in the operator algebra (1.1).

Indeed, under the conditions (1.11) normal ordering consists of arranging the operators $\left(c_{k}^{0}, c_{k}^{1+}\right)$ to the left of all operators $\left(c_{k}^{0+}, c_{k}^{1}\right)$. This means that normal ordering occurs in both Heisenberg algebras $H_{0}$ and $H_{1}$. Now, with normal ordering both commutators in (1.10) make the same contribution, equal to $A$, to the anomaly. If we take account of the minus sign in front of the first commutator on the right-hand side of the equality (1.10), the total anomaly is $-A+A=0$.

The absence of an anomaly in the operator algebra $(\mathscr{E}, \mathscr{P})$ makes it possible to satisfy all weak equalities $\mathscr{E} \approx 0$ and $\mathscr{P} \approx 0$. Two physical states which the operators $\mathscr{E}$ and $\mathscr{P}$ annihilate are presented in Ref. 1:

$$
\Psi_{\text {gravity }}\left(r^{a}\right)=\exp \pm \frac{i}{2} \int d x \varepsilon_{a b} r^{a} r^{b \prime}
$$

In the present paper we shall likewise reexamine the quantization conditions for a relativistic string in twodimensional space-time. In so doing, we shall determine the space of physical states with a positive-definite scalar product. The nonphysical states are not studied in the theory. The physical states annihilate all constraints of the first class, i.e., all operators are Virasoro. The physical states are characterized by a continuous parameter, which has the meaning of momentum. However, in our theory not all dynamical vari-
ables are linear operators in the space of physical states. In the proposed theory the states of a relativistic string in twodimensional space-time are found to be identical to the states of a massless chiral particle.

## 2. RELATIVISTIC BOSONIC STRING IN TWO-DIMENSIONAL SPACE-TIME

Let $X^{\mu}, \mu=0,1$, be coordinates in two-dimensional Minkowski space. Let us examine the Nambu action for a bosonic string

$$
\begin{equation*}
S=-\frac{1}{l^{2}} \int \sqrt{-g} d^{2} \xi=\int d \tau \mathscr{C} \tag{2.1}
\end{equation*}
$$

Here $\xi^{a}=(\tau, \phi)$ are the parameters of the world sheet of the string and

$$
g=\operatorname{det} g_{a b}, \quad g_{a b}=\eta_{\mu \nu} \frac{\partial X^{\mu}}{\partial \xi^{a}} \frac{\partial X^{\nu}}{\partial \xi^{b}}
$$

Here $\tau$ is timelike and $\phi$ is spacelike. The partial derivatives $\partial / \partial \tau$ and $\partial / \partial \phi$ will be denoted below by an overdot and a prime, respectively. It is easy to show that the generalized momenta $\pi_{\mu}=\partial \mathscr{C} / \partial \dot{X}^{\mu}$ satisfy the conditions

$$
\begin{align*}
& \mathscr{E}=\frac{l^{2}}{2} \pi_{\mu} \pi^{\mu}+\frac{1}{2 l^{2}} X^{\mu \prime} X_{\mu}^{\prime} \approx 0 \\
& \mathscr{P}=X^{\mu \prime} \pi_{\mu} \approx 0 \tag{2.2}
\end{align*}
$$

The quantities $\mathscr{E}(\phi)$ and $\mathscr{P}(\phi)$ exhaust all constraints of the first class. The Hamiltonian of the system is

$$
\mathscr{H}=\int d \phi \pi_{\mu} \dot{\phi}^{\mu}-\mathscr{C} \approx 0 .
$$

For this reason, following Dirac, we must employ a generalized Hamiltonian which is an arbitrary linear combination of constraints of the first kind of (2.2)

$$
\begin{equation*}
\mathscr{H}_{T}=\int d \phi(v \mathscr{P}+w \mathscr{E}) \tag{2.3}
\end{equation*}
$$

The equations of motion can be obtained from the variational principle

$$
\begin{equation*}
\delta S=\delta\left\{\int d \tau\left(\int d \phi \pi_{\mu} \dot{X}^{\mu}-\mathscr{H}_{T}\right)\right\}=0 . \tag{2.4}
\end{equation*}
$$

In the case of an open string, when $\phi$ varies from 0 to $\pi$, the variational principle (2.4) gives, besides the equations of motion, the boundary conditions

$$
\begin{equation*}
\left.\left(v \pi_{\mu}+w \frac{1}{l^{2}} X_{\mu}^{\prime}\right)\right|_{\phi=0, \pi}=0 \tag{2.5}
\end{equation*}
$$

which ordinarily are replaced by the conditions

$$
\begin{equation*}
\left.v\right|_{\phi=0, \pi}=0,\left.\quad X_{\mu}^{\prime}\right|_{\phi=0, \pi}=0 . \tag{2.6}
\end{equation*}
$$

For a closed string, besides a boundary condition, there is also a periodicity condition.

Let us study an open string next.
The first step in the quantization process is to postulate the commutation relations for the generalized coordinates and momenta:

$$
\begin{equation*}
\left[X^{\mu}(\phi), \pi^{\nu}\left(\phi^{\prime}\right)\right]=i \eta^{\mu \nu} \delta\left(\phi-\phi^{\prime}\right) \tag{2.7}
\end{equation*}
$$

The commutation relations (2.7) and the boundary conditions (2.6) are satisfied if

$$
\begin{align*}
X^{\mu}(\phi) & =\frac{1}{\sqrt{\pi}}\left(x^{\mu}+i \sum_{n \neq 0} \frac{1}{n} \alpha_{n}^{\mu} \cos n \phi\right), \\
\pi^{\mu}(\phi) & =\frac{1}{\sqrt{\pi} l} \sum_{n} \alpha_{n}^{\mu} \cos n \phi \tag{2.8}
\end{align*}
$$

and the elements $\left(x^{\mu}, \alpha_{n}^{\mu}\right)$ satisfy the commutation relations

$$
\begin{align*}
& {\left[x^{\mu}, \alpha_{n}^{\nu}\right]=i \eta^{\mu \nu} \delta_{n}, \quad\left[x^{\mu}, x^{\nu}\right]=0,} \\
& {\left[\alpha_{m}^{\mu}, \alpha_{n}^{\nu}\right]=m \eta^{\mu \nu} \delta_{m+n} .} \tag{2.9}
\end{align*}
$$

Since the quantities (2.8) are real,

$$
\begin{equation*}
x^{\mu+}=x^{\mu}, \quad \alpha_{n}^{\mu+}=\alpha_{-n}^{\mu} . \tag{2.10}
\end{equation*}
$$

The constraints (2.2) can be represented as

$$
\begin{equation*}
(\mathscr{E} \pm \mathscr{P})(\phi)=\frac{1}{2}\left(\xi_{ \pm}^{\mu}(\phi)\right)^{2}, \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{ \pm}^{\mu}(\phi)=\frac{1}{\sqrt{\pi}} \sum_{n} \alpha_{n}^{\mu} \exp (\mp \operatorname{in} \phi) \tag{2.12}
\end{equation*}
$$

Hence it is seen that $\mathscr{E}-\mathscr{P}$ differs from $\mathscr{E}+\mathscr{P}$ by the replacement of $\phi$ by $-\phi$. This simplifies the analysis, since on the interval $-\pi \leqslant \phi \leqslant \pi$ the quantity $\mathscr{C}+\mathscr{P}$ contains all information about the quantities $\mathscr{E} \pm \mathscr{P}$ on the interval $0 \leqslant \phi$ $\leqslant \pi$. Therefore, the Fourier components

$$
\begin{equation*}
L_{n}=\frac{1}{2} \int_{-\pi}^{\pi} d \phi(\mathscr{E}+\mathscr{P}) \exp (\text { in } \phi) \tag{2.13}
\end{equation*}
$$

are equivalent to the set of quantities (2.2) for $0 \leqslant \phi \leqslant \pi$. According to Eqs. (2.11)-(2.13), we have

$$
\begin{equation*}
L_{n}=\frac{1}{2}: \sum_{m} \alpha_{n-m}^{\mu} \alpha_{\mu m}: \tag{2.14}
\end{equation*}
$$

The meaning of the ordering operation in Eq. (2.14) is determined by the quantization method.

Let us also write out expressions for the momentum and angular momentum of a string:

$$
\begin{equation*}
P^{\mu}=\int_{0}^{\pi} d \phi \pi^{\mu}, \quad J^{\mu \nu}=\int_{0}^{\pi} d \phi\left(X^{\mu} \pi^{\nu}-X^{\nu} \pi^{\mu}\right) \tag{2.15}
\end{equation*}
$$

With the aid of Eqs. (2.6) and (2.7) we immediately verify that

$$
\left[P^{\mu}, \mathscr{H}_{T}\right]=0, \quad\left[J^{\mu \nu}, \mathscr{H}_{T}\right]=0 .
$$

This means that the momentum and angular momentum of the string are conserved.

In the currently employed quantization the ground state $|0\rangle$ satisfies the conditions

$$
\begin{equation*}
\alpha_{m}^{\mu}|0\rangle=0, \quad m \geqslant 0 \tag{2.16}
\end{equation*}
$$

The complete space of states is a linear span of vectors of the form

$$
\begin{equation*}
\alpha_{m_{1}}^{\mu_{1}} \ldots \alpha_{m_{s}}^{\mu_{s}}|0\rangle, \quad m_{i}<0 \tag{2.17}
\end{equation*}
$$

Therefore all $\alpha_{m}^{\mu}$ are linear operators in the full space of states. From Eqs. (2.9) and (2.16) it follows that the metric in the state space (2.17) is indefinite. The ordering in Eq. (2.14) means that the operators $\alpha_{m}^{\mu}$ with $m<0$ are arranged to the left of all operators $\alpha_{n}^{\mu}$ for $n \geqslant 0$. With this ordering the commutators of Virasoro operators contain anomalies

$$
\begin{equation*}
\left[L_{n}, L_{m}\right]=(n-m) L_{n+m}+\frac{1}{12} D\left(n^{3}-n\right) \tag{2.18}
\end{equation*}
$$

Here $D$ is the dimension of the $x$ space, which in our case is 2. Therefore the most that can be achieved is annihilation of the operators $L_{n}$ with $n \geqslant 0$. As a result the theory is consistent only for $D=26$. A detailed study of the problems arising with the quantization (2.16) can be found in Ref. 4.

We shall now present the path proposed here for quantization of a two-dimensional string that leads to a selfconsistent theory of a string in a space of two dimensions. Our method of quantization of a string is similar to Dirac's method of quantization of the electromagnetic field (see Ref. 5, and also Appendix).

Let

$$
\begin{equation*}
x_{ \pm}=x^{0} \pm x^{1}, \quad \alpha_{m}^{( \pm)}=\alpha_{m}^{0} \pm \alpha_{m}^{1} \tag{2.19}
\end{equation*}
$$

From Eq. (2.9) we obtain

$$
\begin{align*}
& {\left[\alpha_{m}^{(+)}, \alpha_{n}^{(+)}\right]=\left[\alpha_{m}^{(-)}, \alpha_{n}^{(-)}\right]=0} \\
& {\left[\alpha_{m}^{(+)}, \alpha_{n}^{(-)}\right]=-2 m \delta_{m+n}} \\
& {\left[x_{+}, x_{-}\right]=0, \quad\left[x_{+}, \alpha_{n}^{(+)}\right]=\left[x_{-}, \alpha_{n}^{(-)}\right]=0,} \\
& {\left[x_{+}, \alpha_{n}^{(-)}\right]=-2 i \delta_{n}, \quad\left[x_{-}, \alpha_{n}^{(+)}\right]=-2 i \delta_{n}} \tag{2.20}
\end{align*}
$$

Let us write the Virasoro operators in the variables $\alpha^{( \pm)}$:

$$
\begin{equation*}
L_{n}=-\frac{1}{2}: \sum_{m} \alpha_{n-m}^{(+)} \alpha_{m}^{(-)}: \tag{2.21}
\end{equation*}
$$

By definition, the ordering operation in Eq. (2.21) signifies that either the elements $\alpha^{(+)}$are arranged to the left of all elements $\alpha^{(-)}$or the elements $\alpha^{(-)}$are arranged to the left of all elements $\alpha^{(+)}$. Both orders are equivalent. Indeed,

$$
\sum_{m} \alpha_{m}^{(-)} \alpha_{m}^{(+)}=\sum_{m} \alpha_{m}^{(+)} \alpha_{m}^{(-)}+2 \sum_{m} m .
$$

It can be assumed that the last sum is zero, since it can be written as $\zeta(-1)-\zeta(-1)$, where $\zeta(s)$ is the Reimann zeta function. It is known that the zeta function

$$
\zeta(s) \equiv \sum_{n=1}^{\infty} n^{-s}
$$

possesses a unique analytical continuation to the point $s=-1$ and $\zeta(-1)=-1 / 12$.

For definiteness, let us choose the same ordering as in Eq. (2.21).

According to Eq. (2.20), we have

$$
\begin{equation*}
\left[L_{m}, \alpha_{n}^{(-)}\right]=-n \alpha_{m+n}^{(-)} . \tag{2.22}
\end{equation*}
$$

One can see from Eqs. (2.20) and (2.22) that the weak inequalities $\alpha_{n}^{(-)} \approx 0$ and $L_{n} \approx 0$ are algebraically compatible. For this reason, we determine the physical states as the states satisfying the conditions

$$
\begin{equation*}
\alpha_{n}^{(-)}| \rangle=0, \quad n=0, \pm 1, \ldots \tag{2.23}
\end{equation*}
$$

It follows immediately from Eqs. (2.23) and (2.21) that

$$
\begin{equation*}
L_{n}| \rangle=0, \quad n=0, \pm 1, \ldots \tag{2.24}
\end{equation*}
$$

for any physical states. The inequalities (2.24) signify that for the quantization (2.23) the Virasoro algebra has no anomalies:

$$
\begin{equation*}
\left[L_{n}, L_{m}\right]=(n-m) L_{n+m} \tag{2.25}
\end{equation*}
$$

The last formula can also be easily obtained by direct calculation of the commutators, provided that the ordering is assumed to be the same as in Eq. (2.21). The quantization conditions (2.23) are precisely analogous to the quantization conditions (A8) used by Dirac to quantize the electromagnetic field. ${ }^{5}$

We call attention to the fact that states of the form

$$
\begin{equation*}
\alpha_{n}^{(+)}| \rangle, \quad n \neq 0, \tag{2.26}
\end{equation*}
$$

are not studied in this theory, since these states do not satisfy the conditions (2.23). For this reason, the matrix elements of the quantities $\alpha_{n}^{(+)}$with $n \neq 0$ with respect to the physical states (2.26) cannot be calculated. Therefore the quantities $\alpha_{n}^{(+)}$with $n \neq 0$ cannot be operators in the space of physical states. Hence it follows that observables cannot depend on the elements $\alpha_{n}^{(+)}$with $n \neq 0$. In other words, observables must commute with all operators $\alpha_{n}^{(-)}$. According to Eq. (2.20), there are two such quantities: $x_{-}$and $p_{+}\left(p_{ \pm} \equiv \alpha_{0}^{( \pm)}\right)$. Both are real.

Thus we can see that the quantities $\alpha_{n}^{\mu}$ with $n \neq 0$ are not, generally speaking, linear operators in state space in the conventional sense. Here we adhere to the concept formulated and applied by Dirac in Ref. 5. According to this concept, in quantum field theory linear operators operating in certain linear spaces are replaced by so-called $q$ numbers, which form an associative noncommutative algebra with an involution over the complex numbers. Here we shall formulate Dirac's concept using the conventional mathematical terminology.

Let $\not \subset$ be an associative noncommutative involutory algebra with an identity over the complex numbers. Associativity means that for any elements $u, v$, and $w$ of the algebra $\mathscr{A}$ and any number $c$ the inequalities

$$
(u v) w=u(v w), \quad(c u) v=u(c v)=c(u v) .
$$

hold. The involution property of the algebra means that there exists a mapping $u \mapsto u^{+}$from $\not \subset$ into $\mathscr{A}$ such that
$\left(u^{+}\right)^{+}=u, \quad\left(c_{1} u+c_{2} v\right)^{+}=\bar{c}_{1} u^{+}+\bar{c}_{2} v^{+}, \quad(u v)^{+}=v^{+} u^{+}$
for any $u, v \in \mathscr{A}$ and any numbers $c_{1}$ and $c_{2}$. An overbar signifies complex conjugation. It $u^{+}=u$ holds, the element $u$ is said to be hermitian.

It is also assumed that the algebra $\mathscr{A}$ has a system of generators $\left\{\alpha_{p}\right\}$ for which all relations are limited by the form of the commutators

$$
\left[\alpha_{p}, \alpha_{p^{\prime}}\right]=c_{p p^{\prime}}
$$

Here $c_{p p^{\prime}}$ are complex $c$ numbers (in the Dirac sense).
The definition of involutory algebras (or algebras with involution) and other mathematical definitions presented here can be found in Refs. 6 and 7.

Let $V$ be a vector space with elements $|\Lambda\rangle,|\Sigma\rangle, \ldots$ over the complex numbers and let $V^{+}$be the complex conjugate space, whose elements are denoted by $\langle\ldots|$. There is a one-to-one correspondence between the elements of the spaces $V$ and $V^{+}$such that $c|\Lambda\rangle \leftrightarrow\langle\Lambda| \bar{c}$.

For any two vectors $|\Lambda\rangle$ and $|\Sigma\rangle$ there exist two complex self-conjugate $c$-number quantities $\langle\Lambda \mid \Sigma\rangle$ and $\langle\Sigma \mid \Lambda\rangle$. It is assumed that in the space $V$ there exists a basis $\{|\Lambda\rangle\}$ such that

$$
\begin{equation*}
\langle\Lambda \mid \Sigma\rangle=\delta_{\Lambda \Sigma} \tag{2.27}
\end{equation*}
$$

If the indices $\Lambda$ and $\Sigma$ run through a continuous set, then in Eq. (2.27) $\delta_{\Lambda \Sigma}$ must be interpreted as a delta function. The space $V$ is the space of physical states of the theory.

Let $\mathscr{B} \subset \mathscr{A}$ be a noncommutative involution subalgebra with the identity element. The elements of the subalgebra $\mathscr{B}$ are linear operators in the spaces $V$ and $V^{+}$and, as usual,

$$
(u|\Lambda\rangle)^{+}=\langle\Lambda| u^{+}, \quad u \in \mathscr{B} .
$$

The observables correspond to certain hermitian elements from $\mathscr{B}$. If $u \in \mathscr{A}$ and $u \notin \mathscr{B}$, then the action of the element $u$ on vectors from the spaces $V$ and $V^{+}$, generally speaking, is not defined. This distinguishes the Dirac theory from the conventional quantum field theory.

In the theories under study all vectors of the space $V$ are, ordinarily, annihilated by a series of operators of the subalgebra $\mathscr{B}$. Therefore the conditions

$$
\begin{equation*}
u_{N}| \rangle=0, \quad u_{N^{\prime}}| \rangle=0, \ldots,| \rangle \in V \tag{2.28}
\end{equation*}
$$

hold. The indices $N, N^{\prime}, \ldots$ in Eq. (2.28) run through a certain set $J$ of indices. The conditions (2.28) must be algebraically compatible, i.e., the relations

$$
\left[u_{N}, u_{N^{\prime}}\right]=\sum_{N^{\prime \prime}} \kappa_{N N^{\prime}, N^{\prime \prime}} u_{N^{\prime \prime}},
$$

where $N, N^{\prime}, N^{\prime \prime} \in J$ and $k_{N N^{\prime}, N^{\prime \prime}}$ can be any elements of the algebra $\mathscr{A}$, must hold. Evidently, the operators $u_{N}$ in Eq. (2.28) do not include the identity or simply unity. We denote by $\mathscr{N} \subset \mathscr{B}$ the subalgebra without identity with the generators $\left\{u_{N}\right\}$, where $N \in J$. Thus $\mathscr{N}$ annihilates the space of physical states $V$.

Let us now examine the set of elements of the form $u v$, where $u \in \mathscr{A}$ and $v \in \mathscr{N}$. We denote this set as $\mathscr{N}^{\prime}$. It is evident from the definition that $\mathscr{N}^{\prime}$ is a left $\mathscr{A}$-module and a subalgebra in $\mathscr{A}$, but $\mathscr{N}^{\prime}$ is not a subalgebra in $\mathscr{B}$. Nonetheless, the action of the subalgebra $\mathscr{N}^{\prime \prime}$ on the space $V$ is defined since it is trivial: $\mathscr{N}^{\prime}$ annihilates the space $V$. We note that the commutator $\left[\mathscr{N}^{\prime}, \mathscr{N}^{\prime}\right]$ is contained in $\mathscr{N}^{\prime}$. Indeed, if $r, s \in \mathscr{A}$ and $u, v \in \mathscr{N}$, then

$$
[r u, s v]=\{[r u, s] v+s[r, v] u+s r[u, v]\} \in \mathscr{N}^{\prime}
$$

since $[u, v] \in \mathscr{N}$. For this reason, the conditions $\mathscr{N}^{\prime} V=0$ are algebraically compatible.

Concrete theories can also contain other elements of the algebra $\mathscr{A}$, which are not contained in either $\mathscr{B}$ or $\mathscr{N}^{\prime}$ and are linear operators on the space $V$.

A distinguishing feature of the Dirac theory is that it does not treat nonphysical state vectors that do not satisfy the conditions (2.28). Moreover, in the Dirac theory there arises an indefinite metric in the state space. This circumstance can radically alter the theory.

Let us return to the discussion of string theory. In the theory proposed here for a two-dimensional string the algebra $\mathscr{C}$ has generators $\left\{x_{ \pm}, \alpha_{m}^{( \pm)}\right\}$, while the subalgebras $\mathscr{B}$ and $\mathscr{N}$ have generators $\left\{x_{-}, p_{+}, \alpha_{m}^{(-)}\right\}$and $\left\{\alpha_{m}^{(-)}\right\}$, respectively. The Virasoro operators $L_{n}$ are contained in the subalgebra $\mathscr{N}^{\prime}$. Note that the algebra of operators $L_{n}$ is an involutory subalgebra in $\mathscr{N}^{\prime}$, and since $L_{n}^{+}=L_{-n}$ holds, the action of the operators $L_{n}$ is defined in both spaces $V$ and $V^{+}$.

From the definitions (2.15) we obtain the following formulas:

$$
\begin{align*}
& \left(\exp \left(i \omega J^{01}\right)\right) \alpha_{m}^{( \pm)}\left(\exp \left(-i \omega J^{01}\right)\right)=(\exp ( \pm \omega)) \alpha_{m}^{( \pm)}, \\
& \left(\exp \left(i \omega J^{01}\right)\right) x_{ \pm}\left(\exp \left(-i \omega J^{01}\right)\right)=(\exp ( \pm \omega)) x_{ \pm} \tag{2.29}
\end{align*}
$$

and

$$
\begin{align*}
& \left(\exp \left(i a_{\mu} P^{\mu}\right)\right) x_{ \pm}\left(\exp \left(-i a_{\mu} P^{\mu}\right)\right)=x_{ \pm}+\frac{\sqrt{\pi}}{l} a_{ \pm}, \\
& \left(\exp \left(i a_{\mu} P^{\mu}\right)\right) \alpha_{m}^{( \pm)}\left(\exp \left(-i a_{\mu} P^{\mu}\right)\right)=\alpha_{m}^{( \pm)} \tag{2.30}
\end{align*}
$$

Here $\omega$ and $a^{\mu}$ are arbitrary real numbers. It is evident from Eqs. (2.29) and (2.30) that translations and Lorentz transformations preserve the condition (2.23).

Both observables $x_{-}$and $p_{+}=\alpha_{0}^{(+)}$are real, and $\left[x_{-}, p_{+}\right]=-2 i$. For this reason, we assume that the physical states are eigenstates of the operator $p_{+}$:

$$
\begin{equation*}
p_{+}|k\rangle=2 k|k\rangle . \tag{2.31}
\end{equation*}
$$

Here $k$ is a continuous real parameter. According to Eq. (2.29)

$$
\begin{equation*}
p_{+}\left(\exp \left(-i \omega J^{01}\right)\right)=(\exp \omega)\left(\exp \left(-i \omega J^{01}\right)\right) p_{+} \tag{2.32}
\end{equation*}
$$

Let us formally operate with the relation (2.32) on the state $|k\rangle$. As a result of Eq. (2.31) we obtain

$$
\begin{equation*}
p_{+}\left(\exp \left(-i \omega J^{01}\right)\right)|k\rangle=2 k e^{\omega}\left(\exp \left(-i \omega J^{01}\right)\right)|k\rangle \tag{2.33}
\end{equation*}
$$

The last identity makes it possible to determine the action of the operators $\left(\exp -i \omega J^{01}\right)$ on the physical states, as follows:

$$
\begin{equation*}
\left(\exp \left(-i \omega J^{01}\right)\right)|k\rangle=f_{\omega}|(\exp \omega) k\rangle \tag{2.34}
\end{equation*}
$$

Here $f_{\omega}$ is a complex number different from zero. If the scalar product on physical state vectors is defined in a Lorentz-invariant manner as

$$
\left\langle k \mid k^{\prime}\right\rangle=k \delta\left(k-k^{\prime}\right),
$$

then $\left|f_{\omega}\right|=1$. From Eq. (2.34) it is evident that one can assume

$$
\begin{equation*}
k>0 . \tag{2.35}
\end{equation*}
$$

The hermitian angular momentum operator can be represented in the form

$$
\begin{align*}
J^{01}= & \frac{1}{2}\left(x_{-} p_{+}-x_{+} p_{-}\right) \\
& +\frac{i}{4} \sum_{n \neq 0} \frac{1}{n}\left(\alpha_{n}^{(-)} \alpha_{-n}^{(+)}-\alpha_{n}^{(+)} \alpha_{-n}^{(-)}\right) . \tag{2.36}
\end{align*}
$$

We can see that although the expression (2.36) does not belong to either the subalgebra $\mathscr{B}$ or the subalgebra $\mathscr{N}^{\prime}$, the action of the quantities $\left(\exp i \omega J^{01}\right)$ on the space of physical states is nonetheless correctly determined.

According to Eqs. (2.8) and (2.15)

$$
P^{\mu}=\frac{\sqrt{\pi}}{l} \alpha_{0}^{\mu}=\frac{\sqrt{\pi}}{2 l}\left\{\left(\delta_{0}^{\mu}+\delta_{1}^{\mu}\right) p_{+}+\left(\delta_{0}^{\mu}-\delta_{1}^{\mu}\right) p_{-}\right\}
$$

Therefore, we obtain from Eqs. (2.23) and (2.31)

$$
\begin{equation*}
P^{\mu}|k\rangle=\frac{\sqrt{\pi}}{l} k^{\mu}|k\rangle, \quad k^{\mu}=(k, k) \tag{2.37}
\end{equation*}
$$

Thus, as a result of the procedure described above for quantizing a two-dimensional string there arises a system similar to a massless chiral quantum particle in space-time with two dimensions.

## 3. CONCLUSIONS

Let us note the differences of the main properties of string theory quantized in the conventional manner from those of the string theory proposed in the present paper. In the conventional quantization there exists a state which is invariant under Lorentz transformations. This state is the ground state. In this respect the conventional string theory is similar to the standard quantum field theory of point objects. In such field theories the ground state ordinarily is Lorentzinvariant. Conversely, in our approach there does not exist a state that is invariant under Lorentz transformations. For this reason, the quantum-string theory proposed above is analogous to a quantum theory of a single relativistic particle. Once again there does not exist a Lorentz-invariant quantum state of a single relativistic particle. In order for a Lorentzinvariant state to exist in our theory we would have to introduce a string field and second-quantize the string field. In such a theory the ground state would be Lorentz-invariant, since there would be no real strings in the ground state.

In closing, we note that the quantization method proposed here can be applied to a $D$-dimensional string. This assertion is based on the fact that in string theory there exists an infinite set of so-called $D D F$ operators ${ }^{4}$ which commute with all Virasoro operators. The $D D F$ operators describe almost all (with the exception of the total momentum of the string) physical degrees of freedom of the string. The independence of Virasoro operators from $D D F$ operators signifies that Virasoro operators can be put into the form (2.21), after which the quantization scheme which we have proposed above can be applied. However, the theory is much
more complicated in the $D$-dimensional case because there exists an infinite set of physical degrees of freedom, contained in the $D D F$ operators.
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## APPENDIX

We shall describe the quantization of a free electromagnetic field, as proposed by Dirac in Ref. 5, following Dirac's concept, which is formulated in Sec. 2. The quantization which we propose for a two-dimensional string is performed in accordance with Dirac's procedure.

The quantization of an electromagnetic field is presented in the form

$$
\begin{equation*}
A_{\mu}(x)=\int \frac{d^{3} k}{(2 \pi)^{3}} \frac{1}{\sqrt{2 k^{0}}}\left\{a_{\mu}(\mathbf{k}) e^{i k x}+a_{\mu}^{+}(\mathbf{k}) e^{-i k x}\right\} . \tag{A1}
\end{equation*}
$$

Here $\mu, \nu, \ldots=0,1,2,3 ; k x \equiv k_{\mu} x^{\mu}=-k^{0} x^{0}+\mathbf{k} \cdot \mathbf{x}, k^{0}=|\mathbf{k}|$ and $\left\{a_{\mu}(\mathbf{k}), a_{\mu}^{+}(\mathbf{k})\right\}$ are generators of an associative involutory algebra $\mathscr{A}_{6}$ with an identity element (see Sec. 2). The nonzero commutation relations between these generators have the form

$$
\begin{equation*}
\left[a_{\mu}(\mathbf{k}), a_{\mu}^{+}(\mathbf{p})\right]=(2 \pi)^{3} \eta_{\mu \nu} \delta^{(3)}(\mathbf{k}-\mathbf{p}) \tag{A2}
\end{equation*}
$$

One can see from the expansion (A1) that the set of elements $\partial_{\mu} A^{\mu}(x)$ is linearly equivalent to the set of elements $k^{\mu} a_{\mu}(\mathbf{k})$ and $k^{\mu} a_{\mu}^{+}(\mathbf{k})$ from the algebra $\mathscr{A}$. Let $a_{i}^{T}(\mathbf{k})$ be two independent elements (for fixed $\mathbf{k}$ ) satisfying the conditions

$$
\begin{align*}
& \sum_{i=1}^{3} k_{i} a_{i}^{T}(\mathbf{k})=0 \\
& {\left[a_{i}^{T}(\mathbf{k}), a_{j}^{T+}(\mathbf{p})\right]=(2 \pi)^{3}\left(\delta_{i j}-\frac{k_{i} k_{j}}{\mathbf{k}^{2}}\right) \delta^{(3)}(\mathbf{k}-\mathbf{p}) .} \tag{A3}
\end{align*}
$$

From Eqs. (A1) and (A2) follow the commutation relations $\left(F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}\right)$
$\left[F_{\mu \nu}(x), k^{\lambda} a_{\lambda}(\mathbf{k})\right]=\left[F_{\mu \nu}(x), k^{\lambda} a_{\lambda}^{+}(\mathbf{k})\right]=0$.
$\left[k^{\mu} a_{\mu}(\mathbf{k}), p^{\nu} a_{\nu}^{+}(\mathbf{p})\right]=0$.
It is obvious that

$$
\begin{equation*}
\left[a_{i}^{T}, k^{\mu} a_{\mu}(\mathbf{k})\right]=\left[a_{i}^{T}, k^{\mu} a_{\mu}^{+}(\mathbf{k})\right]=0 \tag{A6}
\end{equation*}
$$

Dirac quantization presupposes that the condition

$$
\begin{equation*}
a_{i}^{T}(\mathbf{k})|0\rangle=0 \tag{A7}
\end{equation*}
$$

is imposed on the ground state and the conditions

$$
\begin{equation*}
k^{\mu} a_{\mu}(\mathbf{k})| \rangle=0, \quad k^{\mu} a_{\mu}^{+}(\mathbf{k})| \rangle=0 . \tag{A8}
\end{equation*}
$$

are imposed on all states. As a result of Eqs. (A5) and (A6) the conditions (A7) and (A8) are algebraically compatible. The states satisfying the conditions (A8) are called physical. The Fock space of all physical states is constructed with the aid of the creation operators $a_{i}^{T+}(\mathbf{k})$ from the ground state satisfying the conditions (A7) and (A8). As a result of Eq. (A6) any state of the Fock space constructed satisfies the conditions (A8). Following the terminology introduced in Sec. 2, this Fock space is designated by the symbol $V$, the set of elements $\left\{a_{i}^{T}, a_{i}^{T+}, k^{\mu} a_{\mu}(\mathbf{k}), k^{\mu} a_{\mu}^{+}(\mathbf{k})\right\}$ is a system of generators of the subalgebra $\mathscr{B}$ and the set of elements $\left\{k^{\mu} a_{\mu}(\mathbf{k}), k^{\mu} a_{\mu}^{+}(\mathbf{k})\right\}$ is a system of generators of the subalgebra $\mathscr{N}$.

Let $k_{-}^{\mu}=\left(-k^{0}, \mathbf{k}\right)$. We find from Eq. (A2)

$$
\begin{equation*}
\left[k_{-}^{\mu} a_{\mu}(\mathbf{k}), p^{\nu} a_{\nu}^{+}(\mathbf{p})\right]=2 \mathbf{k}^{2}(2 \pi)^{2} \delta^{(3)}(\mathbf{k}-\mathbf{p}) . \tag{A9}
\end{equation*}
$$

The relations (A4) and (A9) signify that the observables $F_{\mu \nu}$ do not depend on the generators $\left\{k_{-}^{\mu} a_{\mu}(\mathbf{k}), k_{-}^{\mu} a_{\mu}^{+}(\mathbf{k})\right\}$, but rather they are linear combinations of the generators of the subalgebra $\mathscr{B}$. Therefore all matrix elements of the form $\langle\Lambda| F_{\mu \nu}|\Sigma\rangle$, where $|\Lambda\rangle,|\Sigma\rangle \in V$, are determined.

We note that as a result of Eqs. (A3) and (A7) the scalar product in the space $V$ is positive-definite provided that $\langle 0 \mid 0\rangle=1$. We call attention to the fact that the action of the generators $k_{-}^{\mu} a_{\mu}(\mathbf{k})$ and $k_{-}^{\mu} a_{\mu}^{+}(\mathbf{k})$ on the physical states is not determined in Dirac quantization, and therefore these generators of the algebra $\mathscr{A}$ are not linear operators in the space of physical states $V$.

In closing, we call attention to an analogy between the generators $\left\{k_{-}^{\mu} a_{\mu}(\mathbf{k}), k_{-}^{\mu} a_{\mu}^{+}(\mathbf{k})\right\}$ and $\left\{k^{\mu} a_{\mu}(\mathbf{k}), k^{\mu} a_{\mu}^{+}(\mathbf{k})\right\}$ in quantum electrodynamics and the generators $\left\{\alpha_{n}^{(+)}\right\}$and $\left\{\alpha_{n}^{(-)}\right\}$in string theory, respectively.
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#### Abstract

A semiclassical theory is developed for the ionization of atoms and negative ions in constant, uniform electric and magnetic fields, including the Coulomb interaction between the electron and the atomic core during tunneling. The case of crossed fields (Lorentz ionization) is examined specially, as well as the limit of a strong magnetic field. Analytic equations are derived for arbitrary fields $\mathscr{E}$ and $\mathscr{H}$ that are weak compared to the characteristic intraatomic fields. The major results of this paper are obtained using the "imaginary time" method (ITM), in which tunneling is described using the classical equations of motion but with purely imaginary "time." The possibility of generalizing the ITM to the relativistic case, as well as to states with nonzero angular momentum, is pointed out. © 1998 American Institute of Physics. [S1063-7761(98)00405-3]


## INTRODUCTION AND STATEMENT OF THE PROBLEM

The problem of the hydrogen atom in electric and magnetic fields is of fundamental significance for atomic physics and is often encountered in applications. An extensive literature has been devoted to this topic ${ }^{1-30}$ (see the references in Refs. 8, 9, 19, and 20 as well). The properties of the energy spectrum of atomic hydrogen and other atoms in strong external fields have been discussed by many authors, ${ }^{9-16}$ but the level widths $\Gamma_{n}=\hbar w_{n}$ have usually been neglected.

Problems associated with the ionization of atoms and ions in strong fields became especially timely after the development of lasers. In the 1960's a semiclassical theory of ionization in an electric field $\mathscr{E}$ was developed for neutral atoms ${ }^{1-6}$ and negative ions such as $\mathrm{H}^{-}, \mathrm{J}^{-}$, etc. ${ }^{7,8}$ (the first of these problems is more complicated, owing to the need to allow for the Coulomb interaction between the ejected electron and the atomic core). The semiclassical theory yields analytic equations for the ionization probability $w$ which are asymptotically exact in the limit of "weak" fields (see the conditions (1.2) below). Currently, numerical calculations ${ }^{11,15-28}$ are also available in which the positions and widths of the atomic levels have been calculated in pure electric ${ }^{17-24}$ and magnetic ${ }^{25-27}$ fields, as well as in parallel ${ }^{11,15,28}$ and mutually perpendicular ${ }^{26,27} \mathscr{E}$ and $\mathscr{H}$ fields. Despite the obvious value of such calculations (as applied to selected magnitudes of the fields and to specific atoms), they cannot replace an analytic theory.

The effect of the magnetic field $\mathscr{H}$ on the ionization probability $w(\mathscr{E}, \mathscr{H})$ has been studied, ${ }^{29-31}$ but it has been possible to consider only the case of negative ions, where there is no Coulomb interaction at large distances from an atom. Both the exponential factor ${ }^{29}$ in the probability $w$ and the multiplicative factor ${ }^{30,31}$ have been calculated (albeit the latter only in a few special cases).

Including the Coulomb interaction in problems of this kind presents great difficulty and, for example, it has not yet been fully ${ }^{1)}$ accounted for in the theory of multiphoton ionization of atoms. ${ }^{32,3,4}$ For the ionization of an atomic level by constant and uniform $\mathscr{E}$ and $\mathscr{H}$ fields, this type of calculation can be carried out analytically if the tunneling transition of the electron is described using the "imaginary time" method (ITM). ${ }^{3,36}$ The results of this calculation are discussed below.

This paper is organized as follows. In Sec. 1 the basic equations for the ionization probability $w(\mathscr{E}, \mathscr{H})$ are introduced and the limiting cases of strong and weak magnetic fields are discussed. Section 2 is devoted to the special case $\mathscr{E} \perp \mathscr{H}$, which includes the particular case of Lorentz ionization, ${ }^{30,37}$ which arises during the motion of atoms in a constant magnetic field. In Sec. 3, a simple asymptotic theory is developed for the case of a strong magnetic field $\gamma \geqslant 1$ (see Eq. (1.7) below). In Sec. 4, equations are introduced for the asymptotic coefficient $C_{\kappa}$, in terms of which the ionization probability of the atomic $s$-level can be expressed. In Sec. 5, the main computational technique, the ITM, is described. It is shown that with this method it is easy to obtain the basic equations in this paper. A brief review of the results obtained in this paper is contained in Sec. 6.

In Appendix A we present an explicit expression for the Green function of an electron in $\mathscr{E}$ and $\mathscr{H}$ fields with arbitrary magnitudes and directions, and derive an integral equation for the energy of the quasistationary state in this case ( $Z=0$ ), when there is no Coulomb interaction at large distances. Some auxiliary equations and asymptotic dependences are given in Appendix B and the details of the calculation for the case $\gamma \gg 1$ are discussed in Appendix C. Some of the results in this paper have been announced previously. ${ }^{38,39}$

We dedicate this paper to the memory of Mikhail Vasil'evich Terent'ev (1935-1996), an outstanding theoreti-

TABLE I. Parameters of atoms and ions.

| Atom or ion | $\kappa$ | $C_{\kappa}$ | Atom or ion | $\kappa$ | $C_{\kappa}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{1} \mathrm{H}(1 \mathrm{~s})$ | 1.000 | 1.00 | ${ }^{24} \mathrm{Cr}(4 s)$ | 0.705 | 1.10 |
| $\mathrm{H}^{-}(1 \mathrm{~s})$ | 0.236 | 1.15 | ${ }^{25} \mathrm{Mn}(4 s)$ | 0.739 | 1.15 |
| ${ }^{2} \mathrm{He}(1 \mathrm{~s})$ | 1.344 | 0.99 | ${ }^{26} \mathrm{Fe}(4 \mathrm{~s})$ | 0.762 | 1.15 |
| $\mathrm{He}^{+}(1)^{\text {a }}$ | 2.000 | 1.00 | $\mathrm{Fe}^{+}(4 s)$ | 1.091 | 1.10 |
| $\mathrm{He}^{-}(2 p)$ | 0.075 | - | $\mathrm{Fe}^{-}(4 s)$ | 0.171 | 1.12 |
| ${ }^{`} \mathrm{Li}(2 s)$ | 0.630 | 1.07 | ${ }^{29} \mathrm{Cu}(4 s)$ | 0.754 | 1.08 |
| $\mathrm{Li}^{+}(1.5)$ | 2.358 | 0.99 | $\mathrm{Cu}^{-}(4 s)$ | 0.301 | 1.09 |
| $\mathrm{Li}^{-}(2 s)$ | 0.212 | 1.09 | ${ }^{37} \mathrm{Rb}(5 s)$ | 0.554 | 0.93 |
| ${ }^{4} \mathrm{Be}(2 \mathrm{~s})$ | 0.828 | 1.12 | $\mathrm{Rb}^{-}(5 s)$ | 0.189 | 0.92 |
| $\mathrm{Be}^{+}(2 s)$ | 1.157 | 0.97 | ${ }^{38} \mathrm{Sr}(5 s)$ | 0.645 | 1.05 |
| ${ }^{\text {B }} \mathrm{B}(2 p)$ | 0.781 | - | ${ }^{47} \mathrm{Ag}(5 s)$ | 0.746 | 1.01 |
| $\mathrm{B}^{+}(2 s)$ | 1.360 | 1.8 | $\mathrm{Ag}^{-}(5 s)$ | 0.309 | 1.2 |
| ${ }^{11} \mathrm{Na}(3 \mathrm{~s})$ | 0615 | 1.04 | ${ }^{53} \mathrm{Cs}(6 s)$ | 0.535 | 0.93 |
| $\mathrm{Na}{ }^{-}$(3s) | 0.201 | 1.1 | ${ }^{56} \mathrm{Ba}(6 s)$ | 0.619 | 1.07 |
| ${ }^{12} \mathrm{Mg}(3 s)$ | 0.750 | 1.12 | $\mathrm{Ba}^{+}(6 s)$ | 0.857 | 1.00 |
| $\mathrm{Mg}^{+}(3 s)$ | 1.051 | 1.03 | ${ }^{79} \mathrm{Au}(6 s)$ | 0.823 | 1.10 |
| ${ }^{13} \mathrm{Al}^{+}(3 s)$ | 1.176 | 1.1 | ${ }^{80} \mathrm{Hg}(6 s)$ | 0.876 | 1.22 |
| ${ }^{19} \mathrm{~K}(4 s)$ | 0.565 | 0.95 | $\mathrm{Hg}^{+}(6 s)$ | 1.174 | 1.30 |
| $\mathrm{K}^{-}(4 s)$ | 0.192 | 1.03 | ${ }^{90} \mathrm{Th}(7 s)$ | 0.67 | 1.11 |
| ${ }^{20} \mathrm{Ca}(4 s)$ | 0.670 | 1.05 | ${ }^{92} \mathrm{U}(7 s)$ | 0.674 | 1.08 |
| $\mathrm{Ca}^{+}(4 s)$ | 0.934 | 0.97 |  |  |  |

Note: Parameters for outer (valence) electrons in the states indicated in parentheses are listed in the table.
cal physicist and one of the originators of the imaginary time method, with whom we had valuable conversations and who taught us much.

## 1. EFFECT OF A MAGNETIC FIELD ON THE IONIZATION PROBABILITY FOR ATOMS AND NEGATIVE IONS

Let $E_{0}=-\kappa^{2} m e^{4} / 2 \hbar^{2}$ be the energy of the unperturbed atomic level with orbital angular momentum $l=0$ (we neglect spin in the following), and $\epsilon$ and $h$ be the reduced values of the external fields:

$$
\begin{equation*}
\epsilon=\mathscr{E}\left|\kappa^{3} \mathscr{E}_{a}, \quad h=\mathscr{H}\right| \kappa^{2} \mathscr{H}_{a} . \tag{1.1}
\end{equation*}
$$

where $\mathscr{E}_{a}=m^{2} e^{5} / \hbar^{4}=5.142 \cdot 10^{9} \mathrm{~V} / \mathrm{cm}$ and $\mathscr{H}_{a}=m^{2} c e^{3} / \hbar^{3}$ $=2.350 \cdot 10^{9} \mathrm{G}$ are the atomic units for the field strengths (in the following, as a rule $\hbar=e=m=1$, but in the final equations we restore the dimensionality of the quantities contained in them). The ratio $\mathscr{H} \mid \mathscr{E}$, as well as the angle $\theta$ between the fields, can be arbitrary. The condition for applicability of the semiclassical approximation in this case is

$$
\begin{equation*}
\epsilon \ll 1, \quad h \ll 1 . \tag{1.2}
\end{equation*}
$$

For the ground states of the neutral atoms $\kappa \approx 1$ (see Table I), but for highly excited (Rydberg) states and negative ions it can be much smaller than unity. In this case, values $\epsilon, h \sim 1$ are attained even for fields substantially lower than the atomic fields (this applies to semiconductors as well ${ }^{40}$ ).

For calculating the ionization probabilities $w$ we shall use the ITM. In this method electron tunneling is described using subbarrier trajectories that satisfy the classical equations of motion, but with imaginary "time." The imaginary part of the reduced action $W$ (see Eq. (5.1) below) calculated
along this trajectory determines the tunneling probability, i.e., (in this case) the ionization probability of a bound state:

$$
\begin{equation*}
w(\mathscr{E}, \mathscr{H}) \propto \exp \left\{-\frac{2}{\hbar} \operatorname{Im} W\left(0, t_{0}\right)\right\}, \tag{1.3}
\end{equation*}
$$

where $t_{0}$ is the initial time for subbarrier motion, while $t$ $=0$ is the time of particle escape from under the barrier. We leave a detailed discussion of the ITM to Sec. 5. There it will also be shown that in the case of constant $\mathscr{E}$ and $\mathscr{H}$ fields, the Coulomb interaction of an electron with the atomic core (charge $Z$ ) can be taken into account using a particular variant of perturbation theory, so that it is enough to determine the subbarrier trajectory of an electron for $Z=0$, i.e., in effect for a $\delta$-potential. The extremal trajectory which minimizes the imaginary part of the action determines the most probable tunneling path for a particle from a bound state to the continuum, and is found using the classical equations of motion with boundary conditions

$$
\begin{equation*}
\mathbf{r}\left(t_{0}\right)=0, \quad \dot{\mathbf{r}}^{2}\left(t_{0}\right)=-\kappa^{2}, \quad \operatorname{Im} \mathbf{r}(0)=\operatorname{Im} \dot{\mathbf{r}}(0)=0 \tag{1.4}
\end{equation*}
$$

Here we note their intuitive significance, referring the reader to Ref. 36 for details. The first two conditions mean that at the initial time the electron is already beyond the confines of the atomic core (i.e., $\left|V\left(r_{0}\right)\right| \ll \kappa^{2}$ ), but the distortion of the wave function caused by the external $\mathscr{E}$ and $\mathscr{H}$ fields can still be neglected. ${ }^{2)}$ The latter condition means that the most probable (extremal) trajectory at $t=0$ becomes real and subsequently describes the motion of the particle at infinity, even in the classically allowed region. Setting $\tau=$ $-i \omega_{c} t$, we find the desired trajectory: ${ }^{3)}$

$$
\begin{align*}
& x=i \frac{|e| \mathscr{E}}{m \omega_{c}^{2}}\left(\tau-\tau_{0} \frac{\sinh \tau}{\sinh \tau_{0}}\right) \sin \theta, \\
& y=\frac{e \mathscr{E}}{m \omega_{c}^{2}} \frac{\tau_{0}}{\sinh \tau_{0}}\left(\cosh \tau_{0}-\cosh \tau\right) \sin \theta, \\
& z=\frac{e \mathscr{E}}{2 m \omega_{c}^{2}}\left(\tau_{0}^{2}-\tau^{2}\right) \cos \theta \tag{1.5}
\end{align*}
$$

( $-\tau_{0} \leqslant \tau \leqslant \tau_{0}$ ). The second of the conditions (1.4) yields an equation for the initial time of subbarrier motion $t_{0}$ $=-i \omega_{c}^{-1} \tau_{0}$ :

$$
\begin{equation*}
\tau_{0}^{2}-\sin ^{2} \theta\left(\tau_{0} \operatorname{coth} \tau_{0}-1\right)^{2}=\gamma^{2} \tag{1.6}
\end{equation*}
$$

or

$$
\frac{\tanh \tau_{0}}{\tau_{0}}=\frac{\sin \theta}{\sin \theta+\sqrt{\tau_{0}^{2}-\gamma^{2}}}
$$

Here

$$
\begin{equation*}
\gamma=\frac{\left|\omega_{c}\right|}{\omega_{t}}=\frac{\kappa \mathscr{H} \mathscr{C}}{c \mathscr{E}}=\frac{h}{\epsilon}, \tag{1.7}
\end{equation*}
$$

$\omega_{c}=e \mathscr{H} / m c$ is the Larmor or cyclotron frequency, and $\omega_{t}$ $=\mathscr{E} / \kappa$ is the characteristic tunneling frequency in the electric field. In this case, the imaginary tunneling time of the particle is

$$
T_{t}=\int_{0}^{b} \frac{d x}{|p(x)|}=\frac{\kappa}{\mathscr{E}} \equiv \frac{1}{\omega_{t}},
$$

where $|p(x)|=\sqrt{\kappa^{2}-2 \mathscr{E}_{x}}$ and $b=\kappa^{2} / 2 \mathscr{E}$ is the barrier width. Note that the parameter $\gamma$ is analogous to the Keldysh parameter ${ }^{32}$ which shows up in the theory of the multiphoton ionization of atoms by a variable electric field. It appears because in this problem there are two frequencies, $\omega_{t}$ and $\omega_{c}$, which can have an arbitrary ratio. Then, we have

$$
\begin{equation*}
\gamma=\sqrt{\frac{I}{I_{0}}} \frac{\mathscr{H}}{\mathscr{H}}\left(\frac{\mathscr{E}}{\mathscr{E}_{a}}\right)^{-1}, \tag{1.7'}
\end{equation*}
$$

where $I=\kappa^{2} / 2$ is the binding energy of the level and $I_{0}$ $=13.6 \mathrm{eV}$ is the ionization potential of the hydrogen atom. (the parameter $\kappa$ includes the shift of the level in an external field).

It is clear from Eq. (1.6') that there is a unique (real) solution $\tau_{0}=\tau_{0}(\gamma, \theta)$, with $\tau_{0} \geqslant \gamma$. If on the other hand $\gamma>1$, then the following stronger constraint holds:

$$
\begin{equation*}
\tau_{0}>\tilde{\tau}_{0} \equiv \frac{\sin ^{2} \theta+\gamma^{2}}{\sin ^{2} \theta+\sqrt{\sin ^{2} \theta+\gamma^{2} \cos ^{2} \theta}} \tag{1.8}
\end{equation*}
$$

which becomes asymptotically exact for $\gamma \gg 1$ (see Fig. 1).
In Eqs. (1.5) and (1.6) and in the subsequent equations, it is assumed that the magnetic field is directed along the $z$ axis, the $x$ axis is perpendicular to the $(\mathscr{E}, \mathscr{H})$ plane, and $\theta$ is the angle between $\mathscr{E}$ and $\mathscr{H}$. Substituting Eq. (1.5) in Eq. (1.3) yields the exponential factor in the ionization probability. In order to determine the preexponential factor, we also
have to include the contribution from a beam of nearextremal subbarrier trajectories. As a result of the calculations, we arrive at the following formula:

$$
\begin{align*}
w(\mathscr{E}, \mathscr{H})= & \frac{m e^{4} \kappa^{2}}{\hbar^{3}} \cdot 2^{2 \eta}\left|C_{\kappa}\right|^{2}\left(\frac{\hbar^{4} \mathscr{E}}{m^{2} e^{5} \kappa^{3}}\right)^{1-2 \eta} \\
& \times P Q^{\eta} \exp \left\{-\frac{2 m^{2} e^{5} \kappa^{3}}{3 \hbar^{4} \mathscr{E}} g(\gamma, \theta)\right\} . \tag{1.9}
\end{align*}
$$

Here $C_{\kappa}$ is the asymptotic coefficient for the normalized wave function of the initial state $(l=0)$ :

$$
\begin{equation*}
\psi_{0}(r) \approx C_{\kappa} \sqrt{\kappa^{3} / \pi} e^{-\kappa r}(\kappa r)^{\eta-1}, \quad r \gtrdot \kappa^{-1} \tag{1.10}
\end{equation*}
$$

(in particular, $C_{\kappa}=1$ for the $1 s$ - and $2 s$-states of the hydrogen atom and $C_{\kappa}=1 / \sqrt{2}$ for the level in a three dimensional delta function potential),

$$
\begin{equation*}
g(\gamma, \theta)=\frac{3}{2} \beta\left(1-\frac{\sqrt{\beta^{2}-1}}{\gamma} \sin \theta-\frac{1}{3} \beta^{2} \cos ^{2} \theta\right), \tag{1.11}
\end{equation*}
$$

$\beta=\tau_{0} / \gamma \geqslant 1$ and the Coulomb factor has the form ( $\eta$ $=Z / \kappa$ is the Sommerfeld parameter)

$$
\begin{equation*}
Q(\gamma, \theta)=\exp \left\{2\left(\ln \frac{\beta}{2}+\int_{0}^{\tau_{0}} d \tau\left[\frac{\gamma}{\xi(\tau)}-\frac{1}{\tau_{0}-\tau}\right]\right)\right\}, \tag{1.12}
\end{equation*}
$$

where

$$
\begin{align*}
\xi(\tau)= & \left\{\frac{1}{4}\left(\tau_{0}^{2}-\tau^{2}\right)^{2} \cos ^{2} \theta+\tau_{0}^{2}\left[\left(\frac{\cosh \tau_{0}-\cosh \tau}{\sinh \tau_{0}}\right)^{2}\right.\right. \\
& \left.\left.-\left(\frac{\sinh \tau}{\sinh \tau_{0}}-\frac{\tau}{\tau_{0}}\right)^{2}\right] \sin ^{2} \theta\right\}^{1 / 2} \tag{1.12'}
\end{align*}
$$

and, finally, the preexponential factor is

$$
\begin{align*}
P(\gamma, \theta)= & \frac{\gamma^{2}}{\tau_{0}}\left[\left(\frac{\sinh 2 \tau_{0}}{2 \tau_{0}}+\tau_{0} \operatorname{coth} \tau_{0}-2\right)\right. \\
& \left.\times \sin ^{2} \theta+\sinh ^{2} \tau_{0} \cos ^{2} \theta\right]^{-1 / 2} \tag{1.13}
\end{align*}
$$

The simplest way of obtaining these formulas is to use the ITM; this is discussed in Sec. 5. The preexponential factor $P(\gamma, \theta)$ can also be calculated independently by solving an integral equation for the (complex) energy of the quasistationary state, $E=E_{r}-i \Gamma / 2$ :

$$
\begin{align*}
\kappa= & \kappa_{0}+\kappa \sqrt{\frac{h}{4 \pi i}} \int_{0}^{\infty} \frac{d u}{\sqrt{u^{3}}} \\
& \times\left\{\frac{u}{\sin u} \exp [-i \Lambda \varphi(u)]-\exp \left(i \Lambda \gamma^{2} u\right)\right\} \tag{1.14}
\end{align*}
$$

(see Appendix A), where $\kappa_{0}=\sqrt{-2 E_{0}}$ and $\kappa=\sqrt{-2 E}$ are the parameters for a free $(\mathscr{E}=\mathscr{F}=0)$ atom and for an atom in external fields,

$$
\begin{align*}
\Lambda= & \epsilon^{2} h^{-3}, \quad \varphi(u)=\left[\gamma^{2}+(1-u \cot u)\right. \\
& \left.\times \sin ^{2} \theta\right] u+\frac{1}{3} u^{3} \cos ^{2} \theta . \tag{1.15}
\end{align*}
$$

Equation (1.14) defines both the level shift $E_{r}-E_{0}$ and its width $\Gamma$, and is obtained if we impose on the function (A13) the boundary condition at $r \rightarrow 0$ corresponding to a $\delta$-potential, i.e., to the approximation of zero-range forces (in Appendix A we obtain Eq. (A18), which includes a correction for the effective radius). If $\Lambda \gtrdot 1$, then the integral in Eq. (1.14) can be calculated by the method of steepest descents, and this leads to Eq. (1.9) with $\eta=0$ in the preexponential factor (1.13). The calculation of the Coulomb factor (1.12) is discussed below in Sec. 5.

We now discuss the results.
a) In the absence of a magnetic field $(\gamma=0)$, the equations can be simplified: $g(\gamma, \theta)=P=Q \equiv 1$ and

$$
\begin{equation*}
w(\mathscr{E})=2^{2 \eta} \kappa^{2}\left|C_{\kappa}\right|^{2} \epsilon^{1-2 \eta} \exp (-2 / 3 \epsilon), \tag{1.16}
\end{equation*}
$$

in agreement with the results of Refs. 1-3 and 7 for an $s$ level.
b) In the case of parallel fields, we have $\tau_{0}=\gamma$,

$$
\begin{equation*}
g(\gamma, 0)=Q(\gamma, 0) \equiv 1, \quad P(\gamma, 0)=\gamma / \sinh \gamma . \tag{1.17}
\end{equation*}
$$

c) For $\gamma \ll 1$ (i.e., at low magnetic fields) and arbitrary angles $\theta$, we can use an expansion of these functions, which is given in Appendix B (see Eqs. (B1)-(B4)).
d) In the opposite case of $\gamma \rightarrow \infty$ the functions $g(\gamma, \theta)$ and $Q(\gamma, \theta)$ approach constant limits (if $\theta<\pi / 2$ ) and the preexponential factor $P(\gamma, \theta)$ falls off exponentially; see the asymptotes (B6)-(B9) in Appendix B. The case $\theta=\pi / 2$ is special and will be discussed in the following section.
e) If $\theta \neq 0$, then $g(\gamma, \theta)>1$, so the magnetic field reduces the ionization probability, stabilizing the level. This is related to the fact that because of the Lorentz force, the subbarrier trajectory of the electron is 'twisted" and the width of the barrier increases (an intuitive explanation of this is provided by the ITM; see Sec. 5). On the other hand, including the Coulomb interaction greatly increases the probability of ionizing a neutral atom compared to the case of a negative ion (for equal binding energies $\kappa^{2} / 2$ and comparable values of the constants $C_{\kappa}^{2}$ ). This is explained by the fact that in a Coulomb field the electron density at the "edge"' of the atom is higher; see Eqs. (5.8) and (5.9) below.
f) The Coulomb and preexponential factors in Eq. (1.9) are corrections (both of the same order of magnitude $\sim \ln \epsilon$ in the small parameter $\epsilon \rightarrow 0$ ) to the leading term, which is proportional to $\epsilon^{-1}$, in the exponent. For this reason, $Q(\gamma, \theta)$ and $P(\gamma, \theta)$ can be calculated independently of one another.
g ) The leading (exponential) factor in Eq. (1.9) has been calculated before (see Eqs. (35) and (36) in Ref. 29); this yielded a more cumbersome expression than Eq. (1.11) for $g(\gamma, \theta)$, but reduces to it when Eq. (1.6) is used. Note that the coefficient of $\gamma^{2}$ in the expansion of the preexponential factor $P$ (which is independent of the angle $\theta$ according to Eq. (B2)) is the same as that calculated previously for the special cases $\theta=0{ }^{31}$ and $\pi / 2 .{ }^{30}$


FIG. 1. $\tau_{0}$ as a function of the parameter $\gamma$ according to Eq. (1.6). The angles $\theta$ between the electric and magnetic fields are indicated next to the curves. The dashed curves correspond to the approximation $\tilde{\tau}_{0}$ from Eq. (1.8); here $\tilde{\tau}_{0}=1$ for $\gamma=1$ and arbitrary $\theta$.

The results of some numerical calculations using these formulas are shown in Figs. 1 and 2. Note that $\tau_{0}$ $=\tau_{0}(\gamma, \theta)$ has a simple physical significance: $t_{0}=-i \omega_{c}^{-1} \tau_{0}$, where $t_{0}$ is the time (purely imaginary) of subbarrier motion. The functions $g, P$, and $Q$ are plotted as functions of $\gamma$ in Figs. 2a-c.

With rising magnetic field, the barrier width increases, while the ionization probability decreases. We introduce a "stabilization factor" $S$, which accounts for the suppression of the decay of a bound state by a magnetic field:

$$
\begin{equation*}
w(\mathscr{E}, \mathscr{H})=S w(\mathscr{E}, 0) . \tag{1.18}
\end{equation*}
$$

For parallel fields this factor can be found analytically:

$$
S(\gamma, 0)=\frac{\gamma}{\sinh \gamma}= \begin{cases}1-\frac{1}{6} \gamma^{2}+\frac{7}{360} \gamma^{4}+\ldots & \gamma \rightarrow 0,  \tag{1.19}\\ 2 \gamma e^{-\gamma}+O\left(e^{-3 \gamma}\right), & \gamma \rightarrow \infty,\end{cases}
$$

and, in this case, it is the same for neutral atoms and negative ions. In the general case, we have

$$
\begin{equation*}
S=P Q^{\eta} \exp \left\{-\frac{2}{3 \epsilon}[g(\gamma, \theta)-1]\right\}, \tag{1.20}
\end{equation*}
$$

so that for $\gamma \rightarrow 0$ we obtain

$$
\begin{equation*}
S=1-s_{1} \gamma^{2}+\ldots ., \quad s_{1}=\frac{1}{6}+\frac{2}{9}\left(0.1 \epsilon^{-1}-\eta\right) \sin ^{2} \theta . \tag{1.21}
\end{equation*}
$$

As a rule, the coefficient $s_{1}$ is positive (in particular, for all negative ions). The stabilization factor falls off rapidly as the magnetic field increases, especially when $\gamma>1$ (Fig. 3). The dependence of $S$ on the Coulomb parameter $\eta$ becomes significant for $\gamma>2$. The preexponential factor $P$ sharply reduces the probability $w$ if $\gamma \gtrsim 10$ (Fig. 2b).

## 2. THE CASE $\mathscr{E} \perp \mathscr{H}$

The case of mutually perpendicular fields is special, both formally (the asymptotes of the functions in Eq. (1.9) have a


FIG. 2. The functions $g$ (a), $P(\mathrm{~b})$, and $Q$ (c) in Eq. (1.9). In b the curves correspond to the same angles $\theta$ as in a. Because of the strong dependence of $Q(\gamma, \theta)$ on $\gamma$, in c we have introduced $\sqrt{Q}$.
different form for large $\gamma$ ) and physically: a field configuration of this type shows up in the rest frame of an atom moving in a constant magnetic field (Lorentz ionization ${ }^{37}$ ). The equations take the form

$$
\begin{align*}
& g(\gamma)=\frac{3}{2} \beta^{3}\left[1-\left(\operatorname{coth} \tau_{0}-\frac{1}{\tau_{0}}\right) \operatorname{coth} \tau_{0}\right] \\
& P(\gamma)=\frac{\gamma}{\beta}\left[\left(\frac{\sinh \tau_{0}}{\tau_{0}}+\frac{\tau_{0}}{\sinh \tau_{0}}\right) \cosh \tau_{0}-2\right]^{-1 / 2}, \tag{2.1}
\end{align*}
$$

and

$$
\begin{align*}
Q(\gamma)= & \frac{1}{4} \beta^{2} \exp \left(2 \int _ { 0 } ^ { \tau _ { 0 } } d \tau \left\{\beta ^ { - 1 } \left[\left(\frac{\cosh \tau_{0}-\cosh \tau}{\sinh \tau_{0}}\right)^{2}\right.\right.\right. \\
& \left.\left.\left.-\left(\frac{\sinh \tau}{\sinh \tau_{0}}-\frac{\tau}{\tau_{0}}\right)^{2}\right]^{-1 / 2}-\frac{1}{\tau_{0}-\tau}\right\}\right), \tag{2.2}
\end{align*}
$$

where $\tau_{0}(\gamma)$ is determined from the equation $\tau_{0}$ $=\tau_{0} /\left(1+\sqrt{\tau_{0}^{2}-\gamma^{2}}\right)$, and $\left.\beta=\left[1-\operatorname{coth} \tau_{0}-1 / \tau_{0}\right)^{2}\right]^{-1 / 2}$.

For $\gamma \ll 1$ (weak magnetic field),

$$
\begin{align*}
g(\gamma)= & 1+\frac{1}{30} \gamma^{2}+\frac{11}{7560} \gamma^{4} \\
& +\frac{53}{2041200} \gamma^{6}-\frac{2507}{538876800} \gamma^{8}+\ldots \tag{2.3}
\end{align*}
$$

and

$$
\begin{equation*}
P(\gamma)=1-\frac{1}{6} \gamma^{2}-\frac{1}{3240} \gamma^{4}+\ldots, \quad Q(\gamma)=1+\frac{2}{9} \gamma^{2}+\ldots \tag{2.4}
\end{equation*}
$$

On the other hand, for $\gamma \gg 1$, we have (see Appendices B and C)

$$
\begin{equation*}
g(\gamma)=\frac{3}{8} \gamma\left(1+\gamma^{-2}\right)^{2}\left[1-c_{1} \epsilon^{-\gamma^{2}}+O\left(e^{-2 \gamma^{2}}\right)\right] \tag{2.5}
\end{equation*}
$$

and

$$
\begin{align*}
& P(\gamma)=c_{2} e^{-\gamma^{2} / 2} \gamma\left(1-\frac{1}{2 \gamma^{2}}+\ldots\right) \\
& Q(\gamma)=c_{3} e^{\pi \gamma} \gamma^{-2}\left[1+O\left(\gamma^{-1}\right)\right] \tag{2.6}
\end{align*}
$$

where the $c_{i}$ are numerical coefficients: $c_{1}=2 e^{-1}=0.7358$, $c_{2}=2^{3 / 2} e^{-1 / 2}=1.716$, and $c_{3}=0.0106$. Thus, $g(\gamma) \propto \gamma$ for $\gamma \rightarrow \infty$, while for angles $\theta<\pi / 2$ this function approaches a constant; asymptotically, of the functions $P$ and $Q$ also differ substantially.


FIG. 3. The stabilization factor $S$ for $\theta=90^{\circ}$ (a) and $45^{\circ}$ (b): the smooth curves are for the ground state of the hydrogen atom $(\kappa=\eta=1)$ and the dashed curves, for a negative ion with $\kappa=1$ and $\eta=0$. The values of $\gamma$ are indicated on the curves $(h=\mathscr{H} \mid \mathscr{H} a)$.

TABLE II. Approximations to $g(\gamma)$.

| $\gamma$ | A | B | $\delta$ | C | $\delta$ |
| :---: | :---: | :--- | :---: | :---: | :---: |
| 1.0 | 1.0348090 | 1.03479 | $[-2.0(-3)]$ | 1.09399 | $[5.7]$ |
|  |  | 1.0348097 | $[6.3(-5)]$ |  |  |
| 1.5 | 1.0825046 | 1.08237 | $[-0.013]$ | 1.08260 | $[8.7(-3)]$ |
|  | 1.08254 | $[3.5(-3)]$ |  |  |  |
| 2.0 | 1.1564487 | 1.15661 | $[0.014]$ | 1.15608 | $[-0.032]$ |
|  |  | 1.15708 | $[0.055]$ | 1.25971 | $[-1.3(-3)]$ |
|  | 1.2597242 | 1.26517 | $[0.43]$ |  |  |
|  |  | 1.26441 | $[0.37]$ |  |  |

Note: The table contains values of $g(\gamma, \theta)$ for $\theta=\pi / 2$ : A) numerical calculation; B) according to Eq. (2.3) with terms up to $\gamma^{4}$ and $\gamma^{8}$, inclusive, retained in the upper and lower lines, respectively; C) the asymptote (2.5). The relative errors $\delta$ in the corresponding approximations (percent) are given in square brackets; the order of magnitude is indicated in parentheses, i.e., $a(b) \equiv a \cdot 10^{b}$.

A remarkable feature of these expansions is that their domains of applicability 'stretch down'' to $\gamma \sim 1$, where these asymptotes merge smoothly into one another. This is illustrated in Table II, which lists values of $g(\gamma)$ calculated using the approximate equations (2.3) and (2.5) in columns B and C , respectively, as well as the results of a numerical calculation (column A). It is clear that for $\gamma \leq 2, g(\gamma)$ can be calculated using Eq. (2.3), and that for $\gamma>1.5$ it can be calculated using the asymptotic expansion (2.5) without having to solve a transcendental equation. Although the functions $P(\gamma)$ and $Q(\gamma)$ vary more rapidly than $g(\gamma)$ when $\gamma \gg 1$, the probability $w$ is most sensitive to the changes in $g(\gamma)$ itself, since this function appears in the exponent of Eq. (1.9), and with a large coefficient $2 / 3 \epsilon$ at that. Here the Coulomb and preexponential factors are parametrically small relative to the leading asymptotic term $\exp \{-(2 / 3 \epsilon) g(\gamma)\}$; to exponential accuracy, we have

$$
\begin{align*}
& w(\gamma) \approx \exp \left\{-\frac{h}{4 \epsilon^{2}}[1+2(h-2 \pi \eta \epsilon)+\ldots]\right\}, \\
& \gamma=\frac{h}{\epsilon} \gg 1, \tag{2.7}
\end{align*}
$$

where the term $2 h$ in square brackets comes from the preexponential factor $P(\gamma)$, while the term proportional to $\eta$ comes from the Coulomb factor $Q(\gamma)$.

It is interesting to note that for the ground state of the hydrogen atom ( $\kappa=\eta=1$ ), the overall factor $P Q$ in front of the exponential in Eq. (1.9) is close to unity for $0 \leqslant \gamma \leqq 4$ (Fig. 4), although $P(\gamma)$ and $Q(\gamma)$ individually vary within this range of $\gamma$ by more than two orders of magnitude (e.g., $P(4)=2.23 \times 10^{-3}$, while $Q(4)=227.3$ ). Here essentially all the dependence of the ionization probability on $\gamma$ is determined by the exponential factor (if $\eta \neq 1$, then this is no longer true).

Note that in the case $\theta=\pi / 2$ and $\gamma>1$, although the ionization probability $w$ is small (especially in view of the linear growth in $g(\gamma)$ as $\gamma \rightarrow \infty$ ), it does not go identically to zero, notwithstanding the claim made in Ref. 30. The equations in Ref. 30 for $w$ in the region $\gamma<1$ are also wrong, except for the expansion (9) for $\gamma \rightarrow 0$.

## 3. ASYMPTOTIC BEHAVIOR FOR $\gamma \gg 1$

In this case, which is analogous to the antiadiabatic ( $\omega$ $>\omega_{t}$ ) approximation in the theory of multiphoton ionization, we can develop a simpler asymptotic theory (this approach may also be useful for a number of other problems.)

The equations for the subbarrier trajectory of the electron take the form

$$
\begin{align*}
& x=i a\left(\frac{\tau}{\tau_{0}}-e^{\tau-\tau_{0}}\right) \sin \theta, \quad y=-a\left(1-e^{\tau-\tau_{0}}\right) \sin \theta \\
& z=-\frac{a}{2 \tau_{0}}\left(\tau_{0}^{2}-\tau^{2}\right) \cos \theta \tag{3.1}
\end{align*}
$$

where $a=\mathscr{C} \tau_{0} \omega_{c}^{-2}, \tau=-i \omega_{c} t$, and $\tau_{0} \gg 1$. Here

$$
\begin{equation*}
\dot{\mathbf{r}}^{2}=-\frac{\kappa^{2}}{\gamma^{2}}\left\{\tau^{2} \cos ^{2} \theta-\left(1-2 \tau_{0} e^{\tau-\tau_{0}}\right) \sin ^{2} \theta\right\} \tag{3.2}
\end{equation*}
$$

The initial condition $\dot{\mathbf{r}}^{2}\left(\tau_{0}\right)=-\kappa^{2}$ yields the approximation (1.8) for $\tau_{0}$, which is highly accurate for $\gamma \gtrsim 1$. Thus, in the case of parallel fields $\tilde{\tau}_{0}=\tau_{0}=\gamma$, while for $\theta=\pi / 2$ we have $\tilde{\tau}_{0}=\left(\gamma^{2}+1\right) / 2 \quad$ and $\quad \delta(\gamma) \equiv\left(\tau_{0}-\tilde{\tau}_{0}\right) / \tau_{0}=0.052, \quad 0.019$,


FIG. 4. The preexponential factor $P$, Coulomb factor $Q$ (dashed curves), and their product (smooth curve) as functions of $\gamma$ for $\theta=\pi / 2$.

TABLE III. Accuracy of the adiabatic approximation.

| $\gamma$ | $g\left(\gamma .90^{\circ}\right)$ | $\delta_{g}, \%$ | $P(\gamma, 0)$ | $\delta_{P}, \%$ | $P\left(\gamma, 90^{\circ}\right)$ | $\delta_{P}, \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1.15645 | -1.33 | 0.5514 | 13.5 | 0.3847 | -7.9 |
| 3 | 1.38876 | $-9.1(-3)$ | 0.2995 | 0.25 | $5.406(-2)$ | -0.34 |
| 4 | 1.69336 | $-8.2(-6)$ | 0.1466 | 0.034 | $2.233(-3)$ | $-1.0(-3)$ |
| 5 | 2.02800 | $-1.0(-9)$ | 0.0674 | $4.5(-3)$ | $3.13(-5)$ | $-1.7(-7)$ |
| 10 | 3.82538 | - | $9.08(-4)$ | $2.0(-7)$ | $3.29(-21)$ | - |
| 15 | 5.67511 | - | $9.18(-6)$ | $9.4(-12)$ | - | - |

Note: The relative errors $\delta_{g}$ and $\delta_{P}$ are given in percents. A dash indicates that the corresponding value is less than $10^{-30}$.
$3.6(-4)$, and $1.2(-10)$, respectively, for $\gamma=1.5,2,3$, and 5. Expanding the function (1.8) in reciprocal powers of $\gamma$ yields all of the terms in the series (B6).

Using the approximation (3.1), we find

$$
\begin{equation*}
g(\gamma, \theta)=\frac{3 \tau_{0}}{2 \gamma}\left\{1-\frac{1}{\gamma^{2}}\left[\left(\tau_{0}-1\right) \sin ^{2} \theta+\frac{1}{3} \tau_{0}^{2} \cos ^{2} \theta\right]\right\} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
P(\gamma, \theta)=2 \gamma^{2}\left(\tau_{0} \sin ^{2} \theta+\tau_{0}^{2} \cos ^{2} \theta\right)^{-1 / 2} e^{-\tau_{0}} \tag{3.4}
\end{equation*}
$$

as well as Eq. (2.6) for $Q(\gamma, \pi / 2)$ (see Appendix C). Here one must substitute the approximation (1.8) for $\tau_{0}$; for example, $\tau_{0}=\gamma$ for $\theta=0, \tau_{0}=\sqrt{2\left(1+\gamma^{2}\right)}-1$ for $\theta=45^{\circ}$, and $\tau_{0}=\left(\gamma^{2}+1\right) / 2$ for $\theta=90^{\circ}$.

These asymptotic formulas are surprisingly accurate, starting with by $\gamma \sim 3$ (see Table III, where $\delta$ denotes the relative error in the corresponding asymptote; thus, $\delta_{g}=(g$ $\left.-g_{a s}\right) / g$, where $g$ is calculated using Eq. (2.1) and $g_{a s}$ is calculated using Eq. (3.3), while $\delta_{P}$ and $\delta_{Q}$ are defined analogously). Note that in the case of parallel fields, $g_{\text {as }}$ $=Q_{a s} \equiv 1$, independently of $\gamma$, while $P_{a s}=2 \tau_{0} \exp \left(-\tau_{0}\right)$ and $\delta_{P}=\exp (-2 \gamma)$. On the other hand, for $\theta=\pi / 2$, we have

$$
\begin{equation*}
g_{a s}=\frac{3 \tau_{0}^{2}}{2\left(2 \tau_{0}-1\right)^{3 / 2}}, \quad P_{a s}=\frac{2\left(2 \tau_{0}-1\right)}{\sqrt{\tau_{0}}} e^{-\tau_{0}} \tag{3.5}
\end{equation*}
$$

with $\delta_{g} \approx-c_{4} \exp \left(-\gamma^{2}\right), \delta_{P} \sim c_{5} \gamma^{2} \exp \left(-\gamma^{2}\right)$, and $c_{4}=2 c_{5}$ $=0.736$. This approximation is not so accurate for $Q$, because of the complicated form of the Coulomb integral (1.12). A comparison of the asymptote (2.6) with the numerical calculations shows that $\delta_{Q}=10.6 \%, 2.7 \%$, and $0.69 \%$ for $\gamma=5,10$, and 20 , and $\delta_{Q}$ falls off as $\gamma^{-2}$, rather than exponentially.

Finally, using Eq. (3.1) it is easy to see how the action $W$ accumulates during subbarrier motion. Let $\rho=r / b$, where $r$ $\equiv\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}$ is the distance between the electron and nucleus (here the component $x(t)$ is purely imaginary, while $y$ and $z$ are real) and $b$ is the barrier width (see Eq. (C5)). For $\theta<\pi / 2$ we easily find

$$
\begin{equation*}
W(\rho) / W(1)=1-(1-\rho)^{3 / 2}+O\left(\gamma^{-1}\right) \tag{3.6}
\end{equation*}
$$

It is interesting to note that the same dependence holds for $\gamma=0$, i.e., in the case of a purely electric field, when ${ }^{3,36}$

$$
\begin{equation*}
x=b_{0}\left[1-\left(\frac{t}{t_{0}}\right)^{2}\right], \quad W\left(t, t_{0}\right)=\frac{i \kappa^{3}}{3 \mathscr{E}}\left[1-\left(\frac{t}{t_{0}}\right)^{3}\right] \tag{3.7}
\end{equation*}
$$

$\left(b_{0}=\kappa^{2} / 2 \mathscr{E}\right)$. Thus, on going from $\gamma \ll 1$ to $\gamma \gg 1$, i.e., from a weak magnetic field to a strong one, the way the action varies along the subbarrier trajectory is essentially unchanged.

## 4. ASYMPTOTIC COEFFICIENT AT INFINITY

As Eq. (1.9) shows, the ionization probability for an atomic level is proportional to $\left|C_{\kappa}\right|^{2}$. This is not surprising, since for $\epsilon, h \ll 1$ ionization takes place from the 'tail" of the atomic wave function $\psi_{0}(r)$, while the barrier is wide ( $\kappa b \sim 1 / \epsilon \gtrdot 1$ ). We now briefly discuss the properties of the coefficients $C_{\kappa}$.

For potentials with a Coulomb 'tail'" at infinity, $V(r)$ $=-Z / r+o\left(r^{-2}\right)$, the asymptote of the normalized radial wave function has the form

$$
\begin{align*}
\chi_{\kappa l}(r)= & 2 C_{\kappa l} \sqrt{\kappa} e^{-\kappa r}(\kappa r)^{\eta} \\
& \times\left[1+\frac{(l+\eta)(l+1-\eta)}{2 \kappa r}+\ldots\right], \quad r \rightarrow \infty, \tag{4.1}
\end{align*}
$$

which determines the asymptotic coefficient $C_{\kappa l}$. Note that under the similarity transformation $\mathbf{r} \rightarrow \alpha \mathbf{r}$, in the Schrödinger equation

$$
\begin{align*}
& E_{\kappa l} \rightarrow \alpha^{2} E_{\kappa l}, \quad \kappa \rightarrow \alpha \kappa, \quad V(\mathbf{r}) \rightarrow \alpha^{2} V(\alpha \mathbf{r}), \\
& \chi_{l}(r) \rightarrow \sqrt{\alpha} \chi_{l}(\alpha r), \quad C_{\kappa l} \rightarrow C_{\kappa l} . \tag{4.2}
\end{align*}
$$

Thus, the coefficients $C_{\kappa l}$ are dimensionless and scaleinvariant, i.e., they depend only on the form of the potential $V$ (and number of the level), but not on its depth and radius individually. For the $n s$-state of a hydrogenlike atom, we have

$$
\begin{equation*}
C_{\kappa}=2^{n-1} / n!, \quad l=0 \tag{4.3}
\end{equation*}
$$

and these coefficients are independent of the nuclear charge. ( $C_{\kappa}=1$ for $n=1,2$.)

The parameters $\kappa$ and $C_{\kappa}$ for neutral $(Z=1)$ atoms and for negative ( $Z=0$ ) and singly-charged positive ( $Z=2$ ) ions are listed in Table I, which we have compiled from handbook data. ${ }^{42}$ Here $C_{\kappa}=\left(2 \kappa^{\eta+1 / 2}\right)^{-1} A$, where $A$ are the corresponding coefficients from Ref. 42. The values of $C_{\kappa}$ for the ground states of atoms and ions lie within fairly narrow limits: for neutral atoms, from $C_{\kappa}=0.926$ for the Cs atom to $C_{\kappa}=1.22$ for Hg , and in most cases they are close to unity. (We have mostly chosen cases where the valence electron is in the $s$-state.) Thus, the asymptotic coefficients $C_{\kappa}$ (and,
thereby, the ionization probability $w$ ) are insensitive to the form of the potential $V(r)$ outside the atomic core.

## 5. IMAGINARY TIME METHOD

In calculating the ionization probabilities, we used the imaginary time method (ITM). This made it possible, in particular, to find the Coulomb correction to the probability $w(\mathscr{E}, \mathscr{F})$, which can hardly be found in any other way. Here we present some necessary explanations regarding the use of the ITM in ionization problems.

1) According to Feynman, ${ }^{43}$ in order to calculate the probability of a transition from an initial into a final state, it is necessary to allow for contributions from all possible paths linking these states. In the case of subbarrier (tunneling) transitions and within the domain of applicability of the semiclassical approximation, it suffices to restrict attention to the class of smooth paths that satisfy the classical equations of motion (but with imaginary time $t$ ) and the natural boundary conditions: at $t=t_{0}$ the electron is bound to the atom and as $t \rightarrow \infty$ it escapes to infinity in specified external fields $\mathscr{E}$ and $\mathscr{H}$. The contribution of such a path to the tunneling probability is ${ }^{36} \exp (-2 \operatorname{Im} W)$, where $W$ is the reduced action,
$W=\int_{t_{0}}^{0}\left[L+E_{0}-\frac{d}{d t}(\mathbf{p} \cdot \mathbf{r})\right] d t, \quad L=\frac{1}{2} m \mathbf{v}^{2}+\frac{e}{c} \mathbf{A} \cdot \mathbf{v}-e \varphi$,
$E_{0}=-\kappa^{2} / 2$ is the energy of the initial state, $t_{0}$ is the initial time for subbarrier motion, and $t=0$ is the time the particle escapes from under the barrier (ln $W(t)$ no longer changes for $t>0$ ). In the following, we consider constant and uniform fields and a potential $U(r)$ with zero range (a $\delta$-potential). Making the substitutions

$$
\mathbf{A}=\frac{1}{2}[\mathscr{H} \mathbf{r}], \quad \varphi=-\mathscr{E} \mathbf{r}
$$

in Eq. (5.1) and bearing the equation of motion and the initial condition $\mathbf{r}\left(t_{0}\right)=0$, in mind, we obtain

$$
\begin{equation*}
W=\frac{1}{2}\left\{e \mathscr{E} \int_{t_{0}}^{0} \mathbf{r}(t) d t+\kappa^{2} t_{0}-m(\mathbf{r} \cdot \dot{\mathbf{r}})_{t=0}\right\} . \tag{5.2}
\end{equation*}
$$

This then is the basic formula with which we shall calculate the ionization probability. We now proceed to some examples $(\hbar=e=m=1)$.
2) In a purely electric field $\mathscr{E}=(0,0, \mathscr{E})$ the subbarrier trajectory of an electron can be characterized by the transverse momentum $\mathbf{p}_{\perp}$ :

$$
\begin{align*}
& \mathbf{r}(t)=\left\{\mathbf{p}_{\perp}\left(t-t_{0}\right), \frac{1}{2} \mathscr{E}\left(t^{2}-t_{0}^{2}\right)\right\},  \tag{5.3}\\
& t_{0}=\frac{i}{\mathscr{E}} \sqrt{\kappa^{2}+p_{\perp}^{2}}=\frac{i \kappa}{\mathscr{E}}\left(1+\frac{p_{\perp}^{2}}{2 \kappa^{2}}+\ldots\right),
\end{align*}
$$

which implies that $(\mathbf{r} \cdot \dot{\mathbf{r}})_{t=0}=-p_{\perp}^{2} t_{0}$ and

$$
\begin{equation*}
W\left(p_{\perp}\right)=\frac{1}{6} \mathscr{E}^{2} t_{0}^{3}+\frac{1}{2}\left(\kappa^{2}+p_{\perp}^{2}\right) t_{0}=\frac{i}{3 \mathscr{E}}\left(\kappa^{2}+p_{\perp}^{2}\right)^{3 / 2} \tag{5.4}
\end{equation*}
$$

In the $D$-dimensional case, the total ionization probability for the $s$-level is given by

$$
\begin{align*}
w_{s r}(\mathscr{E}) & =\frac{\kappa^{2}}{\pi}\left|C_{\kappa}\right|^{2} \int \exp \left\{-2 \operatorname{Im} W\left(p_{\perp}\right)\right\} d^{D-1}\left(\frac{p_{\perp}}{\kappa}\right) \\
& \approx \kappa^{2} \pi^{(D-3) / 2}\left|C_{\kappa}\right|^{2} \epsilon^{(D-1) / 2} e^{-2 / 3 \epsilon}, \quad \epsilon \rightarrow 0, \tag{5.5}
\end{align*}
$$

where $C_{\kappa}$ is the dimensionless asymptotic coefficient of the (normalized) wave function in the short-range potential $U(r)$ :

$$
\begin{equation*}
\psi_{0}(r) \approx \sqrt{\frac{\kappa}{\pi}} C_{\kappa} e^{-\kappa r} r^{-(D-1) / 2}, \quad r=\left(\sum_{i=1}^{D} x_{i}^{2}\right)^{1 / 2}>\kappa^{-1} \tag{5.6}
\end{equation*}
$$

(in the case of a $\delta$-potential, $\pi^{(D-3) / 2}\left|C_{\kappa}\right|^{2}=1, \sqrt{\pi} / 2$, and $1 / 2$, respectively, for $D=1,2$, and 3 ). Here the distribution of escaping electrons with respect to $p_{\perp}$ is narrow (on an atomic scale): $\left\langle p_{\perp}\right\rangle \sim \sqrt{\boldsymbol{\epsilon}} \boldsymbol{\kappa} \ll \boldsymbol{\kappa}$.

Equation (5.5) applies to ionization of an $s$-level bound by a short-range potential and reveals the dependence of the probability $w_{s r}$ on the dimensionality of the space. ${ }^{4)}$ Here we also give the ionization probability for the ground state of a $D$-dimensional 'hydrogen atom:'

$$
\begin{equation*}
w_{\mathrm{H}}(\mathscr{E})=\kappa^{2} \frac{2^{D-1}}{\Gamma((D+1) / 2)} \epsilon^{-(D-1) / 2} e^{-2 / 3 \epsilon} \tag{5.7}
\end{equation*}
$$

(for $\mathscr{E}=0$ the energy of the ground state is $E_{0}$ $=-2(D-1)^{-2}$, so that $\kappa=2 /(D-1)$ for $\left.D>1\right)$. Note that Eq. (5.7) follows directly from the general formula ${ }^{2,3,6}$ for the ionization probability of the state $\left|n_{1} n_{2} m\right\rangle$ in a weak electric field if we note that the ground state in the $D$-dimensional Coulomb problem is equivalent to a nodeless $\left(n_{1}=n_{2}=0, \quad n=\kappa^{-1}=(D-1) / 2\right)$ state of the threedimensional hydrogen atom. ${ }^{46}$ Here $n_{1}, n_{2}$, and $m$ are the parabolic quantum numbers, with $n=n_{1}+n_{2}+|m|+1$.

A comparison of Eqs. (5.5) and (5.7) shows that they have the same exponential factors, but the preexponential factors are substantially different: for short-range potentials it decreases as the dimensionality $D$ increases, while for the Coulomb potential it increases. This is explained by the fact that for $\epsilon \ll 1$, ionization takes place from the 'tail'" of the wave function $\psi_{0}(r)$, where the electron density

$$
\begin{equation*}
\psi_{0}^{2}(r) \propto r^{2 \eta-(D-1)} e^{-2 \kappa r}, \quad \kappa r \gg 1 \tag{5.8}
\end{equation*}
$$

is greater for larger values of the exponent $2 \eta-(D-1)$ $=(Z-1)(D-1)$.
3) If both $\mathscr{E}$ and $\mathscr{H}$ fields, are present, then the extremal ${ }^{5)}$ path is no longer one-dimensional and has the form (1.5). The velocity of the particle along it is $\mathbf{v}$ $=i \omega_{c} d \mathbf{r} / d \tau$, with

$$
\begin{align*}
\mathbf{v}^{2}(\tau)= & \left(\frac{e \mathscr{E}}{\omega_{c}}\right)^{2}\left\{\tau _ { 0 } ^ { 2 } \left[\left(\operatorname{coth} \tau_{0}-\frac{1}{\tau_{0}}\right)^{2}\right.\right. \\
& \left.+2 \frac{\cosh \tau_{0}-\cosh \tau}{\tau_{0} \sinh \tau_{0}}\right] \sin ^{2} \theta \\
& \left.-\left(\tau_{0}^{2} \sin ^{2} \theta+\tau^{2} \cos ^{2} \theta\right)\right\} \tag{5.9}
\end{align*}
$$

Equation (1.6) follows directly from the condition $\mathbf{v}^{2}\left(\tau_{0}\right)=-\kappa^{2}$, and for $\tau=0$ we find that the momentum of the particle as it escapes from under the barrier is directed perpendicular to the $(\mathscr{E}, \mathscr{H})$ plane and has magnitude

$$
\begin{align*}
p_{0} & =v_{x}(0)=\frac{e \mathscr{E}}{\omega_{c}}\left(1-\frac{\tau_{0}}{\sinh \tau_{0}}\right) \sin \theta \\
& \approx \kappa \sin \theta \begin{cases}\frac{1}{6} \gamma, & \gamma \ll 1 \\
\gamma^{-1}, & \gamma \gtrdot 1 .\end{cases} \tag{5.10}
\end{align*}
$$

In contrast to the one-dimensional case, the point of escape from under the barrier is not a point at which the particle stops; however, the velocity components $v_{y}$ and $v_{z}$, which are imaginary in the subbarrier motion, go to zero at this point.

It follows from Eq. (1.5) that for the extremal trajectory $(\mathbf{r} \cdot \dot{\mathbf{r}})_{t=0}=0$ and

$$
\begin{align*}
W= & -i \frac{\mathscr{E}^{2}}{2 \omega_{c}^{3}} \tau_{0}\left[\left(\tau_{0} \operatorname{coth} \tau_{0}-1\right) \sin ^{2} \theta\right. \\
& \left.+\frac{1}{3} \tau_{0}^{2} \cos ^{2} \theta\right]+i \frac{\kappa^{2}}{2 \omega_{c}} \tau_{0}=\frac{i}{3 \epsilon} g(\gamma, \theta) . \tag{5.11}
\end{align*}
$$

Using Eq. (1.6) and the equations $\mathscr{E} / \omega_{c}=\kappa / \gamma, \kappa^{2} / \omega_{c}$ $=(\epsilon \gamma)^{-1}$, and $\mathscr{E}^{2} / \omega_{c}^{3}=\left(\epsilon \gamma^{3}\right)^{-1}$, we arrive at Eqs. (1.9) and (1.11).
4) To calculate the preexponential factor $P$, we have to include the contribution not only from the extremal trajectory, but from the entire bundle of 'classical'" trajectories close to it. We now illustrate this for parallel fields: $\mathbf{r}(t)$ $=\{\rho(t), z(t)\}$, where

$$
\begin{align*}
& \boldsymbol{\rho} \equiv x+i y=i \frac{\mathbf{p}_{\perp}}{\omega_{c}}\left[\exp \left(-i \omega_{c} t\right)-\exp \left(-i \omega_{c} t_{0}\right)\right], \\
& z=\frac{1}{2} \mathscr{E}\left(t^{2}-t_{0}^{2}\right) \tag{5.12}
\end{align*}
$$

(the fields $\mathscr{E}$ and $\mathscr{H}$ are directed along the $z$ axis), with $\mathbf{r}\left(t_{0}\right)=0$ and $\dot{\mathbf{r}}(0)=\mathbf{p}_{\perp}$. The second condition of Eq. (1.4) takes the form

$$
\mathscr{E}^{2} t_{0}^{2}+p_{\perp}^{2} \exp \left(-2 i \omega_{c} t_{0}\right)=-\kappa^{2}
$$

and determines the initial time for subbarrier motion,

$$
t_{0}=\frac{i \kappa}{\mathscr{E}}\left(1+\frac{p_{\perp}^{2}}{2 \kappa^{2}} e^{-2 \tau_{0}+\ldots}\right), \quad p_{\perp} \ll \kappa .
$$

The first two terms on the right-hand side of Eq. (5.2) yield a contribution

$$
\frac{1}{6} \mathscr{E}^{2} t_{0}^{3}+\frac{1}{2} \kappa^{2} t_{0}=i \frac{\kappa^{3}}{3 \mathscr{E}}\left[1+O\left(\left(\frac{p_{\perp}}{\kappa}\right)^{4}\right)\right]
$$

and in the Gaussian $\left(\sim p_{\perp}^{2}\right)$ approximation their dependence on the transverse momentum must be neglected. The last term of Eq. (5.2) remains:

$$
(\mathbf{r} \cdot \dot{\mathbf{r}})_{t=0}=\frac{1}{2}\left(\dot{\boldsymbol{\rho}} \cdot \boldsymbol{\rho}^{*}+\dot{\boldsymbol{\rho}}^{*} \cdot \boldsymbol{\rho}\right)_{t=0}=-p_{\perp}^{2} t_{0} \frac{\sin \omega_{c} t_{0}}{\omega_{c} t_{0}}
$$

Since $\omega_{c} t_{0}=i \gamma\left[1+O\left(p_{\perp}^{2} / \kappa^{2}\right)\right]$, we have, finally,

$$
\begin{equation*}
W\left(p_{\perp}\right)=\frac{i}{\epsilon}\left\{\frac{1}{3}+\frac{\sinh \gamma}{\gamma} \frac{p_{\perp}^{2}}{2 \kappa^{2}}+\ldots\right\} . \tag{5.13}
\end{equation*}
$$

Integrating over $d^{2} p_{\perp}$ yields a factor $\epsilon \gamma / \sinh \gamma$ in the preexponential factor (see Eqs. (1.9) and (1.17)). We now make some comments on the resulting solution.
a) In finding the subbarrier trajectories we allowed only for external $\mathscr{E}$ and $\mathscr{H}$ fields, which actually implies a zerorange approximation for the potential $U(r)$ binding the electron to the atom. Including a finite range of the forces, $r_{s}$, yields small corrections of order $r_{s} / b \sim \epsilon\left(\kappa r_{s}\right)$ in the preexponent, which we shall neglect.
b) The ITM provides an easy explanation for the reduction in ionization probability with increasing magnetic field. The barrier width $b$ is given by

$$
\begin{equation*}
b \equiv \sqrt{\mathbf{r}^{2}(0)}=\frac{\kappa^{2}}{2 \mathscr{C}} d(\gamma, \theta) \tag{5.14}
\end{equation*}
$$

where

$$
\begin{align*}
d(\gamma, \theta) & =\left(\frac{\tau_{0}}{\gamma}\right)^{2} \sqrt{\cos ^{2} \theta+\left[\frac{\tanh \left(\tau_{0} / 2\right)}{\tau_{0} / 2}\right]^{2} \sin ^{2} \theta} \\
& =\left\{\begin{array}{l}
1+\frac{\sin ^{2} \theta}{36} \gamma^{2}+\ldots, \quad \gamma \ll 1, \\
\frac{1}{\cos \theta}-\frac{2 \tan ^{2} \theta}{\gamma}+\ldots, \quad \gamma \rightarrow \infty .
\end{array}\right. \tag{5.14'}
\end{align*}
$$

For $\gamma \leq 1$ the barrier width is essentially constant and coincides with the width $b_{0}=\kappa^{2} / 2 \mathscr{E}$ for a constant electric field, with $\kappa b_{0}=1 / 2 \epsilon \gtrdot 1$. For $\gamma \gg 1$, for which the magnetic field exceeds the electric, however, $d(\gamma, \theta)$ increases; this widens the barrier and sharply reduces its permeability.
c) At the time of escape from under the barrier,

$$
x=0, \quad \frac{y}{z} \equiv \tan \theta_{0}, \quad \theta_{0}=\arctan \left\{\frac{\tanh \left(\tau_{0} / 2\right)}{\tau_{0} / 2} \tan \theta\right\} .
$$

When $\gamma \lesssim 1$ the particle moves along the electric field during subbarrier motion. If, on the other hand, $\gamma \gg 1$, then the subbarrier trajectory is "clamped" to the direction of the magnetic field ( $\theta_{0} \ll \theta$ ).
5) Proceeding to the calculation of the Coulomb correction, we set $V=V_{0}+\delta V$, while the extremal subbarrier trajectory $\mathbf{r}_{0}(t)$ in the potential $V_{0}$ is assumed to be known (analytically or numerically), while the perturbation $\delta V$ is small everywhere along it. The variation in the action is

$$
\begin{equation*}
\delta S=-\int_{t_{0}}^{0} \delta V\left(\mathbf{r}_{0}(t)\right) d t \tag{5.15}
\end{equation*}
$$

In this case, $\delta V=-Z / r$, so the integral (5.15) diverges logarithmically as $r \rightarrow 0$ (or $t \rightarrow t_{0}$ ); in general, for the ground and low-lying excited states of atoms, the region $r \leqq \kappa^{-1}$ cannot be treated semiclassically. This difficulty is overcome with the aid of a matching technique (cf. Ref. 1). Since $\epsilon$ $\ll 1$, we have ${ }^{6)} b \gtrdot r_{0} \gg \kappa^{-1}$, where $b$ is the barrier width and $r_{0}=\sqrt{Z / \mathscr{E}}$ is the distance over which the Coulomb field of the atomic core (charge $Z$ ) is comparable to the external field $\mathscr{E}$. This makes it possible to introduce a matching point $r_{1}$ ( $\kappa^{-1}<r_{1} \leqq r_{0}$ ) such that for $r>r_{1}$ the Coulomb interaction distorts the subbarrier trajectory only weakly and Eq. (5.15) still works, while for $r<r_{1}$ the external fields can still be neglected, so that

$$
\begin{aligned}
\psi_{0}(r) & \approx r^{-1} \exp \{-\kappa r+\eta \ln (\kappa r)+O(1)\} \\
& =r^{-1} \exp \left\{-\operatorname{Im}\left[S_{0}(r)+\delta S(r)\right]\right\}
\end{aligned}
$$

Ultimately, for the Coulomb correction we obtain

$$
\begin{align*}
& \delta S_{C}=-i \eta \ln \left(\kappa r_{1}\right)+Z \int_{t_{1}}^{0} \frac{1}{\sqrt{\mathbf{r}_{0}^{2}(t)}} d t, \\
& \exp \left(-2 \operatorname{Im} \delta S_{C}\right)=\left(\frac{\epsilon}{2}\right)^{-2 \eta}[Q(\gamma, \theta)]^{\eta} \tag{5.16}
\end{align*}
$$

where $r_{1}=\sqrt{\mathbf{r}_{0}^{2}\left(t_{1}\right)}$ and $\eta=Z / \kappa$. This procedure is verified by the fact that the arbitrary matching point $r_{1}$ drops out of the final answer.
6) We illustrate Eq. (5.16) for an electric field, for which (see Eq. (5.3) for $\left.p_{\perp}=0\right) \quad r_{0}(t)=\mathscr{E}\left(t^{2}-t_{0}^{2}\right) / 2$ and $t_{0}$ $=i \kappa / \mathscr{E}$ :

$$
\begin{aligned}
\delta S_{C} & =-i \eta \ln \left(\kappa r_{1}\right)+\frac{2 Z}{\mathscr{E}} \int_{t_{1}}^{0} \frac{d t}{t^{2}-t_{0}^{2}} \\
& =-i \eta \ln \frac{\left(t_{0}+t_{1}\right) \kappa r_{1}}{t_{0}-t_{1}} .
\end{aligned}
$$

Since $r_{0}(t)=i \kappa\left(t-t_{0}\right)+\ldots$ for $t \rightarrow t_{0}$, we have

$$
\begin{align*}
& \delta S_{C}=-i \eta \ln \left(-2 i \kappa^{2} t_{0}\right)=-i \eta \ln \left(2 \kappa^{3} / \mathscr{E}\right) \\
& \exp \left(-2 \operatorname{Im} \delta S_{C}\right)=(2 / \epsilon)^{2 \eta} \tag{5.17}
\end{align*}
$$

which coincides with the standard result obtained using the asymptotic solution of the Schrödinger equation in parabolic coordinates for the hydrogen atom ${ }^{1-3}$ and for a short-range potential. ${ }^{7,8}$ A comparison with these references shows how much simpler the calculation becomes when the ITM is used. Applying Eq. (5.16) to the subbarrier trajectory (1.5) leads to Eq. (1.12) for the Coulomb correction.

## 6. CONCLUSION

A semiclassical theory of the ionization of atoms and ions in electric and magnetic fields that allows for the Coulomb interaction between the electron and the atomic core, has been constructed. The resulting formulas are asymptotically exact for weak $(\epsilon, h \ll 1)$ fields, and for $\mathscr{H}=0$ transform to the well known results ${ }^{1-7}$ for the case of an electric field. Here the answer (Eq. (1.9)) contains only two constants ( $\kappa$ and $C_{\kappa}$ ), which characterize the given atomic level.

There are two questions which require further work.

1) We have discussed ionization of the $s$-level, ${ }^{7)}$ but the ITM can be generalized to states with $l \neq 0$. Then, at short distances $(\kappa r \leqq 1)$, where the atomic potential is spherically symmetric, it is necessary to account for the removal of the degeneracy in the projection of $m$ in the external fields $\mathscr{E}$ and $\mathscr{H}$. This can be done using Eqs. (A1)-(A5) from Appendix A, which solve for the correct wave functions in the zeroth approximation. ${ }^{8)}$
2) The ITM can be generalized to the relativistic case, which makes it possible to examine the ionization of levels whose binding energy is comparable to the rest energy $m c^{2}$. Allowing for corrections of order $\alpha^{2}$, the ionization probability (to exponential accuracy) is

$$
\begin{equation*}
w(\mathscr{E}, \mathscr{H}) \propto \exp \left\{-\frac{2}{3 \epsilon}\left(1-c_{1} \alpha^{2} \kappa^{2}\right)\right\}, \tag{6.1}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{1}=\frac{1}{30}\left[\frac{9}{4}-\left(\frac{\mathscr{H}}{\mathscr{E}}\right)^{2} \sin ^{2} \theta\right], \quad \alpha=\frac{e^{2}}{\hbar c}=\frac{1}{137} . \tag{6.2}
\end{equation*}
$$

In particular, $c_{1}=3 / 40$ for a pure electric field and $c_{1}$ $=1 / 24$ for crossed fields. In these cases the relativistic correction increases the ionization probability slightly, but it changes sign if $\mathscr{E} / \mathscr{H}<(2 / 3) \sin \theta$.

The relativistic version of the ITM can be used to obtain the analog of Eqs. (1.9) and (6.1) for a level with arbitrary energy (from $m c^{2}$ to $-m c^{2}$ ), but this question lies outside the scope of this article. ${ }^{47}$
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## APPENDIX A

It has been shown ${ }^{48}$ that in external static $\mathscr{E}$ and $\mathscr{H}$ fields, the energy spectrum of an electron bound by a shortrange potential $U(r)$ of radius $r_{s}$ is given by

$$
\begin{equation*}
\operatorname{det}\left[A_{l m}^{l^{\prime} m^{\prime}}(E)-B_{l}(E) \delta_{m m^{\prime}}\right]=0 \tag{A1}
\end{equation*}
$$

which follows from the matching condition for the inner and outer wave functions in the overlap region,

$$
r_{s} \ll r \ll \min \left\{\kappa^{-1}, L_{\mathscr{E}}, L_{\mathscr{H}}\right\} .
$$

Here $\kappa=\sqrt{-2 E}, L_{\mathscr{E}}=\mathscr{E}^{-1 / 3}$ is the electric length and $L_{\mathscr{H}}$ $=(\mathscr{H} / c)^{-1 / 2}$ is the magnetic length. ${ }^{10,48}$ Since $L_{\mathscr{C}}$ $=\kappa^{-1} \epsilon^{-1 / 3}$ and $L_{\mathscr{H}}=\kappa^{-1} h^{-1 / 2}$ and assuming that conditions (1.2) are satisfied, in our case it is sufficient that

$$
\begin{equation*}
r_{s} \ll r \ll \kappa^{-1} \tag{A2}
\end{equation*}
$$

which can always be satisfied for $\kappa r_{s} \ll 1$, i.e, in the case of a shallow level.

The coefficients $A_{l m}^{l^{\prime} m^{\prime}}$ appear in the expansion of the solutions of the Schrödinger equation,

$$
\begin{align*}
g_{l m}(\mathbf{r} ; E)= & r^{-(l+1)} Y_{l m}\left(\frac{\mathbf{r}}{r}\right)+\ldots \\
& +\sum_{l^{\prime}, m^{\prime}} A_{l m}^{l^{\prime} m^{\prime}}(E) r^{l^{\prime}} Y_{l^{\prime} m^{\prime}}\left(\frac{\mathbf{r}}{r}\right)+\ldots, \quad r \rightarrow 0, \tag{A3}
\end{align*}
$$

which satisfy the Sommerfeld radiation condition at infinity, and the $B_{l}(E)$ are determined by the scattering phases in the potential $U(r)$. In the effective radius approximation, we have

$$
\begin{align*}
(2 l+1)!!(2 l-1)!!B_{l}(E) & =k^{2 l+1} \cot \delta_{l}^{(s)}(k) \\
& =-\frac{1}{a_{l}}+r_{l} E \tag{A4}
\end{align*}
$$

where $a_{l}$ is the scattering length, $r_{l}$ is the effective radius, and $l$ is the orbital angular momentum. Solutions (A3) can be expressed in terms of the Green function $G$ by

$$
\begin{equation*}
g_{l m}(\mathbf{r} ; E)=\left.\frac{2 \pi}{(2 l-1)!!} Y_{l m}\left(\frac{\partial}{\partial \mathbf{r}^{\prime}}\right) G\left(\mathbf{r}, \mathbf{r}^{\prime} ; E\right)\right|_{r^{\prime}=0} \tag{A5}
\end{equation*}
$$

In particular, $g_{00}(\mathbf{r} ; E)=\sqrt{\pi} G(\mathbf{r}, 0 ; E)$. In turn, $G\left(\mathbf{r}, \mathbf{r}^{\prime} ; E\right)$ is given in terms of the time-dependent Green function by

$$
\begin{equation*}
G\left(\mathbf{r}, \mathbf{r}^{\prime} ; E\right)=\lim _{\delta \rightarrow+0} i \int_{0}^{\infty} G\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, 0\right) e^{i(E+i \delta) t} d t \tag{A6}
\end{equation*}
$$

which in uniform electric and magnetic fields can be factored ${ }^{43,49}$

$$
\begin{align*}
G\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, 0\right)= & \frac{1}{\sqrt{(2 \pi i t)^{3}}} \frac{u}{\sin u} \exp \left\{i \left[S_{2}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime} ; t\right)\right.\right. \\
& \left.\left.+S_{1}\left(z, z^{\prime} ; t\right)\right]\right\} \tag{A7}
\end{align*}
$$

where

$$
\begin{equation*}
S_{1}\left(z, z^{\prime} ; t\right)=\frac{\left(z-z^{\prime}\right)^{2}}{2 t}-\frac{1}{2}\left(z+z^{\prime}\right) F_{\|} t-\frac{1}{24} F_{\|}^{2} t^{3} \tag{A8}
\end{equation*}
$$

and

$$
\begin{align*}
S_{2}\left(\boldsymbol{\rho}, \boldsymbol{\rho}^{\prime} ; t\right)= & \frac{\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)^{2}}{2 t} u \cot u+\frac{1}{2} \omega\left(x-x^{\prime}\right)\left(y+y^{\prime}\right) \\
& -\frac{1}{2}\left[\left(x-x^{\prime}\right)\left(\cot u-u^{-1}\right)+\left(y+y^{\prime}\right)\right] F_{\perp} t \\
& -\frac{1}{8} F_{\perp}^{2} t^{3} \frac{1-u \cot u}{u^{2}}, \tag{A9}
\end{align*}
$$

$\mathbf{r}=\{\boldsymbol{\rho}, z\}, F_{\|}=|e| \mathscr{E} \cos \theta$, and $F_{\perp}=|e| \mathscr{E} \sin \theta$ (for an electron $e<0$ ), we have introduced the variable

$$
\begin{equation*}
u=\omega t / 2, \quad \omega=\left|\omega_{c}\right| \tag{A10}
\end{equation*}
$$

and chosen the gauge $\mathbf{A}=\left\{-\mathscr{H}_{y}, 0,0\right\}$. Here $S_{1}$ is the action for one-dimensional motion in a uniform field $F_{\|}$and $S_{2}$ is the two-dimensional action for crossed fields $F_{\perp}$ and $\mathscr{H}$.

We write Eq. (A7) in the form

$$
\begin{equation*}
G\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, 0\right)=G_{0}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, 0\right)+\xi\left(\mathbf{r}, \mathbf{r}^{\prime} ; t\right), \tag{A11}
\end{equation*}
$$

where $G_{0}=(2 \pi i t)^{-3 / 2} \exp \left\{i\left(\mathbf{r}-\mathbf{r}^{\prime}\right)^{2} / 2 t\right\}$ is the free-particle Green function, while the function $\xi$ does not lead to divergence as $\mathbf{r} \rightarrow \mathbf{r}^{\prime}$ in Eq. (A6). In particular, as $t \rightarrow 0$,

$$
\xi(0,0 ; t)=\frac{1}{24} \omega^{2} t^{2}-\frac{i}{24} F^{2} t^{3}+\ldots, \quad F^{2}=F_{\|}^{2}+F_{\perp}^{2}
$$

We first consider a $\delta$-potential. $G(\mathbf{r}, 0 ; E)$ describes a quasistationary state of the particle in the combined field ( $\mathscr{E}$, $\mathscr{H}$, and a well with zero range located at the point $\mathbf{r}^{\prime}=0$ ) if the boundary condition

$$
\begin{equation*}
G(\mathbf{r}, 0 ; E)=\text { const } \cdot\left\{r^{-1}-\kappa_{0}+O(r)\right\}, \quad r \rightarrow 0 \tag{A12}
\end{equation*}
$$

is satisfied, where $\kappa_{0}=1 / a_{s}$ is the coupling constant of the $\delta$-potential, and $E=E_{r}-i \Gamma / 2=-\kappa^{2} / 2$ and $E_{0}=-\kappa_{0}^{2} / 2$ are, respectively, the energy of the level in the external fields and the energy of the level for the free atom (ion). From Eqs. (A7)-(A9) and the integral

$$
\int_{0}^{\infty} \exp \left\{i\left(E t+\frac{r^{2}}{2 t}\right)\right\} \frac{d t}{t^{3 / 2}}=\frac{\sqrt{2 \pi i}}{r} \exp (-\sqrt{-2 E} r)
$$

we obtain

$$
\begin{align*}
G(\mathbf{r}, 0 ; E)= & \frac{1}{2 \pi i}\left\{\frac{1}{r}-\kappa+\frac{1}{\sqrt{2 \pi i}}\right. \\
& \left.\times \int_{0}^{\infty} \frac{d t}{t^{3 / 2}} e^{i E t} \xi(t)+\ldots\right\}, \quad r \rightarrow 0 . \tag{A13}
\end{align*}
$$

where
$\xi(t) \equiv \xi(0,0 ; t)=\frac{u}{\sin u} \exp \left\{-\frac{i}{24}\left[F_{\|}^{2}+F_{\perp}^{2} f_{1}(u)\right] t^{3}\right\}-1$,
$f_{1}(u)=\frac{3}{u^{2}}(1-u \cot u)=1+\frac{1}{15} u^{2}+\ldots, \quad u \rightarrow 0$,
and the dots in Eq. (A13) represent terms that vanish as $r$ $\rightarrow 0$. A comparison of Eq. (A13) with Eq. (A12) yields

$$
\begin{equation*}
\kappa-\kappa_{0}=\frac{1}{\sqrt{2 \pi i}} \int_{0}^{\infty} \frac{d t}{t^{3 / 2}} e^{i E t} \xi(t) \tag{A15}
\end{equation*}
$$

which can also be written in the same form as (1.14) with $u=\kappa^{2} h t / 2$.

We now discuss some special cases. If $\mathscr{E}=0$, then $\Lambda \rightarrow 0$, $\Lambda \gamma^{2}=h^{-1}$, and, after some manipulations, Eq. (1.14) becomes the equation corresponding to a purely magnetic field (see Ref. 8 for $l=0$ and Ref. 48 for arbitrary angular momentum $l$ ).

When the magnetic field is turned off, we have

$$
h \rightarrow 0, \quad u=0, \quad \xi(t)=\exp \left(-\frac{i}{24} \mathscr{E}^{2} t^{3}\right)-1 .
$$

Transforming to the variable $\tau=\kappa^{2} t / 2$ in Eq. (A15), we obtain

$$
\begin{align*}
& \kappa_{0}=\kappa+\frac{\kappa}{\sqrt{4 \pi i}} \int_{0}^{\infty} \frac{d \tau}{\tau^{3 / 2}} e^{-i \tau}\left[1-\exp \left(-\frac{i}{3} \epsilon^{2} \tau^{3}\right)\right] \\
& \epsilon=\frac{\mathscr{E}}{\kappa^{3}} \tag{A16}
\end{align*}
$$

which agrees with an earlier paper ${ }^{50}$ for $l=0$ (here we take the opportunity to correct a misprint in that paper: $t^{-3 / 2}$ in the integral in Eq. (10) should read $t^{-1 / 2}$ ).

When the conditions (1.2) are satisfied, the integrals in Eqs. (1.14) and (A15) can be calculated by the method of steepest descent (the saddle point is $u_{0}=-i \tau_{0}$, where $\tau_{0}$ $>0$ is the root of Eq. (1.6) given by the ITM). The calculations yield both the level shift

$$
\begin{equation*}
\Delta E=E_{r}-E_{0}=E_{0} \delta, \quad \delta=\frac{1}{2}\left|C_{\kappa}\right|^{2}\left(\epsilon^{2}-\frac{1}{3} h^{2}\right)+\ldots \tag{A17}
\end{equation*}
$$

and the level width $\Gamma=\hbar w$ (Eq. (1.9) with $\eta=0$ and the factor (1.13)). We emphasize that Eq. (A17) refers only to a weakly bound level in a short-range potential. For example, for the ground state in a Coulomb field, ${ }^{1} C_{\kappa}=1$ and $\delta$ $=\left(9 \epsilon^{2}-h^{2}\right) / 2+\ldots$.

Proceeding in similar fashion, from Eqs. (A1)-(A5) we can obtain an equation for the energy $E=\kappa^{2} / 2$, of the $s$ state including a correction for the effective radius of the system,

$$
\begin{align*}
\kappa-\frac{1}{a_{s}}-\frac{1}{2} \kappa^{2} r_{s}= & \frac{1}{\sqrt{2 \pi i}} \int_{0}^{\infty} \frac{d t}{t^{3 / 2}} e^{i E t}\left\{\frac{u}{\sin u}\right. \\
& \left.\times \exp \left[-\frac{1}{24}\left(F_{\|}^{2}+F_{\perp}^{2} f_{1}(u)\right) t^{3}\right]-1\right\}, \tag{A18}
\end{align*}
$$

which transforms to Eq. (A15) in the approximation of zerorange forces $\left(r_{s}=0,1 / a_{s}=\kappa_{0}\right)$. In particular, in a purely electric field, ${ }^{50}$ we have

$$
\begin{equation*}
w(\mathscr{E})=\kappa^{2} C_{\kappa}^{2} \epsilon e^{-2 / \beta \epsilon}\left[1-c_{1} \epsilon+O\left(\epsilon^{2}\right)\right], \tag{A19}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{\kappa}=\frac{1}{\sqrt{2}}\left(1+\frac{1}{2} \kappa_{0} r_{s}+\ldots\right), \quad c_{1}=\frac{5}{3}\left(1+\frac{3}{20} \kappa_{0} r_{s}+\ldots\right) . \tag{A20}
\end{equation*}
$$

Including the Coulomb interaction in the framework of the approach discussed here requires knowledge of the Green function, allowing for the effects of the external $\mathscr{E}$ and $\mathscr{H}$, as well as of the Coulomb field, which can scarcely be done in analytic form.

## APPENDIX B

Here we introduce the expansion of the functions in Eq. (1.9). For $\gamma \ll 1$,

$$
\begin{equation*}
\tau_{0}(\gamma, \theta)=\sum_{k=0}^{\infty} c_{k} \gamma^{2 k+1}, \quad g(\gamma, \theta)=\sum_{k=0}^{\infty} \frac{3 c_{k}}{2 k+3} \gamma^{2 k} \tag{B1}
\end{equation*}
$$

$$
\begin{equation*}
P(\gamma, \theta)=1-\frac{1}{6} \gamma^{2}+\frac{1}{3240}\left(20 s^{2}-84 s+63\right) \gamma^{4}+\ldots \tag{B2}
\end{equation*}
$$

and

$$
\begin{equation*}
Q(\gamma, \theta)=1+\frac{2}{9} s \gamma^{2}+\ldots \tag{B3}
\end{equation*}
$$

where $s=\sin ^{2} \theta$ and

$$
\begin{align*}
& c_{0}=1, \quad c_{1}=\frac{s}{18}, \quad c_{2}=\frac{1}{3240}\left(35 s^{2}-24 s\right), \\
& c_{3}=\frac{11 s^{3}}{3888}-\frac{s^{2}}{270}+\frac{s}{1050}, \ldots \tag{B4}
\end{align*}
$$

The relation between the expansion coefficients for the functions $\tau_{0}$ and $g$ indicated in Eq. (B1) follows from the equation

$$
\begin{equation*}
\tau_{0}(\gamma, \theta)=\frac{1}{3 \gamma} \frac{\partial}{\partial \gamma}\left[\gamma^{3} g(\gamma, \theta)\right] \tag{B5}
\end{equation*}
$$

whose validity can be verified by writing Eq. (1.11) in the form

$$
\begin{aligned}
\frac{1}{3} \gamma^{3} g= & \frac{1}{2}\left[\gamma^{2} \tau_{0}-\frac{1}{3} \tau_{0}^{3}\right. \\
& \left.-\left(\tau_{0}^{2} \operatorname{coth} \tau_{0}-\tau_{0}-\frac{1}{3} \tau_{0}^{3}\right) \sin ^{2} \theta\right]
\end{aligned}
$$

and then calculating $\partial\left(\gamma^{3} g\right) / \partial \gamma-3 \gamma \tau_{0}$.
For $\gamma \gg 1$ (strong magnetic field) and $\theta<\pi / 2$, we obtain

$$
\begin{align*}
& \tau_{0}(\gamma, \theta)=\frac{\gamma}{\cos \theta}-\tan ^{2} \theta\left(1-\frac{1}{2 \gamma \cos \theta}+\ldots\right),  \tag{B6}\\
& g(\gamma, \theta)=\frac{1}{\cos \theta}-\frac{3 \tan ^{2} \theta}{2 \gamma}\left(1-\frac{1}{\gamma \cos \theta}+\ldots\right),  \tag{B7}\\
& P=2 \gamma \exp \left(-\frac{\gamma}{\cos \theta}+\tan ^{2} \theta\right)\left[1+O\left(\gamma^{-1}\right)\right] \tag{B8}
\end{align*}
$$

and

$$
\begin{equation*}
Q=\frac{1}{\cos ^{2} \theta}\left[1+2 \frac{\sin ^{2} \theta}{\gamma} \ln \frac{\gamma}{\cos \theta}+O\left(\gamma^{-1}\right)\right] \tag{B9}
\end{equation*}
$$

The case $\theta=\pi / 2$ is special: Eq. (1.6) for $\tau_{0}(\gamma)$ takes the form $f\left(\tau_{0}\right)=\gamma^{2}$, where

$$
\begin{aligned}
f(\tau) & =2 \tau \operatorname{coth} \tau-\left(\frac{\tau}{\sin \tau}\right)^{2}-1 \\
& =\sum_{k=1}^{\infty} \frac{2^{2 k}(2 k+1)}{(2 k)!} B_{2 k} \tau^{2 k},
\end{aligned}
$$

and $B_{2 k}$ are the Bernoulli numbers. Reverting this series and using Eq. (B5), we arrive at the expansions (2.3). If $\gamma \gg 1$, then Eq. (1.6) can be conveniently written in the form

$$
\tau-2 \sum_{n=1}^{\infty}\left(n \tau^{2}-\tau\right) e^{-2 n \tau}=\frac{1}{2}\left(\gamma^{2}+1\right)
$$

Solving iteratively, we arrive at the rapidly converging expansions

$$
\begin{equation*}
\tau_{0}(\gamma)=\sum_{n=0}^{\infty} P_{n}(z) e^{-n z}, \quad g(\gamma)=\gamma^{-3} \sum_{n=0}^{\infty} Q_{n}(z) e^{-n z}, \tag{B10}
\end{equation*}
$$

where

$$
\begin{aligned}
& z=\gamma^{2}+1, \quad P_{0}=\frac{1}{2} z, \quad P_{1}=\frac{1}{2} z^{2}-z \\
& P_{2}=-\frac{1}{2} z^{4}+3 z^{3}-4 z^{2}+z \\
& Q_{0}=-\frac{1}{2} Q_{1}=\frac{3}{8} z^{2}, \quad Q_{2}=\frac{3}{8}\left(z^{4}-4 z^{3}+2 z^{2}\right),
\end{aligned}
$$

and for arbitrary $n$,

$$
\begin{equation*}
P_{n}(z)=\frac{2}{3}\left(Q_{n}^{\prime}-n Q_{n}\right), \quad n=0,1, \ldots \tag{B11}
\end{equation*}
$$

Finally, for small angles $\theta \ll 1$, we have

$$
\begin{align*}
& \tau_{0}(\gamma, \theta)=\gamma\left(1+\tau_{1} \theta^{2}+\ldots\right), \quad g(\gamma, \theta)=1+g_{1} \theta^{2}+\ldots, \\
& P=\frac{\gamma}{\sinh \gamma}\left(1-p_{1} \theta^{2}+\ldots\right), \quad Q=1+q_{1} \theta^{2}+\ldots, \tag{B12}
\end{align*}
$$

where

$$
\begin{align*}
& \tau_{1}(\gamma)=\frac{1}{2}\left(\operatorname{coth} \gamma-\gamma^{-1}\right)^{2}, \\
& g_{1}(\gamma)=\frac{3}{2 \gamma^{2}}\left(1+\frac{1}{3} \gamma^{2}-\gamma \operatorname{coth} \gamma\right),  \tag{B13}\\
& p_{1}(\gamma)=(\gamma \operatorname{coth} \gamma-1)\left(\frac{\gamma^{2}-1}{2 \gamma^{2}}-\frac{\operatorname{coth} \gamma}{2 \gamma}+\frac{1}{\sinh ^{2} \gamma}\right) .
\end{align*}
$$

Note the extreme smallness of these coefficients for $\gamma \ll 1$ :

$$
\begin{align*}
& \tau_{1}=\frac{1}{18} \gamma^{2}-\frac{1}{35} \gamma^{4}+\ldots, \quad g_{1}=\frac{1}{30} \gamma^{2}-\frac{1}{315} \gamma^{4}+\ldots, \\
& p_{1}=\frac{7}{270} \gamma^{4}+\ldots . \tag{B14}
\end{align*}
$$

Thus, for weak magnetic fields, the dependence of the ionization probability on the angle between $\mathscr{E}$ and $\mathscr{H}$ can be neglected right up to $\theta \sim 1$ (in agreement with the numerical calculations of Fig. 2). In the other limit, we have

$$
\begin{align*}
& \tau_{1}=\frac{1}{2}-\gamma^{-1}+\ldots, \quad g_{1}=\frac{1}{2}-\frac{3}{2 \gamma}+\ldots, \\
& p_{1}=\frac{1}{2} \gamma-1+O\left(\gamma^{-2}\right), \quad \gamma \rightarrow \infty \tag{B15}
\end{align*}
$$

(all these coefficients increase monotonically with increasing $\gamma$ ).

APPENDIX C
We now discuss the details of some of the calculations in Sec. 3. For the components of the velocity of subbarrier motion, Eq. (3.1) gives $(e=-1)$
$v_{x}=\dot{x}=\frac{\kappa}{\gamma}\left(1-\tau_{0} e^{\tau-\tau_{0}}\right) \sin \theta, \quad \dot{y}=-i \frac{\kappa}{\gamma} \tau_{0} e^{\tau-\tau_{0}} \sin \theta$,
$\dot{z}=-i \frac{\kappa}{\gamma} \tau \cos \theta$,
which implies Eq. (3.2). Furthermore,

$$
\begin{align*}
& W\left(t_{0}, t\right)=\int_{t_{0}}^{t}\left(L+E_{0}\right) d t=\frac{i}{\omega_{c}}\left\{\frac{1}{2} \kappa^{2}\left(\tau_{0}-\tau\right)-\int_{\tau}^{\tau_{0}} L d \tau\right\} \\
& L=  \tag{C2}\\
& =\frac{1}{2} \dot{\mathbf{r}}^{2}-\frac{1}{2} \omega_{c}(x \dot{y}-y \dot{x})-\mathscr{E}(y \sin \theta+z \cos \theta) \\
& =\frac{\kappa^{2}}{2 \gamma^{2}}\left\{\left(\tau_{0}^{2}-2 \tau^{2}\right) \cos ^{2} \theta+\left[\tau_{0}+1\right.\right. \\
& \left.\left.\quad+\tau_{0}\left(\tau_{0}-\tau-3\right) e^{\tau-\tau_{0}}\right] \sin ^{2} \theta+\ldots\right\} .
\end{align*}
$$

An elementary integration yields

$$
W\left(t_{0}, t\right)=\frac{i K}{2}\left\{\tau_{0}-\tau-\frac{1}{\gamma^{2}}\left[\frac{1}{3}\left(\tau_{0}^{3}-3 \tau_{0}^{2} \tau+2 \tau^{3}\right)\right.\right.
$$

$$
\begin{equation*}
\left.\left.\times \cos ^{2} \theta+\left(\tau_{0}^{2}-\tau_{0}-\left(\tau_{0}+1\right) \tau\right) \sin ^{2} \theta\right]\right\}, \tag{C3}
\end{equation*}
$$

where $K=\kappa^{2} / \omega_{c}=1 / \epsilon \gamma, \tau_{0}-\tau \gtrdot 1$, and we have discarded terms proportional to $\exp \left(\tau-\tau_{0}\right)$. Upon escape from under the barrier, Eq. (C3) transforms to Eq. (3.3) for $g(\gamma, \theta)$. From Eq. (3.1) we also find

$$
\begin{align*}
r= & \left(\mathscr{E} / \omega_{c}^{2}\right) \xi(\tau), \\
\xi= & \tau_{0}\left\{\frac{1}{4} \tau_{0}^{2}\left(1-u^{2}\right)^{2} \cos ^{2} \theta+(1-u)\right. \\
& \left.\times\left(1-u-2 e^{-\tau_{0}(1-u)}\right) \sin ^{2} \theta\right\}^{1 / 2}, \tag{C4}
\end{align*}
$$

where $u=\tau / \tau_{0}$. Here the barrier width is

$$
\begin{equation*}
b=\frac{\mathscr{E}}{\omega_{c}^{2}} \xi(0)=\frac{\kappa^{2}}{2 \mathscr{E}} \frac{\tau_{0}}{\gamma^{2}} \sqrt{\tau_{0}^{2} \cos ^{2} \theta+4 \sin ^{2} \theta} \tag{C5}
\end{equation*}
$$

and in the limit $\gamma \rightarrow \infty$, we have
$b=\frac{\kappa^{2}}{2 \mathscr{E}}$

$$
\times \begin{cases}\frac{1}{\cos \theta}-2 \gamma^{-1} \tan ^{2} \theta+\ldots, & \gamma \gtrdot \frac{1}{\cos \theta}(0 \leqslant \theta<\pi / 2),  \tag{C6}\\ 1+\gamma^{-2}+\ldots, & \theta=\pi / 2 .\end{cases}
$$

We calculate the Coulomb correction using Eq. (1.12). If $\theta<\pi / 2$, then $\xi / \gamma=\tau_{0}\left(1-u^{2}\right) / 2$, the integral in Eq. (1.12) is given by $J=\ln 2$, and $Q(\infty) \approx\left(\tau_{0} / \gamma\right)^{2}=1 / \cos ^{2} \theta$. In the special case $\theta=\pi / 2$, we have

$$
\begin{equation*}
\xi=\tau_{0} \sqrt{y\left[2\left(1-e^{-\tau_{0} y}\right)-y\right]}, \quad y=1-u \tag{C7}
\end{equation*}
$$

and $\tau_{0}=\left(\gamma^{2}+1\right) / 2$. Introducing the matching point $a$ such that $1 / \tau_{0} \ll a \ll 1$, we separate the integral $J$ into two parts and proceed to Eq. (2.6), where the constant is given by

$$
\begin{equation*}
c_{3}=\frac{1}{4} \exp \left\{2\left(J_{1}+J_{2}-2\right)\right\} \tag{C8}
\end{equation*}
$$

where

$$
\begin{aligned}
& J_{1}=\int_{0}^{1}\left(\frac{1}{\sqrt{x\left(1-e^{-x}\right)}}-\frac{1}{x}\right) d x, \\
& J_{2}=\int_{1}^{\infty}\left(\frac{1}{\left.\sqrt{1-e^{-x}}-1\right) \frac{d x}{\sqrt{x}}} .\right.
\end{aligned}
$$

Numerically, we have $J_{1}=0.25433$ and $J_{2}=0.16692$, whereupon $c_{3}=0.01063$. Numerical calculations of $Q(\gamma)$ confirm the validity of the asymptote (2.6), which, however, holds only for $\gamma \gtrsim 15$.
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#### Abstract

A dynamic theory of two-photon correlators measured in experiments with single molecular impurity centers has been developed. The theory takes into account the interaction between optically active electrons of an impurity center and phonons, excitations in tunneling systems of polymers and glasses, and transverse electromagnetic field. Both the correlator measured in the start-stop regime and the "full" correlator have been analyzed, and equations for these correlators have been derived. An equation relating these two correlators has been also obtained. The effect of the triplet level of an impurity molecule on the correlators leading to bunching of spontaneously emitted photons has been studied. The two-photon correlators have been calculated numerically, and their dependence on the incident light frequency and time between the pairs of detected photons in various realistic situations has been derived.
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## 1. INTRODUCTION

The basic measurements in spectroscopy of ensembles of impurity centers are of absorption and fluorescence bands. In most cases, these bands are notably broader than bands of a single impurity center owing to inhomogeneous broadening. In real crystals, the local environment of each impurity center always varies slightly, which causes some inhomogeneous broadening of the spectral lines due to impurities in solid solutions. This inhomogeneous broadening can be two or three orders of magnitude larger and reach several hundreds of wave numbers if a polymer or glass is doped by impurity molecules.

The principal problem of the selective spectroscopy of impurity centers is getting round this inhomogeneous broadening, which obscures the fine features of impurity bands. ${ }^{1}$ The techniques of persistent spectral hole burning ${ }^{2}$ and fluorescence line narrowing ${ }^{3}$ have allowed researchers to get rid of most of the inhomogeneous broadening, but not all. The point is that these two techniques select some molecules from an ensemble using the frequency of their phononless line. Leaving aside the impossibility of absolutely accurate frequency selection, selected molecules always have an uncertainty in the amplitude of electron-phonon interaction or interaction with tunneling systems of polymers and glasses in the local impurity environment. This means that even the spectra of molecular subensembles selected using resonant excitation are different from those of individual molecules, and the problem of measuring a really uniform spectrum can be resolved only on the level of individual molecules.

The problem of measuring optical spectra of individual impurity centers was solved several years ago, ${ }^{4,5}$ and this event initiated intense development of single-molecule spectroscopy. ${ }^{6,7}$ At the present time, the following features of individual molecules have been measured: absorption line shape, ${ }^{8}$ vibronic spectra, ${ }^{9}$ magnetic resonance of triplet
levels, ${ }^{10,11}$ static Stark effect, ${ }^{12}$ dynamic Stark effect, ${ }^{13}$ and distribution over optical line widths of individual impurity centers. ${ }^{14}$

Optical parameters of individual impurity centers are usually measured at liquid-helium temperatures under cw optical excitation by a laser with a spectral line width of several megaherz. Photons sequentially emitted by a center are detected. Measurements are performed in the photon counting regime, and the measured parameter is the correlator in pairs of photons emitted by the studied impurity center. For this reason, development of the theory of two-photon correlators is, undoubtedly, a key problem in single-molecule spectroscopy. This paper is devoted to the solution of this problem.

The paper is organized as follows. Section 2 describes specific features of measurements in the start-stop regime and gives an expression for a two-photon correlator measured in the start-stop regime. Section 3 presents derivation of the so-called full two-photon correlator. In these two sections the interaction between molecules and phonons is neglected. In Sec. 4 we will consider the effects of phonons and tunneling systems of polymers and glasses on two-photon correlators. Section 5 gives equations relating correlators of these two types. In Sec. 6 we will discuss the correlators as functions of time and pumping laser light frequency. Finally, Sec. 7 considers the effect of a triplet level on the full twophoton correlator, which shows itself in the grouping of emitted photons on the time axis and is termed 'photon bunching.',

## 2. TWO-PHOTON CORRELATOR MEASURED IN THE START-STOP REGIME

Consider a situation when a single atom is exposed to cw monochromatic laser radiation. In each elementary event, the atom absorbs and after some time emits one photon. A set of sequentially emitted photons flies through space with random
time intervals between individual photons, as shown in Fig. 1. When fed into a PMT cathode, these photons generate a sequence of electric pulses apparently randomly distributed in time. There is, however, a certain regularity in the times at which photons are detected by the PMT. This can be checked by setting two PMTs on the beam line and detecting two photons following one another after a certain time interval $t_{0}$. This kind of measurement is called the start-stop regime. For example, if the interval between photons 2 and 3 in Fig. 1 is $t_{0}$, the second event will be detected only after the arrival of photons 12 and 13.

If the total time of the experiment on detection of certain photon pairs is relatively short, the number of such events should greatly fluctuate from one experiment to another. The longer the measurement time, the smaller the ratio of the fluctuation amplitude to the average number of interesting events. Therefore, after a sufficiently long measurement time, the ratio

$$
\begin{equation*}
\frac{N_{2}\left(t_{0}, t\right)}{N_{2}(t)}=S\left(t_{0}\right), \tag{1}
\end{equation*}
$$

where the numerator is the number of interesting events detected during the time interval $t$, and the denominator is the total number of pairs arriving at the PMT during the same time, should be a function only of $t_{0}$ and independent of $t$.

Consider the probabilities $W_{0}, W_{1}$, and $W_{\mathbf{k}}$ of detecting the atom in the ground state, excited state, and after emission of a spontaneous photon with momentum $\mathbf{k}$, respectively. Let us analyze the relation between the ratio (1), which is, of course, less than unity, and these three probabilities. The time when the PMT detects the first emitted photon should be defined as $t=0$. At this moment we have $W_{0}=1$, i.e., the atom is in the ground state, and the other probabilities are zero. If at time $t_{0}$ the second PMT detects a photon spontaneously emitted by the atom permanently exposed to the laser field, the probability of this event is the sum of all the probabilities $W_{\mathbf{k}}$ and, obviously, equals the ratio (1), i.e.,

$$
\begin{equation*}
\sum_{\mathbf{k}} W_{\mathbf{k}}\left(t_{0}\right)=S\left(t_{0}\right) . \tag{2}
\end{equation*}
$$

Usually experimenters measure not the total number of interesting events, but their number per unit time, i.e., the count rate. This count rate is determined by the following expression:

$$
\begin{equation*}
s\left(t_{0}\right)=\dot{S}\left(t_{0}\right)=\frac{d}{d t_{0}} \sum_{\mathbf{k}} W_{\mathbf{k}}\left(t_{0}\right) \tag{3}
\end{equation*}
$$

Now let us calculate the probability.
Let $H$ be the Hamiltonian of a closed system, for example, an atom plus an electromagnetic field, and $|m\rangle$ the wave functions of the system state at the initial moment. This state changes with time in accordance with the Schrödinger equation, whose solution is

$$
\begin{equation*}
|m, t\rangle=\exp (-i t H / \hbar)|m\rangle . \tag{4}
\end{equation*}
$$

The final state $|m, t\rangle$ in the general case is a superposition of many atomic states, including, for example, $|l\rangle$. Then the integral $\langle l \mid m, t\rangle$ is the probability amplitude of detecting the system in state $|l\rangle$, although it was in state $|m\rangle$ at the initial time. Let us denote this amplitude as

$$
\begin{equation*}
\left.G_{l m}(t)=-i\langle l \mid m, t\rangle=-i\langle l| \exp (-i t H / \hbar\rangle\right)|m\rangle \tag{5}
\end{equation*}
$$

Here the factor $-i$ is introduced for convenience in calculating Laplacian components of amplitudes. It does not affect the results because the probability measured in experiments is $\left|G_{l m}(t)\right|^{2}$.

By expressing the Hamiltonian in the form of the sum $H=H_{0}+\Lambda$, where $\Lambda$ is responsible for the interaction between the atom and the transverse electromagnetic field, differentiating both sides of Eq. (5) with respect to time, and using the completeness condition for the set of wave functions, we obtain an equation for the amplitudes:

$$
\begin{equation*}
\dot{G}_{l m}(t)=-i \omega_{l m} G_{l m}(t)-\frac{i}{\hbar} \sum_{s} \Lambda_{l s} G_{s m}(t) \tag{6}
\end{equation*}
$$

where the frequency is expressed in terms of the eigenvalues of the Hamiltonian $H_{0}$ as $\omega_{l m}=\left(E_{l}-E_{m}\right) / \hbar$.

Let the initial state $|m\rangle$ be characterized by the following wave function and energy:

$$
|m\rangle=|0\rangle|n\rangle \equiv\left|\begin{array}{l}
0  \tag{7}\\
n
\end{array}\right\rangle, \quad E_{m} \equiv E_{n}=\hbar \omega_{0} n+E_{0},
$$

where $E_{0}$ is the energy of zero-field oscillations and $n$ is the number of photons in the laser mode interacting with the atom. Initially the atom is in the state whose energy has been set to zero. This initial state of the "atom + field" system is not steady. Under the action of interaction operator $\Lambda$, the atom should absorb a photon of the laser mode, and the system gets to the state $|1\rangle|n-1\rangle$ with energy $E+\hbar \omega_{0}(n$ $-1)+E_{0}$, where $E$ is the atom excitation energy, etc. The chain of states connected by operator $\Lambda$ is as follows:

$$
\left|\begin{array}{l}
0  \tag{8}\\
n
\end{array}\right\rangle \leftrightarrow\left|\begin{array}{c}
1 \\
n-1
\end{array}\right\rangle \leftrightarrow\left|\begin{array}{c}
0 \\
n-1, \mathbf{k}
\end{array}\right\rangle \leftrightarrow\left|\begin{array}{c}
1 \\
n-2, \mathbf{k}
\end{array}\right\rangle \leftrightarrow \ldots
$$

Hereafter we use the resonant approximation, i.e., we take into account only the part of $\Lambda$ which does not change the full number of excitations.

By applying the quantum states (8) to Eq. (6) and omitting the subscript of the initial state of amplitudes, we obtain the following infinite chain of coupled equations:

$$
\begin{align*}
& \dot{G}_{n}^{0}(t)=-i \Lambda * G_{n-1}^{1}, \\
& \dot{G}_{n-1}^{1}(t)=-i \Delta G_{n-1}^{1}(t)-i\left[\Lambda G_{n}^{0}(t)+\sum_{\mathbf{k}} \lambda_{\mathbf{k}} G_{n-1 \mathbf{k}}^{0}(t)\right], \tag{9}
\end{align*}
$$

$$
\dot{G}_{n-1 \mathbf{k}}^{0}(t)=-i \Delta_{\mathbf{k}} G_{n-1 \mathbf{k}}^{0}(t)-i \lambda_{\mathbf{k}}^{*} G_{n-1}^{1}(t)+\ldots
$$

Here $\Delta=\Omega-\omega_{0}, \Delta_{\mathbf{k}}=\omega_{\mathbf{k}}-\omega_{0}, \Omega$ is the electron excitation frequency, $\omega_{\mathbf{k}}$ is the frequency of the spontaneously emitted photon, $\omega_{0}$ is the laser photon frequency, and the matrix elements of the operator $\Lambda$ are determined by the following equations:

$$
\begin{align*}
& \Lambda=\frac{\Lambda_{10}}{\hbar}=-i \Omega \sqrt{\frac{4 \pi}{\hbar \omega_{0}}} \mathbf{d} \cdot \mathbf{e}_{0} \sqrt{\frac{n}{V}}=-i \frac{\mathbf{d} \cdot \mathbf{E}}{\hbar}=-i \chi,  \tag{10}\\
& \lambda_{\mathbf{k}}=-i \Omega \sqrt{\frac{4 \pi}{\hbar \omega_{\mathbf{k}}}} \mathbf{d} \cdot \mathbf{e}_{\mathbf{k}} \sqrt{\frac{1}{V}},
\end{align*}
$$

where $V$ is the volume occupied by the laser field, $\mathbf{e}$ and $n$ are the polarization vector of photons and their number, $\mathbf{d}$ is the dipole moment of the atomic transition, and $\mathbf{E}$ and $\chi$ are the electric field vector of the laser wave and the so-called Rabi frequency.

The first three lines of Eq. (9) contain the amplitudes needed for our analysis of the start-stop correlator. In calculating these amplitudes, we take into account only the terms given in Eq. (9) in the explicit form and neglect the rest. A fairly simple and persuasive argument in favor of this approximation is that it will allow us to derive optical Bloch equations. A more rigorous argumentation is given in the Appendix.

Using Eq. (9) and the complex-conjugate equations, and the formula

$$
\begin{equation*}
\frac{d}{d t}|G(t)|^{2}=\dot{G} G^{*}+G \dot{G}^{*} \tag{11}
\end{equation*}
$$

we easily obtain the following conservation law:

$$
\begin{equation*}
\frac{d}{d t}\left(\left|G_{n}^{0}(t)\right|^{2}+\left|G_{n-1}^{1}(t)\right|^{2}+\sum_{\mathbf{k}}\left|G_{n-1 \mathbf{k}}^{0}(t)\right|^{2}\right)=0 \tag{12}
\end{equation*}
$$

This is the law of probability conservation in the start-stop regime, which proves that our approximation has not broken the unitarity of the approximate amplitudes. Specifically, given that these amplitudes are related to the previously introduced probabilities by the formulas $\left|G_{n}^{0}(t)\right|^{2}=W_{0}$, $\left|G_{n-1}^{1}(t)\right|^{2}=W_{1}$, and $\left|G_{n-1 \mathbf{k}}^{0}(t)\right|^{2}=W_{\mathbf{k}}$, and that $W_{0}(0)$ $=1$, with due account of Eq. (12) we obtain

$$
\begin{equation*}
W_{0}(t)+W_{1}(t)+\sum_{\mathbf{k}} W_{\mathbf{k}}(t)=1 . \tag{13}
\end{equation*}
$$

These probabilities are, by definition, diagonal elements of the density matrix. Using Eqs. (11) and (9), we can derive similar equations for nondiagonal elements of the density matrix. By using the formula

$$
\begin{equation*}
\sum_{\mathbf{k}} \lambda_{\mathbf{k}} G_{n-1 \mathbf{k}}^{0}(t)=-\frac{i}{2 T_{1}} G_{n-1}^{1}(t) \tag{14}
\end{equation*}
$$

whose validity was discussed previously ${ }^{15}$ and where

$$
\begin{equation*}
\frac{1}{T_{1}}=\frac{4 d^{2}}{3 \hbar}\left(\frac{\Omega}{c}\right)^{3} \tag{15}
\end{equation*}
$$

is the rate of spontaneous emission from the excited atom, we can exclude from the three upper lines of Eq. (9) the amplitudes that are the functions of the wave vector $\mathbf{k}$ of the spontaneously emitted photon and derive the two equations

$$
\begin{align*}
& \dot{G}_{n}^{0}(t)=-i \Lambda^{*} G_{n-1}^{1}  \tag{16}\\
& \dot{G}_{n-1}^{1}(t)=-i\left(\Delta-\frac{i}{2 T_{1}}\right) G_{n-1}^{1}(t)-i \Lambda G_{n}^{0}(t) .
\end{align*}
$$

Using these two equations and their complex-conjugates, we easily obtain, using Eq. (11), the following system of equations for elements of the density matrix:

$$
\begin{align*}
& \dot{W}_{10}=-i(\Delta-i \Gamma) W_{10}-\chi\left(W_{0}-W_{1}\right), \\
& \dot{W}_{01}=i(\Delta+i \Gamma) W_{01}-\chi\left(W_{0}-W_{1}\right),  \tag{17}\\
& \dot{W}_{1}=-\chi\left(W_{10}+W_{01}\right)-W_{1} / T_{1}, \\
& \dot{W}_{0}=\chi\left(W_{10}+W_{01}\right),
\end{align*}
$$

where $\Gamma=1 / 2 T_{1}$ and

$$
\begin{equation*}
W_{10}(t)=G_{n-1}^{1}(t) G_{n}^{* 0}(t), \quad W_{01}(t)=W_{10}^{*}(t) \tag{18}
\end{equation*}
$$

Although this system of equations resembles the system of optical Bloch equations, it has two essential distinctions. First, in the equations for nondiagonal elements we see $2 T_{1}$ instead of the dephasing time $T_{2}$. This difference is due to neglect of the electron-phonon interaction. Secondly, Eqs. (17) and (12) yield not the conservation law $\dot{W}_{0}+\dot{W}_{1}=0$, which follows from the Bloch equations, but the relation

$$
\begin{equation*}
\dot{W}_{0}+\dot{W}_{1}=-\frac{W_{1}}{T_{1}}=-\sum_{\mathbf{k}} \dot{W}_{\mathbf{k}} . \tag{19}
\end{equation*}
$$

By taking into account Eq. (3), we obtain a very simple expression for the two-photon correlator measured in the start-stop regime:

$$
\begin{equation*}
s(t)=W_{1} / T_{1} \tag{20}
\end{equation*}
$$

where the time-dependent probability $W_{1}(t)$ is derived from equation system (17).

## 3. FULL TWO-PHOTON CORRELATOR

The two-photon correlator is measured in the start-stop regime under the condition that one photon immediately follows another. But one can also measure the so-called full correlator, i.e., ignore the latter condition and detect all pairs of photons separated by the time interval $t_{0}$. Let us again take as an illustration Fig. 1. Whereas in the start-stop regime we detect only the pairs $(2,3)$ and $(12,13)$, in measuring the full two-photon correlator we should additionally detect the pair $(4,6)$. In the interval between photons 4 and 6 the atom has emitted photon 5. The two-photon correlator taking into account all photon pairs separated by a given time interval is termed the full two-photon correlator. The count rate of such photon pairs will be denoted by $p(t)$. Let us derive the formula for the full two-photon correlator.

It is obvious that, in counting all photon pairs detected by two PMTs per unit time, we measure the probability

$$
\begin{equation*}
p(t)=\rho_{11}(t) / T_{1}, \tag{21}
\end{equation*}
$$

where $\rho_{11}(t)$ is the probability of detecting the atom in the excited state. In what follows, we will find out that such a probability can be derived from an equation system similar
to the Bloch equations. We can also suggest a simple justification of Eq. (21) on the qualitative level. Let us first consider the steady case over a sufficiently long time interval, when the result is independent of the length of the interval. Then we have the time-independent probability of detecting the atom in the excited state, $\rho_{11}(\infty)$. By multiplying this probability by the total number $N$ of atoms, we obtain the number of atoms in the excited state, $N_{1}(\infty)=N \rho_{11}(\infty)$. The atoms spontaneously emit photons and get to the ground state. In the steady state, laser pumping compensates for the loss of excited atoms due to generation of photons. Therefore, the flow of emitted photons is constant, and the number of photons emitted per unit time is $N_{1}(\infty) / T_{1}$. Therefore the probability of photon emission by one atom in the steady state is

$$
\begin{equation*}
p(\infty)=\rho_{11}(\infty) / T_{1} \tag{22}
\end{equation*}
$$

It is obvious that, if the population of excited atoms is a function of time, the probability of photon emission is also time-dependent, in accordance with Eq. (21). Therefore, now we are confronting the problem of deriving equations for the new probability $\rho_{11}$ of detecting the atom in the excited state irrespective of how many times it has returned to the ground state since the time $t=0$. It is obvious that the numerator on the right of Eq. (21) should take into account the number of all photons separated by time interval $t_{0}$, but not only those which immediately follow one another, as it is done in the start-stop regime. In order to calculate this probability, we have to reconsider the infinite chain of equations for amplitudes (9), i.e., the full set of states in Eq. (8).

Consider Eq. (9) for the probability amplitudes. Now we do not cut off the equation chain and also write down the equations of higher orders. Then we have the following system:

$$
\dot{G}^{0}=-i \Lambda * G^{1}
$$

$$
\dot{G}^{1}=-i \Delta G^{1}-i\left[\Lambda G^{0}+\sum_{\mathbf{k}} \lambda_{\mathbf{k}} G_{\mathbf{k}}^{0}\right]
$$

$$
\dot{G}_{\mathbf{k}}^{0}=-i \Delta_{\mathbf{k}} G_{\mathbf{k}}^{0}-i\left[\lambda_{\mathbf{k}}^{*} G^{1}+\Lambda^{*} G_{\mathbf{k}}^{1}\right]
$$

$$
\begin{equation*}
\dot{G}_{\mathbf{k}}^{1}=-i\left(\Delta+\Delta_{\mathbf{k}}\right) G_{\mathbf{k}}^{1}-i\left[\Lambda_{\mathbf{k}}^{\prime} G_{\mathbf{k}}^{0}+\sum_{\mathbf{k}^{\prime}} \lambda_{\mathbf{k}^{\prime}} G_{\mathbf{k} \mathbf{k}^{\prime}}^{0}+\lambda_{\mathbf{k}} \sqrt{2} \underline{G_{2 \mathbf{k}}^{0}}\right] \tag{23}
\end{equation*}
$$

$\dot{G}_{2 \mathbf{k}}^{0}=\ldots$,

$$
\dot{G}_{\mathbf{k} \mathbf{k}^{\prime}}^{0}=-i\left(\Delta_{\mathbf{k}}+\Delta_{\mathbf{k}^{\prime}}\right) G_{\mathbf{k} \mathbf{k}^{\prime}}^{0}-i\left[\lambda_{\mathbf{k}}^{*} G_{\mathbf{k}^{\prime}}^{1}+\lambda_{\mathbf{k}^{\prime}}^{*} G_{\mathbf{k}}^{1}+\Lambda^{* \prime \prime} G_{\mathbf{k} \mathbf{k}^{\prime}}^{1}\right],
$$

$$
\dot{G}_{\mathbf{k k}^{\prime}}^{1}=-i\left(\Delta+\Delta_{\mathbf{k}}+\Delta_{\mathbf{k}^{\prime}}\right) G_{\mathbf{k k}^{\prime}}^{1}-i\left[\lambda^{\prime \prime} G_{\mathbf{k k}^{\prime}}^{0}\right.
$$

$$
\left.+\sum_{\mathbf{k}^{\prime}} \lambda_{\mathbf{k}^{\prime}} G_{\mathbf{k} \mathbf{k}^{\prime} \mathbf{k}^{\prime \prime}}^{0}+\lambda_{\mathbf{k}} \sqrt{2} \underline{G_{2 \mathbf{k}}{ }^{\prime}} 0 \lambda_{\mathbf{k}^{\prime}} \sqrt{2} \underline{G_{\mathbf{k} 2 \mathbf{k}^{\prime}}^{0}}\right]
$$

Here we use a simplified notation and omit the subscripts $n$, $n-1, n-2$, etc., of the laser mode amplitudes. All the other
notation is the same as in Eq. (9). This infinite chain of equations takes into account all states in the chain (8). We use three approximations in our calculations.

The first approximation is that we neglect states in which wave vectors $\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}, \ldots$ of the spontaneously emitted photons are equal, i.e., the states with $\mathbf{k}=\mathbf{k}^{\prime}$, etc. Since the variable $\mathbf{k}$ is continuous, the number of neglected states is vanishingly small in comparison with the number of remaining states. This approximation allows us to omit from the system (23) all underlined and similar terms not written explicitly.

The second approximation concerns matrix elements $\Lambda=\sqrt{n} \lambda_{0}, \Lambda^{\prime}=\sqrt{n-1} \lambda_{0}, \Lambda^{\prime \prime}=\sqrt{n-2} \lambda_{0}, \ldots$, depending on the number $n$ of laser photons. Since this number is large, we assume that $\Lambda=\Lambda^{\prime}=\Lambda^{\prime \prime}=\ldots$.

The third approximation can be formulated as follows:

$$
\begin{align*}
& \sum_{\mathbf{k}} \lambda_{\mathbf{k}} G_{\mathbf{k}}^{0}=-\frac{i}{2 T_{1}} G^{1}, \quad \sum_{\mathbf{k}^{\prime}} \lambda_{\mathbf{k}^{\prime}} G_{\mathbf{k} \mathbf{k}^{\prime}}^{0}=-\frac{i}{2 T_{1}} G_{\mathbf{k}}^{1} \\
& \sum_{\mathbf{k}^{\prime \prime}} \lambda_{\mathbf{k}^{\prime \prime}} G_{\mathbf{k k ^ { \prime }} \mathbf{k}^{\prime \prime}}^{0}=-\frac{i}{2 T_{1}} G_{\mathbf{k k}}, \ldots \tag{24}
\end{align*}
$$

We have used this approximation previously [Eq. (14)], when we analyzed the truncated hierarchy of equations (9). The second, third, etc., lines in Eq. (24) are justified in a similar manner. The approximation (24) is of fundamental importance in separating the infinite chain of coupled equations into an infinite number of decoupled pairs of equations. Thus, using all these three approximations, we transform the system of equations (23) to
$\dot{G}^{0}=-i \Lambda{ }^{*} G^{1}$,
$\dot{G}^{1}=-i \Delta G^{1}-i\left[\Lambda G^{0}-\frac{i}{2 T_{1}} G^{1}\right] ;$
$\dot{G}_{\mathbf{k}}^{0}=-i \Delta_{\mathbf{k}} G_{\mathbf{k}}^{0}-i\left[\lambda_{\mathbf{k}}^{*} G^{1}+\Lambda^{*} G_{\mathbf{k}}^{1}\right]$,
$\dot{G}_{\mathbf{k}}^{1}=-i\left(\Delta+\Delta_{\mathbf{k}}\right) G_{\mathbf{k}}^{1}-i\left[\Lambda G_{\mathbf{k}}^{0}-\frac{i}{2 T_{1}} G_{\mathbf{k}}^{1}\right] ;$
$\dot{G}_{\mathbf{k k}}^{0}=-i\left(\Delta_{\mathbf{k}}+\Delta_{\mathbf{k}^{\prime}}\right) G_{\mathbf{k k}^{\prime}}^{0}-i\left[\lambda_{\mathbf{k}}^{*} G_{\mathbf{k}^{\prime}}^{1}+\lambda_{\mathbf{k}^{\prime}}^{*} G_{\mathbf{k}}^{1}+\Lambda^{*} G_{\mathbf{k k}^{\prime}}^{1}\right]$,
$\dot{G}_{\mathbf{k k}^{\prime}}^{1}=-i\left(\Delta+\Delta_{\mathbf{k}}+\Delta_{\mathbf{k}^{\prime}}\right) G_{\mathbf{k k}^{\prime}}^{1}-i\left[\Lambda G_{\mathbf{k k}^{\prime}}^{0}-\frac{i}{2 T_{1}} G_{\mathbf{k k}^{\prime}}^{1}\right] ;$
The first pair of equations describes the evolution of amplitudes in the presence of the photon detected by the first PMT. The second pair of equations applies to the case when the laser field and the second photon with wave vector $\mathbf{k}$ emitted by the atom are present. The third pair of equations describes two spontaneously emitted photons $\mathbf{k}$ and $\mathbf{k}^{\prime}$, etc. In analyzing the time dependence of the amplitudes in the start-stop regime, we ignored all equation pairs except the first. Now we will calculate the time dependence of the probabilities, taking into account all equations of the system (25).

We have derived the system of four equations (17) from the first two lines of Eq. (25) and the complex-conjugate equations at the end of the previous section. Let us apply this procedure to other equation pairs. Consider the second pair
of lines in Eq. (25) and their complex conjugates. Using the method developed above, we derive the following equations for the elements of the density operator:

$$
\begin{align*}
& \frac{d}{d t} \sum_{\mathbf{k}} G_{\mathbf{k}}^{1} G_{\mathbf{k}}^{* 0}=-i\left(\Delta-\frac{i}{2 T_{1}}\right) \sum_{\mathbf{k}} G_{\mathbf{k}}^{1} G_{\mathbf{k}}^{* 0}-\chi\left(\sum_{\mathbf{k}}\left|G_{\mathbf{k}}^{0}\right|^{2}\right. \\
&\left.-\sum_{\mathbf{k}}\left|G_{\mathbf{k}}^{1}\right|^{2}\right)+i \sum_{\mathbf{k}} \lambda_{\mathbf{k}} G_{\mathbf{k}}^{1} G^{* 1}, \\
& \frac{d}{d t} \sum_{\mathbf{k}} G_{\mathbf{k}}^{0} G_{\mathbf{k}}^{* 1}=\left(\frac{d}{d t} \sum_{\mathbf{k}} G_{\mathbf{k}}^{1} G_{\mathbf{k}}^{* 0}\right)^{*},  \tag{26}\\
& \frac{d}{d t} \sum_{\mathbf{k}}\left|G_{\mathbf{k}}^{1}\right|^{2}=-\chi \sum_{\mathbf{k}}\left(G_{\mathbf{k}}^{1} G_{\mathbf{k}}^{* 0}+G_{\mathbf{k}}^{0} G_{\mathbf{k}}^{* 1}\right)-\frac{1}{T_{1}} \sum_{\mathbf{k}}\left|G_{\mathbf{k}}^{1}\right|^{2}, \\
& \frac{d}{d t} \sum_{\mathbf{k}}\left|G_{\mathbf{k}}^{0}\right|^{2}= \chi \sum_{\mathbf{k}}\left(G_{\mathbf{k}}^{1} G_{\mathbf{k}}^{* 0}+G_{\mathbf{k}}^{0} G_{\mathbf{k}}^{* 1}\right)+\frac{1}{T_{1}} \sum_{\mathbf{k}}\left|G_{\mathbf{k}}^{1}\right|^{2} .
\end{align*}
$$

In deriving these equations, we have used the approximation (24). One can also prove the following relations:

$$
\begin{align*}
& \sum_{\mathbf{k}} \lambda_{\mathbf{k}} G_{\mathbf{k}}^{1} \simeq \frac{i}{2 T_{1}} \frac{\Lambda}{\Omega} G^{1}, \quad \sum_{\mathbf{k}^{\prime}} \lambda_{\mathbf{k}^{\prime}} G_{\mathbf{k k ^ { \prime }}}^{1} \simeq \frac{i}{2 T_{1}} \frac{\Lambda}{\Omega} G_{\mathbf{k}}^{1}, \\
& \sum_{\mathbf{k}^{\prime \prime}} \lambda_{\mathbf{k}^{\prime \prime}} G_{\mathbf{k k}^{\prime} \mathbf{k}^{\prime \prime}}^{1} \simeq \frac{i}{2 T_{1}} \frac{\Lambda}{\Omega} G_{\mathbf{k k}^{\prime}}^{1}, \ldots \tag{27}
\end{align*}
$$

Allowing for these formulas and the inequality $\Lambda \ll \Omega$, we can omit the underlined term in the first line of Eq. (26). Similar omissions based on Eq. (27) can be done in equations for the density operator derived from the third and the following pairs of lines in Eq. (25). This is the fourth approximation which can be formulated in addition to the previous three.

Using the third pair of lines in Eq. (25) and the fourth approximation, we obtain the following system of equations:

$$
\begin{aligned}
& \frac{d}{d t} \frac{1}{2!} \sum_{\mathbf{k k}^{\prime}} G_{\mathbf{k k ^ { \prime }}}^{1} G_{\mathbf{k} \mathbf{k}^{\prime}}^{* 0}=-i\left(\Delta-\frac{i}{2 T_{1}}\right) \frac{1}{2!} \sum_{\mathbf{k k}} G_{\mathbf{k k}^{\prime}}^{1} G_{\mathbf{\mathbf { k k } ^ { \prime }}}^{* 0} \\
& -\chi\left(\frac{1}{2!} \sum_{\mathbf{k k ^ { \prime }}}\left|G_{\mathbf{k k ^ { \prime }}}^{0}\right|^{2}-\frac{1}{2!} \sum_{\mathbf{k k ^ { \prime }}}\left|G_{\mathbf{k \mathbf { k } ^ { \prime }}}^{1}\right|^{2}\right), \\
& \frac{d}{d t} \frac{1}{2!} \sum_{\mathbf{k k}^{\prime}} G_{\mathbf{k k}^{\prime}}^{0} G_{\mathbf{k} \mathbf{k}^{\prime}}^{* 1}=\left(\frac{d}{d t} \frac{1}{2!} \sum_{\mathbf{k k}^{\prime}} G_{\mathbf{k k}^{\prime}}^{1} G_{\mathbf{k k}^{\prime}}^{* 0}\right)^{*}, \\
& \frac{d}{d t} \frac{1}{2!} \sum_{\mathbf{k k}^{\prime}}\left|G_{\mathbf{k k}^{\prime}}^{1}\right|^{2}=-\chi \frac{1}{2!} \sum_{\mathbf{k k}^{\prime}}\left(G_{\mathbf{k k}^{\prime}}^{1} G_{\mathbf{k k}^{\prime}}^{* 0}+G_{\mathbf{k k}^{\prime}}^{0} G_{\mathbf{k k}^{\prime}}^{* 1}\right) \\
& -\frac{1}{T_{1}} \frac{1}{2!} \sum_{\mathbf{k k}^{\prime}}\left|G_{\mathbf{k k}^{\prime}}^{1}\right|^{2}, \\
& \frac{d}{d t} \frac{1}{2!} \sum_{\mathbf{k k}^{\prime}}\left|G_{\mathbf{k} \mathbf{k}^{\prime}}^{0}\right|^{2}=\chi \frac{1}{2!} \sum_{\mathbf{k k}^{\prime}}\left(G_{\mathbf{k k}^{\prime}}^{1} G_{\mathbf{k k}^{\prime}}^{* 0}+G_{\mathbf{k k}^{\prime}}^{0} G_{\mathbf{k k}^{\prime}}^{* 1}\right) \\
& +\frac{1}{T_{1}} \sum_{\mathbf{k k}^{\prime}}\left|G_{\mathbf{k}}^{1}\right|^{2} .
\end{aligned}
$$

On the base of the next pairs of lines in Eq. (25), one can construct groups of four equations similar to Eq. (28). The prescriptions for their derivation are straightforward.

Let us introduce the following infinite sums:

$$
\begin{align*}
& \rho_{00}=W_{0}+\sum_{\mathbf{k}}\left|G_{\mathbf{k}}^{0}\right|^{2}+\frac{1}{2!} \sum_{\mathbf{k} \mathbf{k}^{\prime}}\left|G_{\mathbf{k k ^ { \prime }}}^{0}\right|^{2}+\ldots, \\
& \rho_{11}=W_{1}+\sum_{\mathbf{k}}\left|G_{\mathbf{k}}^{1}\right|^{2}+\frac{1}{2!} \sum_{\mathbf{k} \mathbf{k}^{\prime}}\left|G_{\mathbf{k k ^ { \prime }}}^{1}\right|^{2}+\ldots,  \tag{29}\\
& \rho_{10}=W_{10}+\sum_{\mathbf{k}} G_{\mathbf{k}}^{1} G_{\mathbf{k}}^{* 0}+\frac{1}{2!} \sum_{\mathbf{k k ^ { \prime }}} G_{\mathbf{k k}^{\prime}}^{1} G_{\mathbf{k k ^ { \prime }}}^{* 0}+\ldots, \\
& \rho_{01}=W_{01}+\sum_{\mathbf{k}} G_{\mathbf{k}}^{0} G_{\mathbf{k}}^{* 1}+\frac{1}{2!} \sum_{\mathbf{k k ^ { \prime }}} G_{\mathbf{k k ^ { \prime }}}^{0} G_{\mathbf{k k ^ { \prime }}}^{* 1}+\ldots
\end{align*}
$$

It is obvious that each of the four new elements $\rho_{00}, \rho_{11}$, $\rho_{10}$, and $\rho_{01}$ is the trace of the full density matrix of the '"atom + field"' system with respect to the quantum numbers of the spontaneously emitted photons. The new matrix elements are elements of the atomic density matrix, which no longer depend on the indices of field modes. Using this density operator, we can calculate the mean value of any operator acting on the dynamic variables of the atom.

Now let us derive equations which are satisfied by the infinite sums (29). To this end, let us add the first, second, third, and fourth lines in Eqs. (17), (26), (28), etc., respectively. As a result, we obtain the following four equations for the elements of the atomic density matrix:

$$
\begin{align*}
& \dot{\rho}_{10}=-i(\Delta-i \Gamma) \rho_{10}-\chi\left(\rho_{0}-\rho_{1}\right), \\
& \dot{\rho}_{01}=i(\Delta+i \Gamma) \rho_{01}-\chi\left(\rho_{0}-\rho_{1}\right),  \tag{30}\\
& \dot{\rho}_{11}=-\chi\left(\rho_{10}+\rho_{01}\right)-\rho_{11} / T_{1}, \\
& \dot{\rho}_{00}=\chi\left(\rho_{10}+\rho_{01}\right)+\rho_{11} / T_{1},
\end{align*}
$$

where $\Gamma=1 / 2 T_{1}$. This is the system of optical Bloch equations for a two-level atom which takes into account spontaneous light emission of this atom, i.e., $T_{1}$-relaxation, but neglects the electron-phonon interaction. The last term in the last line is the full two-photon correlator. It should be calculated by solving the system of equations (30).

## 4. EFFECT OF PHONONS AND TUNNELING EXCITATIONS ON CORRELATOR EQUATIONS

Of course, a two-level atom or molecule in a solid lattice interacts with phonons. There are tunneling systems in polymers and glasses in addition to phonons. Anderson et al. ${ }^{16}$ and Phillips ${ }^{17}$ suggested modeling such entities by two-level systems. Hence the question arises as to how the interaction between optically active electrons of an impurity on one side, and phonons and tunneling systems on the other should affect the systems (17) and (30) for calculating two-photon correlators of either type.

In order to clarify this issue, let us consider an equation for the density operator

$$
\begin{equation*}
\dot{\hat{\rho}}=\frac{1}{i \hbar}[H, \hat{\rho}], \tag{31}
\end{equation*}
$$

which includes the Hamiltonian of the full system incorporating the electrons of the chromophore, the phonons, the excitations of the two-level systems (tunnelons), and photons. It can be expressed as

$$
\begin{equation*}
H=H_{\mathrm{ch}}+H_{\perp}+\Lambda, \tag{32}
\end{equation*}
$$

where $H_{\perp}$ is the Hamiltonian due to the transverse electromagnetic field and $\Lambda$ is the operator of the interaction between this field and the chromophore. To begin with, we assume that we know the solutions to the Schrödinger equation with the Hamiltonian $H_{\text {ch }}$ :
$H_{\mathrm{ch}}|0\rangle|a\rangle=\hbar \Omega_{a}|0\rangle|a\rangle, \quad H_{\mathrm{ch}}|1\rangle|b\rangle=\hbar\left(\Omega+\Omega_{b}\right)|1\rangle|b\rangle$,
where $\Omega$ is the chromophore excitation frequency, $|0\rangle$ and $|1\rangle$ are its wave functions, and $|a\rangle$ and $|b\rangle$ are functions corresponding to the states of the phonon system and twolevel systems coupled to the chromophore in the ground and excited electron states, respectively. The eigenfunctions of the system including the noninteracting chromophore and electromagnetic field are direct products of eigenfunctions of the chromophore and field:

$$
\begin{equation*}
|a\rangle=|0\rangle|n\rangle|a\rangle, \quad \mid b)=|1\rangle\left|n^{\prime}\right\rangle|b\rangle, \tag{34}
\end{equation*}
$$

where $n$ is the number of photons in the active laser field mode. If we neglect spontaneous emission of light, the operator equation (31) in the basis of the functions (34) reads as follows:

$$
\begin{align*}
& \dot{\rho}_{b a}=-i \omega_{b a} \rho_{b a}-i \sum_{a^{\prime}} \Lambda_{b a^{\prime}} \rho_{a^{\prime} a}+i \sum_{b^{\prime}} \rho_{b b^{\prime}} \Lambda_{b^{\prime} a}, \\
& \dot{\rho}_{a b}=\dot{\rho}_{b a}^{*}  \tag{35}\\
& \dot{\rho}_{b b^{\prime}}=-i \omega_{b b^{\prime}} \rho_{b b^{\prime}}-i \sum_{a}\left(\Lambda_{b a} \rho_{a b^{\prime}}-\rho_{b a} \Lambda_{a b^{\prime}}\right), \\
& \dot{\rho}_{a a^{\prime}}=-i \omega_{a a^{\prime}} \rho_{a a^{\prime}}-i \sum_{b}\left(\Lambda_{a b} \rho_{b a^{\prime}}-\rho_{a b} \Lambda_{b a^{\prime}}\right),
\end{align*}
$$

where the frequencies with two subscripts are differences between the corresponding frequencies of the unperturbed Hamiltonian. It is clear that including the interaction with phonons and two-level systems inevitably leads to an infinite system of equations. If the spontaneous emission of light is taken into account, the system (35) becomes even more complicated. Such a system was presented in the previous publication. ${ }^{15}$ Nonetheless, this infinite system of equations can be successfully used in analysis of specific effects, such as the shapes of the spectral holes burnt in optical bands by laser light or the signals of the femtosecond photon echo. ${ }^{18,19}$ It was also shown in the previous publication ${ }^{15}$ that, if the phononless optical line dominates over a real optical range, the infinite set of equations for such a system can be reduced to four Bloch equations (30) with

$$
\begin{equation*}
\Gamma \equiv \frac{1}{T_{2}}=\frac{\gamma(T)}{2}+\frac{1}{2 T_{1}} . \tag{36}
\end{equation*}
$$

Here the temperature-dependent FWHM $\gamma(T)$, which is called the pure dephasing constant, is completely determined by the quadratic electron-phonon and electron-tunnelon interactions. Therefore, by substituting in Eqs. (17) and (30) the constant $\Gamma$ given by Eq. (36), we take into account the effect of phonons and tunnelons on the phononless line. This case is of considerable importance for the spectroscopy of isolated molecules, whose spectral lines are usually phononless.

## 5. RELATION BETWEEN TWO TYPES OF CORRELATORS

Let us determine the relationship between the twophoton correlators measured in different fashion. They are given by the formulas $p(t)=\rho_{11}(t) / T_{1}$ and $s(t)$ $=W_{1}(t) / T_{1}$, respectively, where $\rho_{11}(t)$ and $W_{1}(t)$ are solutions of Eqs. (30) and (17), respectively. It is easier to determine the relation between Laplace components of these probabilities. First let us consider the probability corresponding to the two-photon correlator. By taking the formulas

$$
\begin{align*}
& (G(t))_{\omega}=G(\omega)=\int_{0}^{\infty} G(t) e^{i t(\omega+i 0)} d t,  \tag{37}\\
& (\dot{G}(t))_{\omega}=-G(t=0)-i(\omega+i 0) G(\omega) \tag{38}
\end{align*}
$$

instead of Eq. (30) for the time components, we obtain an equation system for the Laplace components of the density matrix:

$$
\begin{align*}
& {[i \omega-i(\Delta-i \Gamma)] \rho_{10}=\chi\left(\rho_{00}-\rho_{11}\right),} \\
& {[i \omega+i(\Delta+i \Gamma)] \rho_{01}=\chi\left(\rho_{00}-\rho_{11}\right),}  \tag{39}\\
& \left(i \omega-1 / T_{1}\right) \rho_{11}=\chi\left(\rho_{10}+\rho_{01}\right) \\
& i \omega \rho_{00}+\left(1 / T_{1}\right) \rho_{11}=-\chi\left(\rho_{10}+\rho_{01}\right)-\rho_{00}(0) .
\end{align*}
$$

By expressing the nondiagonal elements of the density matrix in terms of the diagonal elements, we obtain the following equations for the diagonal elements:

$$
\begin{align*}
& \left(i \omega-1 / T_{1}-k\right) \rho_{11}+k \rho_{00}=0,  \tag{40}\\
& \left(1 / T_{1}+k\right) \rho_{11}+(i \omega-k) \rho_{00}=-1,
\end{align*}
$$

where

$$
\begin{equation*}
k(\omega)=2 i \chi^{2} \frac{\omega+i \Gamma}{(\omega+i \Gamma)^{2}-\Delta^{2}} \tag{41}
\end{equation*}
$$

By solving equations (40) for $\rho_{11}$ and taking into account the formula $p(t)=\rho_{11}(t) / T_{1}$, we obtain

$$
\begin{equation*}
p(\omega)=\frac{\rho_{11}(\omega)}{T_{1}}=\frac{k}{T_{1} D_{p}}, \tag{42}
\end{equation*}
$$

where the determinant of the system (40) is given by the formula

$$
\begin{equation*}
D_{p}=i \omega\left(i \omega-1 / T_{1}-2 k\right) \tag{43}
\end{equation*}
$$

Now let us consider the probability measured in the start-stop regime. As was noted above, it is determined by
$s(t)=W_{1}(t) / T_{1}$, where $W_{1}(t)$ is derived from Eq. (17). By performing the Laplace transformation of this equation system, we get

$$
\begin{align*}
& {[i \omega-i(\Delta-i \Gamma)] W_{10}=\chi\left(W_{0}-W_{1}\right),} \\
& {[i \omega+i(\Delta+i \Gamma)] W_{01}=\chi\left(W_{0}-W_{1}\right),}  \tag{44}\\
& \left(i \omega-1 / T_{1}\right) W_{1}=\chi\left(W_{10}+W_{01}\right), \\
& i \omega W_{0}=-\chi\left(W_{10}+W_{01}\right)-W_{0}(0) .
\end{align*}
$$

After eliminating from this system the functions $W_{10}$ and $W_{01}$, we find

$$
\begin{align*}
& \left(i \omega-1 / T_{1}-k\right) W_{1}+k W_{0}=0,  \tag{45}\\
& k W_{1}+(i \omega-k) W_{0}=-1 .
\end{align*}
$$

By solving these equations we have

$$
\begin{equation*}
s(\omega)=\frac{k}{T_{1} D_{s}}, \tag{46}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{s}=D_{p}+k / T_{1} . \tag{47}
\end{equation*}
$$

Using Eqs. (42), (43) and (46), (47), we easily find $p-s$ $=p s$. From this relationship we derive the following equation for the Laplace transform of the full correlator:

$$
\begin{equation*}
p(\omega)=s(\omega)+s(\omega) p(\omega) \tag{48}
\end{equation*}
$$

After taking into consideration the formula

$$
\begin{equation*}
\int_{-\infty}^{\infty} s(\omega) p(\omega) e^{-i t \omega} \frac{d \omega}{2 \pi}=\int_{0}^{t} s(t-x) p(x) d x \tag{49}
\end{equation*}
$$

and performing the inverse Laplace transform of both sides of Eq. (48), we easily obtain the following equation relating the full two-photon correlator $p(t)$ to the correlator $s(t)$ measured in the start-stop regime:

$$
\begin{equation*}
p(t)=s(t)+\int_{0}^{t} s(t-x) p(x) d x \tag{50}
\end{equation*}
$$

An iterative solution of this equation yields the probability $p(t)$ in the form of a power series in the correlator $s$. The physical meaning of this expansion is transparent. The term linear in $s$ corresponds to the start-stop regime, when the atom has emitted no photon in the interval between the two detected photons. The term

$$
\begin{equation*}
p_{1}(t)=\int_{0}^{t} s(t-x) s(x) d x \tag{51}
\end{equation*}
$$

corresponds to the situation when the atom emits one undetected photon in the interval between two detected photons, i.e., photon 5 between photons 4 and 6 . in Fig. 1. The term cubic in $s$ corresponds to the situation with two undetected photons in the interval $t$, etc. Equations (50) and (51) determine the relationship between the two kinds of two-photon correlators.

## 6. TWO-PHOTON CORRELATORS AS FUNCTIONS OF TIME

 AND LASER LIGHT FREQUENCYLet us consider first the full two-photon correlator as a function of time. By substituting expression (43) in Eq. (42), we obtain the following expression for the Laplace transform of the desired probability:

$$
\begin{equation*}
p(\omega)=\frac{2 i \chi^{2}}{T_{1}} \frac{\omega+i \Gamma}{Q_{p}(\omega)} \tag{52}
\end{equation*}
$$

where

$$
\begin{align*}
Q_{p}(\omega) & =\omega\left\{4 \chi^{2}(\omega+i \Gamma)-\left(\omega+i / T_{1}\right)\left[(\omega+i \Gamma)^{2}-\Delta^{2}\right]\right\} \\
& =\left(\omega-\omega_{1}\right)\left(\omega-\omega_{2}\right)\left(\omega-\omega_{3}\right)\left(\omega-\omega_{4}\right) . \tag{53}
\end{align*}
$$

Here $\omega_{j}$ are the roots of the equation $Q_{p}(\omega)=0$. These four roots are the poles of the desired function, so it can be expressed as a sum of pole terms:

$$
\begin{equation*}
p(\omega)=\sum_{j=1}^{4} \frac{p_{j}}{\omega-\omega_{j}} \tag{54}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{j}=\left[\left(\omega-\omega_{j}\right) p(\omega)\right]_{\omega=\omega_{j}} \tag{55}
\end{equation*}
$$

The inverse Laplace transform of Eq. (54) yields the following expression for the full two-photon correlator:

$$
\begin{equation*}
p(t)=-i \sum_{j=1}^{4} p_{j} \exp \left(-i \omega_{j} t\right) \tag{56}
\end{equation*}
$$

One conclusion about the time dependence of this correlator can be drawn using the general formula (56). Since one root of the polynomial $Q_{p}(\omega)$ is zero, one term in the sum in Eq. (56) is time-independent, so the full two-photon correlator, unlike the correlator measured in the start-stop regime, does not tend to zero as the time tends to infinity.

The expression for the time-dependent two-photon correlator measured in the start-stop regime can be derived similarly to that for the full two-photon correlator given above. By substituting Eq. (41) in (46), we obtain the following expression for the Laplace transform of the probability:

$$
\begin{equation*}
s(\omega)=\frac{2 i \chi^{2}}{T_{1}} \frac{\omega+i \Gamma}{Q_{s}(\omega)}, \tag{57}
\end{equation*}
$$

where

$$
\begin{align*}
Q_{s}(\omega)= & \left(\omega+\frac{i}{2 T_{1}}\right) 4 \chi^{2}(\omega+i \Gamma) \\
& -\omega\left(\omega+\frac{i}{T_{1}}\right)\left[(\omega+i \Gamma)^{2}-\Delta^{2}\right] \\
= & \left(\omega-\nu_{1}\right)\left(\omega-\nu_{2}\right)\left(\omega-\nu_{3}\right)\left(\omega-\nu_{4}\right) . \tag{58}
\end{align*}
$$

Here $\nu_{j}$ are the roots of the equation $Q_{s}(\omega)=0$. The twophoton correlator measured in the start-stop regime is expressed in terms of these roots as follows:

$$
\begin{equation*}
s(t)=-i \sum_{j=1}^{4} s_{j} \exp \left(-i \nu_{j} t\right) \tag{59}
\end{equation*}
$$

where


FIG. 2. Full two-photon correlator as a function of the detuning $T_{1} \Delta$ at various pumping intensities: (a) $\chi T_{1}=0.1$; (b) 1 ; (c) 2 ; (d) 5 ; and different times: $t / T_{1}=0.3$ (solid line); 0.6 (dotted line); 5 (dashed line).

$$
\begin{equation*}
s_{j}=\left[\left(\omega-\nu_{j}\right) s(\omega)\right]_{\omega=\nu_{j}} \tag{60}
\end{equation*}
$$

Equations (55), (56) and (59), (60) allow us to calculate both correlators as functions of (1) the time interval $t$ between two detected photons, (2) the detuning $\Delta$, and (3) the pumping intensity $\chi$. The correlators can be calculated numerically at arbitrary values of relaxation constants $1 / T_{1}$ and $\Gamma$. But in two specific cases, namely, at $\Delta=0$ and $\Gamma=1 / T_{1}=\gamma$, fairly simple analytic expression convenient for analysis can be obtained.

The correlator $p(t)$ as a function of the detuning $\Delta$ yields the absorption line shape at different times $t$. Consider this dependence in the specific case $\Gamma=1 / T_{1}=\gamma$. One can easily check that the equation $Q_{p}(\omega)=0$ can be solved analytically in this specific case and has the following four roots:
$\omega_{1}=-i 0, \quad \omega_{2}=-i \gamma, \quad \omega_{3}=-i \gamma+Q, \quad \omega_{4}=-i \gamma-Q$,
where

$$
\begin{equation*}
Q=\sqrt{\Delta^{2}+4 \chi^{2}} . \tag{62}
\end{equation*}
$$

In this case, we can derive the following expression for the Laplace transform of the full two-photon correlator from Eqs. (55) and (56):

$$
\begin{align*}
p(\omega)= & \frac{2 i \chi^{2} \gamma}{Q^{2}+\gamma^{2}}\left[\frac{1}{\omega+i 0}-\frac{1}{2}\left(1-i \frac{\gamma}{Q}\right) \frac{1}{\omega+Q+i \gamma}\right. \\
& \left.-\frac{1}{2}\left(1+i \frac{\gamma}{Q}\right) \frac{1}{\omega-Q+i \gamma}\right] \tag{63}
\end{align*}
$$

After the inverse Laplace transform, the pole of each term yields an exponent. Therefore, the full two-photon correlator is expressed as

$$
\begin{equation*}
p(t)=\frac{2 \chi^{2} \gamma}{Q^{2}+\gamma^{2}}\left[1-\exp (-t \gamma)\left(\cos (Q t)+\frac{\gamma}{Q} \sin (Q t)\right)\right] . \tag{64}
\end{equation*}
$$

Unlike the correlator measured in the start-stop regime, which vanishes as the time tends to infinity, the asymptotic limit of the full two-photon correlator is

$$
\begin{equation*}
p(\Delta)=\frac{2 \chi^{2} \gamma}{\Delta^{2}+4 \chi^{2}+\gamma^{2}} \tag{65}
\end{equation*}
$$

which describes the absorption line shape as a function of detuning. This line is a Lorentzian with FWHM given by

$$
\begin{equation*}
\Delta \omega_{1 / 2}=2 \sqrt{4 \chi^{2}+\gamma^{2}} \tag{66}
\end{equation*}
$$

which is a function of the pumping intensity $\chi^{2}$.
The two-photon correlator allows one to analyze the absorption line shape at short times $t$. At this point, we have the line shape as a function of time. This effect is illustrated by Fig. 2. The three curves in each graph demonstrate how the absorption lines transform with time. They change from lines of complex shapes with central quasi-Gaussian peaks (at short times) to Lorentzians (at long times). The latter conclusion, however, applies only to the case of a low pumping power. By comparing Figs. 2a-2d, we can see how the increase in the pumping intensity changes the line shape. At high pumping rates, the Lorentzian line splits owing to the Stark effect caused by the electric field of the electromagnetic wave.

Now let us consider the time dependence of the full twophoton correlator and compare it with the time dependence of the two-photon correlator measured in the start-stop regime. We calculate the time dependence for the case of tun-


FIG. 3. Two-photon correlators $s(t)$ (curves 1,3 , and $5)$ and $p(t)$ (curves 2, 4, and 6) as functions of time between two photon detection events. $\Delta=0 ;(1,2)$ $\chi T_{1}=0.1 ;(3,4) 0.2 ;(5,6) 1$.
ing to resonance, when we have $\Delta=0$ and $\Gamma=1 / 2 T_{1}=\gamma / 2$. In this case, the roots are given by the following formulas:

$$
\begin{align*}
& \nu_{1,2}=-i \frac{\gamma}{2}, \quad \nu_{3,4}=-i \frac{\gamma}{2} \pm R_{s}, \quad R_{s}=\sqrt{4 \chi^{2}-\frac{\gamma^{2}}{4}}, \\
& \omega_{1}=-i 0, \quad \omega_{2}=-i \frac{\gamma}{2}, \quad \omega_{3,4}=-i \frac{3 \gamma}{2} \pm R_{p},  \tag{67}\\
& R_{p}=\sqrt{4 \chi^{2}-\frac{\gamma^{2}}{16}}
\end{align*}
$$

The pumping intensity $\chi$ at which the functions $R$ change from imaginary to real is different for correlators $s$ and $p$. Hence the criterion for low pumping is different for the two correlators because the systems of equations (39) and (44) have different relaxation matrices.

Given the roots $\nu_{j}$, we can obtain the formula for the correlator measured in the start-stop regime. By substituting these roots in Eqs. (59) and (60), we easily derive the formula for the required correlator:

$$
\begin{equation*}
s(t)=\frac{2 \chi^{2} \gamma}{R_{s}^{2}} \exp \left(-\frac{\gamma}{2} t\right)\left[1-\cos \left(R_{s} t\right)\right] \tag{68}
\end{equation*}
$$

The roots $\omega_{j}$ in Eq. (67) yield the full two-photon correlator for the specific case under consideration. By substituting these roots in Eqs. (55) and (56), we obtain the formula for this correlator:

$$
\begin{equation*}
p(t)=\frac{2 \chi^{2} \gamma}{R_{p}^{2}+\gamma_{p}^{2}}\left[1-\exp \left(-\gamma_{p} t\right)\left(\cos \left(R_{p} t\right)+\frac{\gamma_{p}}{R_{p}} \sin \left(R_{p} t\right)\right)\right], \tag{69}
\end{equation*}
$$

where $\gamma_{p}=3 \gamma / 2$. This formula is very similar to Eq. (64) derived for another specific case. Figure 3 shows the curves of the start-stop correlator and full two-photon correlator versus time. The higher the pumping power, the faster the correlator rises on the initial stage. The drop in the two-photon correlator $s(t)$ at large times is also determined by the pumping intensity.

## 7. EFFECT OF A TRIPLET LEVEL ON THE FULL TWO-PHOTON CORRELATOR

Almost all complex organic molecules have sets of triplet levels in addition to singlet electron levels. The ground electron state of most organic molecules has spin zero, i.e., it is a singlet level, and the lowest triplet level is placed, as a rule, below the first excited singlet state, as shown in Fig. 4.

Although direct optical transitions between singlet and triplet levels are almost completely forbidden, the triplet level, nonetheless, has a considerable effect on the $0-1$ transition between singlet levels because the probability of nonradiating intersystem crossing, i.e., a transition from level 1 to 2 , is quite considerable. In many molecules, the constant $\Gamma_{T S}$ which determines the rate of this transition is comparable to $1 / T_{1}$ or even larger. Therefore a notable fraction of molecules transfer to the triplet level 2 without emitting a photon under cw laser radiation. The transition between the triplet level 2 and singlet level 0 is very slow. For this reason, a considerable fraction of molecules accumulate on the triplet level and thus are "out of the play," i.e., they no longer absorb light. The typical rate constants for the transition shown in Fig. 4 are as follows:

$$
\begin{align*}
& 1 / T_{1} \simeq 10^{9}-10^{8} \mathrm{~s}^{-1}, \quad \Gamma_{T S} \simeq 10^{11}-10^{10} \mathrm{~s}^{-1}, \\
& \gamma_{S T} \simeq 10^{6}-10^{0} \mathrm{~s}^{-1} . \tag{70}
\end{align*}
$$

Note that the capital and small letters label relatively large and small rate constants, respectively. In the spectroscopy of single molecules, the presence of triplet levels radically changes both the time and frequency dependence of the twophoton correlator. These effects will be discussed in this section of the paper.


FIG. 4. Diagram of typical configuration of electron levels in a chromophore molecule and the transition rate constants.

Since the triplet level is optically inactive, the system of optical Bloch equations derived previously can be generalized to take into account these levels:

$$
\begin{align*}
& \dot{\rho}_{10}=-i\left(\Delta-i / T_{2}\right) \rho_{10}-\chi\left(\rho_{0}-\rho_{1}\right), \\
& \dot{\rho}_{01}=\dot{\rho}_{10}^{*}, \\
& \dot{\rho}_{1}=-\left(1 / T_{1}+\Gamma_{T S}\right) \rho_{1}-\chi\left(\rho_{10}+\rho_{01}\right),  \tag{71}\\
& \dot{\rho}_{0}=\rho_{1} / T_{1}+\chi\left(\rho_{10}+\rho_{01}\right)+\gamma_{S T} \rho_{2}, \\
& \dot{\rho}_{2}=\Gamma_{T S} \rho_{1}-\gamma_{S T} \rho_{2} .
\end{align*}
$$

Here we have introduced the traditional notation for the dephasing rate by replacing $\Gamma$ with $1 / T_{2}$. The fifth line describes the population of the triplet level, and the third and fourth lines take into account the drain to the triplet level and molecules returning from this level.

The determinant of this equation system has five roots, so it can be solved only by numerical methods. However, when the pumping intensity is low in comparison with the dephasing rate $1 / T_{2}$, we can set $\dot{\rho}_{01}=\dot{\rho}_{10}=0$ in the equations for the nondiagonal elements. In this case, the Bloch equations transform to kinetic equations, whose solution is notably easier, and the result is close to the exact solution. Thus, using this approximation, we replace Eq. (71) by the following system of kinetic equations:

$$
\begin{align*}
& \dot{\rho}_{1}=-(\Gamma+k) \rho_{1}+k \rho_{0}, \\
& \dot{\rho}_{0}=\left(1 / T_{1}+k\right) \rho_{1}-k \rho_{0}+\gamma_{S T} \rho_{2},  \tag{72}\\
& \dot{\rho}_{2}=\Gamma_{T S} \rho_{1}-\gamma_{S T} \rho_{2},
\end{align*}
$$

where

$$
\begin{equation*}
k=2 \chi^{2} \frac{1 / T_{2}}{\Delta^{2}+\left(1 / T_{2}\right)^{2}}, \quad \Gamma=\frac{1}{T_{1}}+\Gamma_{T S} . \tag{73}
\end{equation*}
$$

This system of three kinetic equations can be solved analytically. We first perform the Laplace transforms of the leftand right-hand sides. Using the formula $(\dot{\rho}(t))_{\omega}=-\rho(t$ $=0)-i(\omega+i 0) \rho(\omega)$, we obtain the following algebraic equations for the Laplace components:

$$
\begin{align*}
& (i \omega-\Gamma-k) \rho_{1}+k \rho_{0}=0, \\
& \left(1 / T_{1}+k\right) \rho_{1}+(i \omega-k) \rho_{0}+\gamma_{S T} \rho_{2}=-1,  \tag{74}\\
& \Gamma_{T S} \rho_{1}+\left(i \omega-\gamma_{S T}\right) \rho_{2}=0 .
\end{align*}
$$

The determinant of this system can be expressed in terms of its roots:

$$
\begin{equation*}
\operatorname{Det}=-i(\omega+i 0)\left(\omega-\omega_{1}\right)\left(\omega-\omega_{2}\right), \tag{75}
\end{equation*}
$$

where

$$
\begin{aligned}
& \omega_{1,2}=-i\left(\gamma_{0} \mp R\right), \quad \gamma_{0}=\frac{\Gamma+2 k+\gamma_{S T}}{2}, \\
& R=\sqrt{\left(\frac{\Gamma+2 k-\gamma_{S T}}{2}\right)^{2}-\Gamma_{T S} k} .
\end{aligned}
$$

By solving equations (74), we derive the following expression for the Laplace component of the full two-photon correlator:

$$
\begin{align*}
p(\omega)= & \frac{\rho_{1}(\omega)}{T_{1}}=\frac{i k}{T_{1}} \frac{i \omega-\gamma_{S T}}{(\omega+i 0)\left(\omega-\omega_{1}\right)\left(\omega-\omega_{2}\right)} \\
= & \frac{i k}{T_{1}}\left[-\frac{\gamma_{S T}}{\omega_{1} \omega_{2}} \frac{1}{\omega+i 0}+\frac{i \omega_{1}-\gamma_{S T}}{\omega_{1}\left(\omega_{1}-\omega_{2}\right)} \frac{1}{\omega-\omega_{1}}\right. \\
& \left.-\frac{i \omega_{2}-\gamma_{S T}}{\omega_{2}\left(\omega_{1}-\omega_{2}\right)} \frac{1}{\omega-\omega_{2}}\right] \tag{77}
\end{align*}
$$

The transition from the Laplace representation to the function of time is performed by replacing each pole with an exponential function with the exponent corresponding to the pole. Given that $\omega_{1,2}=-i\left(\gamma_{0} \bar{\mp}\right)$, we finally obtain an expression for the full two-photon correlator:

$$
\begin{align*}
p(t)= & \frac{k}{T_{1}}\left[\frac{\gamma_{S T}}{\gamma_{0}^{2}-R^{2}}+\left(1-\frac{\gamma_{S T}}{\gamma_{0}-R}\right) \frac{\exp \left[-\left(\gamma_{0}-R\right) t\right]}{2 R}\right. \\
& \left.-\left(1-\frac{\gamma_{S T}}{\gamma_{0}+R}\right) \frac{\exp \left[-\left(\gamma_{0}+R\right) t\right]}{2 R}\right] . \tag{78}
\end{align*}
$$

If $\Gamma_{T S}=0$ holds, the triplet level is not populated as a result of optical pumping. One can easily verify that the first cofactor in parentheses on the right-hand side of Eq. (78) goes to zero.

Time dependence of the correlator. If we have $\Gamma_{T S}$ $\neq 0$, transitions to the triplet level are allowed. In this case, the time dependence of the correlator is radically different. Consider the case of

$$
\begin{equation*}
\Gamma \gtrdot k \gg \gamma_{S T} . \tag{79}
\end{equation*}
$$

Since $\gamma_{0}+R \sim \Gamma$ and $\gamma_{0}-R \sim k$, the time dependence is easily predictable. The correlator, which is zero at $t=0$, first increases with time, then it drops and tends to a constant. This behavior of the two-photon correlator is illustrated by Fig. 5. The correlator increases concurrently with a rapid drop in the term proportional to $\exp \left[-\left(\gamma_{0}+R\right) t\right]$. This rise is almost independent of the pumping intensity $k$. The correlator drops to zero, concurrently with the slow decrease of $\exp \left[-\left(\gamma_{0}-R\right) t\right]$, and this drop is slower at lower $k$. This is clearly seen in Fig. 5, where the abscissa is the logarithm of time. Therefore the shift in the trailing edge of the correlator curve toward larger times means that the rate of transition from the singlet level 1 to triplet level 2 decreases by several orders of magnitude. The constant level in the limit of infinite time drops with the pumping power. This fact is easily understandable, given that the triplet population increases with the pumping, hence the probability of detecting a molecule in a singlet state, in particular, on level 1 , decreases. The curves in Fig. 5 were obtained for the case of tuning to resonance, i.e., $\Delta=0$. In the nonresonant case, the curve shapes are basically the same.

The presence of a triplet level radically changes the distribution of emitted photons over time. Let us first consider the time distribution of photons emitted by a molecule without a triplet level. One can see in Fig. 3 that the full two-


FIG. 5. Full two-photon correlator of a chromophore with a triplet level versus time. Calculations were performed using Eq. (78) at the following parameters: $T_{2} / T_{1}=10^{-2} ; \quad \gamma_{S T} T_{2}=10^{-6}$; $\Gamma_{T S} T_{1}=9$; (1) $\chi T_{2}=10^{-4}$; (2) $2 \cdot 10^{-4}$; (3) $10^{-3}$; (4) $2 \cdot 10^{-3}$; (5) $10^{-2}$; (6) $2 \cdot 10^{-2}$; (7) $10^{-1}$; (8) 2 $\cdot 10^{-1}$.
photon correlator increases with time and remains constant as the time $t$ between the recorded photons increases. This means that two photon emission events separated by a large time are uncorrelated, i.e., they proceed independently. At small time $t$, on the contrary, the correlation is quite strong, namely, we can detect very few photon pairs separated by a short time interval. Therefore a sequence of photons emitted by a molecule without a triplet level is quasi-uniform, i.e., without a tendency to form groups.

The distribution of emitted photons is different if the molecule has a triplet level. Curves 5-8 in Fig. 5 indicate that light detectors should detect few pairs of photons separated by large time intervals $t_{1}$ corresponding to $p\left(t_{1}\right)=0$. This means that emitted photons should assemble in groups with large time intervals between them. This tendency to grouping is termed photon bunching. This effect is illustrated by Fig. 6, where each vertical bar denotes a propagating photon. If the average 'dimension'" of a group is $t_{0}$ and the average 'separation' between groups is $t_{1}$ and they satisfy $t_{0}<t_{1}$, the probability of detecting a photon pair with separation $t_{1}$ is very small, which is demonstrated by Fig. 5.

The effect of photon bunching can be interpreted in qualitative terms as follows. When a single chromophore molecule is exposed to cw laser light, it jumps randomly between the ground and excited singlet levels during time $t_{0}$. This process generates the photon bunch shown in Fig. 6. But if a chromophore molecule falls occasionally on the triplet level, it no longer absorbs light, and hence does not emit photons. The absence of emitted photons during the time interval $t_{1}$ is illustrated by Fig. 6. This effect of photon
bunching has been observed many times in experiments with single molecules. ${ }^{20}$

Frequency dependence of the two-photon correlator. Equation (78) allows us to calculate the full two-photon correlator as a function of light frequency at a fixed separation $t$ between two detected photons. First let us consider the correlator at small times. By expanding the exponential functions in Eq. (78) in powers, we obtain a simple result:

$$
\begin{equation*}
p(\Delta, t) \simeq \frac{t}{T_{1}} k=\frac{t}{T_{1}} \frac{2 \chi^{2} / T_{2}}{\Delta^{2}+1 / T_{2}^{2}}, \tag{80}
\end{equation*}
$$

i.e., the correlator is proportional to the probability of absorbing a photon in unit time. This probability is described by a Lorentzian with FWHM

$$
\begin{equation*}
\Delta_{1 / 2}=2 / T_{2} \tag{81}
\end{equation*}
$$

Now let us calculate the correlator at long times, when the correlator is constant with time. Although the correlator $p(\Delta, t=\infty)$ is small, it can be measured, as can be seen in Fig. 4. This correlator is described by the expression

$$
\begin{equation*}
p(\Delta, \infty)=\frac{k}{T_{1}} \frac{\gamma_{S T}}{\gamma_{0}^{2}-R^{2}} \tag{82}
\end{equation*}
$$

By substituting $k, \gamma_{0}$, and $R$ given by Eqs. (73) and (76) in Eq. (82), we obtain

$$
\begin{equation*}
p(\Delta, \infty)=\frac{1}{T_{1} \Gamma} \frac{2 \chi^{2} / T_{2}}{\Delta^{2}+\left(1 / T_{2}^{2}\right)\left(1+2 \chi^{2} \eta T_{2} \tau_{T}\right)} \tag{83}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=\frac{\gamma_{S T}+\Gamma_{T S}}{\Gamma} \approx \frac{\Gamma_{T S}}{\Gamma}, \quad \tau_{T}=\frac{1}{\gamma_{S T}} \tag{84}
\end{equation*}
$$

are the quantum yield of intersystem conversion and lifetime of the triplet level, respectively. Equation (83) describes a Lorentzian with FWHM

$$
\begin{equation*}
\Delta_{1 / 2}=\frac{2}{T_{2}} \sqrt{1+2 \chi^{2} \eta T_{2} \tau_{T}} \tag{85}
\end{equation*}
$$

which is a function of the pumping intensity. By comparing Eq. (85) to the well-known formula

$$
\Delta_{1 / 2}=\frac{2}{T_{2}} \sqrt{1+4 \chi^{2} T_{1} T_{2}}
$$

for a two-level chromophore, we find out that the presence of the triplet level leads to the following changes in the parameters determining the line FWHM:

$$
\begin{equation*}
2 T_{1} \rightarrow \tau_{T}, \quad \chi^{2} \rightarrow \chi^{2} \eta \tag{86}
\end{equation*}
$$

Thus, in the presence of a triplet level the Lorentzian half width depends on the Rabi frequency when it is three orders of magnitude smaller than in the absence of a triplet level.

Summarizing our results, we can write the following three inequalities involving the pumping intensity, i.e., the Rabi frequency:

$$
\begin{equation*}
4 \chi T_{2} \geqslant 1, \quad 2 \chi \sqrt{T_{2} T_{1}} \geqslant 1, \quad \chi \sqrt{2 \eta T_{2} \tau_{T}} \geqslant 1 . \tag{87}
\end{equation*}
$$

When the first condition is satisfied, which means that the pumping intensity is high, the other two conditions are satisfied automatically. In this case, the Bloch equations cannot be replaced by kinetic equations. The analysis performed in this section was based on the assumption that the inverse inequality holds:

$$
\begin{equation*}
4 \chi T_{2}<1 \tag{88}
\end{equation*}
$$

Since the optical dephasing life time $T_{2}$ is one or two orders of magnitude shorter than the energy relaxation time $T_{1}$, the latter condition (88) is compatible with the second and third inequalities in Eq. (87). These two conditions determine the range of pumping intensities over which the correlator Lorentzian FWHM depends on the pumping in the limit of large times. The second inequality corresponds to the case when transitions to the triplet level are forbidden for some reason, and its presence can be neglected. The third inequality defines the case when transitions from the excited singlet level to the lower triplet level are highly probable.

Equation (78) also allows one to analyze the region of intermediate times, which is a transitional region between short and long times. A numerical calculation yields the results depicted in Fig. 7. One can see that the Lorentzian is broadened at longer times, i.e., when the correlator drops and tends to a constant, as can be seen in the upper curves of Fig. 5.

## 8. CONCLUSIONS

The main results of the present work are Eq. (17) and (30) and the justification of their applicability to calculations


FIG. 7. Evolution of the spectral line of the full two-photon correlator: $t / T_{2}=10^{-5}$ (dashed line); $10^{5}$ (solid line); $10^{7}$ (dotted line).
of the two-photon correlator measured in the start-stop regime and the full two-photon correlator. The present numerical calculations of both correlators graphically demonstrate how various relaxation processes in single molecular impurity centers can be investigated using these correlators. The suggested approach to calculations of two-photon correlators can be generalized in order to analyze other processes, for example, slow relaxation in polymers and glasses, which leads to so-called spectral diffusion. ${ }^{21,22}$ This problem has not been discussed in the present paper; it deserves separate study.
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## APPENDIX

If we go over to the Laplace transform in Eq. (9), we obtain the following system of equations:

$$
\begin{align*}
& G_{n}^{0}=\frac{1}{\omega+i 0}+\frac{1}{\omega+i 0} \Lambda^{*} G_{n-1}^{1}, \\
& G_{n-1}^{1}=\frac{1}{\omega-\Delta+i 0}\left[\Lambda G_{n}^{0}+\sum_{\mathbf{k}} \lambda_{\mathbf{k}} G_{n-1 \mathbf{k}}^{0}\right],  \tag{A1}\\
& G_{n-1 \mathbf{k}}^{0}=\frac{1}{\omega-\Delta_{\mathbf{k}}+i 0}\left[\lambda_{\mathbf{k}}^{*} G_{n-1}^{1}+\Lambda^{*^{\prime}} G_{n-2 \mathbf{k}}^{1}\right], \\
& G_{n-2 \mathbf{k}}^{1}=\frac{1}{\omega-\Delta-\Delta_{\mathbf{k}}+i 0}\left[\Lambda^{\prime} G_{n-1 \mathbf{k}}^{0}+\sum_{\mathbf{k}^{\prime}} \lambda_{\mathbf{k}^{\prime}} G_{n-2 \mathbf{k} \mathbf{k}^{\prime}}^{0}\right],
\end{align*}
$$

Here we have used the notation
$\Delta=\Omega-\omega_{0}, \quad \Delta_{\mathbf{k}}=\omega_{\mathbf{k}}-\omega_{0}, \quad \Lambda=\lambda_{0} \sqrt{n}, \quad \Lambda^{\prime}=\lambda_{0} \sqrt{n-1}$,
where

$$
\begin{equation*}
\lambda_{0}=-i \Omega \sqrt{\frac{4 \pi}{\hbar \omega_{0} V}} \mathbf{e}_{0} \cdot \mathbf{d} \tag{A3}
\end{equation*}
$$

is derived from Eq. (10) by replacing the subscript $\mathbf{k}$ of a spontaneous mode with the laser mode subscript 0 .

The solution of Eq. (A.1) can be expressed in the form of a continued fraction, for example,

$$
\begin{equation*}
G_{n-1}^{1}=\frac{\Lambda G_{n}^{0}}{\omega-\Delta-\sum_{\mathbf{k}} \frac{\left|\lambda_{\mathbf{k}}\right|^{2}}{\omega-\Delta_{\mathbf{k}}-\frac{\left|\Lambda^{\prime}\right|^{2}}{\omega-\Delta-\Delta_{\mathbf{k}}-\sum_{\mathbf{k}^{\prime}} \ldots}} .} \tag{A4}
\end{equation*}
$$

The matrix elements $\lambda_{\mathbf{k}}$ which do not contain the photon numbers are small, since they determine the intensity of the electromagnetic interaction, which can be treated as a perturbation. On the other hand, the matrix elements $\Lambda$ and $\Lambda^{\prime}$ are large since they include, in accordance with Eq. (A2), the square root of the number of laser photons, which is large. The large and small matrix elements alternate in the continued fraction in Eq. (A4). It is obvious that the effect of the matrix element $\Lambda^{\prime}$ is compensated for by the smallness of the matrix element $\lambda_{\mathbf{k}}$. Therefore the infinite equation system (A1) can be truncated by setting $\Lambda^{\prime}=0$. Then the system of equations (A1) transforms to

$$
\begin{align*}
& G_{n}^{0}=\frac{1}{\omega+i 0}+\frac{1}{\omega+i 0} \Lambda^{*} G_{n-1}^{1}, \\
& G_{n-1}^{1}=\frac{1}{\omega-\Delta+i 0}\left[\Lambda G_{n}^{0}+\sum_{\mathbf{k}} \lambda_{\mathbf{k}} G_{n-1 \mathbf{k}}^{0}\right],  \tag{A5}\\
& G_{n-1 \mathbf{k}}^{0}=\frac{1}{\omega-\Delta_{\mathbf{k}}+i 0} \lambda_{\mathbf{k}}^{*} G_{n-1}^{1} .
\end{align*}
$$

The inverse Laplace transform yields equations (9) containing only terms written in explicitly.
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# Power broadening of a diffusion resonance 
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We derive an expression in terms of cylinder functions for the shape of a nonlinear resonance in a two-level system with a rapidly decaying level. We show that when the natural linewidth is negligible, the square of the total width is the sum of squares of the power and diffusion widths. The traditional variational approximation yields a correct value for the full width at half maximum, but distorts the line profile. We derive a formula for the absorbed power as a function of the incident wave intensity for comparable power and diffusion broadening. The formula is found to be valid for a power width that is small or large compared to the diffusion width, and in a new intermediate domain where homogeneous saturation becomes inhomogeneous.
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## 1. INTRODUCTION

The subject of this paper is resonant absorption (or amplification) of a strong electromagnetic wave by ions of a plasma. Knowledge of the laws of amplification is necessary in calculating ion lasers and in optimizing the characteristics of such lasers (for example, to increase the output power or tuning range of a Raman laser). Measuring the absorption (or amplification) spectrum of waves propagating through a plasma is one of the most important plasma diagnostic techniques.

From a theoretical standpoint, the simplest and most important case (from a practical standpoint) is that of resonant interaction of an electromagnetic wave and a plasma when the wave frequency $\omega$ is close to the Bohr frequency $\omega_{21}$ $=\left(E_{2}-E_{1}\right) / \hbar$ of the transition between intrinsic states $|1\rangle$ and $|2\rangle$ of an ion. Because of the Doppler effect, the wave interacts most effectively with ions that satisfy the resonance condition $\mathbf{k} \cdot \mathbf{v}=\omega-\omega_{21}$, where $\mathbf{k}$ is the wave vector and $\mathbf{v}$ is the ion velocity. The power absorbed from a weak electromagnetic field in the linear approximation (when changes in the ion state initiated by the wave are ignored) is proportional to the number of particles that interact with the wave. As the frequency varies, the wave resonantly interacts with ions that have a different velocity. The width of the absorption spectrum is determined by the characteristic spread of the velocities $v_{T}$ of the ions, i.e., by the width of the Maxwellian velocity distribution, and is equal to $k v_{T}$. By measuring the linear absorption spectrum we can find the ion temperature.

Much more information about the plasma parameters and the relaxation processes inside an individual ion can be gathered if one employs the methods of nonlinear spectroscopy. An electromagnetic wave interacting with the plasma tends to equalize the populations of the intrinsic states of the ions. Because of the resonant nature of this interaction, the velocity distribution of the populations acquires narrow nonequilibrium structures known as Bennett dips or peaks. ${ }^{1}$ The
shape of Bennett dips can be found by the probe field technique by measuring the absorption of another electromagnetic wave as a function of frequency. The absorption spectrum of the probe wave that resonantly interacts with the same transition has a nonlinear resonance, a dip in the vicinity of the frequency at which the probe wave resonantly interacts with those ions whose populations have been partially equalized by the first wave. A similar dip emerges in the absorption spectrum of a standing wave consisting of two counterpropagating traveling waves.

The velocity of an ion in a plasma changes with time, since the ion is in the field of the other charged particles comprising the plasma. In contrast to gases, where collisions with other atoms are infrequent but in each such collision the atom dramatically changes velocity, an ion is constantly in a rapidly varying field, which leads to diffusion variations in its velocity. ${ }^{2}$ The description of collisions as diffusion in velocity space is also possible for heavy neutral particles in a buffer gas of light particles.

The first theoretical study of the diffusion shape of the Bennett dip in a weak field as applied to ions in a plasma was Ref. 3. It was shown that because of diffusion in velocity with a coefficient $D$, the dip in level $j$ acquires a width $\sqrt{D / \Gamma_{j}}$ equal to the characteristic variation of the ion velocity during the lifetime $\Gamma_{j}^{-1}$ in level $j$. If the diffusion width exceeds the natural width, the dip in the distribution over the projection of velocity on the wave vector has a characteristic cusp at the center described by the exponential function $\exp (-|x|)$, where $x$ is the dimensionless deviation of the velocity projection from the center of the dip. Quenching of levels by electrons and other processes described by the relaxation-constant model may add to the natural width of the dip.

In the limit of a weak electromagnetic field, the depth of Bennett dips is proportional to the wave's intensity. But the increase in the depth with wave intensity slows down as the level populations become equalized. In a strong field, the populations at the center of the resonance are essentially
equal, and the range of velocities in which the population difference decreases substantially broadens as the field intensity increases. ${ }^{4}$ The problem of adding diffusion broadening to power broadening was studied in Ref. 5 by a variational method, and the Lorentzian contour was taken as the trial function for the dip profile. When the diffusion and power widths are comparable, the shape of the dip is some sort of average between a Lorentzian and an exponential. In Ref. 6 the shape of the dip was found in the limit of a small natural width. In the present paper we discuss this problem in greater detail.

The saturation curve, i.e., the dependence of the power absorbed from the field on the intensity of the incident wave, also makes it possible to measure a number of plasma parameters and relaxation constants of the transition. A knowledge of the analogous dependence of the gain is required to calculate the output power of a laser. Diffusion leads to a situation in which some of the ions depart from resonance as their velocities change, while other ions that have not yet absorbed (or emitted) a photon begin to participate in the resonance process. Because of this, the power absorbed from the field (or imparted to it) increases. This dependence in relatively weak fields, where the power width of the Bennett dip is much less than the diffusion width, was derived in Ref. 7 and experimentally corroborated by Apolonsky et al. ${ }^{8}$ It was shown that in the presence of diffusion the absorption saturation becomes homogeneous and sets in at lower field intensities than in the absence of diffusion. The intensity at which saturations sets in proved to be proportional to the square root of the diffusion coefficient $D$. The case in which the diffusion and power widths of Bennett dips are comparable remained unexplored.

In Sec. 2 we give the initial equations for the ion density matrix, a classification of the processes of interaction of an ion and the field of electromagnetic waves, and the characteristic values of the main parameters. In Sec. 3 we derive an expression for the shape of the Bennett dip when there is both power broadening and diffusion broadening. In Sec. 4 we calculate the saturation curve, i.e., the power absorbed from a strong field. For this curve we give simple interpolation formulas, which make it possible to forego the assumption that the radiative width must be small. Section 5 contains a qualitative discussion of the results.

## 2. BASIC EQUATIONS

We normalize the Maxwellian velocity distribution of the ions to unity:

$$
\begin{aligned}
& W(\mathbf{v})=\frac{1}{\left(\sqrt{\pi} v_{T}\right)^{3}} \exp \left(-\frac{\mathbf{v}^{2}}{v_{T}^{2}}\right), \\
& v_{T}=\sqrt{\frac{2 T}{m}}, \quad \int d \mathbf{v} W(\mathbf{v})=1
\end{aligned}
$$

where $T$ is the temperature of the ions in the plasma, and $m$ is the ion mass. We take two excited ion states $|1\rangle$ and $|2\rangle$ with energies $E_{1}$ and $E_{2}\left(E_{1}<E_{2}\right)$ and examine the resonant interaction of the given two-level system with a traveling electromagnetic wave

$$
\mathbf{E}(t, \mathbf{r})=\frac{1}{2}\left(\mathbf{E}_{0} e^{-i(\omega t-\mathbf{k} \cdot \mathbf{r})}+\text { c.c. }\right)
$$

that is offset from resonance by $\Omega=\omega-\omega_{21} \ll \omega$, where $\omega_{21}=\left(E_{2}-E_{1}\right) / \hbar$. Assuming a dipole ion-wave interaction, in the resonance approximation we have the following quantum transport equations for the density matrix in the Wigner representation: ${ }^{9}$

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\mathbf{v} \cdot \nabla+\Gamma_{1}\right) \rho_{1}= & \nu \hat{\mathscr{V}} \rho_{1}-2 \operatorname{Re}\left(i G^{*} e^{i(\Omega t-\mathbf{k} \cdot \mathbf{r})} \rho_{21}\right) \\
& +q_{1} W(\mathbf{v})+A_{21} \rho_{2},  \tag{1}\\
\left(\frac{\partial}{\partial t}+\mathbf{v} \cdot \nabla+\Gamma_{2}\right) \rho_{2}= & \nu \hat{\mathscr{V}} \rho_{2}+2 \operatorname{Re}\left(i G^{*} e^{i(\Omega t-\mathbf{k} \cdot \mathbf{r})} \rho_{21}\right) \\
& +q_{2} W(\mathbf{v}), \\
\left(\frac{\partial}{\partial t}+\mathbf{v} \cdot \nabla+\Gamma_{12}\right) \rho_{21}= & \boldsymbol{\nu} \hat{\mathscr{V}} \rho_{21}+i G e^{-i(\Omega t-\mathbf{k} \cdot \mathbf{r})}\left(\rho_{2}-\rho_{1}\right),
\end{align*}
$$

where

$$
\hat{\mathscr{V}}=\frac{\partial}{\partial v_{\alpha}} \Phi_{\alpha \beta}(\mathbf{v})\left(\frac{v_{T}^{2}}{2} \frac{\partial}{\partial v_{\beta}}+v_{\beta}\right) ;
$$

$\rho_{j}=\langle j| \hat{\rho}|j\rangle$ and $\rho_{21}=\langle 2| \hat{\rho}|1\rangle$ are the matrix elements of the density matrix; $\Gamma_{1}, \Gamma_{2}$, and $\Gamma_{12}$ are relaxation constants of the states $|1\rangle$ and $|2\rangle$ and of the "coherence" $\rho_{21}$ of these states; $G=\mathbf{E}_{0}\langle 2| \hat{\mathbf{d}}|1\rangle / 2 \hbar$, with $\hat{\mathbf{d}}$ the dipole moment operator; $q_{j} W(\mathbf{v})$ is the excitation function of $|j\rangle ; A_{21}$ is the Einstein coefficient; the diffusion operator $\hat{\mathscr{V}}$ describes diffusion in velocity space; $\Phi_{\alpha \beta}(\mathbf{v})$ is the diffusion tensor; and $\nu$ is the transport collision rate, or the reciprocal of the time it takes a particle to change velocity (due to diffusion) by a quantity of order $v_{T}$.

Effects related to the dependence of $\Phi_{\alpha \beta}$ on $\mathbf{v}$ were discussed in Ref. 10. There it was shown that for $\nu \ll \Gamma_{j}$, i.e., when the diffusion width of Bennett dips along $\mathbf{k}$ is much less than $v_{T}$, we can adopt a constant and isotropic diffusion coefficient $\Phi_{\alpha \beta}(\mathbf{v})=\delta_{\alpha \beta}$, introduced into nonlinear spectroscopy by Rautian. ${ }^{11}$ If we align the $z$ axis with $\mathbf{k}$, then only the diffusion tensor component $\Phi_{z z}(\mathbf{v})$ averaged over the transverse velocity and taken at the longitudinal velocity corresponding to the center of the dip affects the shape of the Bennett dip. The adopted approximation makes it possible to integrate the system of equations (1) with respect to velocities transverse to $\mathbf{k}$. For the sake of brevity, we denote the longitudinal velocity projection $v_{\|}=\mathbf{k} \cdot \mathbf{v} / k$ by $v$.

Bearing in mind the various applications to nonlinear spectroscopy, we are interested in the steady-state solution of the system of equations (1):

$$
\begin{align*}
& \rho_{j}=r_{j}, \quad \rho_{21}=r_{21} e^{-i(\Omega t-\mathbf{k} \cdot \mathbf{r})}, \\
& \Gamma_{1} r_{1}=\nu \hat{\mathscr{V}}_{1} r_{1}-2 \operatorname{Re}\left(i G^{*} r_{21}\right)+q_{1} W_{1}(v)+A_{21} r_{2}, \\
& \Gamma_{2} r_{2}=\nu \hat{\mathscr{V}}_{1} r_{2}+2 \operatorname{Re}\left(i G^{*} r_{21}\right)+q_{2} W_{1}(v),  \tag{2}\\
& {\left[\Gamma_{12}-i(\Omega-k v)\right] r_{21}=\boldsymbol{\nu} \hat{\mathscr{V}}_{1} r_{21}+i G\left(r_{2}-r_{1}\right),}
\end{align*}
$$

$$
W_{1}(v)=\frac{1}{\sqrt{\pi} v_{T}} \exp \left(-\frac{v^{2}}{v_{T}^{2}}\right), \quad \hat{\mathscr{V}}_{1}=\frac{d}{d v}\left(\frac{v_{T}^{2}}{2} \frac{d}{d v}+v\right)
$$

The power absorbed from the wave per unit volume is the product of the concentration of ions absorbing a photon per unit time and the energy of the photon:

$$
\begin{equation*}
P(\Omega)=2 \hbar \omega \int d v \operatorname{Re}\left(i G^{*} r_{21}\right) \tag{3}
\end{equation*}
$$

We now present numerical values of the characteristic parameters, which can be divided into plasma parameters and the parameters of a singe ion. The ion temperature $T_{i}$ characteristic of discharge is roughly 1 eV , and the concentration of ions in the plasma of an argon laser, $N_{i}$, is roughly $10^{14} \mathrm{~cm}^{-3}$. The wavelength of the radiation that is in resonance with the laser transitions of a singly charged ion, $\lambda$, is approximately $5 \times 10^{-5} \mathrm{~cm}$. The relaxation constants $\Gamma_{j}$ and $\Gamma_{i j}$ are determined by the rates of relaxation processes and quenching processes in the plasma. Depending on the levels selected, these constants can vary from $10^{7}$ to $10^{9} \mathrm{~s}^{-1}$. For Ar II we have $v_{T} \simeq 2 \times 10^{5} \mathrm{~cm} / \mathrm{s}, k v_{T} \simeq 2.5 \times 10^{10} \mathrm{~s}^{-1}$, and the transport collision rate

$$
\nu=\frac{16 \sqrt{\pi} e^{4} N_{i}}{3 m^{2} v_{T}^{3}} L \simeq 10^{7} \mathrm{~s}^{-1},
$$

where $e$ is the electron charge and $L$ is the Coulomb logarithm. The parameters of the gas-discharge plasma have been thoroughly discussed in Ref. 9. The above values of the parameters were used in the numerical calculations. Note that all of the relaxation constants $\left(\Gamma_{j}\right.$ and $\left.\Gamma_{i j}\right)$ and the transport collision rate $\nu$ are small compared to the Doppler linewidth $k v_{T}$.

## 3. BENNETT DIP IN COMBINED POWER AND DIFFUSION BROADENING

In the absence of diffusion, the shape of the Bennett dip $\Delta r_{j}$ is Lorentzian, and the width of the dip is the sum of the homogeneous width $\Gamma_{12}$ and the power width $w_{F}$ (Ref. 4):

$$
\begin{aligned}
& \Delta r_{j} \propto\left[\Gamma_{12}^{2}+w_{F}^{2}+(\Omega-k v)^{2}\right]^{-1}, \\
& w_{F}=\sqrt{\frac{2 \Gamma_{12}|G|^{2}}{k^{2}}\left(\frac{1}{\Gamma_{1}}+\frac{1}{\Gamma_{2}}-\frac{A_{21}}{\Gamma_{1} \Gamma_{2}}\right)} .
\end{aligned}
$$

If $r_{j}(v)$ has width $w$, then in order to estimate the order of magnitude of the individual terms in the equation for $r_{j}$ we must replace the derivative $d / d v$ by $w^{-1}$. The collisional term consists of two terms, $\left(\nu v_{T}^{2} / 2\right) d^{2} r_{j} / d v^{2}$ and $\nu\left(d\left(v r_{j}\right) / d v\right)$. The first describes velocity diffusion, while the second describes dynamic friction on an ion moving with respect to the entire plasma. The diffusion width $w_{j D}$ of the Bennett dip at level $j$ comes into play because of the equality of $\Gamma_{i} r_{j}$ and the diffusion term, $\left(\nu v_{T}^{2} / 2\right) d^{2} r_{j} / d v^{2}$ $\sim\left(\nu v_{T}^{2} / 2 w_{j D}^{2}\right) r_{j}$, with the result that $w_{j D}=v_{T} \sqrt{\nu / 2 \Gamma_{j}}$. For moderate concentrations of charge carriers in the plasma, $\nu$ $\ll \Gamma_{j}$ and $w_{j D}<v_{T}$, and we can neglect terms corresponding to dynamic friction. Due to friction, the variation of the ion
velocity during the lifetime $\Gamma_{j}^{-1}$ is small in comparison to the diffusion variation of the velocity, $w_{j D}$, and is of order $v_{T} \nu / \Gamma_{j}$.

Below we examine the shape of the Bennett dip in two limits:

1. The upper level is long-lived, and the lower level rapidly decaying ( $\Gamma_{2} \ll \Gamma_{1}$ ). This situation leads, for equal rates of excitation of levels, to steady-state population inversion, and is typical of laser transitions of cw ion lasers. ${ }^{9}$
2. The lower level is long-lived, or $\Gamma_{1} \ll \Gamma_{2}$. A metastable lower state is used in the absorbing transition of Raman lasers. ${ }^{8}$

In both cases we assume that the diffusion width of the Bennett dip in the short-lived level is much less than the homogeneous or power width. Neglecting diffusion operators in the population equations of this level and for the coherence $r_{21}$ in the system of equations (2), we obtain an ordinary second-order differential equation for the population $r_{2}$ of the long-lived level in case 1 :

$$
\begin{align*}
{\left[1+J\left(1-\frac{A_{21}}{\Gamma_{1}}\right)\right] r_{2}=} & w_{2 D}^{2} \frac{d^{2} r_{2}}{d v^{2}}+r_{2}^{(0)} \\
& +J\left(r_{1}^{(0)}-\frac{A_{21}}{\Gamma_{1}} r_{2}^{(1)}\right) \tag{4}
\end{align*}
$$

where

$$
J=\frac{2 \Gamma_{12}|G|^{2}}{\Gamma_{2}\left[\Gamma_{12}^{2}+2 \Gamma_{12}|G|^{2} / \Gamma_{1}+(\Omega-k v)^{2}\right]}
$$

and $r_{j}^{(0)}$ is the population of level $j$ in the absence of a field. The shape of the Bennett dip is described by the function $y$ $=\left(r_{2}-r_{2}^{(0)}\right) /\left(r_{1}^{(0)}-r_{2}^{(0)}\right)$, which obeys the equation

$$
\begin{equation*}
\left(1+\frac{A^{2}}{W^{2}+x^{2}}\right) y=\frac{d^{2} y}{d x^{2}}+\frac{A^{2}}{W^{2}+x^{2}} \tag{5}
\end{equation*}
$$

where
$x=\frac{\Omega-k v}{k w_{2 D}}, \quad A=\frac{w_{F}}{w_{2 D}}, \quad W=\frac{\left(\Gamma_{12}^{2}+2 \Gamma_{12}|G|^{2} / \Gamma_{1}\right)^{1 / 2}}{k w_{2 D}}$.
Note that although $|G|^{2}$ is present in the expression for $W$, the latter is not simply the ratio $A$ of the power width to the diffusion width. For instance, in a strong field, $W$ $\simeq\left(\Gamma_{2} / \Gamma_{1}\right)^{1 / 2} A \ll A$. The exact solutions of the homogeneous equation can be expressed in terms of spheroidal functions. ${ }^{12}$ These functions, however, have been rather poorly studied and no integral representations are known for them.

In case 2 , reasoning along similar lines, we have

$$
\begin{equation*}
\left[1+J\left(1-\frac{A_{21}}{\Gamma_{2}}\right)\right] r_{1}=w_{1 D}^{2} \frac{d^{2} r_{1}}{d v^{2}}+r_{1}^{(0)}+J\left(1-\frac{A_{21}}{\Gamma_{2}}\right) r_{2}^{(0)} \tag{6}
\end{equation*}
$$

where the expression for $J$ can be obtained from its counterpart in case 1 via the interchange $1 \leftrightarrow 2$. If we interchange the indices in the expressions for $x, y, A$, and $W$, we again arrive at Eq. (5).



FIG. 1. The Bennett dip $y(x)$ : (a) the solution (10), and (b) the results of numerical calculations. $\Gamma_{<}=10^{-3} k v_{T}$ and $\Gamma_{>}=4 \times 10^{-2} k v_{T}$, where $\Gamma_{<}\left(\Gamma_{>}\right)$is the smaller (larger) of the two quantities $\Gamma_{1}$ and $\Gamma_{2} . \Gamma_{12}=\left(\Gamma_{1}+\Gamma_{2}\right) / 2$, $\nu$ $=10^{-5} k v_{T}$, and $\Omega=0$. The curves $n=0,1,2,3$ correspond to the different values of $|G|$ $=10^{n / 3-2} k v_{T}$.

Equation (5) has a simple physical meaning: there is a reservoir of particles and a set of states that differ in the value of the parameter $x$. In these states, a particle experiences diffusion in $x$ and decay (the unity on the left-hand side of the equation). The external field resonantly interacts with particles, initiating transitions between the states $x$ and the reservoir; the resonance width is $W$. There is a nonvanishing probability of arrival or departure of a particle in state $x$, and this probability is $A^{2} /\left(W^{2}+x^{2}\right)$.

We now analyze Eq. (5). If either $A$ or $W$ is large ( $W$ $\gg 1$ or $A \gg 1$ ), the width of the Bennett dip exceeds the diffusion width, and we can ignore the derivative $d^{2} y / d x^{2}$ in the equation, so that the Bennett dip becomes Lorentzian:

$$
\begin{equation*}
y=\frac{A^{2}}{W^{2}+A^{2}+x^{2}} . \tag{7}
\end{equation*}
$$

In weak fields, $A \ll W \sim 1$, the dip is a convolution of Lorentzian and exponential contours:

$$
\begin{equation*}
y=\frac{1}{2} e^{-|x|} * \frac{A^{2}}{W^{2}+x^{2}} \equiv \frac{A^{2}}{2} \int d x^{\prime} \frac{e^{-\left|x-x^{\prime}\right|}}{W^{2}+x^{\prime 2}} \tag{8}
\end{equation*}
$$

We now examine the case in which the diffusion width of the Bennett dip in the long-lived level exceeds the homogeneous width, $W \ll 1$. Replacing $1 /\left(W^{2}+x^{2}\right)$ by $\pi \delta(x) / W$, we obtain

$$
y=\frac{d^{2} y}{d x^{2}}+\frac{\pi A^{2}}{W} \delta(x)[1-y(0)]
$$

whose solution is

$$
\begin{equation*}
y(x)=\frac{A^{2}}{2 W / \pi+A^{2}} e^{-|x|} \tag{9}
\end{equation*}
$$

This solution is valid for weak fields, $A \ll 1$. As the field intensity grows, the depth of the dip, $y(0)$, approaches unity, and the accuracy of the approximation based on this substitution decreases. In very strong fields, $A \sim 1$, the shape of the Bennett dip differs from the exponential shape $e^{-|x|}$.

Let us construct a solution of Eq. (5) for large values of $x(x \geqslant W)$. We will then attempt to correlate the solution's behavior with the condition of solvability for small values of $x \sim W$. When $x \gg W$, we can ignore $W^{2}$ in the denominators of (5). Then the solution $y(x)$ can be expressed in terms of cylinder functions:

$$
\begin{equation*}
y(x)=A^{2} \sqrt{i|x|}\left[C K_{\alpha}(|x|)-S_{-3 / 2, \alpha}(i|x|)\right] \tag{10}
\end{equation*}
$$

where $\alpha=\sqrt{A^{2}+1 / 4}, K_{\alpha}(z)$ and $S_{\mu, \alpha}(z)$ are the modified Bessel function of the second kind and Lommel function, ${ }^{13}$ and $C$ is a constant that can be found by examining the behavior of the solution (10) at small $x$.

When $x \sim W$, we can ignore the unity on the left-hand side of Eq. (5), $A \gg W$. The resulting inhomogeneous equation has the trivial solution $y \equiv 1$. The solution of the homogeneous equation can be expressed in terms of hypergeometric series ${ }_{2} F_{1}$ (Ref. 14). However, when $A^{2} \gg W$, the constant $C$ can be found from the condition that the solution (10) must be regular at $x=0$ :

$$
\begin{aligned}
C= & \frac{e^{-i \alpha \pi / 2}}{2^{3 / 2} \pi} \Gamma\left(\frac{-1 / 2-\alpha}{2}\right) \Gamma\left(\frac{-1 / 2+\alpha}{2}\right) \\
& \times \cos \left[\frac{\pi}{2}\left(\frac{3}{2}+\alpha\right)\right] .
\end{aligned}
$$

The solution (10) can then be written in terms of the modified Bessel function $I_{\alpha}(z)$ and the generalized hypergeometric series ${ }_{1} F_{2}$ (Ref. 14),

$$
\begin{aligned}
y(x)= & { }_{1} F_{2}\left(1 ; \frac{3 / 2+a}{2}, \frac{3 / 2-a}{2} ; \frac{x^{2}}{4}\right) \\
& -\sqrt{\frac{|x|}{2}} \Gamma\left(\frac{3 / 2+\alpha}{2}\right) \Gamma\left(\frac{3 / 2-\alpha}{2}\right) I_{\alpha}(|x|),
\end{aligned}
$$

which implies that $y(0)=1$. The solution (10) contains the Lorentzian and exponential contours as limiting cases:

$$
y= \begin{cases}e^{-|x|}, & A \ll 1  \tag{11}\\ \frac{1}{1+(x / A)^{2}}, & A \gtrdot 1\end{cases}
$$

In weak fields, $A^{2} \sim W \ll 1$, the Bennett dip is described by the exponential contour (9) with $y(0) \neq 1$.

Figure 1 depicts examples of Bennett dips: (a) the solution (10), and (b) the numerical solutions of four coupled diffusion equations for the elements of the density matrix in (2). The range of possible velocities in (2) is infinite, so for numerical calculations the limits of this interval were taken at $v= \pm 4 v_{T}$, and the values of the density matrix at these limits were chosen according to the asymptotic behavior of the analytic Lorentzian. Figure 1 clearly shows the transition from an exponential contour to a Lorentzian contour (from curve $n=0$ to curve $n=3$ ). The curves $n=1,2,3$ in Fig. 1a almost coincide with the curves $n=1,2,3$ in Fig. 1b; the dif-


FIG. 2. The shape of the $\operatorname{dip} y(x)$ given by formula (10) at $A=\sqrt{1 / 2}$ (curve 1), the diffusion contour $\exp (-|x|)$ (curve 2), and the Lorentzian $1 /(1$ $+(x / A)^{2}$ ) (curve 3).
ference between Figs. 1a and 1b at the center of the Bennett dip in a weak field (curve $n=0$ ) can be explained by the fact that only in the numerical calculations have we allowed for the finite natural width $W \neq 0$.

The type of solution $y(x)$ given by (10) depends only on the parameter $A=w_{F} / w_{D}$, where $w_{D}$ is the diffusion width of the Bennett dip in the long-lived level ( $w_{D}=w_{2 D}$ in case 1 and $w_{D}=w_{1 D}$ in case 2). Thus, the halfwidth $v_{L}$ of the dip over a fraction $L(0<L<1)$ of the total height of the dip $\left(v_{L}=w_{D} x_{L}\right.$, where $\left.y\left(x_{L}\right)=L\right)$ is a homogeneous function of $w_{D}$ and $w_{F}$ of order unity. This means that if $w_{D}$ and $w_{F}$ are increased $p$-fold $(p>0)$, then so is $v_{L}$. In the $\left(w_{F}^{2}, w_{D}^{2}\right)$ plane, the various level curves of $v_{L}$ with the same value of $L$ but different values of $v_{L}$, can be mapped into one another via a scale transformation centered at $(0,0)$. For instance, the halfwidth at half maximum is

$$
v_{1 / 2}= \begin{cases}w_{F}\left[1+\left(\frac{w_{D}}{2 w_{F}}\right)^{2}\right], & w_{D} \ll w_{F}, \\ w_{D} \ln 2, & w_{D} \gg w_{F},\end{cases}
$$

and can be approximated by the interpolation formula

$$
\begin{equation*}
v_{1 / 2} \simeq \sqrt{w_{F}+w_{D}^{2} / 2}=w_{D} \sqrt{A^{2}+1 / 2} \tag{12}
\end{equation*}
$$

Note that the simplicity of (12) derives from the approximate equality $\sqrt{2} \cdot \ln 2=0.9803 \ldots \simeq 1$ (if $w_{F}=0$, then (12) yields $v_{1 / 2}=w_{D} / \sqrt{2} \simeq w_{D} \ln 2$ ). At $A=1 / \sqrt{2}$ the width of the Bennett dip exceeds both the power width and the diffusion width by a factor of almost 1.5 . Such a contour is depicted in Fig. 2.

Babin et al. ${ }^{5}$ used a Lorentzian function for an approximate solution. The amplitude and width were found by a variational method. The width of the approximating Lorentzian satisfies the quartic equation
$v_{1 / 2}^{4}-\left(w^{2}+w_{F}^{2}+w_{D}^{2} / 2\right) v_{1 / 2}^{2}-2 w w_{D}^{2} v_{1 / 2}-3 w^{2} w_{D}^{2} / 2=0$,
where $w=w_{D} W$ (in Ref. $5 w$ was taken to be $w_{H}=\Gamma_{12} / k$, which is justified if the field is not too strong). Its solution when $w_{D}, w_{F} \gg w$ is given by (12), i.e., the halfwidths at half maximum of the solution of (13) and the approximating Lorentzian in the variational method are essentially identical. The level curves for the solution of Eq. (13) in the $\left(w_{F}^{2}, w_{D}^{2}\right)$


FIG. 3. Level curves for $v_{n / 4}, n=1,2,3$, corresponding to $v_{n / 4}=\sqrt{4 / n-1}$. The dashed curve depicts the approximation (12) for the curve $n=2$.
plane are segments of straight lines, which become parallel for $w_{D}, w_{F} \gg w$, and can thus be mapped into one another by a scale transformation centered at the origin.

The values of $v_{n / 4}, n=1,2,3$, in Fig. 3 are selected in such a way that the curves $n=1,2,3$ coincide if the dip is a pure Lorentzian. Thus, the distance between curves is the measure of the deviation of the shape from a Lorentzian. The deviation is greater at the center of the dip than in the wings (curve $n=3$ deviates from curve $n=2$ more than does curve $n=1$ ) and if the power broadening is smaller than the diffusion broadening. When the power width is large, $w_{F}>w_{D}$, the curves merge, so that saturation effects mask diffusion broadening.

The modified Bessel function $K_{\nu}(z)$ for half-integer $\nu$ $=n+1 / 2$, with $n=0, \pm 1, \pm 2, \ldots$, can be expressed in terms of elementary functions. However, the solution (10) of the inhomogeneous equation reduces to elementary functions only if $\alpha=2 n+1 / 2, n=0,1, \ldots$ For instance, at $\alpha=1 / 2$ the contour is exponential (see (11)), while at $\alpha=5 / 2$ the shape of the dip is given by

$$
y(x)=\frac{6-2 e^{-|x|}\left(3+3|x|+x^{2}\right)}{x^{2}}
$$

which differs from a Lorentzian of width $\sqrt{13 / 2}$ (see Eq. (13) and Ref. 5) by $8 \%$.

We now attempt to find the spectrum of a probe field. The shape of the Bennett dip can be found by measuring the absorption spectrum for a probe wave that is in resonance with the same transition as the strong wave. To determine the spectrum of the probe wave, we must augment the system of equations (1), so that it reflects the interaction with the probe wave. In the linear approximation in the probe field intensity, the probe field induces the coherence $\rho_{21}$ and population corrections, which oscillate in time with frequencies $\Omega_{\mu}$ and $\Omega_{\mu}-\Omega$, where $\Omega_{\mu}$ is the probe wave offset from resonance. The corrections to the density matrix induced by the probe field are proportional to the population difference when the longitudinal velocity is in resonance with the probe field. If we assume that the rates of excitation of levels 1 and 2 are the same, the population of the long-lived level will be much higher than that of the rapidly decaying. Due to field splitting of levels, the resonant velocity is a nonlinear function of
$\Omega_{\mu}$. This leads to a situation in which the absorption (amplification) spectrum for the probe wave acquires dips whose shape does not follow that of a Bennett dip. The profile is distorted by the nonlinear dependence of the resonant velocity on $\Omega_{\mu}$, that is, by power broadening.

## 4. SATURATION CURVE

First and foremost, we show that the power absorbed from the field can be expressed solely in terms of the area of the Bennett dip, $\int_{-\infty}^{\infty} d x y(x)$. For case 2, substituting $2 \operatorname{Re}\left(i G^{*} r_{21}\right)$ from the first equation in (2), we obtain
$P(\Omega)=2 \hbar \omega \int d v \operatorname{Re}\left(i G^{*} r_{21}\right)$

$$
\begin{equation*}
=\hbar \omega \Gamma_{1} \int d v\left[w_{1 D}^{2} \frac{d^{2} r_{1}}{d v^{2}}-r_{1}+r_{1}^{(0)}+\frac{A_{21}}{\Gamma_{1}}\left(r_{2}-r_{2}^{(0)}\right)\right] . \tag{14}
\end{equation*}
$$

Expressing $r_{1}$ and $r_{2}$ in terms of $y, r_{1}^{(0)}$, and $r_{2}^{(0)}$, we have

$$
\begin{aligned}
P(\Omega)= & \hbar \omega \Gamma_{1} \int d v\left(r_{1}^{(0)}-r_{2}^{(0)}\right) \\
& \times\left[y-\frac{d^{2} y}{d x^{2}}+\frac{A_{21}}{\Gamma_{1}} J(1-y)\right] .
\end{aligned}
$$

Since the width of the Bennett dip is much less than $v_{T}$, we can take $r_{1}^{(0)}-r_{2}^{(0)}$ outside the integral sign and evaluate it at $v=\Omega / k$. Noting that $J(1-y)=\left(y-d^{2} y / d x^{2}\right)$ $\times\left(1-A_{21} / \Gamma_{2}\right)^{-1}$, we obtain

$$
\begin{align*}
P(\Omega)= & \frac{\hbar \omega \Gamma_{1} w_{1 D}\left(N_{1}-N_{2}\right)}{\sqrt{\pi} v_{T}\left(1-A_{21} / \Gamma_{2}\right)} \\
& \times \exp \left[-\left(\frac{\Omega}{k v_{T}}\right)^{2}\right] \int_{-\infty}^{\infty} d x y(x), \tag{15}
\end{align*}
$$

where $N_{j}=\int d v r_{j}^{(0)}$ is the initial concentration of ions in level $j$. Similarly, for case 1 we have
$P(\Omega)=\frac{\hbar \omega \Gamma_{2} w_{2 D}\left(N_{1}-N_{2}\right)}{\sqrt{\pi} v_{T}} \exp \left[-\left(\frac{\Omega}{k v_{T}}\right)^{2}\right] \int_{-\infty}^{\infty} d x y(x)$.

Thus, studying the intensity dependence of the power absorbed from the field reduces to studying the behavior of the integral $\int_{-\infty}^{\infty} d x y(x)$, where $y$ is the solution of Eq. (5).

This fact has a simple qualitative explanation. In the steady-state situation, the area of the Bennett dip in level $j$, i.e., $\int d v\left(r_{j}-r_{j}^{(0)}\right)$, is the ratio of the concentration of ions that absorb (or emit) one field photon per unit time to the population relaxation rate for the given level $\Gamma_{j}$. The power absorbed from the field can be expressed in terms of the area of the Bennett dip if the rate of particle ejection from the level due to collisions is independent of the translational velocity of the particles (e.g., collisions have no effect on the number of particles in the level).

Consider the Fourier transform of Eq. (5):

$$
\begin{equation*}
\left(W^{2}+\frac{A^{2}}{1+t^{2}}\right) Y=\frac{d^{2} Y}{d t^{2}}+2 \pi A^{2} \delta(t) \tag{17}
\end{equation*}
$$

where

$$
Y(t)=\left(1+t^{2}\right) \int_{-\infty}^{\infty} d x e^{i t x} y(x)
$$

The entire dependence of the absorbed power $P(\Omega)$ on the wave's intensity is contained in the amplitude of the zerothorder harmonic $Y(0)=\int_{-\infty}^{\infty} d x y(x)$.

When $W \gg A$, we can neglect the term $A^{2} /\left(1+t^{2}\right)$ on the left-hand side of Eq. (17), with the result that $Y(t)=\pi A^{2} \exp (-W|t|) / W$. When $W \gg 1$ or $A \gg 1$, the function $Y(t)$ has a width $\left(W^{2}+A^{2}\right)^{-1 / 2} \ll 1$. We then can assume that $t$ is small, $t \ll 1$, and

$$
Y(t)=\frac{\pi A^{2}}{\sqrt{W^{2}+A^{2}}} \exp \left(-\sqrt{W^{2}+A^{2}}|t|\right)
$$

In a different limiting case, $W \ll \min \{A, 1\}$, we solve Eq. (17) in two ranges $t$, namely $t \gg 1$ and $t \ll A / W$. When $A$ $\gg W$, these ranges overlap, and when $1 \ll t \ll A / W$, both asymptotes are applicable, which makes it possible to match them, with the result that we obtain an approximation for $Y(t)$ that is equally suitable for all values of $t$.

For $t \gg 1$ we can neglect the 1 in the denominator 1 $+t^{2}$, with the result that Eq. (17) reduces to Bessel's differential equation. This yields

$$
\begin{equation*}
Y(t)=C_{3} \sqrt{t} K_{\alpha}(W t), \tag{18}
\end{equation*}
$$

where $C_{3}$ is a constant determined by matching (18) to the solution $Y(t)$ for small $t$.

When $t \ll A / W$, we can neglect $W^{2}$ on the left-hand side of Eq. (17), whereupon (17) reduces to the hypergeometric equation.

$$
\begin{align*}
Y(t)= & C_{1 \pm}(i+t)_{2} F_{1}\left(\frac{1}{2}+\alpha, \frac{1}{2}-\alpha ; 2 ; \frac{i+t}{2 i}\right) \\
& +C_{2 \pm}(i-t)_{2} F_{1}\left(\frac{1}{2}+\alpha, \frac{1}{2}-\alpha ; 2 ; \frac{i-t}{2 i}\right) ; \tag{19}
\end{align*}
$$

for $t>0$ the constants $C_{1}$ and $C_{2}$ carry a plus sign, while for $t<0$ they carry a minus sign. Here ${ }_{2} F_{1}(a, b ; c ; z)$ is the hypergeometric series (see Ref. 14).

What remains to be done is to find the constants $C_{1 \pm}$, $C_{2 \pm}$, and $C_{3}$. Constraints on the behavior of $Y(t)$ near $t=0$ impose two constraints on the values of the constants; another emerges when we match the asymptotic solutions (18) and (19), and finally, the fact that $y(x)$ is real leads to two more.

Integrating (17) locally near $t=0$, we find that

$$
\begin{aligned}
& \lim _{t \rightarrow+0} Y(t)=\lim _{t \rightarrow-0} Y(t), \\
& \lim _{t \rightarrow-0} \frac{d Y(t)}{d t}-\lim _{t \rightarrow+0} \frac{d Y(t)}{d t}=2 \pi A^{2}, \\
& C_{1+}+C_{2+}=C_{1-}+C_{2-},
\end{aligned}
$$

$$
C_{1-}-C_{2-}-C_{1+}+C_{2+}=\frac{2 \pi A^{2}}{{ }_{2} F_{1}-A_{2}^{2} F_{1}^{+} / 4}
$$

where

$$
\begin{aligned}
& { }_{2} F_{1}={ }_{2} F_{1}\left(\frac{1}{2}+\alpha, \frac{1}{2}-\alpha ; 2 ; \frac{1}{2}\right), \\
& { }_{2} F_{1}^{+}={ }_{2} F_{1}\left(\frac{3}{2}+\alpha, \frac{3}{2}-\alpha ; 3 ; \frac{1}{2}\right) .
\end{aligned}
$$

Since $y(x)$ is real, $Y(-t)=Y^{*}(t)$, so that $C_{m-}=-C_{m+}^{*}$, with $m=1,2$.

When $1 \ll t \ll A / W$, the solutions (18) and (19) must coincide. Here the argument of the hypergeometric series in (19) is large, $t \gg 1$, and in (18) the argument of the modified Bessel function can be chosen to be small, $W t \ll 1$. Expanding (18) as a power series in $t$ at $t=0$ (see Ref. 13) and (19) as a power series in $t^{-1}$ at $t=\infty$ (see Ref. 14),

$$
\begin{aligned}
Y(t)= & \frac{\pi C_{3} \sqrt{t}}{2 \sin \pi \alpha}\left[\frac{(W t / 2)^{-\alpha}}{\Gamma(1-\alpha)}-\frac{(W t / 2)^{\alpha}}{\Gamma(1+\alpha)}\right]+\cdots, \\
Y(t)= & \exp \left[-\frac{i \pi}{2}\left(\alpha+\frac{1}{2}\right)\right]\left(C_{1+}-i e^{i \pi \alpha} C_{2+}\right) \\
& \times \frac{\Gamma(-2 \alpha)}{\Gamma(1 / 2-\alpha) \Gamma(3 / 2-\alpha)}\left(\frac{t}{2}\right)^{1 / 2-\alpha} \\
& +\exp \left[\frac{i \pi}{2}\left(\alpha-\frac{1}{2}\right)\right]\left(C_{1+}-i e^{-i \pi \alpha} C_{2+}\right) \\
& \times \frac{\Gamma(2 \alpha)}{\Gamma(1 / 2+\alpha) \Gamma(3 / 2+\alpha)}\left(\frac{t}{2}\right)^{1 / 2+\alpha}+\cdots,
\end{aligned}
$$

and equating the coefficients of $t^{1 / 2 \pm \alpha}$, we obtain

$$
\begin{align*}
& \frac{C_{1+}-i e^{-i \pi \alpha} C_{2+}}{C_{1+}-i e^{i \pi \alpha} C_{2+}}=\varepsilon e^{-i \pi \alpha}  \tag{22}\\
& \varepsilon=-W^{2 \alpha} \frac{\Gamma(-2 \alpha) \Gamma(1-\alpha) \Gamma(1 / 2+\alpha) \Gamma(3 / 2+\alpha)}{\Gamma(2 \alpha) \Gamma(1+\alpha) \Gamma(1 / 2-\alpha) \Gamma(3 / 2-\alpha)}
\end{align*}
$$

Representing $C_{1+}$ in the form $C_{1+}=\mu C_{2+}$, we obtain

$$
\begin{align*}
& \begin{array}{l}
\mu=i e^{-i \pi \alpha} \frac{1-\varepsilon e^{i \pi \alpha}}{1-\varepsilon e^{-i \pi \alpha}}, \quad|\mu|=1, \\
Y(0)= \\
=i C_{2+2} F_{1}=-\frac{\pi A_{2}^{2} F_{1}}{2\left({ }_{2} F_{1}-A^{2}{ }_{2} F_{1}^{+} / 4\right)} \frac{|1+\mu|^{2}}{\operatorname{Im} \mu} \\
= \\
{ }_{2} F_{1}-A_{2}^{2}{ }_{2} F_{1}^{+} / 4 \\
\cot \left(\frac{\pi}{2}\left(\alpha-\frac{1}{2}\right)\right. \\
\\
\left.\quad+\arctan \frac{\varepsilon \sin \pi \alpha}{1-\varepsilon \cos \pi \alpha}\right)
\end{array}
\end{align*}
$$

Thus, when the power width exceeds the radiative width $(A \gg W)$, the power absorbed from the field per unit volume is given by (16) for case 1 and by (15) for case 2, with $\int_{-\infty}^{\infty} d x y(x)=Y(0)$ given by (23). The power width is comparable to the diffusion width, $A \sim 1$. The expression (23) is cumbersome, so we start with several limiting cases, after which we suggest a simple but accurate approximation.

### 4.1. Limiting cases

Suppose that the field is weak $(A \ll 1)$. Then $\alpha \simeq 1 / 2$ $+A^{2}, \varepsilon \simeq W^{2 \alpha}$, and the argument of $\cot z$ in (23) is small, with the result that

$$
\begin{equation*}
Y(0) \simeq \frac{\pi A^{2}}{W^{2 \alpha}+\pi A^{2} / 2} \tag{24}
\end{equation*}
$$

A similar result, $Y(0)=\pi A^{2} /\left(W+\pi A^{2} / 2\right)$, which differs from (24) only in the exponent of $W$ in the denominator, can be obtained by replacing $A^{2} /\left(W^{2}+x^{2}\right)$ in (5) with $\pi A^{2} \delta(x) / W$ (Ref. 7). The extent to which the approximation based on this substitution differs from (24) can be estimated by the difference $1-W^{2 A^{2}}$, which for $W \ll A \ll 1$ can be of order unity. The expression (24) describes so-called homogeneous saturation, where the diffusion shape of the Bennett dip does not change (it remains exponential), while the depth of the dip, $y(0)$, reaches its maximum value, equal to unity, as the field strength increases.

Now consider strong fields $(A \sim 1)$. We can then neglect the correction to the argument of $\cot z$ in (23), which is related to the fact that $\varepsilon$ is nonvanishing (see Appendix). Setting $\varepsilon=0$ in (23), we can write the asymptotic formulas for $Y(0)$ for strong and weak diffusion broadening as compared to power broadening (see (11)):

$$
Y(0)=\left\{\begin{array}{ll}
2, & A \ll 1,  \tag{25}\\
\pi A\left(1+1 / 4 A^{2}\right), & A \gg 1
\end{array}\right\}
$$

### 4.2. Interpolation formulas

For strong fields $(A \sim 1), Y(0)$ obeys the interpolation formula

$$
\begin{equation*}
Y(0) \simeq \pi \sqrt{(2 / \pi)^{2}+A^{2}} \tag{26}
\end{equation*}
$$

which, as numerical calculations show, is valid in the region where $W \ll \min \left\{A^{2}, 1\right\}$ with an accuracy no worse than $2 \%$.

Combining (26) and (24), we arrive at an interpolation formula with an applicability range broader than (26):

$$
\begin{equation*}
Y(0) \simeq \frac{\pi A^{2} \sqrt{(2 / \pi)^{2}+A^{2}}}{(2 / \pi) W^{2 \alpha}+A^{2}} \tag{27}
\end{equation*}
$$

This expression is valid in the region $W \ll 1$ and, in particular, in the case of a weak field, $A^{2} \sim W$.

Finally, altering (27) somewhat, we obtain at the interpolation formula

$$
\begin{equation*}
Y(0) \simeq \frac{\pi A^{2} \sqrt{(2 / \pi)^{2}+W^{2}+A^{2}}}{(2 / \pi) W^{2 \alpha} /\left(1+2 W^{2 \alpha}\right)+W^{2}+A^{2}} \tag{28}
\end{equation*}
$$

which is valid for all $A, W>0$ with an accuracy of about $3 \%$. Examples of saturation curves (which reflect the dependence of the power absorbed from the field on the field intensity) calculated with (28) are depicted in Fig. 4. We see that the smaller the natural width $W$, the sooner homogeneous saturation sets in (the transition from curve 1 to curves 2 and 3 in Fig. 4b). However, a further increase in $A^{2}$ (Fig. 4a) leads to a square-root increase in the absorbed power. This increase is almost unnoticeable on the scale of Fig. 4b.


FIG. 4. The absorbed power $Y(0)$ as a function of the field intensity $A^{2}$. Curve $n$ corresponds to the value $W=10^{-n}$ (curve $\infty$ corresponds to $W=0$ ).

Reverting to the original variables of the problem, we obtain

$$
\begin{aligned}
& P(\Omega)= \frac{2 \sqrt{\pi} \hbar \omega \Gamma_{12}|G|^{2}\left(N_{1}-N_{2}\right)}{k v_{T}} \exp \left[-\left(\frac{\Omega}{k v_{T}}\right)^{2}\right] \\
& \times \frac{\sqrt{\Gamma_{12}^{2}+\mathscr{F}^{2}+(2 / \pi)^{2} \mathscr{D}}}{\Gamma_{12}^{2}+\mathscr{F}^{2}+(2 / \pi) \mathscr{D} p /(1+2 p)}, \\
& \mathscr{F}^{2}= 2 \Gamma_{12}|G|^{2}\left(\frac{1}{\Gamma_{1}}+\frac{1}{\Gamma_{2}}-\frac{A_{21}}{\Gamma_{1} \Gamma_{2}}\right), \quad \mathscr{D}=\frac{\nu k^{2} v_{T}^{2}}{2 \Gamma_{<}}, \\
& p=\left(\frac{\Gamma_{12}^{2}+2 \Gamma_{12}|G|^{2} / \Gamma_{>}}{\mathscr{D}}\right)^{\sqrt{\mathscr{F}^{2} / \mathscr{O}+1 / 4}},
\end{aligned}
$$

where $\Gamma_{<}\left(\Gamma_{>}\right)$is the lesser (greater) of the two quantities $\Gamma_{1}$ and $\Gamma_{2}$. In case 1 we have $\Gamma_{<}=\Gamma_{2}$ and $\Gamma_{>}=\Gamma_{1}$, while in case 2 we have $\Gamma_{<}=\Gamma_{1}$ and $\Gamma_{>}=\Gamma_{2}$.

## 5. DISCUSSION

Two results have been obtained in the previous sections.

1. We derived an expression for the shape of the Bennett dip in a two-level system with a rapidly decaying level, for an arbitrary ratio of the power and diffusion widths of the dip. The expression is valid if the natural width of the dip is small compared to the total width and the width of the Maxwellian distribution exceeds that of the dip. We show that the square of the total dip width at half maximum is the sum of squares of the power and diffusion widths.
2. Under the above conditions, we derived a formula that reflects the dependence of the absorbed power on the intensity of the incident wave. The formula describes the wellknown limiting cases of low and high intensity and the smooth transition from homogeneous saturation to inhomogeneous saturation in a new intermediate region. An interpolation formula has been suggested for this dependence. The formula is valid even if the homogeneous width is not small.

### 5.1. Shape of dip

Equation (5) contains three widths: the diffusion width (equal to unity), the power width $A$, and the homogeneous width $W$. The solutions for the shape of the Bennett dip in the collisionless case (both $A$ and $W$ are large compared to unity) and in the case of a weak field ( $A$ is small compared to $W$ and unity) were obtained earlier. The only case that remained unexplored was when one of the three widths is
small and the other two are comparable ( $W$ small). Here we add power broadening to diffusion broadening. The depth $y(0)$ of the Bennett dip for $A^{2} \gg W$ reaches its maximum $y(0)=1$, while the shape of the dip for $A \ll 1$ is determined by diffusion and is described by an exponential contour. As the field intensity $A^{2}$ increases, the dip flattens out. The general case, in which all three widths are comparable, can hardly be solved in terms of hypergeometric functions, which usually contain only two widths. For instance, $J_{\nu}(z)$ contains two scales: unity (the period of oscillations at large values of $z$ ), and $\nu$ (the distance from $z=0$ to the origin of oscillations). However, even if we were able to write the solution in some form, it would still be simpler to find it by direct numerical methods in each specific case. Furthermore, when $W$ is of order unity the shape of the dip is close to Lorentzian, so that the variational approximation described in Ref. 5 yields satisfactory results.

### 5.2. Saturation curve

The expression for the absorbed power obtained in Ref. 7 and formula (9) of the present paper can be applied in two regions: $A^{2} \ll 1 /|\ln W|, W \ll 1$, and $W \ll A^{2} \ll 1$. This provides a correct description of homogeneous saturation for $W \ll 1$. The condition that they can be used to describe homogeneous saturation is the smallness of the parameter $W|\ln W|$, which tends to zero as $W \rightarrow 0$. Formula (9) cannot be applied in the case of strong fields $(A \sim 1)$, when the power width of the Bennett dip is of the order of the diffusion width. One property of (9) is that for large values of $A$, the integral $\int d x y(x)$ reaches its maximum value, equal to 2 . It was unclear how the absorbed power behaves at $A \sim 1$, since it is known that $\int d x y(x)=\pi A$ for $A \gg 1$, i.e., the absorbed power grows with the wave intensity. The expression (23) or the interpolation formulas (27) and (28) describe precisely the case where $A \sim 1$. They can also be applied for weak fields $(A \ll 1)$. These expressions cannot be applied when the width of one of the levels is small compared to that of the other, or when the width of the Bennett dip is small compared to the width $v_{T}$ of the Maxwellian distribution. If the diffusion width of the Bennett dip is less than $v_{T}$, saturation associated with the fact that the power width becomes equal to $v_{T}$ (and hence the square-root increase in the absorbed power, $\int d x y(x)=\pi \sqrt{A^{2}}$, with the field intensity $A^{2}$ becoming limited to the extent that the absorbed power finally becomes a constant) can be described without taking diffusion into ac-
count $(A \gg 1)$. This limiting case has been thoroughly discussed in the literature (see Ref. 15). When saturation is homogeneous, the increase in the absorbed power with the field intensity slows down as the depth $y(0)$ of the dip approaches unity. However, in strong fields the dip flattens out, and because of this, the increase in the absorbed power does not stop. The transition from the homogeneous saturation region to the dip-flattening regime occurs at $A \sim W^{1 / 4}$, when the increase in the absorbed power due to homogeneous saturation slows down so much that it becomes comparable to the increase due to dip flattening.
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## APPENDIX

The correction to the argument of $\cot z$ in (23) related to the finite value of $\varepsilon$ can become important in three cases:

1. $\varepsilon$ is large ( $\alpha$ is close to $1,2, \ldots, n, \ldots$ ).
2. The value of $\cot z$ is large ( $\alpha$ is close to $5 / 2,9 / 2, \ldots$, $2 n+1 / 2, \ldots)$.
3. The value of $\cot z$ is small ( $\alpha$ is close to $3 / 2,7 / 2, \ldots$, $2 n-1 / 2, \ldots)$.

Let $\alpha=n+\delta$, with $\delta \ll 1$. Then $\varepsilon \simeq(-1)^{n+1} C_{n} W^{2 \alpha} / \delta^{2}$, with $C_{n}$ positive (e.g., $C_{1}=3 / 64$ ), $\sin \pi \alpha \simeq(-1)^{n} \delta$, and $\cos \pi \alpha \simeq(-1)^{n}$. The argument of $\arctan z$ in (23) can be written as

$$
\frac{\varepsilon \sin \pi \alpha}{1-\varepsilon \cos \pi \alpha} \simeq-\frac{\pi \delta C_{n} W^{2 \alpha}}{C_{n} W^{2 \alpha}+\delta^{2}}
$$

It is at its maximum at $\delta \sim W^{\alpha}$; the maximum value of the argument is of order $W^{\alpha} \ll 1$.

Let $\alpha=2 n+1 / 2+\delta$, with $\delta \ll 1$. Then $\varepsilon \simeq C_{n} W^{2 \alpha} \delta$ (e.g., $\left.C_{1}=2 / 675\right), \sin \pi \alpha \simeq 1$, and $\cos \pi \alpha \simeq 0$. The value of $\cot z$ in (23) is given by the approximate expression

$$
\cot z \simeq \frac{1}{\left(\pi / 2+C_{n} W^{2 \alpha}\right) \delta}
$$

i.e., the correction related to $\varepsilon \neq 0$ is small $(W \ll 1)$. Note that if we put $n=0$ (a weak field), then $\varepsilon \simeq W^{2 \alpha}$, i.e., $\varepsilon$ is not small in terms of $\delta$.

Finally, let $\alpha=2 n-1 / 2+\delta, \quad$ with $\quad \delta \ll 1 . \quad$ Then $\varepsilon \simeq-C_{n} W^{2 \alpha} \delta$ (e.g., $C_{1}=2 / 9$ ), $\sin \pi \alpha \simeq-1$, and $\cos \pi \alpha \simeq 0$. The value of $\cot z$ in (23) is given by the approximate expression

$$
\cot z \simeq-\left(\pi / 2+C_{n} W^{2 \alpha}\right) \delta,
$$

i.e., the correction related to $\varepsilon \neq 0$ is small $(W \ll 1)$.
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# Dependence of transport characteristics of molecules on the rotational quantum number 

A. I. Parkhomenko and A. M. Shalagin*)<br>Institute of Automation and Electrometry, Siberian Branch of the Russian Academy of Sciences, 630090<br>Novosibirsk, Russia<br>(Submitted 29 November 1997)<br>Zh. Éksp. Teor. Fiz. 113, 1649-1660 (May 1998)<br>We derive a simple analytic formula that describes the relative difference of transport collision rates, $\Delta \nu / \nu$, for collisions of molecules and atoms in the rovibrational excitation of the former by light, as a function of the rotational quantum numbers of the combining (i.e., affected by radiation) levels of the molecules. (The relative difference of transport collision rates can be measured in light-induced drift, or LID, experiments and is proportional to the LID effect.) The formula is valid in the energy sudden approximation and is based on the well-known factorization formula for cross sections of RT-transitions in linear molecules that collide with atoms. We show that in this approximation the factor $\Delta \nu / \nu$ is the sum of two independent terms, the vibrational term $(\Delta \nu / \nu)_{\text {vib }}$ and the rotational term $(\Delta \nu / \nu)_{\text {rot }}$. Each term can be measured individually in LID experiments. © 1998 American Institute of Physics.
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## 1. INTRODUCTION

Light-induced drift, or LID, ${ }^{1}$ predicted in Ref. 2, is being actively investigated both theoretically and experimentally. ${ }^{3-6}$ This effect consists in the formation of a macroscopic flux of absorbing particles that interact with a traveling light wave and collide with buffer gas particles. The magnitude of the LID effect is proportional to $\Delta \nu / \nu$ $\equiv\left(\nu_{m}-\nu_{n}\right) / \nu_{n}$, the relative difference of the transport collision rates $\nu_{\alpha}(\alpha=m, n)$ of the collision of resonant particles and buffer particles in the ground ( $n$ ) and excited ( $m$ ) states. This is the basis of one of the fundamental scientific applications of LID, namely measuring the relative variations of the transport collision rates caused by excitation of the particles.

Recent LID experiments involving molecules ${ }^{7-9}$ have revealed unexpectedly strong dependence (which remains unexplained) of the factor $\Delta \nu / \nu$ on the rotational quantum numbers of the molecules.

A theoretical explanation of this dependence would make it possible to predict the magnitude of the LID effect for specific molecules and to calculate the variations in the transport collision rates of molecules under rovibrational excitation. These results would certainly be pertinent to the separation of mixtures and isotopes of molecular gases using LID. They would also be of interest for the physics of intermolecular interactions.

In this paper we solve for the dependence of the factor $\Delta \nu / \nu$ on the rotational numbers for linear molecules in the sudden approximation, which is effective for molecules with a moderate value of the rotational constant.

## 2. GENERAL RELATIONSHIPS FOR COLLISION RATES

We consider LID in the field of a traveling light wave. The interaction between the radiation and the molecules in the buffer gas are described by the following transport equations:

$$
\begin{align*}
& \frac{d}{d t} \rho_{m}\left(J_{m}, \mathbf{v}\right)=S_{m}\left(J_{m}, \mathbf{v}\right)+N P(\mathbf{v}) \delta_{J_{m} J_{m 0}}  \tag{1}\\
& \frac{d}{d t} \rho_{n}\left(J_{n}, \mathbf{v}\right)=S_{n}\left(J_{n}, \mathbf{v}\right)-N P(\mathbf{v}) \delta_{J_{n} J_{n 0}} .
\end{align*}
$$

Here $\rho_{\alpha}\left(J_{\alpha}, \mathbf{v}\right)$ is the population distribution for the absorbing molecules over velocity $\mathbf{v}$ and the rotational levels $J_{\alpha}$ in the vibrational state $\alpha$ ( $\alpha=n$ is the vibrational ground state, $\alpha=m$ is a vibrational excited state, and $J_{\alpha}$ denotes the set of rotational quantum numbers characterizing the rotational state), $S_{\alpha}\left(J_{\alpha}, \mathbf{v}\right)$ is the collision integral reflecting the collisions of buffer particles and molecules in the vibrational state $\alpha$ and the rotational state $J_{\alpha}, P(\mathbf{v})$ is the probability (per unit time) that a molecule with fixed velocity $\mathbf{v}$ absorbs radiation, and $N=N_{m}+N_{n}$ is the concentration of the absorbing molecules, with

$$
N_{\alpha}=\sum_{J_{\alpha}} \int \rho_{\alpha}\left(J_{\alpha}, \mathbf{v}\right) d \mathbf{v} .
$$

In Eqs. (1) we assume that the radiation is in resonance with the rovibrational transition $n J_{n 0}-m J_{m 0}$. Here we ignore radiative relaxation, since it affects rovibrational transitions only at very low pressures.

An absorbing molecules as a whole is subject to a friction force

$$
\begin{align*}
& \mathbf{F}=\mathbf{F}_{m}+\mathbf{F}_{n}, \quad \mathbf{F}_{\alpha}=M \sum_{J_{\alpha}} \int \mathbf{v} S_{\alpha}\left(J_{\alpha}, \mathbf{v}\right) d \mathbf{v}, \\
& \alpha=m, n, \tag{2}
\end{align*}
$$

due to collisions of excited $\alpha=m$ and unexcited $\alpha=n$ molecules and particles of the buffer gas ( $M$ is the mass of a molecule). Obviously, the partial frictional forces $\mathbf{F}_{\alpha}$ opppose the partial fluxes $\mathbf{j}_{\alpha}=\Sigma_{J_{\alpha}} \int \mathbf{v} \rho_{\alpha}\left(J_{\alpha}, \mathbf{v}\right) d \mathbf{v}$ of molecules in states $\alpha$ :

$$
\begin{equation*}
\mathbf{F}_{\alpha}=-M \nu_{\alpha} \mathbf{j}_{\alpha}, \quad \alpha=m, n . \tag{3}
\end{equation*}
$$

The proportionality factor $\nu_{\alpha}$ has both the dimensions and sense of a collision rate. In steady-state and spatially homogeneous conditions, the initial equations (1) and the definition of $\mathbf{F}_{\alpha}$ in (2) imply $\mathbf{F}=0$ (steady-state flow). Using this fact and Eqs. (2) and (3), we find the following expression for the total absorbing-particle flux $\mathbf{J}=\mathbf{j}_{m}+\mathbf{j}_{n}$ (see Ref. 10):

$$
\begin{equation*}
\mathbf{J} \equiv N \mathbf{u}_{0}=\frac{\nu_{n}-\nu_{m}}{\nu_{n}} \mathbf{j}_{m}, \tag{4}
\end{equation*}
$$

where $\mathbf{u}_{0}$ is the LID velocity. In steady-state and spatially homogeneous conditions we find that multiplying the first equation in (1) by $\mathbf{v}$, summing the product over $J_{m}$, and allowing for (2) and (3) yields

$$
\begin{equation*}
\mathbf{j}_{m}=\frac{N}{\nu_{m}} \int \mathbf{v} P(\mathbf{v}) d \mathbf{v} . \tag{5}
\end{equation*}
$$

As a result, for the LID velocity we have the well-known formula ${ }^{11}$

$$
\begin{equation*}
\mathbf{u}_{0}=\frac{\nu_{n}-\nu_{m}}{\nu_{n} \nu_{m}} \int \mathbf{v} P(\mathbf{v}) d \mathbf{v} \tag{6}
\end{equation*}
$$

This formula has been used to process the results of most experiments in LID of molecules. In particular, having the experimental data, we can use this formula to calculate the factor $\Delta \nu / \nu \equiv\left(\nu_{m}-\nu_{n}\right) / \nu_{n}$, which is the relative difference of the transport collision rates.

We now establish the import of the collision rates $\nu_{m}$ and $\nu_{n}$ in (6), so that we can see how they depend on the rotational quantum number. The collision integral in Eqs. (1) and (2) has the structure

$$
\begin{align*}
S_{\alpha}\left(J_{\alpha}, \mathbf{v}\right)= & \sum_{J_{\alpha 1}} \int\left[A\left(\alpha J_{\alpha 1} \mathbf{v}_{1} \rightarrow \alpha J_{\alpha} \mathbf{v}\right) \rho_{\alpha}\left(J_{\alpha 1}, \mathbf{v}_{1}\right)\right. \\
& \left.-A\left(\alpha J_{\alpha} \mathbf{v} \rightarrow \alpha J_{\alpha 1} \mathbf{v}_{1}\right) \rho_{\alpha}\left(J_{\alpha}, \mathbf{v}\right)\right] d \mathbf{v}_{1} \tag{7}
\end{align*}
$$

We note that the two kernels of the collision integral, $A\left(\alpha J_{\alpha 1} \mathbf{v}_{1} \rightarrow \alpha J_{\alpha} \mathbf{v}\right)$ and $A\left(\alpha J_{\alpha} \mathbf{v} \rightarrow \alpha J_{\alpha 1} \mathbf{v}_{1}\right)$, describe inelastic $\left(J_{\alpha} \neq J_{\alpha 1}\right)$ collisional transitions between the rotational states of the given vibrational level $\alpha$ and elastic ( $J_{\alpha}$ $=J_{\alpha 1}$ ) collisions in the rotational state $J_{\alpha}$. In (7) the collisional transitions $m \rightarrow n$ and $n \rightarrow m$ between the vibrational levels are ignored. Using (7), we can transform the frictional force $\mathbf{F}_{\alpha}$ in (2) to

$$
\begin{align*}
\mathbf{F}_{\alpha}= & M \sum_{J_{\alpha}} \sum_{J_{\alpha 1}} \int\left(\mathbf{v}_{1}-\mathbf{v}\right) \rho_{\alpha}\left(J_{\alpha}, \mathbf{v}\right) \\
& \times A\left(\alpha J_{\alpha} \mathbf{v} \rightarrow \alpha J_{\alpha 1} \mathbf{v}_{1}\right) d \mathbf{v} d \mathbf{v}_{1} . \tag{8}
\end{align*}
$$

The kernel of the collision integral is given by the following formula: ${ }^{5,12}$

$$
\begin{align*}
A\left(\alpha J_{\alpha} \mathbf{v} \rightarrow\right. & \left.\alpha J_{\alpha 1} \mathbf{v}_{1}\right)=2 \int \rho_{b}(\mathbf{v}-\mathbf{u}) \\
& \times\left|f\left(\alpha J_{\alpha} \mathbf{u} \rightarrow \alpha J_{\alpha 1} \mathbf{u}_{1}\right)\right|^{2} \\
& \times \delta\left(\mathbf{v}_{1}-\mathbf{v}-\frac{\mu}{M}\left(\mathbf{u}_{1}-\mathbf{u}\right)\right) \\
& \times \delta\left(\mathbf{u}_{1}^{2}-\mathbf{u}^{2}+\frac{2 \Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right)}{\mu}\right) d \mathbf{u} d \mathbf{u}_{1} \tag{9}
\end{align*}
$$

Here $\mathbf{u}$ and $\mathbf{u}_{1}$ are the relative velocities of the colliding particles before and after collision, $\rho_{b}(\mathbf{v}-\mathbf{u})$ is the velocity distribution of the buffer particles (which are assumed structureless), $f\left(\alpha J_{\alpha} \mathbf{u} \rightarrow \alpha J_{\alpha 1} \mathbf{u}_{1}\right)$ is the scattering amplitude in the $J_{\alpha} \rightarrow J_{\alpha 1}$ channel with the relative velocity changing from $\mathbf{u}$ to $\mathbf{u}_{1}, \mu$ is the reduced mass of the colliding particles, $\Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right)=\varepsilon_{\alpha}\left(J_{\alpha 1}\right)-\varepsilon_{\alpha}\left(J_{\alpha}\right)$ is the change in rotational energy of the molecules due to inelastic transitions $J_{\alpha}$ $\rightarrow J_{\alpha 1}$ in the vibrational state $\alpha$, and $\varepsilon_{\alpha}\left(J_{\alpha}\right)$ is the rotational energy of state $J_{\alpha}$ of rotational level $\alpha$. Substituting (9) into (8), we obtain the following expression for the partial frictional force $\mathbf{F}_{\alpha}$ (see Ref. 5):

$$
\begin{equation*}
\mathbf{F}_{\alpha}=-M \sum_{J_{\alpha}} \int \mathbf{v} \rho_{\alpha}\left(J_{\alpha}, \mathbf{v}\right) \nu_{\alpha}\left(\mathbf{v}, J_{\alpha}\right) d \mathbf{v} . \tag{10}
\end{equation*}
$$

Here we have introduced the transport collision rates $\nu_{\alpha}\left(\mathbf{v}, J_{\alpha}\right)$ described by
$\nu_{\alpha}\left(\mathbf{v}, J_{\alpha}\right)=\frac{\mu}{M} \sum_{J_{\alpha 1}} \int u \frac{\mathbf{u} \cdot \mathbf{v}}{v^{2}} \rho_{b}(\mathbf{v}-\mathbf{u})$

$$
\times \sigma_{\alpha}^{\operatorname{tr}}\left(u, \Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right) ; J_{\alpha} \rightarrow J_{\alpha 1}\right) d \mathbf{u},
$$

$\sigma_{\alpha}^{\operatorname{tr}}\left(u, \Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right) ; J_{\alpha} \rightarrow J_{\alpha 1}\right)=\int\left(1-\frac{\mathbf{u} \cdot \mathbf{u}_{1 J_{\alpha} J_{\alpha 1}}}{u^{2}}\right)$

$$
\begin{equation*}
\times \sigma_{\alpha}\left(J_{\alpha}, \mathbf{u} \rightarrow J_{\alpha 1}, \mathbf{u}_{1}\right) d \mathbf{n}_{1} \tag{11}
\end{equation*}
$$

$u_{1 J_{\alpha} J_{\alpha 1}}=\sqrt{u^{2}-\frac{2 \Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right)}{\mu}}, \quad \mathbf{n}_{1} \equiv \frac{\mathbf{u}_{1}}{u_{1}}$,
$\sigma_{\alpha}\left(J_{\alpha}, \mathbf{u} \rightarrow J_{\alpha 1}, \mathbf{u}_{1}\right)=\frac{u_{1 J_{\alpha} J_{\alpha 1}}}{u}\left|f\left(\alpha J_{\alpha} \mathbf{u} \rightarrow \alpha J_{\alpha 1} \mathbf{u}_{1}\right)\right|^{2}$,
and $\sigma_{\alpha}\left(J_{\alpha}, \mathbf{u} \rightarrow J_{\alpha 1}, \mathbf{u}_{1}\right)$ and $\sigma_{\alpha}^{\operatorname{tr}}\left(u, \Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right) ; J_{\alpha} \rightarrow J_{\alpha 1}\right)$ are the differential and transport scattering cross section, respectively.

If the transport collision rates $\nu_{\alpha}\left(\mathbf{v}, J_{\alpha}\right)$ in Eq. (10) are independent of velocity and rotational number, we obtain Eq. (3) and, as a result, Eq. (6), where $\nu_{m}$ and $\nu_{n}$ are completely determined by the properties of the medium and are independent of the parameters of the laser light (frequencies, intensities, and types of excited transition). Generally, however, $\nu_{m}$ and $\nu_{n}$ depend on the specific distribution over velocities and rotational levels. It would seem that to find $\nu_{m}$ and $\nu_{n}$ we might again have to revert to solving the original transport
equations. However, in real situations the transport collision rates change very gradually over the velocity and rotationalnumber intervals important for the process. This makes it possible to either neglect such changes or approximately account for them with satisfactory accuracy.

## 3. APPROXIMATE EXPRESSIONS FOR TRANSPORT CHARACTERISTICS

The results of many LID experiments involving molecules (see, e.g., Refs. 13-15 and the literature cited therein) show that the model of velocity-independent transport collision rates usually yields satisfactory results. Only in rare cases in which the difference between $\nu_{m}$ and $\nu_{n}$ is extremely small does the velocity dependence of the transport rates become significant and lead to so-called anomalous LID. ${ }^{7,15-17}$ In this paper we focus on the $J$-dependence of LID, which is related, as we have just seen, to the $J$ dependence of the transport collision rates $\nu_{\alpha}\left(\mathbf{v}, J_{\alpha}\right)$. As for the $v$-dependence of $\nu_{\alpha}\left(\mathbf{v}, J_{\alpha}\right)$, we employ the model of velocity-independent transport collision rates. To this end in (10) we make the substitution

$$
\begin{equation*}
\nu_{\alpha}\left(\mathbf{v} ; J_{\alpha}\right) \rightarrow \nu_{\alpha}\left(J_{\alpha}\right) . \tag{12}
\end{equation*}
$$

For the sake of definiteness we take $\nu_{\alpha}\left(J_{\alpha}\right)$ in the form

$$
\begin{equation*}
\nu_{\alpha}\left(J_{\alpha}\right)=\frac{M}{k T} \int(\mathbf{n} \cdot \mathbf{v})^{2} W(\mathbf{v}) \nu_{\alpha}\left(\mathbf{v}, J_{\alpha}\right) d \mathbf{v} \tag{13}
\end{equation*}
$$

where $\mathbf{n}$ is a randomly directed unit vector, and $W(\mathbf{v})$ is the equilibrium Maxwellian distribution for the absorbing particles. Clearly, if $\nu_{\alpha}\left(\mathbf{v}, J_{\alpha}\right)$ in (13) is velocity-independent, this equation becomes an identity (if we allow for (12)). Our choice of $\nu_{\alpha}\left(J_{\alpha}\right)$ in the form (13) is convenient because (13) is the usual relation for introducing the average transport rate $\nu$, which is simply related to the diffusion coefficient:

$$
\begin{equation*}
D=\frac{k T}{M \nu} . \tag{14}
\end{equation*}
$$

If we allow for the substitution (12), then using Eq. (10) and Eq. (6) we obtain the following expression for $\nu_{\alpha}(\alpha$ $=m, n$ ):

$$
\begin{equation*}
\nu_{\alpha}=\frac{\sum_{J_{\alpha}} \nu_{\alpha}\left(J_{\alpha}\right) j_{\alpha}\left(J_{\alpha}\right)}{\sum_{J_{\alpha}} j_{\alpha}\left(J_{\alpha}\right)}, \tag{15}
\end{equation*}
$$

where $j_{\alpha}$ is the partial flux of absorbing particles in rotational level $J_{\alpha}$ of the vibrational state $\alpha$.

Laser light induces a flux $j_{\alpha}\left(J_{\alpha 0}\right)$ of particles in rotational level $J_{\alpha 0}$. This flux is partially transferred to neighboring rotational levels $J_{\alpha}$ by collisions. In the process, the flux slows down. The effective interval of rotational levels in the neighborhood of $J_{\alpha 0}$ where $j_{\alpha}\left(J_{\alpha}\right)$ differs significantly from zero can be assumed small compared to the interval in which variations of $\nu_{\alpha}\left(J_{\alpha}\right)$ are significant. On the basis of this, we can take $j_{\alpha}\left(J_{\alpha}\right)$ with the value $J_{\alpha}=J_{\alpha 0}$ outside the sum in (15), i.e., at the point where the flux $j_{\alpha}\left(J_{\alpha}\right)$ is at its maximum. As a result, Eq. (15) yields

$$
\begin{equation*}
\nu_{\alpha}=\nu_{\alpha}\left(J_{\alpha 0}\right) . \tag{16}
\end{equation*}
$$

Thus, in the given approximation the $J$-dependence of LID is explicitly related to the $J$-dependence of the transport collision rates.

On the basis of (13) and (11) we can derive the following expression for the transport rates $\nu_{\alpha}\left(J_{\alpha}\right)$ :

$$
\begin{align*}
\nu_{\alpha}\left(J_{\alpha}\right)= & \frac{2 a}{3(k T)^{3}} \sum_{J_{\alpha 1}} \int_{f\left(\Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right)\right)}^{\infty} d E E^{2} \exp \left(-\frac{E}{k T}\right) \\
& \times \int d \Omega\left(1-\sqrt{1-\frac{\Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right)}{E}} \cos \theta\right) \\
& \times \sigma_{\alpha}\left(E, \theta, \phi ; J_{\alpha} \rightarrow J_{\alpha 1}\right), \tag{17}
\end{align*}
$$

where

$$
\begin{aligned}
& a=\frac{\mu}{M} N_{b} v_{T}, \quad v_{T}=\sqrt{\frac{8 k T}{\pi \mu}}, \\
& E=\frac{\mu u^{2}}{2}, \quad \cos \theta=\frac{\mathbf{u} \cdot \mathbf{u}_{1 J_{\alpha} J_{\alpha 1}}}{u u_{1 J_{\alpha} J_{\alpha 1}}}, \\
& f(x)=\left\{\begin{array}{ll}
0, & x \leqslant 0, \\
x, & x>0,
\end{array} \quad d \Omega=\sin \theta d \theta d \phi,\right.
\end{aligned}
$$

$\theta$ and $\phi$ are the polar and azimuthal scattering angles, $\sigma_{\alpha}\left(E, \theta, \phi ; J_{\alpha} \rightarrow J_{\alpha 1}\right)$ is the differential scattering cross section in the channel $J_{\alpha} \rightarrow J_{\alpha 1}$, and $E$ is the kinetic energy of the relative motion of the colliding particles. Note that in the integral with respect to $E$ in (17) the lower integration limit, $f\left(\Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right)\right)$, can formally be set to zero, since for $\Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right)>0$ in the energy range $0 \leqslant E<\Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right)$ we have $\sigma_{\alpha}\left(E, \theta, \phi ; J_{\alpha} \rightarrow J_{\alpha 1}\right)=0$ due to energy conservation.

For subsequent analysis it is convenient to transform the integral for $\nu_{\alpha}\left(J_{\alpha}\right)$ in (17) and represent it as a sum of two terms,

$$
\begin{equation*}
\nu_{\alpha}\left(J_{\alpha}\right)=\nu_{\alpha}^{t}\left(J_{\alpha}\right)+\nu_{\alpha}^{t}\left(J_{\alpha}\right) \tag{18}
\end{equation*}
$$

where
$\nu_{\alpha}^{t}\left(J_{\alpha}\right)=\frac{2 a}{3(k T)^{3}} \int_{0}^{\infty} E^{2} \exp \left(-\frac{E}{k T}\right) \sigma_{\alpha}^{t}\left(E, J_{\alpha}\right) d E$,

$$
\begin{align*}
\nu_{\alpha}^{c}\left(J_{\alpha}\right)= & \frac{2 a}{3(k T)^{3}} \sum_{J_{\alpha 1}} \int_{0}^{\infty} d E E^{2} \exp \left(-\frac{E}{k T}\right) \\
& \times\left(1-\sqrt{1-\frac{\Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right)}{E}}\right) \sigma_{\alpha}^{c}\left(E ; J_{\alpha} \rightarrow J_{\alpha 1}\right) \tag{20}
\end{align*}
$$

Here we have introduced the notation
$\sigma_{\alpha}^{t}\left(E, J_{\alpha}\right)=\int(1-\cos \theta)\left(\sum_{J_{\alpha 1}} \sigma_{\alpha}\left(E, \theta, \phi ; J_{\alpha} \rightarrow J_{\alpha 1}\right)\right) d \Omega$,
$\sigma_{\alpha}^{c}\left(E ; J_{\alpha} \rightarrow J_{\alpha 1}\right)=\int \cos \theta \sigma_{\alpha}\left(E, \theta, \phi ; J_{\alpha} \rightarrow J_{\alpha 1}\right) d \Omega$.
For subsequent calculations we use the well-known formula that relates the differential cross sections of RTtransitions in linear molecules when they collide with
atoms, ${ }^{18-21}$ which is derived in the sudden-perturbation approximation commonly used in the theory of inelastic molecular collisions

$$
\begin{align*}
\sigma_{\alpha}\left(E, \theta, \phi ; J_{\alpha} \rightarrow\right. & \left.J_{\alpha 1}\right)=\frac{E+\varepsilon_{\alpha}\left(J_{\alpha}\right)}{E}\left(2 J_{\alpha 1}+1\right) \\
& \times \sum_{L=\left|J_{\alpha}-J_{\alpha 1}\right|}^{L=J_{\alpha}+J_{\alpha 1}}\left(\begin{array}{ccc}
J_{\alpha} & J_{\alpha 1} & L \\
0 & 0 & 0
\end{array}\right)^{2} \\
& \times \sigma_{\alpha}\left(E+\varepsilon_{\alpha}\left(J_{\alpha}\right), \theta, \phi ; 0 \rightarrow L\right), \tag{22}
\end{align*}
$$

where $\binom{a b c}{000}$ is the Wigner $3 j$-symbol. ${ }^{22}$ This formula is valid if the atom-molecule collision time $\tau_{\text {col }}$ is less than the molecule's rotation period $\tau_{\text {rot }}$ (see Ref. 23),

$$
\begin{equation*}
\frac{\tau_{\mathrm{col}}}{\tau_{\mathrm{rot}}} \ll 1 \tag{23}
\end{equation*}
$$

For diatomic molecules this condition becomes ${ }^{24,25}$

$$
\begin{equation*}
\sqrt{\frac{\mu \Delta \varepsilon}{M_{r} k T}} \ll 1 \tag{24}
\end{equation*}
$$

where $\mu$ is the reduced mass of the collision partners, $M_{r}$ is the reduced mass of the atoms comprising the diatomic molecule, and $\Delta \varepsilon=\left|\Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right)\right|$.

Khare ${ }^{20}$ derived Eq. (22) in the (energy) sudden approximation, i.e., by replacing the rotational energy operator of the molecule with a constant. This energy approximation ignores the dependence of the cross section on the energy in the outgoing channel. The factor $1+\varepsilon_{\alpha}\left(J_{\alpha}\right) / E$ in (22) appears by virtue of detailed balance. ${ }^{20,24}$ The sudden approximation is effective when the change in rotational energy is small compared to the total energy.

Taking into account the orthogonality relation ${ }^{20}$

$$
\sum_{J_{\alpha 1}}\left(2 J_{\alpha 1}+1\right)\left(\begin{array}{ccc}
J_{\alpha} & J_{\alpha 1} & L  \tag{25}\\
0 & 0 & 0
\end{array}\right)^{2}=1
$$

and combining (21) with (22), we obtain

$$
\begin{equation*}
\sigma_{\alpha}^{t}\left(E, J_{\alpha}\right)=\left[1+\frac{\varepsilon_{\alpha}\left(J_{\alpha}\right)}{E}\right] \sigma_{0 \alpha}^{t}\left(E+\varepsilon_{\alpha}\left(J_{\alpha}\right)\right), \tag{26}
\end{equation*}
$$

where

$$
\begin{align*}
& \sigma_{0 \alpha}^{t}\left(E+\varepsilon_{\alpha}\left(J_{\alpha}\right)\right) \\
& \quad=\int(1-\cos \theta)\left(\sum_{L} \sigma_{\alpha}\right. \\
& \left.\quad \times\left(E+\varepsilon_{\alpha}\left(J_{\alpha}\right), \theta, \phi ; 0 \rightarrow L\right)\right) d \Omega \tag{27}
\end{align*}
$$

Since in the sudden approximation it is assumed that there is only a small change in rotational energy, Eq. (26) is valid if $\varepsilon_{\alpha}\left(J_{\alpha}\right) \ll E$. In an approximation that is linear in the small parameter

$$
\begin{equation*}
\frac{\varepsilon_{\alpha}\left(J_{\alpha}\right)}{k T} \ll 1 \tag{28}
\end{equation*}
$$

Eqs. (19) and (26) yield

$$
\begin{equation*}
\nu_{\alpha}^{t}\left(J_{\alpha}\right)=\nu_{0 \alpha}^{\mathrm{vib}}+\frac{\varepsilon_{\alpha}\left(J_{\alpha}\right)}{k T} \nu_{1 \alpha}^{\mathrm{vib}} \tag{29}
\end{equation*}
$$

where

$$
\begin{align*}
& \nu_{0 \alpha}^{\mathrm{vib}}=\frac{2 a}{3(k T)^{3}} \int_{0}^{\infty} E^{2} \exp \left(-\frac{E}{k T}\right) \sigma_{0 \alpha}^{t}(E) d E,  \tag{30}\\
& \nu_{1 \alpha}^{\mathrm{vib}}=\nu_{0 \alpha}^{\mathrm{vib}}-\frac{2 a}{3(k T)^{2}} \int_{0}^{\infty} E \exp \left(-\frac{E}{k T}\right) \sigma_{0 \alpha}^{t}(E) d E,  \tag{31}\\
& \sigma_{0 \alpha}^{t}(E)=\int(1-\cos \theta)\left(\sum_{L} \sigma_{\alpha}(E, \theta, \phi ; 0 \rightarrow L)\right) d \Omega \tag{32}
\end{align*}
$$

The quantities $\nu_{0 \alpha}^{\mathrm{vib}}$ and $\nu_{1 \alpha}^{\mathrm{vib}}$ in (29) have the dimensions of collision rate and depend only on the vibrational state $\alpha$. All of the dependence of $\nu_{\alpha}^{t}\left(J_{\alpha}\right)$ on the vibrational state $J_{\alpha}$ is in the factor $\varepsilon_{\alpha}\left(J_{\alpha}\right) / k T$. The quantity $\sigma_{0 \alpha}^{t}(E)$ in (32) is the total (i.e., elastic and inelastic) transport scattering cross section of a molecule in vibrational level $\alpha$ and rotational state $J_{\alpha}=0$.

We now simplify Eq. (20) for $\nu_{\alpha}^{c}\left(J_{\alpha}\right)$. Since the main contribution to the integral in (20) is provided by energies $E \sim k T$, in view of condition (28) the square root in the integrand can be expanded in a power series in the small quantity $\Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right) / E$ (energies $E \rightarrow 0$ contribute essentially nothing to the integral). In an approximation linear in the small parameter

$$
\begin{equation*}
\frac{\left|\Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right)\right|}{k T} \ll 1 \tag{33}
\end{equation*}
$$

Eq. (20) yields

$$
\begin{align*}
\nu_{\alpha}^{c}\left(J_{\alpha}\right)= & \frac{a}{3(k T)^{3}} \sum_{J_{\alpha 1}} \Delta \varepsilon_{\alpha}\left(J_{\alpha 1} J_{\alpha}\right) \\
& \times \int_{0}^{\infty} E \exp \left(-\frac{E}{k T}\right) \sigma_{\alpha}^{c}\left(E ; J_{\alpha} \rightarrow J_{\alpha 1}\right) d E \tag{34}
\end{align*}
$$

Allowing for the correction term $\varepsilon_{\alpha}\left(J_{\alpha}\right)$ in the linear approximation in (22), substituting (22) into (34) would exceed the numberical precision. Hence we must plug (22) into (34) with $\varepsilon_{\alpha}\left(J_{\alpha}\right)=0$. We also allow for the fact that for linear molecules the energy of the rotational level $J_{\alpha}$ is

$$
\begin{equation*}
\varepsilon_{\alpha}\left(J_{\alpha}\right)=B_{\alpha} J_{\alpha}\left(J_{\alpha}+1\right) \tag{35}
\end{equation*}
$$

where $B_{\alpha}$ is the rotational constant for vibrational level $\alpha$. Next, using the fact that ${ }^{26,27}$

$$
\begin{align*}
& \sum_{J_{\alpha 1}} J_{\alpha 1}\left(J_{\alpha 1}+1\right)\left(2 J_{\alpha 1}+1\right)\left(\begin{array}{ccc}
J_{\alpha} & J_{\alpha 1} & L \\
0 & 0 & 0
\end{array}\right)^{2} \\
& \quad=J_{\alpha}\left(J_{\alpha}+1\right)+L(L+1) \tag{36}
\end{align*}
$$

and taking (25) into account, we obtain from (34)

$$
\begin{align*}
\nu_{\alpha}^{c}\left(J_{\alpha}\right)= & \nu_{\alpha}^{c} \equiv \frac{a}{3(k T)^{3}} \sum_{L} \varepsilon_{\alpha}(L) \\
& \times \int_{0}^{\infty} E \exp \left(-\frac{E}{k T}\right) \sigma_{\alpha}^{c}(E ; 0 \rightarrow L) d E \tag{37}
\end{align*}
$$

It is clear from (37) that in the linear approximation, $\nu_{\alpha}^{c}\left(J_{\alpha}\right)$ is independent of the initial rotational state of the molecule.

Thus, if for the overwhelming majority of molecules the conditions (24), (28), and (33) are met, then to a first approximation the transport collision rate $\nu_{\alpha}\left(J_{\alpha}\right)$ in (17) is

$$
\begin{equation*}
\nu_{\alpha}\left(J_{\alpha}\right)=\nu_{\alpha}^{\mathrm{vib}}+\frac{\varepsilon_{\alpha}\left(J_{\alpha}\right)}{k T} \nu_{1 \alpha}^{\mathrm{vib}} \tag{38}
\end{equation*}
$$

where $\nu_{\alpha}^{\mathrm{vib}} \equiv \nu_{0 \alpha}^{\mathrm{vib}}+\nu_{\alpha}^{c}$ and $\nu_{\alpha}^{\mathrm{vib}}$ depend only on the vibrational state $\alpha$. The dependence of the transport rate $\nu_{\alpha}\left(J_{\alpha}\right)$ on the initial rotational state $J_{\alpha}$ is due only to the factor $\varepsilon_{\alpha}\left(J_{\alpha}\right) / k T$.

## 4. RELATIVE DIFFERENCE OF TRANSPORT COLLISION RATES

Suppose that the light is in resonance with the rovibrational transition $n J_{i} \rightarrow m J_{f}$. Then for the relative difference of the collision rates that enter into Eq. (6) for the LID velocity, Eqs. (16) and (38) yield

$$
\begin{align*}
\frac{\Delta \nu}{\nu} & \equiv \frac{\nu_{m}-\nu_{n}}{\nu_{n}}=\frac{\nu_{m}\left(J_{f}\right)-\nu_{n}\left(J_{i}\right)}{\nu_{n}\left(J_{i}\right)} \approx \frac{\nu_{m}\left(J_{f}\right)-\nu_{n}\left(J_{i}\right)}{\nu_{n}^{\mathrm{vib}}} \\
& =\frac{\nu_{m}^{\mathrm{vib}}-\nu_{n}^{\mathrm{vib}}}{\nu_{n}^{\mathrm{vib}}}+\frac{\varepsilon_{m}\left(J_{f}\right) \nu_{1 m}^{\mathrm{vib}}-\varepsilon_{n}\left(J_{i}\right) \nu_{1 n}^{\mathrm{vib}}}{k T \nu_{n}^{\mathrm{vib}}} \tag{39}
\end{align*}
$$

Here we can neglect the difference between the values of the rotational energy $\varepsilon_{m}(J)$ and $\varepsilon_{n}(J)$ with the same $J$ in different vibrational states, since it does not exceed several percent, ${ }^{28}$ which is less than the numerical precision. Since experiments have shown that the relative difference of the transport collision rates of molecules in the vibrational ground and excited states, $\left|\nu_{m}^{\mathrm{vib}}-\nu_{n}^{\mathrm{vib}}\right| / \nu_{n}^{\mathrm{vib}}$, is usually $\leq 1 \%$ (see Refs. 7-9), in (39) we also neglect the difference between $\nu_{1 m}^{\mathrm{vib}}$ and $\nu_{1 n}^{\mathrm{vib}}$ because it is expected that $\mid \nu_{1 m}^{\mathrm{vib}}$ $-\nu_{1 n}^{\mathrm{vib}} \mid / \nu_{n}^{\mathrm{vib}}$ is also $\leq 1 \%$. As a result, from (39) we obtain

$$
\begin{equation*}
\frac{\Delta \nu}{\nu}=\left(\frac{\Delta \nu}{\nu}\right)_{\mathrm{vib}}+\left(\frac{\Delta \nu}{\nu}\right)_{\mathrm{rot}} \tag{40}
\end{equation*}
$$

where

$$
\begin{align*}
& \left(\frac{\Delta \nu}{\nu}\right)_{\mathrm{vib}}=\frac{\nu_{m}^{\mathrm{vib}}-\nu_{n}^{\mathrm{vib}}}{\nu_{n}^{\mathrm{vib}}}  \tag{41}\\
& \left(\frac{\Delta \nu}{\nu}\right)_{\mathrm{rot}}=\frac{\varepsilon\left(J_{f}\right)-\varepsilon\left(J_{i}\right)}{k T} \frac{\nu_{1 n}^{\mathrm{vib}}}{\nu_{n}^{\mathrm{vib}}}
\end{align*}
$$

Here $\varepsilon(J)=B J(J+1)$, with $B$ the rotational constant. Thus, the factor $\Delta \nu / \nu$ is a sum of two independent terms, the vibrational term $(\Delta \nu / \nu)_{\text {vib }}$ and the rotational term $(\Delta \nu / \nu)_{\text {rot }}$. The vibrational term $(\Delta \nu / \nu)_{\text {vib }}$ depends only on the vibrational numbers $m$ and $n$, while the rotational term $(\Delta \nu / \nu)_{\text {rot }}$ depends only on the rotational numbers $J_{i}$ and $J_{f}$.

The representation (40) of the factor $\Delta \nu / \nu$ as a sum of independent vibrational and rotational terms was suggested on qualitative grounds by Chapovsky et al. ${ }^{7}$ and has been used to process the data of LID experiments. ${ }^{7-9,29}$

The quantity $\delta \equiv \nu_{1 n}^{\mathrm{vib}} / \nu_{n}^{\mathrm{vib}}$ in (41) can be calculated if we assume that the dependence of the total transport cross section $\sigma_{0 n}^{t}(E)$ on the kinetic energy is given by a power law: $\sigma_{0 n}^{t}(E) \propto E^{-2 / n}$. In elastic scattering, such an energy dependence of the cross section corresponds to a power-law interaction potential $U \propto r^{-n}$ (see Ref. 30). Since when (33) holds, inelastic rotational transitions have a small effect on the path of the colliding particles, for the total transport cross section the dependence $\sigma_{0 n}^{t}(E) \propto E D^{-2 / n}$ also approximately corresponds to the potential $U \propto r^{-n}$.

Substituting $\sigma_{0 n}^{t}(E) \propto E^{-2 / n}$ into (30) and (31) yields

$$
\begin{equation*}
\delta \approx \frac{\nu_{1 n}^{\mathrm{vib}}}{\nu_{0 n}^{\mathrm{vib}}}=\frac{(1-2 / n) \Gamma(2-2 / n)}{\Gamma(3-2 / n)} \tag{42}
\end{equation*}
$$

where $\Gamma(x)$ is the gamma function. Since the value $n \gg 1$ is usually most suitable for describing realistic interaction potentials, Eq. (42) yields $\delta \approx 0.5$. Thus, for sufficiently shortrange interaction potentials,

$$
\begin{equation*}
\left(\frac{\Delta \nu}{\nu}\right)_{\mathrm{rot}} \approx \frac{\varepsilon\left(J_{f}\right)-\varepsilon\left(J_{i}\right)}{2 k T} \tag{43}
\end{equation*}
$$

In the transitions $P\left(J_{i}\right)$ (i.e., with $\left.J_{i} \rightarrow J_{f}=J_{i}-1\right)$ and $R\left(J_{i}-1\right)$ (i.e., with $\left.J_{i}-1 \rightarrow J_{f}=J_{i}\right)$, the absolute value of the factor $(\Delta \nu / \nu)_{\text {rot }}$ is the same but the signs are different:

$$
\begin{equation*}
\left(\frac{\Delta \nu}{\nu}\right)_{\operatorname{rot} R\left(J_{i}-1\right)}=-\left(\frac{\Delta \nu}{\nu}\right)_{\operatorname{rot} P\left(J_{i}\right)}=\frac{2 B J_{i}}{k T} \frac{\nu_{1 n}^{\mathrm{vib}}}{\nu_{n}^{\mathrm{vib}}} \approx \frac{B J_{i}}{k T} \tag{44}
\end{equation*}
$$

The sum of the relative differences of the collision rates $\Delta \nu / \nu$ for the transitions $P\left(J_{i}\right)$ and $R\left(J_{i}-1\right)$ does not contain the rotational term $(\Delta \nu / \nu)_{\text {rot }}$ :

$$
\begin{equation*}
\left(\frac{\Delta \nu}{\nu}\right)_{P\left(J_{i}\right)}+\left(\frac{\Delta \nu}{\nu}\right)_{R\left(J_{i}-1\right)}=2\left(\frac{\Delta \nu}{\nu}\right)_{\mathrm{vib}} \tag{45}
\end{equation*}
$$

On the other hand, the difference of the relative collision rates does not contain the vibrational term $(\Delta \nu / \nu)_{\mathrm{vib}}$ :

$$
\begin{equation*}
\left(\frac{\Delta \nu}{\nu}\right)_{P\left(J_{i}\right)}-\left(\frac{\Delta \nu}{\nu}\right)_{R\left(J_{i}-1\right)}=2\left(\frac{\Delta \nu}{\nu}\right)_{\operatorname{rot} P\left(J_{i}\right)} \tag{46}
\end{equation*}
$$

To give a numerical example, at $B=0.5 \mathrm{~cm}^{-1}$ and $T$ $=300 \mathrm{~K}$ we have $(\Delta \nu / \nu)_{\operatorname{rot} P(1)} \approx-0.25 \%$ and $(\Delta \nu / \nu)_{\operatorname{rot} P(4)} \approx-1 \%$. For a typical value $(\Delta \nu / \nu)_{\mathrm{vib}} \approx 1 \%$ (Refs. 7-9), we then have $\Delta \nu / \nu \approx 0$ for the $P(4)$ transition and, according to Ref. 14, anomalous LID is to be expected. ${ }^{7,15-17}$

## 5. CONCLUSION

We have derived, in the (energy) sudden approximation, a simple analytic dependence (Eqs. (40) and (41)) for the relative difference of transport collision rates $\Delta \nu / \nu$ of collisions of linear molecules and atoms on the rotational numbers of the combining levels of the molecules (i.e., those
affected by radiation). The factor $\Delta \nu / \nu$ measured in molecular LID experiments was found to be equal to the sum of independent vibrational $(\Delta \nu / \nu)_{\text {vib }}$ and rotational $(\Delta \nu / \nu)_{\text {rot }}$ terms. For the rotational term, the distinguishability of the buffer particles is unimportant in view of the weak dependence of $\nu_{1 n}^{\mathrm{vib}} / \nu_{n}^{\text {vib }}$ in (41) on the details of the interaction potential. It is to be expected that at room temperature the derived expressions are valid for linear molecules with moderate values of the rotational constant $B \leqq 1 \mathrm{~cm}^{-1}$ and initial rotational number $J_{i}$, since the sudden approximation presupposes a small variation in rotational energy in comparison to the kinetic energy of the relative motion of the colliding particles.

In LID experiments involving molecules with a small value of the rotational constant, it is possible to verify Eq. (41) for $(\Delta \nu / \nu)_{\text {rot }}$ based on the factorization formula (22) for cross sections. LID experiments are significantly less complicated than experiments with molecular beams, and establishing the accuracy and limits of applicability of the factorization formula (22) for cross sections in LID experiments is of some interest for the physics of intermolecular interactions.

Among linear molecules, only HF has been studied in LID experiments. ${ }^{8,9}$ For this molecule the condition (24) of applicability of the sudden approximation is not met because of the large rotational constant, $B \approx 21 \mathrm{~cm}^{-1}$. Nevertheless, for moderate values $J_{i}=1,2,3$ at which the rotational energy $\varepsilon\left(J_{i}\right) \leqslant k T$, Eq. (44) describes the trends in the behavior of $(\Delta \nu / \nu)_{\text {rot }}$ with increasing $J_{i}$ fairly well for the transitions $P\left(J_{i}\right)$ and $R\left(J_{i}-1\right)$ (in the experiments described in Refs. 8 and 9, for the mixtures $\mathrm{HF}-\mathrm{Ar}, \mathrm{HF}-\mathrm{Kr}$, and $\mathrm{HF}-\mathrm{Xe}$ an increase in $J_{i}$ for $J_{i}=1,2,3$ was found to lead to an almost linear decrease in $(\Delta \nu / \nu)_{\operatorname{rot} P\left(J_{i}\right)}$ and an almost linear increase in $(\Delta \nu / \nu)_{\text {rot } R\left(J_{i}-1\right)}$, in accordance with (44)).

For the HF molecule, Eq. (44) yields a rate of variation of $(\Delta \nu / \nu)_{\text {rot }}$ as a function of the initial rotational number $J_{i}$ that is several times greater than the actual value. The reason is that collision rotational transitions, which are responsible for the dependence of $(\Delta \nu / \nu)_{\text {rot }}$ on $J_{i}$, emerge solely because of the anisotropy (nonsphericity) of the intermolecular interaction potential. When condition (23) is violated, the angle through which the molecule rotates in the course of the collision (time $\tau_{\text {col }}$ ) is not small, and the interaction potential is effectively averaged over angle. As a result, the effective anisotropy of the interaction potential decreases, which ensures a dependence of $(\Delta \nu / \nu)_{\text {rot }}$ on $J_{i}$ in HF that is weaker than the one predicted by (44).

In their LID experiment involving $\mathrm{CH}_{3} \mathrm{~F}$ molecules, Bloemink et al., ${ }^{29}$ also thoroughly studied of the dependence of $\Delta \nu / \nu$ on the rotational number. In Ref. 29, as with the HF molecule, the applicability condition (24) of the sudden approximation is not met. Although our results cannot be directly applied to symmetric top molecules (such as $\mathrm{CH}_{3} \mathrm{~F}$ ), we can compare the experimental results with those obtained from Eq. (41) if the energy factor $\varepsilon\left(J_{f}\right)-\varepsilon\left(J_{i}\right)$ is replaced by $\varepsilon\left(J_{f}, K_{f}\right)-\varepsilon\left(J_{i}, K_{i}\right)$, where $K$ is the projection of the angular momentum on the axis of the top. With this change, Eq. (41) correctly describes trends in the behavior of $\Delta \nu / \nu$
as a function of the rotational number $K_{i}$ (an almost linear dependence of $\Delta \nu / \nu$ on $K_{i}$ was observed in the experiment), and for $J_{i} \geqslant 11 \mathrm{Eq}$. (41) also correctly describes the behavior of $\Delta \nu / \nu$ as a function of the rotational number $J_{i}$.
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# Nonexponential temperature dependence of the rate of threshold inelastic processes in dense media 
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The influence of the density of the medium on the temperature dependence of the rate constants of inelastic processes is investigated. It is shown that besides the effects like lowering of the ionization potential, which accelerate excitation and ionization processes in a nonideal plasma, there is a stronger mechanism for such acceleration, which is associated with the high frequency of collisions between particles and leads to destruction of the one-to-one relation between the energy and momentum of the particles in a dense medium. It is manifested by the presence of power-law tails in the equilibrium momentum distribution of the particles, which leads to a nonexponential temperature dependence of the rates of inelastic reactions in dense gases and nonideal plasmas. A kinetic equation for the generalized energy and momentum distribution function of electrons in an external electric field, which permits investigation of the effect under consideration under nonequilibrium conditions, is presented.
© 1998 American Institute of Physics. [S1063-7761(98)00805-1]

## 1. INTRODUCTION

The temporal relaxation of the density of particles and excited states in different media is described by the corresponding balance equations. The coefficients in these equations, which may be called rate constants, usually do not depend on the particle density. However, in dense nonideal media the strong interparticle interaction causes the rates of elementary processes to depend on the density of the medium. This phenomenon is most pronounced for threshold processes. Its study (mainly by theoretical methods) has been confined to the electron-impact ionization and excitation of atoms (and the reverse reactions) and electron attachment to molecules. ${ }^{1-10}$ However, the nonideal behavior caused by both the Coulomb interaction in a plasma ${ }^{1-6}$ and by electron-atom and atom-atom interactions as electrons move in dense gases and liquids ${ }^{7-10}$ has also been considered.

It is presently believed that the main reason for the variation of the rate of threshold electron processes as the density of the medium increases is the lowering of their energy threshold. The temperature dependence of the rate constant remains exponential, although it can fail to coincide with the Arrhenius law because of a possible temperature dependence of the decrease in the ionization potential. Other effects, such as degeneracy of the electron gas in a plasma ${ }^{4}$ or the appearance of a structure for the medium in a liquid ${ }^{7,8}$ are assumed to be less important. The systematic theoretical approach to the determination of the lowering of the energy threshold of elementary processes is based on the formalism of kinetic Green's functions. ${ }^{11}$ Under such a treatment the real part of the density shift of the energy is taken into account, and the imaginary part is neglected, i.e., it is assumed that there is a one-to-one relationship between the energy and momentum of the particles. At the same time, it is known that in dense
media the quantum uncertainty of the energy of particles caused by their frequent collisions destroys the one-to-one relationship between the energy and momentum of the particles. ${ }^{12}$ In this case a generalized energy and momentum distribution function of the particles and scattering cross sections of the particles outside the mass surface must be introduced. This formalism has previously been used to describe resonant radiation transfer in dense absorbing media. ${ }^{13}$ It has been shown in reference to particles that the quantum uncertainty of the energy arising as a result of collisions leads to the appearance of power-law tails in the particle momentum distribution even under thermodynamic equilibrium conditions. ${ }^{14}$

The purpose of the present work is to theoretically study the temperature dependence of the rates of threshold processes in dense media with consideration of the effects resulting from the quantum uncertainty of the energy of particles caused by interparticle interactions.

## 2. QUALITATIVE TREATMENT

As was shown in Ref. 13, the radiative energy transfer in dense, strongly absorbing media, in which the mean free path of the resonant "photon" is commensurate with its wavelength, should be described by the generalized spectral intensity $J(\omega, \mathbf{k})$, in which the frequency $\omega$ and the wave vector $\mathbf{k}$ are independent variables. In Ref. 13 equations which are satisfied by $J(\omega, \mathbf{k})$ were presented, and some consequences of the solution of these equations, some of which could be proved experimentally, ${ }^{15,16}$ were considered. The machinery of the generalized energy and momentum distribution functions $f(E, \mathbf{p})$ as applied to particles was considered in Refs. $12,14,17$, and 18. Let us recall the basic definitions introduced in those studies. For example, for $f(E, \mathbf{p})$ we have

$$
\begin{align*}
f(E, \mathbf{p})= & \frac{1}{2 \pi} \int d \tau d^{3} \rho \exp (i E \tau-i \mathbf{p} \cdot \boldsymbol{\rho}) \\
& \times\left\langle\hat{\Psi}^{+}\left(x_{2}\right) \hat{\Psi}\left(x_{1}\right)\right\rangle \tag{1}
\end{align*}
$$

Here $\tau=t_{1}-t_{2}, \boldsymbol{\rho}=\mathbf{r}_{1}-\mathbf{r}_{2}$, and $\hat{\Psi}(x)$ is the field operator of a particle in the Heisenberg representation, and the angle brackets denote quantum-statistical averaging. To simplify the writing of the equations we shall assume, for now, that $\hbar=1$. By definition, the energy (frequency) $E$ and the momentum $\mathbf{p}$ in (1) are the independent variables for Fourier transformation with respect to the time and coordinate differences, and, for example, the values of $E$ over the entire real axis from $-\infty$ to $+\infty$ should be considered. The function $f(E, \mathbf{p})$ introduced in this manner is a generalization of the Wigner distribution (see Refs. 12 and 18, where the physical meaning of this distribution in the quasiclassical limit is explained). Integrating (1) over the energy or over the momentum, we can obtain the distribution with respect to the momentum alone, $f(\mathbf{p})$, or the distribution with respect to the energy alone, $f(E)$. Under the conditions of thermodynamic equilibrium we can obtain ${ }^{12,14,18}$

$$
\begin{equation*}
f(E, \mathbf{p})=-i \frac{n(E)}{2 \pi}\left(G^{R}(E, \mathbf{p})-G^{A}(E, \mathbf{p})\right) \tag{2}
\end{equation*}
$$

In (2) $n(E)$ denotes the equilibrium occupation numbers for the particles. For example, for fermions

$$
\begin{equation*}
n(E)=\frac{1}{e^{(E-\mu) / T}+1} \tag{3}
\end{equation*}
$$

In addition, $G^{R}$ and $G^{A}$ are the retarded and advanced Green's functions, which are related by

$$
G^{A}=\left(G^{R}\right)^{*}
$$

For $G^{R}(E, \mathbf{p})$ we can write the expression

$$
\begin{equation*}
G^{R}(E, \mathbf{p})=\frac{1}{E-\varepsilon_{\mathbf{p}}-\Sigma^{R}(E, \mathbf{p})} \tag{4}
\end{equation*}
$$

where $\varepsilon_{\mathbf{p}}=\mathbf{p}^{2} / 2 M, M$ is the mass of a particle, and the mass operator $\Sigma^{R}$ is consistent with the rules of the diagram formalism. ${ }^{12,14,17,18}$ The quantity $\operatorname{Re} \sum^{R}$ specifies the shift of the kinetic energy of a particle due to its interaction with the surrounding neighbors, and $\operatorname{Im} \Sigma^{R}$ specifies the width or damping of an excitation with the energy $E$ and the momentum p. For example, in a weakly nonideal plasma the electron energy shift (in the present case it is the renormalization of the electron chemical potential $\mu$ ) can be represented in the form ${ }^{11}$

$$
\begin{equation*}
\operatorname{Re} \Sigma^{R}=-\frac{\Gamma}{2} T \tag{5}
\end{equation*}
$$

where $\Gamma=e^{2} / r_{D} T$ is the interaction parameter, $r_{D}$ is the Debye radius, $T$ is the temperature, and $e$ is the charge of an electron. It was shown in Refs. 1-8 during an analysis of the influence of density effects on the ionization rate constant that including $\operatorname{Re} \Sigma^{R}$ lowers the ionization potential in dense media (the ionization potential lowering mechanism); in a nonideal plasma this causes exponential acceleration of the
reaction $\left(\propto e^{\Gamma}\right)$. It should be noted here that the expression (5) can be rigorously obtained only in the limit $\Gamma \leqq 1$ and that, from the standpoint of this theory, the quantitatively appreciable acceleration of the reaction observed for $\Gamma>1$ results from extrapolating its results beyond its range of applicability. The width $\operatorname{Im} \Sigma^{R}$ was neglected in the studies just cited. ${ }^{1-8}$ In the gas approximation we can obtain the estimate

$$
\operatorname{Im} \Sigma^{R} \propto \nu \propto N \sigma v
$$

where $\nu$ is the collision frequency, $N$ is the particle density, $\sigma$ is the scattering cross section, and $v$ is the velocity. For Coulomb scattering we have

$$
\begin{equation*}
\operatorname{Im} \Sigma^{R} \propto \frac{x}{r_{D}} \Gamma T . \tag{6}
\end{equation*}
$$

Here $\lambda$ is the thermal de Broglie wavelength of the particle, i.e., $\operatorname{Im} \Sigma^{R}$ is determined by quantum effects. In a nonideal plasma the dimensionless parameters $\lambda / r_{D}$ and $\Gamma$ are independent, and conditions under which $\operatorname{Im} \Sigma^{R} \propto \operatorname{Re} \Sigma^{R}$ holds are easily created.

In the low-density limit, where we have $\nu / T \ll 1$ and $\operatorname{Re} \Sigma^{R} / T \ll 1$, from (2) we can obtain

$$
\begin{equation*}
f(E, \mathbf{p})=n(E) \delta\left(E-\frac{\mathbf{p}^{2}}{2 M}\right) \tag{7}
\end{equation*}
$$

In this case the energy and momentum are uniquely related by the dispersion relation for a free particle $E=\mathbf{p}^{2} / 2 M$, and, just as for photons in a rarefied gas, the following relation holds: ${ }^{13,18}$

$$
\begin{equation*}
J(\omega, \mathbf{k})=n(\omega) \delta\left(\omega^{2}-c^{2} k^{2}\right) \tag{8}
\end{equation*}
$$

The interaction effects broaden the $\delta$ functions in (7) and (8) and shift the particle or photon energies. Thus, instead of (7), from (2) and (4) we obtain an analog of the Lorentzian line shape:

$$
\begin{equation*}
f(E, \mathbf{p})=\frac{n(E)}{\pi} \frac{\operatorname{Im} \Sigma^{R}}{\left(E-\varepsilon_{\mathbf{p}}-\operatorname{Re} \Sigma^{R}\right)^{2}+\left(\operatorname{Im} \Sigma^{R}\right)^{2}} \tag{9}
\end{equation*}
$$

Because of the finite value of the width $\operatorname{Im} \Sigma^{R}$, it follows from (9) that for a fixed value of the energy (frequency) $E$ the magnitude of the momentum can take any value, i.e., in a dense medium the dispersion of a free particle $E=p^{2} / 2 M$ spreads out because of the frequent collisions, and the momentum distribution contains power-law tails, whose existence was first discussed in Ref. 14. Thus, using the gas approximation to calculate $\Sigma^{R 14}$ and integrating (9) over the energy, for nondegenerate particles we obtain

$$
\begin{equation*}
f(\mathbf{p})=\int_{-\infty}^{\infty} d E f(E, \mathbf{p})=f_{M}(\mathbf{p})+\frac{\hbar \nu_{\mathbf{p}} T}{2 \pi \varepsilon_{\mathbf{p}}^{2}} e^{\mu / T} \tag{10}
\end{equation*}
$$

where $f_{M}(\mathbf{p})$ is the Maxwellian momentum distribution of the particles and $\nu_{\mathbf{p}}$ is the collision frequency, which depends on the momentum $\mathbf{p}$. The quantum nature of the effect is underscored here by the explicit introduction of Planck's constant $\hbar$. In Ref. 14 an expression similar to (10) was obtained for degenerate particles, and the non-Maxwellian term was proportional to the square of the gas density. It should be noted that the presence of power-law tails in the
equilibrium particle momentum distribution can be obtained explicitly only in the gas approximation, i.e., when the approximation of binary collisions is used for $\operatorname{Im} \Sigma^{R}(E, \mathbf{p})$ (see Ref. 14). In the general case of nonideal media of highdensity gases, where we have $\hbar \nu / T \geqslant 1$, this approximation can be violated, and finding quantitative results becomes practically impossible.

However, in the limit of a relatively low density the presence of the power-law tails can have a significant influence on the rate constants of processes with a large energy threshold. To underline the importance of this effect, we note that the particle energy distribution obtained from (9) by integrating over the momentum remains exponential, even on distant tails. For example, when $\nu=\nu_{\mathbf{p}}=$ const holds, for $f(E)$ at $E>0$ we obtain

$$
\begin{equation*}
f(E)=e^{(\mu-E) / T} \operatorname{Re} \sqrt{E+i \nu} . \tag{11}
\end{equation*}
$$

To ascertain the rate constants of the processes, the generalized cross sections outside the mass surface [which depend both on the momenta before and after scattering and on the energy $E$, which is not related to the momentum by expressions of the form (7)] should be integrated in the general case with the generalized distribution functions (1) defined above (for further details, see the next section). For example, in the Born approximation for the case of a static particle interaction potential, the scattering amplitude and cross section are specified by the Fourier component of the potential and depend only on the difference between the momenta. When the scattering cross section is averaged, it is obvious in this case that the result is determined by a momentum distribution function of the type (10) and can differ strongly, by an order of magnitude, from the standard result, which takes into account only the Maxwellian distribution, i.e., the first term in (10), for large momenta.

The effects associated with the presence of power-law tails in the particle momentum distribution can lead to exponential acceleration of reactions, such as the electron-impact excitation and ionization of atoms and ions, electron attachment to molecules, the $V-T$ relaxation of molecules, and chemical and nuclear conversions in dense gases and nonideal plasmas. Moreover, these effects are not associated directly with the ionization potential lowering mechanism, which was essentially taken into account only in Refs. 1-8, and are manifested for $\Gamma \leqslant 1$, where the theory is still applicable.

## 3. RATE CONSTANTS OF INELASTIC PROCESSES IN DENSE MEDIA

Let us consider the general expression for the rate constant of a process in which the colliding particles $e$ and $a$, which are initially in states $i(e)$ and $\alpha(a)$, pass into states $j$ and $\beta$. In the Born approximation this process is described by the diagram $\Sigma_{i \alpha, j \beta}^{+-} G_{\alpha}^{+-},{ }^{17,18}$ which is presented in Fig. 1. For the averaged quantity $n_{e} n_{a} k_{i \alpha, j \beta}$ we can use the equilibrium values of the kinetic Green's functions ${ }^{12,17,18}$ and this diagram to obtain


FIG. 1. Diagram of a process in the Born approximation.

$$
\begin{align*}
\overline{n_{e} n_{a} k_{i \alpha, j \beta}}= & \int \frac{d^{4} p d^{4} p_{1} d^{4} q}{(2 \pi)^{12}}\left|V_{i \alpha, j \beta}(q)\right|^{2} n_{e}\left(\omega_{1}\right) \\
& \times \delta_{\gamma}\left(\omega_{1}-\varepsilon_{\mathbf{p}_{1}}\right)\left(1-n_{e}\left(\omega_{1}+\omega\right)\right) \\
& \times \delta_{\gamma}\left(\omega_{1}+\omega-\omega_{\beta \alpha}-\varepsilon_{\mathbf{p}_{1}+\mathbf{q}}\right) N_{a}\left(\omega_{\mathbf{p}}\right) \\
& \times \delta_{\gamma}\left(\omega_{p}-E_{\mathbf{p}}\right)\left(1-N_{a}\left(\omega_{p}-\omega\right)\right) \\
& \times \delta_{\gamma}\left(\omega_{p}-\omega+\omega_{i j}-E_{\mathbf{p}-\mathbf{q}}\right) . \tag{12}
\end{align*}
$$

In (12) we introduced the notation

$$
\begin{aligned}
& n_{e}(\omega)=\frac{1}{e^{\left(\omega-\mu_{e}\right) / T}+1}, \quad N_{a}(\omega)=\frac{1}{e^{\left(\omega-\mu_{a}\right) / T}+1}, \\
& \varepsilon_{\mathbf{p}}=\frac{\mathbf{p}^{2}}{2 m_{e}}, \quad E_{\mathbf{p}}=\frac{\mathbf{p}^{2}}{2 M_{a}},
\end{aligned}
$$

and $V_{i \alpha, j \beta}(q)$ is the Fourier transform of the particle interaction potential matrix element for the process $i(e), \alpha(a)$ $\rightarrow j(e), \beta(a)$. In (12) we used the four-dimensional vectors $p\left(\mathbf{p}, \omega_{p}\right), \quad p_{1}\left(\mathbf{p}_{1}, \omega_{1}\right)$, and $q(\mathbf{q}, \omega)$. The quantity $\delta_{\gamma}(\omega$ $-\varepsilon_{\mathbf{p}}$ ) has the form (compare Ref. 19)

$$
\begin{equation*}
\delta_{\gamma}\left(\omega-\varepsilon_{\mathbf{p}}\right)=\frac{\gamma(\omega, \mathbf{p})}{\pi\left[\left(\omega-\varepsilon_{\mathbf{p}}-\Delta(\omega, \mathbf{p})\right)^{2}+\gamma^{2}(\omega, \mathbf{p})\right]} \tag{13}
\end{equation*}
$$

Formula (13) was written in analogy to (9), the width $\gamma$ is equivalent to $\operatorname{Im} \Sigma^{R}$, and the shift $\Delta=\operatorname{Re} \Sigma^{R}$. In the limit $\gamma, \Delta \rightarrow 0$ Eq. (12) transforms into the ordinary expression for the rate constant, if the Pauli effects are omitted, i.e., if we assume that the occupation numbers are small and neglect them in comparison to unity:

$$
\begin{align*}
\overline{n_{e} n_{a} k_{i \alpha, j \beta}}= & \int \frac{d^{3} p d^{3} p_{1} d^{3} q}{(2 \pi)^{12}}\left|V_{i \alpha, j \beta}(\mathbf{q})\right|^{2} n_{e}\left(\varepsilon_{\mathbf{p}_{1}}\right) \\
& \times N_{a}\left(E_{\mathbf{p}}\right) \delta\left(\varepsilon_{\mathbf{p}_{1}}+E_{\mathbf{p}}+\omega_{i j}\right. \\
& \left.+\omega_{\alpha \beta}-\varepsilon_{\mathbf{p}_{1}+\mathbf{q}}-E_{\mathbf{p}-\mathbf{q}}\right) . \tag{14}
\end{align*}
$$

Thus, the general expression (12) contains the generalized distribution functions $f_{e}\left(\omega_{1}, \mathbf{p}_{1}\right)$ and $f_{a}\left(\omega_{p}, \mathbf{p}\right)$ for colliding particles and takes into account the degeneracy and Pauli's principle (the multipliers of the form $1-n$ ). The ordinary $\delta$ functions expressing the energy conservation law have been replaced in (12) by Lorentzians of the form (13) with a finite width and a finite shift. In the general case the width $\gamma$ is determined by all the interaction processes of a particular particle with the surrounding particles and must be found by


FIG. 2. Sum of ladder diagrams.
solving multidimensional nonlinear integral equations (compare Refs. 12, 19, and 20) consistently using expressions of the types (12) and (13), since

$$
\gamma_{e} \equiv \operatorname{Im} \Sigma^{R} \propto \sum_{i \alpha, j \beta} \overline{n_{a} k_{i \alpha, j \beta}} .
$$

If the colliding particles are not at equilibrium, a more general expression can be obtained from Fig. 1:

$$
\begin{align*}
\overline{n_{e} n_{a} k_{i \alpha, j \beta}}= & \int \Sigma_{i \alpha, j \beta}^{+-} G_{a, \alpha}^{-+} \frac{d^{4} p}{(2 \pi)^{4}}=\int G_{e, i}^{-+}\left(p_{1}\right) G_{a, \beta}^{+-} \\
& \times(p-q) G_{e, j}^{+-}\left(p_{1}+q\right) G_{a, \alpha}^{-+}(p)\left|V_{i \alpha, j \beta}(q)\right|^{2} \\
& \times \frac{d^{4} p d^{4} p_{1} d^{4} q}{(2 \pi)^{12}}, \tag{15}
\end{align*}
$$

where the Green's functions $G^{\alpha \alpha^{\prime}}(p)$ (Refs. 12, 17, and 18) for each kind of particle should be found from the solution of the generalized kinetic equations. ${ }^{12,18-20}$ We note that the kinetic equations for the particle momentum distribution functions obtained by integrating the equations for the generalized distribution functions $f(E, \mathbf{p})$ [for the equivalent Green's functions $\left.G^{-+}(E, \mathbf{p})=2 \pi i f(E, \mathbf{p})\right]$ over the energy are obtained in a closed form only in the approximation $\gamma$ $\rightarrow 0$, i.e., when the $\delta_{\gamma}\left(\omega-\varepsilon_{\mathbf{p}}\right)$ are replaced by ordinary $\delta$ functions. ${ }^{12,17,18}$ A similar situation occurs in the theory of resonant radiation transfer in dense dispersive media, where a closed equation for $J_{\omega}$ cannot be obtained from the equation for the generalized spectral intensity $J(\omega, \mathbf{k})$ in the general case by integrating the equation for $J(\omega, \mathbf{k})$ over the
wave vector. ${ }^{13}$ An example of such a generalized kinetic equation for the electron distribution function $f(E, \mathbf{p})$ in a dense Lorentz gas is given in the next section.

The expression (15) can be generalized by dispensing with the Born approximation in describing a collision. For this purpose we should consider ladder diagrams with any number of rungs (see Fig. 2), but with one replacement of a minus sign by a plus sign in order to remain within the gas approximation of binary collisions.

It can be shown (compare Refs. 12, 21, and 22) that the square of the absolute value of the Fourier transform of the interaction potential matrix element $V_{q}$ in (15) should be replaced by the square of the absolute value of the scattering amplitude of the particles in the medium $T\left(p, p_{1}, q\right)$, which satisfies the equation

$$
\begin{align*}
T\left(p, p_{1}, q\right)= & V_{q}+\int V_{q-q_{1}} G_{e}^{--}\left(p_{1}+q-q_{1}\right) G_{a}^{--} \\
& \times\left(p-q-q_{1}\right) T\left(p, p_{1}, q_{1}\right) \frac{d^{4} q_{1}}{(2 \pi)^{4}} \tag{16}
\end{align*}
$$

For simplicity in writing the equation, here we confine ourselves to elastic scattering. In the equilibrium case $G^{--}(p)$ can be written in the form ${ }^{18}$

$$
G^{--}(p)=(1-n(E)) G^{R}+n(E) G^{A}
$$

As was shown in Refs. 21 and 22, to find $T$ in the gas approximation we can confine ourselves to the scattering amplitude of the particles in a vacuum, $T\left(p, p_{1}, q\right) \approx f\left(\mathbf{p}, \mathbf{p}_{1}, \mathbf{p}\right.$ $\left.-\mathbf{q}, \mathbf{p}_{1}+\mathbf{q}\right)$, which satisfies the ordinary Lippman-

Schwinger equation. In this approximation the scattering amplitude depends only on the relative movement of the particles in the center-of-mass system before and after scattering, where these momenta lie outside the mass surface, i.e.,

$$
p_{i} \neq p_{f}, \quad \mathbf{p}_{i}=\frac{m_{a} \mathbf{p}_{e}-m_{e} \mathbf{p}_{a}}{m_{a}+m_{e}}, \quad \mathbf{p}_{f}=\mathbf{p}_{i}+\mathbf{q} .
$$

The energy variable $E=\omega+\omega_{1}$ appears in the general expression for $T\left(p, p_{1}, q\right)$, but it vanishes in the approximation described, since the vacuum scattering amplitude outside the mass surface depends only on the three-dimensional relative momenta. ${ }^{21,22}$

To obtain qualitative and quantitative results, the expressions of the form (12) and (15) should be simplified. We assume that heavy nondegenerate particles of kind $a$ interact weakly with other particles, i.e., $\gamma_{a} \rightarrow 0, \Delta_{a} \rightarrow 0$. For example, the particles of species $a$ correspond to neutral atoms, whose density can be large, but $N_{a} \sigma_{a a} \nu_{a} \ll T$. The particles of species $e$ correspond to electrons, for which we take into account the frequent collisions with neutrals and ions, so that $\gamma_{e} \neq 0$.

In this approximation it follows from (15) and (16) that

$$
\begin{align*}
\overline{n_{e} k_{i, j}}= & \int \frac{d E d^{3} p d^{3} p^{\prime}}{(2 \pi)^{7}} n(E)(1-n(E-I))\left|f_{i, j}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)\right|^{2} \\
& \times \delta_{\gamma}\left(E-\varepsilon_{e}(\mathbf{p})\right) \delta_{\gamma}\left(E-I-\varepsilon_{e}\left(\mathbf{p}^{\prime}\right)\right) \tag{17}
\end{align*}
$$

In (17) I corresponds to the threshold energy of the inelastic excitation or ionization process. The density shift of the energy can alter $I$, and its inclusion is thus equivalent to taking into account the ionization potential lowering mechanism.

We first consider the case of relatively low electron temperatures $(I / T \geqslant 1)$ and use the approximation $f_{i, j}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ $\approx f_{i j}=$ const for a qualitative estimate. This approximation is fairly reasonable near the threshold of an inelastic process. ${ }^{23}$ We neglect the degeneracy of the electrons and assume that the width is a constant, i.e., $\gamma(E, \mathbf{p})=\gamma=$ const. This provides an approximate description of the scattering of electrons on neutrals, for example, on He atoms, where $\sigma v$ $=$ const. In this model case the integration over $\mathbf{p}$ and $\mathbf{p}^{\prime}$ in (17) can be performed explicitly, and for the excitation constant $k_{\text {ex }}$ (the ionization constant $k_{\text {ion }}$ ) in the approximation just described we obtain

$$
\begin{equation*}
\overline{n_{e} k_{\mathrm{ex}(\mathrm{ion})}}=A_{\mathrm{ex}(\mathrm{ion})} \int d E n(E) \operatorname{Re} \sqrt{E+i \gamma} \operatorname{Re} \sqrt{E-I+i \gamma} \tag{18}
\end{equation*}
$$

Here $A_{\text {ex(ion) }}$ is a normalization constant, which also contains the value of the constant $\left|f_{i j}\right|^{2}$. In the limit $\gamma \rightarrow 0$ the ordinary near-threshold approximation for the rate constant of the process follows from (18):

$$
\begin{equation*}
\overline{n_{e} k_{\mathrm{ex}(\text { ion })}}=A_{\mathrm{ex}(\text { ion })} \int_{I}^{\infty} d E n(E) \sqrt{E} \sqrt{E-I} \tag{19}
\end{equation*}
$$

However, for $\gamma \neq 0$ it follows from (18) that values of $E$ smaller than $I$ make a nonzero contribution to the integral over the energy. In the present case this reflects the influence


FIG. 3. Rate of the ionization of atoms by electron impact in a model gas with $I=10 \mathrm{eV}$ and $\gamma=$ const as a function of the gas density.
described above of the power-law tails in the particle momentum distribution. From (18) we can obtain the estimate

$$
\begin{equation*}
k_{\mathrm{ex}(\text { ion })}=k_{\mathrm{ex}(\text { ion })}^{(0)}\left(e^{-I / T}+\frac{\hbar \gamma}{2 I}\right) . \tag{20}
\end{equation*}
$$

The second, nonexponential term in (20) can be small compared with unity (in the limit $\hbar \gamma \ll I$ ), but at low temperatures it can exceed the first term by many orders of magnitude. In this sense it can be stated that the reaction is exponentially accelerated in dense gases due to the presence of the power-law tails in the particle momentum distribution. As the temperature rises, the usual relation $k \propto e^{-I / T}$ also holds at low gas densities. Although consideration of the ionization potential lowering mechanism increases the reaction rate, it is less important under the present conditions than consideration of the finite width in (17). To estimate the analogous increase in the excitation (ionization) rate constant in a nonideal plasma, we numerically integrated (17) in the approximation $f\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=f=$ const, but with consideration of the dependence of the width $\gamma$ on the momentum $\gamma(E, \mathbf{p})$ $\approx \gamma_{\mathbf{p}}=N_{i} \sigma_{C} v$, where $N_{i}$ is the ion density and $\sigma_{C}$ is the Coulomb transport scattering cross section [ $\sigma_{C}$ $\propto\left(\pi e^{4} / \varepsilon^{2}\right) \Lambda$, where $\Lambda$ is the Coulomb logarithm]. Figures 3 and 4 present the results of the numerical integration of (17) for estimating the ionization rate of atoms in a model dense neutral gas [approximation (18)] and in a nonideal plasma.

As can be seen from Fig. 3, the ionization rate of a dense gas at low temperatures increases with increasing density according to a power law rather than an exponential law [as is reflected by the second term in (20)]. In Ref. 7 (see also Ref. 8) similar calculations were performed, but with consideration of the ionization potential lowering mechanism, which leads to an exponential dependence of $k_{\text {ion }}$ on the gas density, and a comparison with an experiment in liquid Xe was made. Unfortunately, because of the large measurement error at low values of $E / N$ ( $E$ is the electric field strength, and $N$ is the atomic density), which specifies the mean electron energy, it is difficult to make an unequivocal choice in favor of a power-law or exponential dependence of $k_{\text {ion }}$ on $N$. The following conclusions can be drawn on the basis of the calculations whose results are presented in Fig. 4: a) the


FIG. 4. Ionization rate in a nonideal hydrogen plasma as a function of its density: 1-ratio of the result of the present work with neglect of the degeneracy of the electrons to the result of the conventional approach; 2-ratio of the same quantity to the result of the theory in Refs. 1-6; 3-same as curve 1 , but with consideration of the degeneracy of the electrons.
increase in the ionization rate constant due to consideration of the finite width $\gamma$ [see (12) and (17)], which introduces power-law tails in the particle momentum distribution, is significantly greater than the increase observed when the ionization potential lowering mechanism is taken into account; b) this acceleration occurs at values of the Coulomb coupling parameter $\Gamma \leqslant 1$, where the theory can be substantiated, while the ionization potential lowering mechanism produces a large effect for $\Gamma>1$, i.e., outside the region of applicability of the theory; c) consideration of the degeneracy effects is more significant in the theory considered here than in Refs. $1-6$. Verification of the theory developed requires special and fairly exact experiments involving, for example, measurements of the excitation or ionization constants in a nonideal plasma or equivalent measurements of the time for establishment of the charge composition.

## 4. KINETIC EQUATION FOR THE GENERALIZED ELECTRON DISTRIBUTION FUNCTION IN AN ELECTRIC FIELD

The influence of the ionization potential lowering mechanism on the rate of the ionization of atoms by electron impact in a nonequilibrium plasma immersed in a fairly strong electric field was investigated in Refs. 4 and 6. Since, as was shown above, the influence of collisional coupling is not confined to this mechanism alone already under equilibrium conditions, the question of generalizing the theory developed to nonequilibrium conditions arises. Let us consider the model of a Lorentz gas for electrons in an external electric field. This model presumes that the electrons collide only with neutrals, whose distribution function is assumed to be known. The problem thus formulated is linear, and in the case of gases of fairly low density, where the width $\gamma$ is neglected [i.e., $\delta_{\gamma}$ in (12) is replaced by an ordinary $\delta$ function], it has been thoroughly studied in reference to the description of the kinetics of electrons in weakly ionized gases. ${ }^{24,25}$

The derivation of the generalized kinetic equations is presented after Ref. 18 using the same notation for the
electron kinetic Green's functions $G^{\alpha \alpha^{\prime}}\left(x_{1}, x_{2}\right)$, where $\alpha, \alpha^{\prime}= \pm$ correspond to the type of chronological ordering. In the matrix representation with respect to the indices $\alpha$ and $\alpha^{\prime}$ the electron Green's function satisfies the equations ${ }^{18}$

$$
\begin{align*}
& \hat{G}_{01}^{-1} G_{12}=\sigma_{z} \delta\left(x_{1}-x_{2}\right)+\int \sigma_{z} \Sigma_{13} G_{32} d^{4} x_{3},  \tag{21}\\
& \hat{G}_{02}^{-1} G_{12}=\sigma_{z} \delta\left(x_{1}-x_{2}\right)+\int G_{13} \Sigma_{32} \sigma_{z} d^{4} x_{3} \tag{22}
\end{align*}
$$

Here $\hat{G}_{01}^{-1}, \hat{G}_{02}^{-1}$, and $\sigma_{z}$ denote the operators

$$
\begin{align*}
& \hat{G}_{01}^{-1}=i \frac{\partial}{\partial t_{1}}+\frac{1}{2 m} \Delta_{1}-U\left(x_{1}\right)+\mu,  \tag{23}\\
& \hat{G}_{02}^{-1}=-i \frac{\partial}{\partial t_{2}}+\frac{1}{2 m} \Delta_{2}-U\left(x_{2}\right)+\mu,  \tag{24}\\
& \sigma_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
\end{align*}
$$

The ordinary kinetic equation is obtained by taking the $(-+)$ components of the matrices $G_{12}$ in Eqs. (21) and (22) and writing down the difference between the terms in these equations: ${ }^{18}$

$$
\begin{align*}
\hat{L}_{1} G_{12}^{-+} \equiv & \left(\hat{G}_{02}^{-1}-\hat{G}_{01}^{-1}\right) G_{12}^{-+}=-\int\left(\Sigma_{13}^{--} G_{32}^{-+}\right. \\
& \left.+\Sigma_{13}^{-+} G_{32}^{++}+G_{13}^{-+} \Sigma_{32}^{++}+G_{13}^{--} \Sigma_{32}^{-+}\right) d^{4} x_{3} . \tag{25}
\end{align*}
$$

We introduce new coordinates:

$$
t=\frac{t_{1}+t_{2}}{2}, \quad \tau=t_{1}-t_{2}, \quad \mathbf{R}=\frac{\mathbf{r}_{1}+\mathbf{r}_{2}}{2}, \quad \boldsymbol{\rho}=\mathbf{r}_{1}-\mathbf{r}_{2} .
$$

For the operator $\hat{L}_{1}$ we obtain

$$
\begin{equation*}
\hat{L}_{1}=-i\left(\frac{\partial}{\partial t}-\frac{i}{m} \nabla_{\mathbf{R}} \nabla_{\boldsymbol{\rho}}\right)+U\left(\mathbf{R}+\frac{\boldsymbol{\rho}}{2}\right)-U\left(\mathbf{R}-\frac{\boldsymbol{\rho}}{2}\right) . \tag{26}
\end{equation*}
$$

In the gauge $U\left(\mathbf{r}_{1}\right)=-e \mathbf{F} \cdot \mathbf{r}_{1}$ the difference between the last terms reduces to

$$
\begin{equation*}
U\left(\mathbf{R}+\frac{\boldsymbol{\rho}}{2}\right)-U\left(\mathbf{R}-\frac{\boldsymbol{\rho}}{2}\right)=-e \mathbf{F} \cdot \boldsymbol{\rho} . \tag{27}
\end{equation*}
$$

Going over to Fourier variables and using the definition $\left[\right.$ compare (1), $\left.f(E, \mathbf{p})=-(i / 2 \pi) G^{-+}(E, \mathbf{p}, \mathbf{R}, t)\right]$

$$
\begin{align*}
G^{-+}(E, \mathbf{p}, \mathbf{R}, t)= & \int \exp (-i \mathbf{p} \cdot \boldsymbol{\rho}+i E \tau) G^{-+}\left(\mathbf{R}+\frac{\boldsymbol{\rho}}{2}, t\right. \\
& \left.+\frac{\tau}{2}, \mathbf{R}-\frac{\boldsymbol{\rho}}{2}, t-\frac{\tau}{2}\right) d^{3} \rho d \tau \tag{28}
\end{align*}
$$

after standard transformations ${ }^{18}$ we obtain

$$
\begin{equation*}
-i\left(\frac{\partial G^{-+}}{\partial t}+\frac{\mathbf{p}}{m} \frac{\partial G^{-+}}{\partial \mathbf{R}}\right)+i e \mathbf{F} \frac{\partial G^{-+}}{\partial \mathbf{p}}=\mathrm{St}_{1} G^{-+} \tag{29}
\end{equation*}
$$

In (29), after Fourier transformation and application of the quasiclassical approximation (compare Ref. 18), the collision integral $\mathrm{St}_{1}$ reduces to

$$
\begin{equation*}
\mathrm{St}_{1} G^{-+}=-\Sigma^{-+} G^{+-}+\Sigma^{+-} G^{-+} \tag{30}
\end{equation*}
$$

Mass operators like $\Sigma^{+-}$and $\Sigma^{-+}$are depicted in Figs. 1 and 2. In the standard kinetic theory the equation for the particle momentum distribution function is obtained by integrating Eq. (29) over the energy:

$$
\begin{equation*}
f(\mathbf{p}, \mathbf{R}, t)=-\frac{i}{2 \pi} \int G^{-+} d E \tag{31}
\end{equation*}
$$

Here we shall not integrate over the energy, since our problem is to obtain the kinetic equation for a generalized distribution function which depends on the energy and momentum simultaneously.

We note that for $e F \lambda \ll \varepsilon_{\mathbf{p}}$, where $\lambda$ is the de Broglie wavelength, the retarded $\left(G^{R}\right)$ and advanced ( $G^{A}$ ) Green's functions can be assumed to be independent of the electric field $F$. If the electron density is small and the degeneracy of the electrons can be neglected, the following approximation can be used for the Green's function $G^{+-}$:

$$
\begin{equation*}
G^{+-}=G^{R}-G^{A}=-2 \pi i \delta_{\gamma}\left(E-\varepsilon_{\mathbf{p}}\right) . \tag{32}
\end{equation*}
$$

Using Eqs. (29), (30) and (32) and the explicit forms of the diagrams for $\Sigma^{+-}$and $\Sigma^{-+}$(of the form in Fig. 1), as well as assuming that the distribution functions for the atoms on which electrons are scattered have the form [compare (7)] $N_{a}(E, \mathbf{p})=n(E) \delta\left(E-\varepsilon_{\mathbf{p}}\right)$, we obtain the kinetic equation for the generalized electron energy and momentum distribution function $f(E, \mathbf{p}, \mathbf{R}, t)=f$ :

$$
\begin{equation*}
\frac{\partial f}{\partial t}+(\mathbf{v} \cdot \nabla) f-e \mathbf{F} \frac{\partial f}{\partial \mathbf{p}}=\operatorname{St}\{f\} \tag{33}
\end{equation*}
$$

When elastic and inelastic collisions are taken into account, the linear integral for collisions with atoms whose populations at the energy levels $E_{i}$ are equal to $N_{i}$ has the form

$$
\begin{align*}
\operatorname{St}\{f\}= & \sum_{i, k} N_{i} \int d^{3} q\left|V_{i k}(\mathbf{q})\right|^{2}\left\{\delta_{\gamma}\left(E-\varepsilon_{\mathbf{p}}\right) f\left(E+E_{k i}, \mathbf{p}-\mathbf{q}\right)\right. \\
& \left.-\delta_{\gamma}\left(E-E_{k i}-\varepsilon_{\mathbf{p}-\mathbf{q}}\right) f(E, \mathbf{p})\right\} \tag{34}
\end{align*}
$$

In this model example, for the width $\gamma$ appearing in the definition (13) of the $\delta_{\gamma}$ function we can write a nonlinear integral equation (compare Ref. 20) with consideration of only elastic scattering:

$$
\begin{equation*}
\gamma=4 \pi^{2} \int \frac{d^{3} p^{\prime} d^{3} q}{(2 \pi)^{6}}\left|V_{\mathbf{q}}\right|^{2} \delta_{\gamma}\left(E+\varepsilon_{\mathbf{p}^{\prime}}-\varepsilon_{\mathbf{p}^{\prime}+\mathbf{q}}\right) N_{a}\left(\mathbf{p}^{\prime}\right) . \tag{35}
\end{equation*}
$$

In the simplest approximation the expression for the frequency of transport collisions of electrons with neutrals can be used to estimate $\gamma$. It is seen from (33) and (34) that a closed equation for the momentum distribution function can be obtained by integrating these equations over the energy, only if the $\delta_{\gamma}$ functions are replaced by their limit for $\gamma$ $\rightarrow 0$.

Since in the present case consideration of the broadening leads to power-law momentum distributions and to all the effects indicated above of the significant increase in the rates of threshold processes in dense media, when the question of
the effects of the deviation from equilibrium is investigated, the kinetic equation (33) presented above should be used under the assumption that $E$ and $\mathbf{p}$ are independent variables. Within the approach in Ref. 6 these effects vanish completely. We note that the generalized distribution function should satisfy the equation obtained by summing Eqs. (21) and (22) to the same accuracy with which the kinetic equation (33) was obtained by finding the difference between Eqs. (21) and (22). Omitting the details of the derivation, we present this equation in the following form:

$$
\begin{gather*}
\left\{2\left(E-\varepsilon_{\mathbf{p}}\right)-\Sigma^{R}-\Sigma^{A}-2 \mu+\frac{1}{4 m} \Delta_{R}-2 e \mathbf{F} \cdot \mathbf{R}\right\} G^{-+} \\
\quad=-\Sigma^{-+} \frac{\left\{2\left(E-\varepsilon_{\mathbf{p}}\right)-\Sigma^{R}-\Sigma^{A}-2 \mu\right\}}{\left|E-\varepsilon_{\mathbf{p}}-\Sigma^{R}\right|^{2}} \tag{36}
\end{gather*}
$$

The quantity $\Sigma^{R}+\Sigma^{A}=2 \operatorname{Re} \Sigma^{R}$ corresponds to twice the density shift of the kinetic energy which leads to the ionization potential lowering mechanism. The quantity

$$
\begin{aligned}
\Sigma^{-+}= & -\sum_{i, k} N_{i} \int \frac{d^{3} q}{(2 \pi)^{3}}\left|V_{i k}(\mathbf{q})\right|^{2} \delta_{\gamma}\left(E-\varepsilon_{\mathbf{p}}\right) \\
& \times f\left(E+E_{k i}, \mathbf{p}-\mathbf{q}\right)
\end{aligned}
$$

corresponds to the term describing arrival on the right-hand side of Eq. (34). We note that in the homogeneous equilibrium case in the absence of external fields the expression following from (36) for $G^{-+}$is

$$
\begin{equation*}
G^{-+}=-\frac{\Sigma^{-+}}{\Sigma^{-+}-\Sigma^{+-}}\left(G^{R}-G^{A}\right) . \tag{37}
\end{equation*}
$$

It can be shown that this expression is exactly equivalent to Eq. (2). To solve inhomogeneous problems concerning the distribution of electrons with respect to the energy and momentum in an electric field, Eqs. (33) and (36) must be solved together. A similar procedure was used for the generalized radiated intensity $J(\omega, \mathbf{k})$ in Ref. 13, which contains examples of the combined use of kinetic and wave equations that are satisfied by $J(\omega, \mathbf{k})$ [analogs of (33) and (36)] to solve problems concerning the escape of radiation from a finite volume.

In the general case a solution of Eqs. (33), (34), and (36) can be found only by numerical methods, as can the electron energy distribution function in the standard formulation. We shall not dwell here on a more detailed analysis of the kinetic equations obtained. We note only that the numerical solution of the Kadanoff-Baym equations, to which Eqs. (33) are related, has recently been a subject of investigation in describing the kinetics of electrons in semiconductors. ${ }^{26}$

In conclusion, let us formulate the principal results of the present work. It has been shown that in dense media consideration of the frequent collisions which destroy the one-toone relationship between the energy and the momentum of a particle and lead to the existence of equilibrium power-law tails in the particle momentum distribution function can significantly increase the rate constants of reactions which take place with an appreciable energy threshold. The temperature dependence of such constants can be nonexponential, and they can exhibit a power-law dependence on the density.

Such a non-Arrhenius dependence of the rates of the processes can be manifested in high-pressure chemistry, the breakdown of liquid insulators, the accelerated $V-T$ relaxation in dense molecular gases, and the appearance of hard radiation at relatively low temperatures and high plasma densities.

As a guide, we can point out conditions under which the effects associated with the quantum uncertainty of the energy should occur due to collisions and should be manifested in the processes just cited. The criterion $\hbar \gamma \propto T$ holds at room temperature for gas pressures $\sim 10^{3} \mathrm{~atm}$. As follows from (20), appreciable acceleration of a process in comparison to the classical exponential approximation occurs in the limit $\hbar \gamma / I \gg \exp (-I / T)$. This relation holds for $\hbar \gamma \ll \min (T, I)$, i.e., at far lower pressures. The conditions in a nonideal plasma, under which the effects of the power-law tails strongly influence the rates of the excitation and ionization of atoms and ions, correspond to the criteria $\Gamma \sim 1$ and $\lambda / r_{D} \sim 1$ and are partially represented in Figs. 3 and 4.

When these effects are verified experimentally, attention should be focused on the fact that the phenomena described here must occur under equilibrium conditions and must not be associated with the presence of a group of fast particles arising from accelerating mechanisms in an unstable plasma.
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# Inhomogeneous two-dimensional structures in liquid crystals 
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Localized axisymmetric inhomogeneous states with a continuous distribution of the director field can exist in nematics. Such structures are compressed into dense filaments under the influence of a magnetic or electric field. It is hypothesized that the given states can be achieved in filamentary nematic textures. This model is an alternative to the conventional disclination model. Two types of lattices of axial structures can exist in the entire range of existence of the modulated state. Axial structures with a kernel of finite radius can exist in cylindrical capillaries. The structure and equilibrium dimensions of the axial states are easily altered over a wide range under the influence of an applied field. The feasibility of utilizing isolated axial structures and lattices of such structures in optical data processing and imaging devices is discussed. The most promising outlook in this regard is for modulated states and axial structures in chiral liquid crystals exhibiting spontaneous polarization. © 1998 American Institute of Physics. [S1063-7761(98)00905-6]

## 1. INTRODUCTION

Liquid crystals usually form complex textures containing various combinations of point, line, and planar inhomogeneities, which are observed as filaments, loops, inversion walls, nuclei, drops, confocal domains, etc. The appearance of most liquid-crystal textures is determined mainly by the presence of various line defects. ${ }^{1-3}$ According to conventional notions, such defects (disclinations) comprise singular lines, in the vicinity of which the field of molecular orientations (i.e., the field of the director $\mathbf{n}(\mathbf{r})$ ) acquires a discontinuous character. The earliest theory was developed for planar disclinations, i.e., the topic was a structure in which the vector $\mathbf{n}$ rotated in the plane perpendicular to the axis of the disclination. A theory of planar disclinations was formulated by C. W. Oseen and F. C. Frank (see Refs. 1 and 2) for the case of equal elastic constants and was later generalized to the case of arbitrary constants. ${ }^{4}$ It is important to emphasize that the results of the theory of planar disclinations have created a model base, which has subsequently been used to describe, classify, and analyze the observed line defects in liquidcrystal textures. Exhaustive empirical material from studies of inhomogeneous states in liquid crystals, spanning a period of several decades, has been organized within the framework of the given model (more information is available in books and survey papers ${ }^{1-3,5-8}$ ).

By the early seventies, however, it was noticed that the majority of observable line defects in liquid crystals did not conform to the model of planar disclinations. It has been shown theoretically ${ }^{9,10}$ that planar disclinations with Frank index $n=2$ in nematics become unstable when the vector $\mathbf{n}$ deviates from the basal plane; the 'digression'" of a disclination into the third dimension forms an axial structure with a continuous distribution $\mathbf{n}(\mathbf{r})$ on the axis. Structures of this kind have been observed in capillaries ${ }^{10,11}$ and have also been identified in several common nematic textures. ${ }^{10}$ It has
subsequently come to light that planar disclinations with an even Frank index are unstable for all realistic parameters in nematics and cholesterics (see Refs. 1 and 12), and only for a definite relation between the elastic constants is it possible for planar disclinations with index $n= \pm 1$ to be stable. ${ }^{12}$ In particular, it has been found that only bulk disclinations can exist in such model nematics as $p$-azoxyanisol (PAA) and $n$-methoxybenzylidene $p-n$-butylaniline (MBBA). ${ }^{12}$ Consequently, the true structure of line defects in liquid crystals differs significantly from the planar disclination model.

In planar disclinations the solutions possess divergent energies both at the center and far from the axis. ${ }^{1,2}$ Axial structures with a nonsingular nucleus studied in Refs. 10 and 11 have finite energy on axis, but they are nevertheless delocalized. As we show in the present paper, the equations of the phenomenological theory of liquid crystals also have localized nonsingular solutions with axial symmetry. Similar localized time-independent inhomogeneities in magnetic materials, superconductors, and other branches of nonlinear physics are called vortices (see, e.g., Ref. 13). Since the term vortex refers to a well-known dynamical construct in liquid crystals, the static two-dimensional axial inhomogeneities in liquid crystals that we study here will be called axial structures. To refer to localized line defects with a nonsingular core we can use the term filament.

Another type of axial structure is observed in cholesterics with positive anisotropy in electric and magnetic fields parallel to the helicoid axis. Here a square lattice is formed in a certain range of fields. ${ }^{14-18}$ Two-dimensional lattices can also be induced in cholesterics by mechanical deformations and temperature gradients. ${ }^{17}$

A bona fide theoretical analysis of axial structures has not been published to date. (Scattered results have been obtained for nematic nonlocalized axial structures in capillaries, ${ }^{10,11}$ and the feasibility of localized states has been proved. ${ }^{19}$ ) In this paper we systematically develop a theory


FIG. 1. Distribution of the director in axial structures with $\psi=\varphi+\pi / 2$.
of such states and analyze their properties. We determine the structure and equilibrium parameters of solitary axial formations as well as lattices of such formations in nematic and cholesteric liquid crystals. We investigate the evolution of the structures in external fields, analyze their stability, and determine the boundaries of their existence.

## 2. NEMATICS

We consider an axisymmetric distribution of the director; on the symmetry axis ( $Z$ axis) the vector $\mathbf{n}(\mathbf{r})$ is parallel to this axis and, by a continuous change of orientation of the director, ends up in antiparallel orientation at a large distance from the axis (localized structure, or filament) or attains a certain orientation $\mathbf{n}_{0}$ at a distance $R$ from the center (nonlocalized structure; see Fig. 1). In contrast to disclinations, these structures are nonsingular inhomogeneities in the bulk of the liquid crystal.

In the continuum theory the possible distributions $\mathbf{n}(\mathbf{r})$ are determined by minimizing the elastic energy

$$
\begin{align*}
W= & \int w d x=\int \frac{1}{2}\left[K_{1}(\operatorname{div} \mathbf{n})^{2}+K_{2}\left(\mathbf{n} \cdot \operatorname{curl} \mathbf{n}+q_{0}\right)^{2}\right. \\
& \left.+K_{3}(\mathbf{n} \cdot \operatorname{curl} \mathbf{n})^{2}-\Delta \chi(\mathbf{n} \cdot \mathbf{H})^{2}\right] d \mathbf{x}, \tag{1}
\end{align*}
$$

where $K_{i}$ and $q_{0}$ are elastic constants; the last term in Eq. (1) describes the energy density of interaction with an external magnetic field $\mathbf{H}$ (the energy density of interaction with an electric field $\mathbf{E}$ is equal to $\Delta \varepsilon(\mathbf{n} \cdot \mathbf{E})^{2}$, where $\Delta \chi$ and $\Delta \varepsilon$ are the diamagnetic and dielectric anisotropies, respectively). ${ }^{1}$ In the model discussed here (excluding electrical conduction effects) the interaction with a static magnetic field and a static electric field is described in the energy of the system by contributions having the same functional dependence on the material parameters, so that both the magnetic and the electric field lead to analogous orienting effects in the given structures. It is therefore sufficient to limit discussion to the influence of the magnetic field, with the tacit understanding that analogous results hold in an electric field.

The functional (1) describes the energy of a nematic for $q_{0}=0$ and the energy of a cholesteric for $q_{0} \neq 0$. The absolute minimum of the system corresponds to solutions that form the potential (1) at zero. In zero field these solutions give a homogeneous state for a nematic and a helicoid structure for a cholesteric. ${ }^{1}$ It is clear that all other distributions


FIG. 2. Phase diagram of axial states in a nematic.
$\mathbf{n}(\mathbf{r})$ minimizing the energy functional can correspond only to local minima, i.e., they describe metastable states.

We now show that among the metastable states of the system are solutions that describe axial structures. Owing to the axial symmetry of the problem, it is convenient to represent the vector in spherical coordinates, $\mathbf{n}$ $=(\sin \theta \cos \psi, \sin \theta \sin \psi, \cos \theta)$, and the spatial position variable in cylindrical coordinates, $\mathbf{r}=(\rho, \varphi, z)$. In these new coordinates the energy density assumes the form

$$
\begin{align*}
w= & \frac{1}{2} K_{1}\left[\cos \theta \cos (\psi-\varphi) \theta_{\rho}-\sin \theta \sin (\psi-\varphi) \psi_{\rho}\right. \\
& \left.+\frac{\cos \theta \sin (\psi-\varphi)}{\rho} \theta_{\varphi}+\frac{\sin \theta \cos (\psi-\varphi)}{\rho} \psi_{\varphi}\right]^{2} \\
& +\frac{1}{2} K_{2}\left[\sin (\psi-\varphi) \theta_{\rho}-\sin \theta \cos \theta \cos (\psi-\varphi) \psi_{\rho}\right. \\
& -\frac{\cos (\psi-\varphi)}{\rho} \theta_{\varphi}+\frac{\sin \theta \cos \theta \sin (\psi-\varphi)}{\rho} \psi_{\varphi} \\
& \left.+q_{0}\right]^{2}+\frac{1}{2} K_{3}\left\{\operatorname { s i n } ^ { 2 } \theta \left[\cos (\psi-\varphi) \theta_{\rho}\right.\right. \\
& \left.+\frac{\sin (\psi-\varphi)}{\rho} \theta_{\varphi}\right]^{2}+\sin ^{4} \theta\left[\cos (\psi-\varphi) \psi_{\rho}\right. \\
& \left.\left.+\frac{\sin (\psi-\varphi)}{\rho} \psi_{\varphi}\right]^{2}\right\}-\frac{1}{2} \Delta \chi H^{2} \cos ^{2} \theta . \tag{2}
\end{align*}
$$

In Eq. (2) the magnetic field is assumed to be directed along the symmetry $(Z)$ axis of the structure.

We begin the investigation with nematic crystals $\left(q_{0}\right.$ $=0)$ in zero field. We consider localized solutions. If the vector $\mathbf{n}$ is parallel to $Z$ on the filament axis $(\rho=0)$ and becomes antiparallel far from it, the system of equations minimizing the potential (2) has axisymmetric solutions of
the type $\theta=\theta(\rho)$ and $\psi=\psi(\varphi)=\varphi+\gamma$ (where $\gamma$ is a constant angle). An analysis of the functional (2) for the given class of solutions shows that, depending on the relation between the elastic constants, a stable state of the system corresponds either to the solution $\psi=\varphi+\pi / 2$ (I) ( $K_{1}>K_{2}$ ) or to the solution $\psi=\varphi$ (II) $\left(K_{1}<K_{2}\right)$. In a narrow neighbor-
hood of the phase equilibrium line $K_{1}=K_{2}$ (Fig. 2) the alternative solutions are metastable, i.e., the transition between these structures is of the nature of a first-order phase transition. The standard procedure for calculating the boundaries of stability of extremals yields the following expression for the instability line of the solution (I):

$$
\frac{K_{2}}{K_{3}}= \begin{cases}\frac{-(2 t-1)(4 t-3) \sqrt{t(1-t)}+[4(2 t-1)(1-t)+1] \arcsin \sqrt{1-t}}{-(2 t-1) \sqrt{t(1-t)}+[8 t(1-t)+1] \arcsin \sqrt{1-t}}, & t=\frac{K_{1}}{K_{3}}<1  \tag{3}\\ 1, & t=1 \\ \frac{-(2 t-1)(4 t-3) \sqrt{t(1-t)}+[4(2 t-1)(1-t)+1] \ln (\sqrt{t}+\sqrt{1-t})}{-(2 t-1) \sqrt{t(1-t)}+[8 t(1-t)+1] \ln (\sqrt{t}+\sqrt{1-t})}, & t>1 .\end{cases}
$$

For the solution (II) the instability line is obtained from Eq. (3) by the substitution $K_{1} \leftrightarrow K_{2}$. In Fig. 2 the phase equilibrium line is shown bold, and the boundaries of stability of the individual phases are shown as dotted lines. When $K_{1}$ $=K_{2}=K_{3}$, the solutions become azimuthally degenerate, i.e., the energy of the axial structures does not depend on the angle $\gamma$. In this case the functional (1) coincides with the energy functional of an isotropic ferromagnet in zero field. ${ }^{20}$

For all known nematics $K_{1}>K_{2}$ (Refs. 1-3), and structures with $\psi=\varphi+\pi / 2$, corresponding to zero divergence, are therefore stable in them. We limit the present study to solutions of this kind.

Substituting $\psi=\varphi+\pi / 2$ into Eq. (1) and integrating the energy over $\varphi$ and $z$, we obtain for the structure (I)

$$
\begin{equation*}
W=\pi L K_{2} \int_{0}^{\rho_{1}}\left[\left(\frac{d \theta}{d \rho}+\frac{\sin \theta \cos \theta}{\rho}\right)^{2}+k \frac{\sin ^{4} \theta}{\rho^{2}}\right] \rho d \rho, \tag{4}
\end{equation*}
$$

where $k=K_{3} / K_{2}$ is the ratio of the elastic constants in longitudinal bending ( $K_{3}$ ) and torsion $\left(K_{2}\right)$, and $L$ is the length of the filament. In Eq. (4) it is assumed that $\theta(0)=0$ on the filament axis, and the vector $\mathbf{n}$ becomes antiparallel at a distance $\rho_{1}$ from the axis: $\theta\left(\rho_{1}\right)=\pi$. In particular, for $\rho_{1}=\infty$ Eq. (4) corresponds to the energy of a solitary filament.

The Euler equation for the functional (4))

$$
\begin{equation*}
\frac{d^{2} \theta}{d \rho^{2}}+\frac{1}{\rho} \frac{d \theta}{d \rho}-\frac{\sin 4 \theta}{4 \rho^{2}}-k \frac{\sin ^{2} \theta \sin 2 \theta}{\rho^{2}}=0 \tag{5}
\end{equation*}
$$

in combination with the boundary conditions $\theta(0)=0$ and $\theta\left(\rho_{1}\right)=\pi$ describes the distribution $\mathbf{n}(\mathbf{r})$ in the filament.

In particular, for isolated filaments $\left(\rho_{1}=\infty\right)$ in a nematic the multiplication of Eq. (3) by $\rho^{2}(d \theta / d \rho)$ and integration over $\rho$ yield the first integral

$$
\begin{equation*}
\left(\rho \frac{d \theta}{d \rho}\right)^{2}=\sin ^{2} \theta\left[1+(k-1) \sin ^{2} \theta\right] \tag{6}
\end{equation*}
$$

Separating variables and performing the integration in (6), we obtain the following equation for $\theta(\rho)$ :

$$
\begin{equation*}
\operatorname{coth} \theta=\frac{1-k\left(\rho-\rho_{0}\right)^{2}}{2\left(\rho / \rho_{0}\right)} \tag{7}
\end{equation*}
$$

where $\rho_{0}$ is an arbitrary positive number characterizing the dimensions of the core of the filament. At small $\rho$ the angle $\theta \sim \rho$; in the limit $\rho \rightarrow \infty$ the angular variable goes as $\theta \sim \pi$ $-1 / \rho$. We note that Eq. (7) contains the arbitrary positive number $\rho_{0}$. The presence of this free parameter in the solution means that Eq. (7) describes an entire family of solutions of Eq. (5). The significance of this condition will be discussed below. In the one-constant approximation ( $k=1$ ) Eq. (7) coincides with the solution for a vortex in an isotropic ferromagnet ${ }^{20}$ :

$$
\begin{equation*}
\tan \left(\frac{\theta}{2}\right)=\frac{\rho}{\rho_{0}} \tag{8}
\end{equation*}
$$

In the limit $k \rightarrow 0$ a singularity is formed in the region $\theta \approx \pi / 2$, and for $k=0$ relation (7) goes over to the equation

$$
\begin{equation*}
\tan \theta=2\left(\frac{\rho}{\rho_{0}}\right) \tag{9}
\end{equation*}
$$

which describes the structure with $\mathbf{n}$ rotated through $\pi / 2$.
Figure 3 shows the profile of $\theta\left(\rho / \rho_{0}\right)$ (7) for various


FIG. 3. Axial structures in a nematic for various values of $k$.
values of $k$. For $k<1$ the $\theta\left(\rho / \rho_{0}\right)$ curves have a characteristic hump shape; for $k>1$ the profile (7) contains an inflection point.

Substituting the solutions (7) into (4) and integrating, we obtain expressions for the energy of isolated filaments:
$\frac{E_{V}}{2 \pi K_{2} L}=\left\{\begin{array}{ll}1+\frac{k}{2 \sqrt{1-k}} \ln \frac{1+\sqrt{1-k}}{1-\sqrt{1-k}}, & 0<k<1 \\ 1+\frac{k}{\sqrt{1-k}} \arcsin \sqrt{\frac{k-1}{k}}, & k>1\end{array}\right.$.
The energy (10) has the minimum value $E_{V}=2 \pi K_{2} L$ for $k=0$ and increases monotonically as $k$ increases. For $k=1$ the filament energy is $4 \pi K_{2} L$ and coincides with the energy of a vortex in an isotropic ferromagnet. ${ }^{20}$ At large $k$ the filament energy is proportional to $\sqrt{K_{2} K_{3}}$.

For fixed $k$ the solutions (7) represent a family of functions of the type $\theta\left(\rho / \rho_{0}\right)$. The existence of solutions of the type (7) is a consequence of the invariance of the nematic energy (2) under radial extension ( $\rho_{0}>1$ ) or compression $\left(0<\rho_{0}<1\right)$ of the functions $\theta(\rho)$. Consequently, the resulting vortex states in a nematic have an 'amorphous'" character: For a fixed value of $k$ the energy of the filaments (10) remains constant under arbitrary radial compression or extension of the profile $\theta(\rho)$.

Equations (6) and (7) can be used to determine the functional relation between $d \theta / d \rho$ and $\theta$ :

$$
\begin{equation*}
\frac{d \theta}{d \rho}=f(\theta)=\frac{1}{\rho_{0}} \sqrt{1+(k-1) \sin ^{2} \theta}\left(\cos \theta+\sqrt{1+(k-1) \sin ^{2} \theta}\right) . \tag{11}
\end{equation*}
$$

The phase portraits (11) of the solutions (7) begin at the points $\left(0,2 / \rho_{0}\right)$ and end at the point $(\pi, 0)$. The trajectories (11) fill the entire phase plane $(\theta, d \theta / d \rho)$ as $\rho_{0}$ varies from zero to infinity.

Besides the localized solutions (7) for isolated filaments, Eq. (5) also has axisymmetric solutions with the boundary conditions

$$
\begin{equation*}
\theta(0)=0, \quad \theta\left(\rho_{1}\right)=\theta_{0}\left(0<\theta_{0}<\pi\right) . \tag{12}
\end{equation*}
$$

From the form of the solutions (7) it follows that a function passing through the point ( $\rho_{1}, \theta_{0}$ ) can be found in the set of solutions $\theta\left(\rho / \rho_{0}\right)$ (7) by an appropriate choice of $\rho_{0}$. It is clear that the resulting profile will describe the solutions of Eq. (5), subject to the boundary conditions (12).

Axial structures of finite radius can be induced in capillaries. The boundary conditions (12) hold in capillaries of radius $\rho_{1}$ when suitable orienting films are sprayed onto the walls. ${ }^{1-3}$ Axial states of this kind with $\theta_{0}=90^{\circ}$ have been observed previously. ${ }^{10,11}$

The indicated properties of structures with $\psi=\varphi+\pi / 2$ remain in effect for the solutions $\psi=\varphi$. Because so far there are no known substances in which defects of the given type can be stable, we omit any discussion of the properties of these solutions. The influence of magnetic and electric fields on the investigated nematic structures will be discussed in Sec. 3.3.


FIG. 4. Phase diagram of helicoid states in a cholesteric. I) Homogeneous state; II) conical phase; III) cycloid.

## 3. CHOLESTERICS

The ground state in cholesterics corresponds to a onedimensional modulated structure - a helicoid. In cholesterics with positive anisotropy of the susceptibility $(\Delta \chi>0)$ in a magnetic field perpendicular to the helicoid axis and in cholesterics with $\Delta \chi<0$ in a field parallel to the helicoid axis the helical structure is distorted by the field (the fielddistorted helicoid is called a cycloid), and the period of the structure increases as the field is increased; finally, in the critical field

$$
\begin{equation*}
H_{c}^{2}=\pi^{2} q_{0}^{2} K_{2} / 4 \Delta \chi \tag{13}
\end{equation*}
$$

unbounded growth of the period takes the system into a homogeneous state. ${ }^{21,22}$ Experimental studies of the evolution of a cycloid in magnetic and electric fields have been reported for a great many cholesterics. ${ }^{23-26}$

In this section we need to know the boundaries of existence and energies of various helical structures in a helicoid. We therefore summarize the results of calculations of the equilibrium parameters of helicoid states in Refs. 1-3, along with those obtained in the present study (Fig. 4). In analyzing the equations for various helical structures in cholesterics, we have found that in the range of small $k\left[k<k_{c}\right.$ $=(2 / \pi)^{2}=0.4053$, where the parameter $k$ is defined in Eq. (4)] in a certain critical field $H_{1}$ (Fig. 4) the axis of the helix rotates parallel to the magnetic field, transforming the helicoid into a conical phase. Subsequent evolution of the system takes place by virtue of the decreasing angle of the cone (the vector $\mathbf{n}$ bends toward the direction of the field); finally, in the upper critical field $H_{2}=(2 \pi \sqrt{k}) H_{c}$ the cone collapses, and we have a transition to a homogeneous state. Regions of thermodynamic stability of the individual phases are mapped in the $H-k$ phase diagram (Fig. 4).

We now show that together with one-dimensional modulated structure (various helicoids), two-dimensional modulated structures and two-dimensional localized states also enter into the set of metastable solutions of the equations of state of a cholesteric.

We now consider axisymmetric structures in cholesterics in a field directed along the symmetry axis. The minimum of the functional (2) in this case corresponds to structures with $\psi=\varphi+\pi / 2$. Integrating the functional (2) over $\varphi$ and $z$ and introducing the new length and field units

$$
\begin{equation*}
r=\frac{\rho}{\rho_{0}}, \quad h=\frac{H}{H_{c}}, \quad \rho_{0}=\frac{\pi}{q_{0}} \tag{14}
\end{equation*}
$$

( $H_{c}$ is given by Eq. (13)), we can write the energy of the cholesteric in the form

$$
\begin{align*}
w= & \frac{W-W_{0}}{\pi L K_{2}}=\int_{0}^{R} \tilde{w} r d r \\
= & \int_{0}^{R}\left[\left(\frac{d \theta}{d r}+\frac{\sin \theta \cos \theta}{r}-\pi\right)^{2}\right. \\
& \left.+k \frac{\sin ^{4} \theta}{r^{2}}+\frac{\pi^{4}}{4} h^{2} \sin ^{2} \theta-\pi^{2}\right] r d r, \tag{15}
\end{align*}
$$

where $W_{0}=\pi^{3} L K q_{0}^{2}\left(1-h^{2} / 4\right)$ is the energy of the homogeneous state with $\mathbf{n} \| Z$, and $L$ and $k$ are defined in Eq. (4).

The Euler equation for the functional (15)

$$
\begin{align*}
\frac{d^{2} \theta}{d r^{2}} & +\frac{1}{r} \frac{d \theta}{d r}+\frac{\sin 4 \theta}{4 r^{2}}-k \frac{\sin ^{2} \theta \sin 2 \theta}{r^{2}}+2 \pi \frac{\sin ^{2} \theta}{r} \\
& -\frac{\pi^{4} h^{2}}{8} \sin 2 \theta=0 \tag{16}
\end{align*}
$$

with the boundary conditions

$$
\begin{equation*}
\theta(0)=0, \quad \theta(R)=\pi \tag{17}
\end{equation*}
$$

describes an axial structure of radius $R$ in a cholesteric. As in nematics, states with a finite radius can occur in cylindrical capillaries, and isolated states in the bulk of a cholesteric correspond to the boundary condition $R=\infty$.

For $k=1$ Eq. (16) coincides functionally with the equation for two-dimensional axisymmetric distributions of the magnetization ('vortices'") in uniaxial ferromagnets without an inversion center. ${ }^{27-29}$

Unlike Eq. (5), this equation cannot be solved analytically. A standard difference method is suitable for the numerical integration of Eq. (16) with the boundary conditions (17). After linearization in the vicinity of the trial function the differential equation reduces to a system of linear algebraic equations for the values of the function $\theta(r)$ at discrete sites. The interaction matrix for the given system has a band structure: only elements on the principal diagonal and a few 'parallels" are nonvanishing. Special computational methods and procedures described in Ref. 30 have been used to solve such systems of equations.

However, the convergence of the differencing method is largely determined by an auspicious choice of trial function. To look for possible solutions of the boundary-value problem (16) and (17) and to determine their nature, it is necessary to switch to an auxiliary Cauchy problem, specifically to begin by solving Eq. (15), subject to the initial condition

$$
\begin{equation*}
\theta(0)=0, \quad\left(\frac{d \theta}{d r}\right)_{r=0}=a(0 \leqslant a \leqslant \infty) \tag{18}
\end{equation*}
$$

The numerical calculation of the functions $\theta(r)$ (in this paper we use the Runge-Kutta method) for various values of $a$ provides a means of analyzing the behavior of the integral curves of the Cauchy problem and choosing those which satisfy the given boundary-value problem (or proving that


FIG. 5. Behavior of the solutions of the boundary-value problem for axial structures in a cholesteric for $H>H_{c}$.
none exists). The possible integral curves of Eqs. (16) and (18) have been analyzed on the phase planes $(r, \theta)$ and $(\theta, d \theta / d r)$. Whenever solutions corresponding to the boundary-value problem could be found, the profiles obtained by the Runge-Kutta method served as trial functions for the differencing method.

The numerical calculations and analytic investigation have led to the following results.

## A. Localized Structures and Solutions with Finite Radius

The nature of the solutions of Eq. (16) varies significantly according to whether the applied magnetic field is above or below the critical level $H_{c}$ (13).

In supercritical fields, $H>H_{c}$, the energy of inhomogeneous structures in a cholesteric is higher than the energy of the homogeneous state. The inhomogeneities therefore tend to localize here. The $\theta(r)$ profiles for the solutions of the boundary-value problem (16) and (17) are shown in Fig. 5, and the corresponding phase portraits are shown in Fig. 6. The behavior of $\theta(r)$ depends on the value of the parameter $a$ (18). If $a$ is lower than a critical value $a_{0}(h, k)$, the solutions $\theta(r)$ describe structures with finite radii $R(a)$ and a nonzero derivative at boundary points $\left((d \theta / d r)_{R}>0\right)$ (curves 1 , 2, and 3 in Fig. 5). For $a<a_{0}$ the trajectories of the phase portraits for the integral curves of the Cauchy problem (I) cross the axis $\theta=\pi$ for $d \theta / d r>0$ and terminate at one of the poles $(\pi(2 n+1) / 2,0), n=1,2,3, \ldots$ (the phase trajectory with a pole at the point $(3 \pi / 2,0)$ is shown in Fig. 6). Along these curves the solutions of the boundaryvalue problem (17) and (18) correspond to the range $0 \leqslant \theta$ $\leqslant \pi$ (Fig. 6). The boundary conditions for such solutions can be established in cylindrical capillaries by appropriate surface treatment.

For $a>a_{0}$ the functions $\theta(r)$ describe solutions of finite radius $R_{0}$ with the vector $\mathbf{n}$ rotated through an angle smaller


FIG. 6. Phase portraits of the solutions shown in Fig. 5.
than $\pi$, where $(d \theta / d r)=0$ at $r=R_{0}$ (curves 5,6 , and 7 in Fig. 5). In Fig. 6 these solutions correspond to segments of trajectories terminating at the pole $(\pi / 2,0)$ (III).

Finally, for $a=a_{0}$ we encounter localized solutions describing isolated filaments in the bulk of the cholesteric (curve 4 in Fig. 5). These solutions correspond to separatrix trajectories of the type (II) beginning at the vertical axis and terminating at the point $(\pi, 0)$.

Figure 7 shows the profiles of localized solutions for $k=4$ and several supercritical values of the field. Localization of the filaments intensifies drastically as the field is increased. The effective dimensions of the filament core decrease monotonically with increasing field (the solutions do not become unstable in this case). The process naturally culminates with the filament cores being compressed to such a degree that the distances between molecules become commensurate with their diameters. The methods of the continuum theory are no longer valid in this region.

As the field decreases in the range $H>H_{c}$ and approach the critical value, the filaments expand, and their energy approaches the energy of the homogeneous state. A narrow


FIG. 7. Localized axial structures of a cholesteric for various values of the magnetic field, $k=4$.
transition region begins to form between the core with $\theta \approx 0$ and the outer region, or 'domain boundary." As $H \rightarrow H_{c}$, unbounded expansion of the core takes the filament into a homogeneous state. Localized axial structures do not exist in cholesterics for $H \leqslant H_{c}$.

In the range $0<H<H_{c}$ the energy of the modulated states is lower than the energy of the homogeneous phase, so that the solutions for axial structures have an altogether different nature here. For arbitrary values of the parameter $a>0$ the solutions of the Cauchy problem (16) and (18) are functions $\widetilde{\theta}(r)$ that increase monotonically to infinity. These solutions correspond to a modulated structure consisting of concentric circles ('water ripples'). The solutions of the investigated boundary-value problem on the $\widetilde{\theta}(r)$ trajectories correspond to segments $0 \leqslant \theta \leqslant \pi$ describing axial structures of finite radius. Small values of the parameter $a$ correspond to axial solutions of large radius. Such $\theta(r)$ profiles are cylindrical domains, whose ample inner region existing in the homogeneous state with $\theta \approx 0$ is separated from the outer region with $\theta=\pi$ by a thin $180^{\circ}$ wall. In the limit $R \rightarrow \infty$ the diameter of this domain grows without bound, and localized structures are therefore unstable in cholesterics in fields below the critical value $H_{c}$ (13).

This result has a simple physical interpretation. For $H$ $<H_{c}$ the energy of the inhomogeneous state has a lower energy than the homogeneous state. Consequently, as the profile expands indefinitely, the volume occupied by the energetically favorable inhomogeneous part (the "domain boundary'') grows without bound. Thus, upon transition into the region where modulated structures exist, unbounded expansion of the core of the structure must take place in the localized filaments present in the bulk of the cholesteric (in other words, they must 'swell and burst'').

## B. Lattices of Axial Structures

Inasmuch as the energy of the inhomogeneous state of a cholesteric is lower than the energy of the homogeneous state in the entire region where $H<H_{c}$, structures with the maximum possible extent of inhomogeneity should be encountered here. One example of such a state is the helicoid. In this case the vector $\mathbf{n}$ varies periodically in a certain direction (axis of the helicoid). The helicoid can be regarded as a one-dimensional lattice or a one-dimensional modulated structure. In effect, the inhomogeneity of the structure, and hence the energy stability, increase in the presence of modulation in other directions as well, i.e., in two-dimensional and three-dimensional lattices. We know that the thermodynamic stability of two-dimensional lattices of inhomogeneous states has been proved for superconductors in the mixed state (lattices of Abrikosov vortices) (Refs. 31 and 32) and in a definite range of magnetic fields for magnets without an inversion center (lattices of magnetic vortices) (Ref. 28). Related structures have been observed in cholesterics under certain conditions: square lattices ${ }^{15-18}$ and three-dimensional modulated structures (so-called blue phases) (Ref. 33). In this section we discuss two-dimensional lattices of the axial structures obtained above.

The stabilization of modulated structures in cholesterics and in other chiral systems is associated with the energy of Lifshitz invariants in the system, which ensure that the energy of the system will decrease only when the order parameters vary in a definite direction (chirality!). ${ }^{1}$ In particular, in cholesterics this term has the form $q_{0} \mathbf{n}$ curl $\mathbf{n}$ (see (I)), and the sign of the parameter $q_{0}$ in a given substance determines the energetically favorable direction of rotation of the vector $\mathbf{n}$ in it. Consequently, of all the various lattices of axial structures in a cholesteric, the only ones that ensure a decrease in the system energy (relative to the homogeneous state) are those in which a specified direction of rotation of the director $\mathbf{n}$ is preserved. This condition is obviously satisfied by lattices in whose unit cell the vector $\mathbf{n}$ is parallel to the symmetry axis ( $Z$ axis) and, by $180^{\circ}$ rotation, becomes antiparallel to the cell boundaries. We refer to such structures as $\pi$ lattices. Also possible are lattices with films in which $\mathbf{n} \| Z$ and, by $90^{\circ}$ rotation, become perpendicular to the axis of the axial structure at the cell boundaries ( $\pi / 2$ lattices).

The physical equivalence of states with $\mathbf{n}$ and $-\mathbf{n}$ can be exploited in this case as well to maintain rotational invariance of the director in the lattice. It is obvious that the second type of lattice cannot exist in systems whose states are described by a vector order parameter (e.g., in ferromagnets). It is important to note that in $\pi / 2$ lattices consisting of triangular, square, or hexagonal cells the $\mathbf{n}(\mathbf{r})$ field has discontinuities at the vertices. These singularities are radial line disclinations. They can also be removed by the "digression'" of a disclination into the third dimension. Consequently, in $\pi / 2$ lattices with a continuous structure the main lattice is accompanied by the formation of a system of cells with centers at the nodes of the lattice.

The equilibrium states of two-dimensional lattices in a cholesteric are determined by solving the system of differential equations for $\theta(x, y)$ and $\psi(x, y)$, which minimize the energy functional (1). This problem is difficult to solve, even numerically. The problem can be simplified considerably by invoking the approximation of circular cells. ${ }^{30,28}$ In this approximation the unit cell of a lattice with a hexagonal (or square) cross section is replaced by a circular cylinder of equal volume. Accordingly, the boundary conditions are replaced by circular counterparts: by the rotation (17) for $\pi$ cells, and for $\pi / 2$ cells by the relation

$$
\begin{equation*}
\theta(0)=0, \quad \theta(R)=\pi / 2 \tag{19}
\end{equation*}
$$

(it is assumed here that in $\pi / 2$ lattices both systems of cells have identical dimensions).

In the given approximation the problem of calculating the equilibrium structure of the lattices restores axial symmetry and reduces to the integration of Eq. (16), subject to the boundary conditions (17) or (19), with subsequent minimization of the lattice energy density

$$
\begin{equation*}
F=w / \pi R^{2} \tag{20}
\end{equation*}
$$

with respect to $R$ (the energy $w$ is given by Eq. (15)). Consequently, the solutions of Eq. (15) with finite radius correspond to a vortex lattice. As mentioned above (see Figs. 5 and 6), for $H<H_{c}$ Eq. (16) with the boundary conditions (17) has solutions for arbitrary radii. The corresponding pro-


FIG. 8. Equilibrium radii of unit cells. I) $\pi$ lattice; II) $\pi / 2$ lattice; III) helicoid. Inset: $R_{0}$ versus $k$ in zero magnetic field. I) $\pi$ lattice; II) $\pi / 2$ lattice.
files for structures with the boundary conditions (19) can be obtained by drawing the straight line $\theta=\pi / 2$ in Fig. 5 .

The procedure for numerically calculating the optimum lattice radii entails solving Eq. (16) for various values of $R$ and comparing their energies (20). The calculations show that the energy (20) has a minimum for finite cell radii $R$ in the entire region $0 \leqslant H<H_{c}$ for both types of lattices. In particular, for $\pi$ lattices the minimum energy is attained at $R_{0}=1.37$ for $k=1$ and at $R_{0}=1.68$ for $k=4$; in the case of $\pi / 2$ lattices the minimum occurs at $R_{0}=1.08$ for $k=1$ and at $R_{0}=1.31$ for $k=4$. (By way of comparison, the half-period of a helicoid structure in a cholesteric is equal to unity. ${ }^{3}$ )

Usually in cholesterics the elastic constant in longitudinal bending $K_{3}$ is several times the torsion constant $K_{2}$, so that the parameter $k$ (4) assumes values of the order of unity. In a mixture of cholesteryl nonanoate with MBBA, for example, Hervet et al. ${ }^{15}$ give $k=3.886$ and $T=22^{\circ}$ C. However, in the vicinity of spontaneous phase transitions the parameter $k(T)$ can vary over a wide range. At small $k$ the distribution $\theta(r)$ in equilibrium structures of $\pi$ lattices is generally linear, and the core increases in size as $k$ increases. A calculation shows that the functions $\theta(\mathbf{r})$ describe the equilibrium profiles of $\pi / 2$ lattices to within one percent for $\theta \leqslant \pi / 2$.

Graphs of the equilibrium cell radius as a function of the parameter $k$ are shown in Fig. 8 for both types of lattice in zero field. The period of the lattices increases monotonically with $k$, and the cells of $\pi$ lattices have larger radii for all values of $k$.

Over a wide range of fields ( $H<H_{c}$ ) the equilibrium lattice periods exhibit weak field dependence, but begin to grow without bound as the critical field $H_{c}$ is approached (Fig. 8). Figure 9 shows the evolution of the equilibrium structure of the unit cells in $\pi$ lattices as the magnetic field is increased. In the vicinity of the critical field the inhomogeneity in the distribution of $\mathbf{n}$ is localized in a narrow transi-


FIG. 9. Equilibrium structures of the unit cells of a $\pi$ lattice for various values of the field, $k=4$.
tion region. In the cells of $\pi / 2$ lattices, conversely, the inhomogeneities are concentrated at the cell boundaries. This difference is readily understood if we recall that states with $\theta=\pi / 2$ have the maximum energy in a magnetic field. These states occur at the cells boundaries in $\pi / 2$ lattices, whereas in the alternative lattices they occur in the interior of the cells. The inhomogeneities are localized specifically in the region of states close to $\pi / 2$ in both cases. As $H \rightarrow H_{c}$, the cell radii increase sharply in both of the investigated lattice types, but the $\pi / 2$ lattices are characterized by a steeper increase in the equilibrium dimensions of the structure (Fig. 8).

Throughout the entire region of existence of modulated structures the energy density of $\pi / 2$ lattices is greater than the energy density of $\pi$ lattices (Fig. 10). Like the


FIG. 10. Equilibrium energies of axial $\pi$ lattices $E_{\mathrm{II}}$ and $\pi / 2$ lattices $E_{\mathrm{I}}$ versus magnetic field, $k=10$. For comparison the thin curve represents the helicoid energy $E_{s}$, and the dotted curve represents the energy of the homogeneous state $E_{0}$. Inset: equilibrium energies of axial lattices versus $k$ in zero magnetic field ( $E_{\mathrm{II}}$ and $E_{\mathrm{I}}$ correspond to $\pi$ and $\pi / 2$ lattices, respectively).
helicoid, ${ }^{21,22}$ both of the investigated lattice types go over to a homogeneous state by virtue of the unbounded growth of the system period in the field $H_{c}$. Clearly, the energies of all modulated structures become equal to the energy of the homogeneous state in this critical field.

The difference between the distributions of the inhomogeneities in the helicoid and in both lattice types disappears as $H \rightarrow H_{c}$; the modulated states discussed here form a system of growing regions occupied by the homogeneous state with $\theta=0$ (domains), and the inhomogeneities are localized in narrow layers ( $180^{\circ}$ domain boundaries). In this region, therefore, the inhomogeneous states can effectively be described by the model of a solitary thin, plane domain boundary. ${ }^{30}$ In the nonequilibrium energy of the system the energy contribution of these inhomogeneous regions can be represented by a global parameter: the energy density of the domain boundaries $\sigma$. The energy density $\sigma$ is negative in the entire region where $H \leqslant H_{c}$ and is equal to zero in the critical field. The transition to the homogeneous state takes place as a result of the unbounded expansion of the domains and the displacement of the domain boundaries to infinity. Consequently, the nature of the transition of modulated structures into the homogeneous state enables us to determine the boundaries of their existence from an analysis of the plane domain boundary of a cholesteric.

We recall that an analogous situation occurs in superconductors ${ }^{31}$ and in magnets without an inversion center. ${ }^{27-29}$ For cholesterics the role of the GinzburgLandau parameter is played by the quantity $h$ (14), which characterizes the relative contribution of interactions that form equilibrium modulated structures.

We close this section with a discussion of the limits of validity of the results obtained in the circular-cell approximation. It is clear that the structure of the cells of twodimensional lattices, calculated by exact solution of the appropriate differential equations, preserves axial symmetry only at the center; near the cell boundaries the symmetry of the lattice is manifested, and the distributions $\theta(x, y)$ and $\psi(x, y)$ deviate substantially from axial. An analysis shows that taking the lattice symmetry into account cannot significantly influence the results obtained above. An important consideration here is that the main contribution to the energy of the system is from zones located at the centers of the cells. Consequently, the variation of the structure in the peripheral regions of the cells only slightly affects the overall energy balance of the system. For example, a variation of the radial components in an axial cell of a $\pi$ lattice does not alter the results by more than two percent. ${ }^{28}$

All the same, it is important to calculate the equilibrium states of the unit cells with allowance for their real symmetry. In zero field the absolute minimum of the functional (1) corresponds to a helicoid. However, the difference between the energies of helicoid structures and two-dimensional modulated structures does not exceed ten percent and diminishes as the field is increased. Consequently, this consideration leaves open the question of which of the modulated structures is thermodynamically stable in a magnetic field.

Upon transition into the homogeneous state, all the modulated phases of a cholesteric are transformed into struc-
tures with highly localized inhomogeneities. In this region the limitations imposed by using the circular-cell approximation are lifted, and the results, including the critical field values, can be regarded as exact.

## C. Radial Stability of the Solutions

In the overall energy balance of an axial structure (15) we can distinguish components with different types of dependence on the spatial variable: the regular part of the elastic energy $\left(w_{r}\right)$, terms contained in the invariant $\mathbf{n}$ curl $\mathbf{n}$ $\left(w_{c}\right)$, and the energy of interaction with the external field $\left(w_{h}\right):$

$$
\begin{align*}
& w_{r}=\int_{0}^{R}\left[\left(\frac{d \theta}{d r}+\frac{\sin \theta \cos \theta}{r}\right)^{2}+k \frac{\sin ^{4} \theta}{r^{2}}\right] r d r, \\
& w_{c}=-2 \pi \int_{0}^{R}\left(\frac{d \theta}{d r}+\frac{\sin \theta \cos \theta}{r}\right) r d r, \\
& w_{h}=\frac{\pi^{4}}{4} h^{2} \int_{0}^{R} \sin ^{2} r \theta d r . \tag{21}
\end{align*}
$$

The energy $w_{r}$ is proportional to $\left[(d \theta / d r)^{2}+1 / r\right] r^{2} \sim r^{0}$, i.e., it is zero-dimensional in $r ; w_{c} \sim r^{1}$ is linear, and $w_{h}$ is proportional to $r^{2}$. These differences in the number of dimensions of the energies of different interactions have a significant influence on the character of the solutions for axial states. To corroborate this assertion, we consider the variation of the energy (15) in the scale transformation

$$
\begin{equation*}
r=(1+a) r^{\prime} \tag{22}
\end{equation*}
$$

of a $\theta(r)$ profile of radius $R$. Performing the integration in Eq. (15), we can write an exact expression for the energy of the deformed $\theta\left(r^{\prime}\right)-w^{\prime}$ profile:

$$
\begin{equation*}
w^{\prime}=w+\left(w_{c}+2 w_{h}\right) a+w_{h} a^{2} \tag{23}
\end{equation*}
$$

Equation (23), first derived for localized two-dimensional structures (vortices) in magnets without an inversion center, ${ }^{29}$ is valid for fairly general models ${ }^{34}$ and leads to important conclusions about the stability of axial states. It follows from Eq. (23) that a $\theta(r)$ profile with the boundary conditions (16) is stable under the transformation (22) if

$$
\begin{equation*}
w_{c}+2 w_{h}=0, \quad w_{h}>0 \tag{24}
\end{equation*}
$$

To verify whether the solutions of Eq. (16) satisfy these conditions, we multiply it by $r^{2}(d \theta / d r)^{2}$ and integrate from 0 to $R$. Substituting the boundary conditions at zero, we obtain

$$
\begin{align*}
w_{c}+2 w_{h}= & -\left[r^{2}(d \theta / d r)^{2}\right]_{r=R} \\
& +\left[\cos ^{2} \theta+(k-1) \sin ^{4} \theta+\pi r \sin 2 \theta\right. \\
& \left.+\frac{\pi^{4} h^{2}}{8} \sin ^{2} \theta\right]_{r=R} . \tag{25}
\end{align*}
$$

For localized solutions of Eq. (16) the right-hand side of Eq. (25) vanishes, and conditions (24) are therefore satisfied.

For solutions of finite radius, according to (17), $(d \theta / d r)_{r=R}>0$. Consequently, here we have $w_{c}+2 w_{h}<0$ and, according to (23), the given solutions are unstable under
radial expansion. For axial solutions, in which $(d \theta / d r)_{r=R}$ $=0$ and $\theta(R)<\pi$ at the boundary, condition (25) has the form $w_{c}+2 w_{h}>0$. Such structures are therefore unstable under compression. Consequently, only localized states preserve stability under radial perturbations of the type (22) in the bulk of a cholesteric. Other solutions are radially unstable, and expansion or compression transforms their profiles into types corresponding to localized solutions. However, axial structures of finite radius can be induced in cylindrical capillaries.

The energy $w_{c}$, which lowers the energy of localized states in cholesterics, plays a decisive role in the stabilization of such states. In centrosymmetric materials we have $w_{c}$ $=0$, and the condition (24) for the radial stability of axial structures is not satisfied (see Ref. 29 for details).

In this regard we consider the axial solutions (7) for nematics. It follows from Eq. (21) that such solutions are unstable in a magnetic field. Here the energy attains a minimum at $R=0$ in a magnetic field. In all known nematics, $\Delta \chi>0$ and thus $w_{h}>0$. This means that the investigated axial lines in nematics become compressed under the influence of a magnetic field. The process does not exhibit threshold behavior in the given ideal model: the haphazard influence of even weak magnetic fields (e.g., the earth's magnetic field) can cause the filamentary structures to collapse. This effect results in the formation of dense localized structures, in which the intermolecular distances are comparable to the molecular diameters. The 'dark filaments'" in filamentary nematic textures can be assumed to represent just such formations.

For many years filamentary textures now known as nematics, like other inhomogeneous states in liquid crystals, have been explained on the basis of disclination theory. ${ }^{1}$ According to the descriptions, the "filaments'" attached to support surfaces in filamentary textures are accompanied by a fair number of similar formations with one or two free ends. These line defects are highly mobile: they bend easily and are carried off by a flow. This behavior of the free filaments is consistent with their interpretations as localized formations having a continuous structure. The free filaments can comprise localized structures of finite length terminating in point defects. Disclinations, in turn, are nonlocalized states with a discontinuity of the director field. The motion of such defects requires considerable energy expenditures, because it involves major reorientation of large volumes of the nematic. Careful observations of various defects in filamentary textures should reveal the actual structure of the 'dark filaments." We recall that the theoretical prediction of the existence of axial structure with a nonsingular kernel ${ }^{9,10}$ was followed by focused investigations, from which it was possible to identify these objects in a number of the most common nematic textures. ${ }^{10}$

Nematic axial structures have also been observed in cylindrical capillaries, ${ }^{10,11}$ but the influence of fields on these structure has not been investigated. Since the axial structures did not collapse in the earth's magnetic field in Refs. 10 and 11, we can assume that the compression of axial lines in real materials is masked by effects of interaction with the surface and defects or is possibly a threshold process.

## D. Linear Ansatz for Axial Solutions

To analyze the basic laws governing the formation of axial structures in liquid crystals, we consider the energy (15) for the elementary model distribution

$$
\begin{align*}
& \theta(r)=\pi \frac{r}{R}(r<R), \quad \theta(r)=0(r>R) \quad(\pi \text {-lattice }),  \tag{26}\\
& \theta(r)=\frac{\pi}{2} \frac{r}{R}(r<R), \quad \theta(r)=0(r>R) \quad(\pi / 2 \text {-lattice }), \tag{27}
\end{align*}
$$

The substitution of relations (26) and (27) into the energy (15) and subsequent integration yield the following result for the energy densities of the lattice $w(20)$ with the model distribution (26) and (27):

$$
\begin{equation*}
E=\frac{\tilde{w}}{q_{0}^{2}}=\frac{A}{R^{2}}-\frac{B}{R}+C . \tag{28}
\end{equation*}
$$

Here $R$ serves as the parameter to be varied. For $\pi$ lattices the coefficients $A, B$, and $C$ have the values

$$
\begin{align*}
A_{1}= & \int_{0}^{1}\left[\left(1+\frac{\sin 2 \pi x}{2 \pi x}\right)^{2}+k \frac{\sin ^{4} \pi x}{\pi^{2} x^{2}}\right] x d x=(0.540 \\
& +0.084 k) \\
B_{1}= & \int_{0}^{1}\left(2 x+\frac{\sin 2 \pi x}{\pi}\right) d x=1 \\
C_{1}= & \frac{\pi^{2} h^{2}}{4} \int_{0}^{1}\left(\sin ^{2} \pi x\right) x d x=0.617 h^{2} \tag{29}
\end{align*}
$$

and the integration for $\pi / 2$ lattices leads to the results

$$
\begin{aligned}
& A_{2}=(0.257+0.053 k), \quad B_{2}=0.5\left(1+4 / \pi^{2}\right), \\
& C_{2}=0.867 h^{2} .
\end{aligned}
$$

The integration of Eq. (15) with the model solution (26) yields the potential

$$
\begin{equation*}
F=A-B R+C R^{2}, \tag{30}
\end{equation*}
$$

which describes localized states in a cholesteric (the coefficients $A, B$, and $C$ are given by Eqs. (29), and $R$ has the significance of a characteristic radius of the filament core).

The functional dependences of the potentials (28) and (29) correspond to the transformation properties of the system energy (15) discussed in the preceding section. The coefficient $A$ includes the contribution of the regular (nematic) part of the elastic energy as described by terms quadratic in the spatial derivative. This energy is always positive and makes the energy of the inhomogeneous state higher than that of the homogeneous state. In contrast, the invariants linear in the spatial derivatives, being attributable to the chirality of the system, provide a negative contribution to the energy of modulated states. In the model energy (28) their contribution is represented by the term linear in $R$, which tends to stabilize the system for finite lattice dimensions.

The balance of the indicated opposing contributions to the system energy determines the equilibrium parameters of
the inhomogeneous structures. The inhomogeneity of the system increases upon transition from one-dimensional modulated structures to two dimensions (lattices). The absolute values of the competing contributions to the system energy increase in this case: on the one hand, the value of the coefficient $B$ increases and, on the other, the "stiffness" of the system (the value of the parameter $A$ ) increases. As shown above, the equilibrium energy of a helicoid is lower than the energy of lattices. Consequently, in contrast to inhomogeneous states in the mixed state of superconductors, where a two-dimensional modulated structure (lattice of Abrikosov vortices) is stable, ${ }^{31,32}$ in cholesterics the system of minimum energy is one with moderate inhomogeneity, i.e., a one-dimensionally modulated structure (helicoid).

It follows from an analysis of the potential (28) that the equilibrium radii of $\pi$ and $\pi / 2$ lattices $\left(R_{0}\right)$ do not depend on the field and, accordingly, are $R_{0}^{(1)}=2 A_{1} / B_{1}=(1.079$ $+0.168 k)$ and $R_{0}^{(2)}=2 A_{2} / B_{2}=(0.732+0.150 k)$. Outside the immediate vicinity of the critical fields the distribution $\theta(r)$ in the cell (Fig. 9) exhibit more or less regular behavior. The results obtained above in the 'linear'" approximation give a correct qualitative description of the evolution of the system in this region (in particular, the lattice dimensions increase as $k$ increases, and they are independent of the magnetic field away from the critical fields); moreover, there is reasonably good quantitative agreement with the results of numerical calculations.

It is significant that the dimensions of localized structure do not depend on $A$, but the "stiffness" of the system is governed by the energy of interaction with the field. The equilibrium radius of the core of a filament $R_{0}=B_{1} /\left(2 C_{1}\right)$ $\sim 1 / h^{2}$ increases without bound in the limit $h \rightarrow 0$ (cf. Fig. 7). A potential of the form (30) has been obtained in Ref. 35, in which the first study of axial structures in systems without an inversion center is reported.

Consequently, the model potentials (28) and (30) can be used to analyze the physical causes responsible for the stabilization of axial structures; the majority of the results obtained in the given approximation are confirmed by a more rigorous treatment and fall within a fairly broad class of field models (see Ref. 34).

For $k=1$ the energy (15) functionally coincides with the energies of axial structures (magnetic vortices) in an easyaxis ferromagnet without an inversion center in zero field. ${ }^{27-29}$ The energy of a magnetic vortex in a uniaxial antiferromagnet has the same functional form. ${ }^{36}$ As in cholesterics, in antiferromagnets without an inversion center in the modulated state a helicoid structure is always thermodynamically stable, and vortex lattices can exist as metastable formations. ${ }^{36}$

We conclude this section with the observation that topological and structural analogs of inhomogeneous configurations of $\mathbf{n}(\mathbf{r})$ in liquid crystals can be found in various nonlinear field models of the physics of the condensed state and the theory of elementary particles. For example, the distribution of the magnetization in a helicoid structure of an anisotropic magnet without an inversion center ${ }^{22}$ is the same as the distribution of the director in a cholesteric in an external field. ${ }^{21}$ The Kosterlitz-Thouless vortex structures in an easy-
plane Heisenberg ferromagnet ${ }^{37}$ are analogous to planar disclinations of index 2 in nematics. The structural and topological similarity between inhomogeneous configurations in antiferromagnets and nematics is well known (see, e.g., Ref. 13). The two-dimensional axial structures with a nonsingular core discussed in the present paper are analogous to vortex states in superconductors, ${ }^{31,32}$ in liquid $\mathrm{He}^{4}$ (Ref. 38), and in magnets. ${ }^{28,29}$ An analogy exists between three-dimensional defects in liquid crystals (drops) and monopoles in the theory of gauge fields. ${ }^{39,40}$

The stated similarity in the basic properties of localized states (solitons) and nonlocalized states in various physical models, on the one hand, is based on the common topological properties of such structures ${ }^{41}$ and, on the other, is a consequence of general theorems on the character of the solutions for various types of nonlinear differential equations. ${ }^{34,42}$

A liquid crystal has several advantages over other physical systems for the modeling and investigation of various inhomogeneous structures. The system parameters can be varied over wide limits to establish the necessary conditions for a given experiment; as a rule, the experiments are conducted at room temperature and are comparatively simple; the results of investigations are easily visualized, to a degree not usually attainable in the investigation of other nonlinear media.

The results of the theoretical investigation and some experimental data lead to the assumption that cholesterics in an external field model a uniaxial ferromagnet or antiferromagnet without an inversion center, while a nematic models an isotropic ferromagnet or antiferromagnet. Moreover, in this paper (see also Refs. 29 and 34) we have shown that certain properties of the inhomogeneous states of the investigated inhomogeneous states of liquid crystals are not associated with a specific model, but are characteristic of a broad class of systems and therefore have a universal character. Consequently, the results obtained in the investigation of axial structures in liquid crystals should be useful in other branches of physics of the condensed state (primarily in magnetism) and in the theory of solitons.

## 4. POSSIBLE EXPERIMENTS AND APPLICATIONS

The applied physics of liquid crystals has begun to develop at a vigorous pace through the application of electrooptical field effects in optical devices using nematics. ${ }^{43}$ Despite impressive progress, the subsequent refinement of liquid-crystal devices (primarily color displays) will require the solution of a host of complex technological, engineering, and fundamental problems. ${ }^{44}$

Research aimed specifically at axial structures in liquid crystals has not been carried out to date. We have cited studies of nematic structures in cylindrical capillaries ${ }^{10,11}$ and a number of papers reporting the observation of twodimensional modulated structures in cholesterics in a definite range of electric and magnetic fields. ${ }^{14-18}$ Two-dimensional lattices induced by stresses and temperature gradients have also been observed in cholesterics. ${ }^{15}$ Two-dimensional modulated structure are also induced in chiral smectics under
the influence of stresses and light beams (Kahn effect). ${ }^{1,45}$ Spatially periodic structures of this kind have been treated theoretically as slight periodic distortions of a helicoid (Helfrich-Hurault effect). ${ }^{46,47}$

According to the results of the present study, static twodimensional modulated states in the form of lattices of axial structures are possible in liquid crystals without an inversion center. These states are separated from the helicoid phase by a finite potential barrier and are impossible to obtain by the continuous deformation of a helical structure. Unfortunately, so far no one has established the distribution $\mathbf{n}(\mathbf{r})$ in the bulk of materials in which two-dimensional modulated structures are observed. It would be important to conduct such investigations and also to analyze the influence of external fields on the lattice parameters. According to the results of the present study, weak external fields can induce appreciable regular distortions of the field of the director $\mathbf{n}(\mathbf{r})$ in the lattice. Research of this kind could therefore have practical applications.

Since the helicoid phase is thermodynamically stable in the entire region of existence of modulated structures, special conditions are necessary for the induction of lattices. For example, in Refs. 14-18 the dimensions of the planar unit cell and the character of the interaction of a cholesteric with the support surfaces have played an important role in the formation of two-dimensional structures. Consequently, one direction in which to expand the investigations reported here entails the calculation of modulated structures in plane capillaries of finite thickness, taking into account the influence of horizontal support surfaces.

Also promising from the standpoint of applications are investigations of cholesteric axial structures in cylindrical capillaries. As shown in the present study, the distribution $\mathbf{n}(\mathbf{r})$ in cholesterics is easily altered by external fields, a fact that can exploited in various optical devices. We recall that nematic axial structures with a continuous distribution $\mathbf{n}(\mathbf{r})$ have been observed experimentally in cylindrical capillaries. ${ }^{10,11}$

We have discussed the relationship between the liquidcrystal axial structures discussed here and vortex states of magnets without an inversion center. In a ferromagnet in a magnetic field the energy includes a term linear in the magnetization. Interaction with an external field reduces the energy equivalence of antiparallel directions of the structure vector (the magnetization in our case). This effects affords an added possibility of regulating the structure of modulated states. The evolution of ferromagnetic vortex lattices and solitary vortices in a magnetic field has been studied in several papers. ${ }^{27-29,35}$ In particular, it has been determined that vortex lattices can be thermodynamically stabilized in a certain range of fields. A lucrative undertaking in this regard is the investigation of axial structures in chiral liquid crystals exhibiting spontaneous polarization (e.g., in smectics $S_{c}^{*}$; see Refs. 3, 44, and 48) and in suspensions of ferroparticles in cholesterics. Judging from the results of Refs. 27-29 and 35 and data on the properties of ferroelectric liquid crystals ${ }^{48}$ and ferronematics, ${ }^{49}$ in such systems we can anticipate the
formation of thermodynamically stable lattices of axial structures, which are easily controlled by external fields, in such systems.

## 5. CONCLUSIONS

1. The equations of the phenomenological theory of elasticity for nematics have solutions in the form of axisymmetric localized states with a continuous distribution of the director $\mathbf{n}(\mathbf{r})$ (6); axial structures with $\mathbf{n}$ rotated through an angle less than $180^{\circ}$ can exist in cylindrical capillaries of nematics. These solutions become radially unstable in external fields. In a magnetic field the axial structures are compressed into dense filaments, in which the distances between molecules are comparable with their diameters. The collapse of axial structures also takes place in nematics with positive dielectric anisotropy; however, if $\Delta \varepsilon<0$, radial instability is manifested in the unbounded expansion of the given axial formations. In our ideal model the instability has a nonthreshold character and will necessarily occur in an indefinitely small field. According to experimental data, real systems must be characterized by a threshold field, below which an axial structure is stable.
2. 'Dark filaments,' the most common type of nematic texture, are possibly localized axial structures compressed by random external fields. Evidence in support of this model is the fact that axial structures, unlike disclinations, have finite energy. It is also known that free dark filaments have a high mobility; the motion of disclinations, on the other hand, is associated with energy expenditures due to discontinuities in the field of the director $\mathbf{n}(\mathbf{r})$.
3. Coexisting with one-dimensional modulated states (helicoids) in cholesterics are lattices of axial structures. Two types of lattices are possible according to whether the director is rotated through $90^{\circ}$ or $180^{\circ}$. The equilibrium dimensions of the unit cells are comparable to the period of the helicoid. The lattices have finite dimensions throughout the entire region in which the modulated state exists; their energies are lower than the energy of the homogeneous state, but are slightly higher than the energy of the helicoid phase. All modulated states (helicoid and both lattice type) go over to the homogeneous state through the unbounded growth of the period in a critical magnetic field $H_{c}$ (13).
4. A system of localized structures can exist in cholesterics above the critical field $H_{c}$. As the field is increased, the effective dimensions of such formations decrease, but even in very strong fields they do not collapse.
5. Axial structures with a core of finite radius can exist in cylindrical capillaries of cholesterics. Even low external fields induce substantial regular variations of the distribution $\mathbf{n}(\mathbf{r})$ in such structures.
6. The new types of inhomogeneous states obtained in the present study in liquid crystals readily change structure and, hence, optical properties under the influence of a field. A benefit of this behavior is the potential for practical applications of both isolated axial structures and lattices of such structures.

Localized axial structures and lattices of such structures can also exist in chiral liquid crystals exhibiting spontaneous
polarization (e.g., in ferroelectric liquid crystals). Lattices of axial structures can become thermodynamically stable in such systems in a certain range of fields.
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Studies have been performed on the magnetic properties and electron paramagnetic resonance (EPR) spectra of the small-crystal luminophors $\mathrm{CaS}: \mathrm{Eu}, \mathrm{Cl}$. By comparing the EPR and magnetic susceptibility data we have determined that Eu enters into the CaS matrix primarily in the trivalent state $\mathrm{Eu}^{3+}$. We have found that the magnetic susceptibility of the sample with the lowest europium content $\left(5 \times 10^{-3} \mathrm{at} . \%\right)$ has a sharp peak at $T \approx 5 \mathrm{~K}$. A model is proposed of clusters into which the europium ions in these luminophors can associate. On the basis of this model an explanation is given for the anomalous temperature dependence of the magnetic susceptibility as well as a long list of other experimental facts (including peculiarities of the thermal luminescence). © 1998 American Institute of Physics. [S1063-7761(98)01005-1]

## 1. INTRODUCTION

Studies of luminescence and the associated energy transfer are a vigorously developing branch of research. The determination of the mechanisms of these processes is of fundamental scientific interest for solid state physics. One object of such research is europium activated CaS , which has a characteristic luminescence band corresponding to $5 d-4 f$ transitions in $\mathrm{Eu}^{2+}$. To elucidate the luminescence mechanism in CaS:Eu it is necessary to elucidate the nature of the radiating centers and the path of energy transfer to them. The task is complicated by the fact that the energy transfer mechanism depends on the number of intrinsic defects, additional impurities and complexes formed of defects and impurity atoms. Thus, for the luminophor $\mathrm{CaS}: \mathrm{Eu}, \mathrm{Sm}$ the following mechanism of thermal luminescence is proposed: ${ }^{1}$
-liberation of electrons from samarium ions (playing the role of electron traps) $\mathrm{Sm}^{2+}=\mathrm{Sm}^{3+}+e^{-}$,
-recapture by $\mathrm{Eu}^{3+}: \mathrm{Eu}^{3+}+e^{-}=\mathrm{Eu}^{2+}$,
-luminescence of the excited $\mathrm{Eu}^{2+}$ ions.
In the case when the additional impurity is chlorine $(\mathrm{CaS}: \mathrm{Eu}, \mathrm{Cl})$, the main thermal luminescence peak turns out to be associated with liberation of holes rather than electrons. In this case the fraction of europium ions found in the state $\mathrm{Eu}^{2+}$ is almost independent of illumination of the material.

For an isolated europium ion replacing a $\mathrm{Ca}^{2+}$ ion, the $\mathrm{Eu}^{2+}$ charge state is preferred. However, in this case strong lattice distortions arise since the $\mathrm{Eu}^{2+}$ ion is substantially larger than $\mathrm{Ca}^{2+}$ (the ionic radii are respectively 1.17 and $1.00 \AA$ ). Therefore the alternative state $\mathrm{Eu}^{3+}$ is possible (ionic radius $0.95 \AA$ ) if other impurities and defects uphold the principle of charge compensation. The europium distribution over the two charge states depends on the conditions of synthesis of the luminophor. It is necessary to know this distribution in order to understand the structure of the europium centers. Magnetic methods can be very helpful here
since the magnetic properties of the $\mathrm{Eu}^{2+}$ and $\mathrm{Eu}^{3+}$ ions differ sharply: $\mathrm{Eu}^{3+}$ is found at low temperatures ( $T$ $<200 \mathrm{~K}$ ) in the nonmagnetic state ${ }^{7} F_{0}$ and is characterized by very weak temperature-independent van Vleck paramagnetism. Even at room temperature it gives hardly any contribution to the electron paramagnetic resonance (EPR) and magnetic susceptibility. At the same time, $\mathrm{Eu}^{2+}$ is found in the ${ }^{8} S_{7 / 2}$ state with purely spin magnetic moment $S=7 / 2$ and has a characteristic EPR center and magnetic susceptibility obeying a Curie law.

## 2. EXPERIMENTAL METHODS

In the present work we combined magnetic susceptibility and EPR studies of powdered small-crystal samples of $\mathrm{CaS}: \mathrm{Eu}, \mathrm{Cl}$ with varying europium ( $0.005<x<0.16$ at. \%) and chlorine content $(0<y<0.32 \mathrm{at} . \%)$. To prepare them, we first synthesized CaS by reducing $\mathrm{CaSO}_{4}$ in a hydrogen flux at $900^{\circ} \mathrm{C}$, where the initial $\mathrm{CaSO}_{4}$ was prepared by precipitation from solutions of $\left(\mathrm{NH}_{4}\right)_{2} \mathrm{SO}_{4}$ and $\mathrm{Ca}\left(\mathrm{NO}_{3}\right)_{2}$ first washed with organic solvents to remove transition metal impurities. ${ }^{2}$ The synthesized high-purity CaS was then mixed with the activating impurities $\mathrm{Eu}_{2} \mathrm{O}_{3}$ and $\mathrm{CaCl}_{2}$ and annealed in sulfur vapors at $1100{ }^{\circ} \mathrm{C}$. As a result, we obtained samples containing around $0.5-1$ at. $\% \mathrm{O}, \approx 10^{-3}$ $-10^{-2}$ at. \% residual impurities $\mathrm{Cl}, \mathrm{F}, \mathrm{Na}, \mathrm{Li}$ and less than $10^{-6}$ at. $\% \mathrm{Cr}, \mathrm{Co}, \mathrm{Fe}, \mathrm{Pb}$, and some other elements. All samples had a thermally stimulated luminescence spectrum similar to that described earlier, ${ }^{2}$ whose main peak (at 210 K ) is associated with liberation of holes.

The EPR measurements of the $\mathrm{CaS}: \mathrm{Eu}, \mathrm{Cl}$ samples were performed at room temperature with the help of an RÉ-1301 EPR spectrometer at 9.1 GHz . The magnetic susceptibility measurements were performed on a SQUID magnetometer ${ }^{3}$ in a constant magnetic field $H=777 \mathrm{Oe}$ at temperatures $2 \mathrm{~K} \leqslant T \leqslant 50 \mathrm{~K}$. In preparation for the measurements, the

TABLE I.

| Sample No. | Batch concentration |  | $\begin{gathered} \text { Curie constant } C \text {, } \\ 10^{-6}, \mathrm{~K} / \mathrm{g} \end{gathered}$ | $\begin{aligned} & \mathrm{Eu}^{2+} \text { ion } \\ & \text { concentration } \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\chi$ (Eu), at.\% | y(CI), at.\% |  | $x^{2+}$, at.\% | $x^{2+} / x$ |
| 1 | 0.005 | - | $2.6 \pm 0.1$ | 0.0024 | 0.47 |
| 2 | 0.010 | - | $3.1 \pm 0.1$ | 0.0029 | 0.29 |
| 3 | 0.020 | - | $6.5 \pm 0.1$ | 0.0060 | 0.30 |
| 4 | 0.040 | - | $13.4 \pm 0.1$ | 0.0123 | 0.31 |
| 5 | 0.080 | - | $22.5 \pm 0.1$ | 0.0206 | 0.26 |
| 5/16 | 0.080 | 0.16 | $25.4 \pm 0.1$ | 0.0232 | 0.29 |
| 5/24 | 0.080 | 0.24 | $39.7 \pm 0.1$ | 0.0363 | 0.45 |
| 5/32 | 0.080 | 0.32 | $41.9 \pm 0.3$ | 0.0384 | 0.48 |
| 6 | 0.160 | - | $39.1 \pm 0.2$ | 0.0358 | 0.22 |

samples were pumped down and sealed in quartz ampoules with a thin partition making a negligibly small and practically temperature-independent contribution to the reading. The gaseous medium needed for rapid establishment of thermal equilibrium was created by diffusing helium through the walls of the ampoules. For a mass of the charges around 100 mg the error of the magnetic susceptibility $\chi$ measurements was on the order of $\pm 5 \times 10^{-9} \mathrm{~g}^{-1}$.

## 3. EXPERIMENTAL RESULTS AND DISCUSSION

We investigated the samples indicated in Table I of $\mathrm{CaS}: \mathrm{Eu}$ in which special care was taken not to introduce chlorine, samples additionally doped with chlorine, and a control sample containing neither Eu nor Cl . The susceptibility of the last sample had quite a weak temperature dependence, with $\chi_{\mathrm{CaS}} \approx-3 \times 10^{-7}$.

For most of the samples not containing Cl (i.e., containing Cl only at the level of a residual impurity), besides samples No. 1 and 2 with the highest Eu content ( $x=0.01$ and $0.005 \mathrm{at} . \%$ ), the magnetic susceptibility data were well rectified in coordinates $\chi-T^{-1}$ (Fig. 1), which corresponds to the dependence $\chi(T)=\chi_{0}+C / T$, where the first (temperature-independent) term characterizes the susceptibility of the crystalline matrix $\left(\chi_{0} \approx \chi_{\mathrm{CaS}}\right)$, and the second is the nearly Curie-law contribution of the $\mathrm{Eu}^{2+}$ ions. The corresponding values of $C$, determined for $T>7 \mathrm{~K}$, are given in Table I, which, along with Fig. 2, give the values of $x^{2+}$, the concentration of europium in the " $2+$ " state, calculated from $C$. In the chlorine-free samples the fraction of europium in this state falls with growth of its total concentration. This may be due to a growth of strains of the crystal lattice resulting from the large ionic radius of $\mathrm{Eu}^{2+}$. At large $x$ values, up to $80 \%$ of the europium turns out to be in the $\mathrm{Eu}^{3+}$ state and is found in the crystal primarily in the chargecompensated complexes $V_{\mathrm{Ca}}^{-2} \mathrm{Eu}^{3+}$ (where $V$ denotes a vacancy). Chlorine doping leads to an increase in the $\mathrm{Eu}^{2+}$ fraction, which is entirely natural since the substitution $\mathrm{S}^{2-} \rightarrow \mathrm{Cl}^{-}$leaves an excess electron. It is interesting that the influence of small Cl concentrations on the $\mathrm{Eu}^{2+}$ content is
quite weak; however, already at $0.24 \mathrm{at} . \% \mathrm{Cl}$ the $\mathrm{Eu}^{2+}$ concentration grows by almost a factor of two. This result confirms the conclusion drawn in Ref. 4 that at small concentrations ( $y<0.2$ at. \%) Cl enters into CaS mainly in the form of $\left[V_{\mathrm{Ca}} \mathrm{Cl}_{\mathrm{S}}^{-}\right]^{(-)}$acceptor centers, and only later do isolated $\left[\mathrm{Cl}_{\mathrm{S}}^{-}\right]^{(+)}$ions appear.

For samples No. $2(x=0.01 \mathrm{at} . \%)$ and No. 5/24 ( $x$ $=0.08 \mathrm{at} . \%, y=0.24 \mathrm{at} . \%)$ at temperatures below 5 K deviations (toward a decrease) from a Curie law were observed. This indicates the presence of an anomalous component, whose contribution, however, is barely noticeable against the background of the susceptibility of the $\mathrm{Eu}^{2+}$ ions, which rises rapidly as the temperature is lowered. This effect is most distinctly observed in sample No. $1(x=0.005$ at. \%) .


FIG. 1. $\chi\left(T^{-1}\right)$ curves: No. 2, 3—right axis, No. 4, 5 and $5 / 24$-left axis. Curve numbers correspond to sample numbers in Table I. The straight lines approximate the experimental data for $T>7 \mathrm{~K}$.


FIG. 2. Dependence of the area $S$ under the $\mathrm{Eu}^{2+}$ EPR spectrum and the $\mathrm{Eu}^{2+}$ ion concentration (calculated from the Curie constant $C$ ) on the incorporated europium concentration for non-chlorine-doped samples.

For this sample the dependence $\chi(T)$ clearly deviates from a Curie law already at $T<15 \mathrm{~K}$, and at $T \approx 5 \mathrm{~K}$ the paramagnetic susceptibility passes through a maximum, falling abruptly with further reduction of the temperature (Fig. 3). Such an anomaly can have the following explanations:

1) the disappearance of the paramagnetic susceptibility of $\mathrm{Eu}^{2+}$ below 5 K is the result of an antiferromagnetic interaction (possibly an antiferromagnetic phase transition) in clusters or inclusions that contain europium;
2) almost all of the europium is found in the state $\mathrm{Eu}^{3+}$, and peculiarities in the $\chi(T)$ curves are due to other paramagnetic centers associated with residual impurities and intrinsic defects;
3) at high temperatures some of the europium is found in the state $\mathrm{Eu}^{2+}$; however, at temperatures below 5 K it loses


FIG. 3. Temperature dependence of the magnetic susceptibility for sample No. 1. The solid curve was calculated for $\Delta E \approx 13 \mathrm{~K}$ (see text). For comparison, the dependence $\chi(T)$ is shown for the $\mathrm{Eu}_{3} \mathrm{O}_{4}$ phase in the direction of the $b$ and $c$ axes. ${ }^{9}$ Inset: calculated curves for antiferromagnetically bonded pairs for the spins $S=1 / 2$ and $S=7 / 2$ (in arbitrary units).
an electron to a neighboring defect and transitions to the nonmagnetic state $\mathrm{Eu}^{3+}$.

Let us consider these three possibilities in sequence.
In case (1) the most likely candidate is the phase $\mathrm{Eu}_{3} \mathrm{O}_{4}$, which is an antiferromagnet ${ }^{5}$ with Néel temperature $T_{N}$ $\approx 5 \mathrm{~K}$. This hypothesis is supported by the appreciable content $(\approx 0.5-1 \%)$ of residual oxygen in the samples (see above). However, x-ray diffraction studies carried out by us on similar samples with somewhat greater europium concentration ( $x>0.2$ at. \%) showed that the the nonmagnetic phase that is observed to precipitate out is $\mathrm{Eu}_{2} \mathrm{O}_{2} \mathrm{~S}$, not $\mathrm{Eu}_{3} \mathrm{O}_{4}$. Furthermore, the decrease of the susceptibility of this compound below the Néel temperature is extremely insignificant when the magnetic field is aligned with the hard magnetization axis. ${ }^{6}$ After averaging over all crystallographic directions in a powdered sample, the depth of falloff of $\chi(T)$ should not exceed $50 \%$. In the temperature range $4<T<6 \mathrm{~K}$, just where a sharp peak in $\chi(T)$ should be observed for $\mathrm{Eu}_{3} \mathrm{O}_{4}$ (Fig. 3), we instead observe a wide maximum, and as the temperature is lowered to 2 K the susceptibility decreases by roughly fivefold, i.e., significantly more strongly than even in ideal samples of the phase $\mathrm{Eu}_{3} \mathrm{O}_{4}$.

Speaking of antiferromagnetic interactions, we should also recall the possible existence of $\mathrm{Eu}^{2+}$ antiferromagnetic clusters. Among such clusters only antiferromagnetic pairs can give a distinct maximum in the $\chi(T)$ dependence. ${ }^{7}$ However, to use them to explain the anomalous behavior observed for sample No. 1 is also impossible. The reasons for this are the following. First, for the $\mathrm{Eu}^{2+}$ susceptibility to fall abruptly at $T \approx 2 \mathrm{~K}$ the exchange interaction parameter in the pairs should have the value $J / k_{B} \approx-4 \mathrm{~K}$, which is an order of magnitude greater than the values characteristic of europium chalcogenides (in EuS $J / k_{B}=0.2$ and -0.08 K respectively for the first and second coordination spheres ${ }^{5}$ ). Second, the greater the spin of the centers bound to the antiferromagnetic pairs, the wider and flatter the maximum in $\chi(T)$ (Ref. 7). The dependence actually observed for sample No. 1 is similar in shape to the curve corresponding to pairs of particles with spin $S=1 / 2$, but corresponds poorly to the curve for pairs of $\mathrm{Eu}^{2+}$ ions with $S=7 / 2$ (see the inset to Fig. 3). Thus, if the anomalous dependence of $\chi(T)$ can be connected with antiferromagnetic pairs, then those pairs can only be $\mathrm{Eu}^{2+}$ pairs.

Let us now consider case (2), which assumes that all of the europium is found in the $\mathrm{Eu}^{3+}$ state. To test this hypothesis it is necessary to enlist additional experimental data, e.g., EPR spectra.

EPR spectra of all the chlorine-free samples are very similar (see Fig. 4): they all contain sharp, narrow lines corresponding to the hyperfine structure of the two isotopes ${ }^{151} \mathrm{Eu}^{2+}$ and ${ }^{153} \mathrm{Eu}^{2+}$ located at positions with nearly octahedral local symmetry, and also a wide, smooth line superimposed on them. This line results primarily from broadening and overlap of lines from $\mathrm{Eu}^{2+}$ ions located in a nonoctahedral environment upon averaging of the signal over grains with different orientations. ${ }^{4}$

To compare the $\mathrm{Eu}^{2+}$ concentration in the various samples we calculated the total area $S$ under all the EPR lines for each sample. The results are plotted in Fig. 2. At


FIG. 4. EPR spectra for samples No. 1, 2, and 5. The broad line, hidden under the narrow peaks, is shown for sample No. 5 .
large $x$ the dependence $S(x)$ is sublinear, in agreement with the magnetic susceptibility data, and indicates a decrease of the $\mathrm{Eu}^{2+}$ fraction with growth of $x$. Note that the nonlinearity of $S(x)$ is evident even at small $x$. Such behavior can be linked with the influence of residual impurities on the charge state of the europium ions. Thus we see that the hypothesis of the absence of $\mathrm{Eu}^{2+}$ in sample No. 1 is not confirmed; moreover, the EPR spectra show that the $\mathrm{Eu}^{2+}$ fraction in this sample is higher than in the others. Additional confirmation of the presence of $\mathrm{Eu}^{2+}$ is provided by the presence of thermal luminescence in all the samples (see above).

It follows from the above that the anomalous behavior of the magnetic susceptibility for sample No. 1 should be linked with the $\mathrm{Eu}^{2+}$ ions because there is no other paramagnetic contribution that could be linked with europium in this sample. Moreover, if we were dealing with paramagnetism of any other centers, they would have been detected in the sample not containing europium, which did not happen.

Hypothesis (3), which we consider the most likely, is that in sample No. 1 below 5 K one of the electrons jumps from the $\mathrm{Eu}^{2+}$ ion to a neighboring defect. As a result, the magnetic $\mathrm{Eu}^{2+}$ ion is converted into a $\mathrm{Eu}^{3+}$ ion with zero magnetic moment. In the other samples having anomalies in the dependence below 5 K a similar conversion is observed, obviously, for only some of the $\mathrm{Eu}^{2+}$ ions.

What kind of defect adjacent to the Eu ion are we dealing with? First note that the formation of Eu-containing complexes with anomalous magnetic susceptibility is enhanced in the chlorine-doped samples; consequently, Cl should be part of such complexes. As residual impurities, Cl and F in quantities up to $10^{-3}-10^{-2}$ at. $\%$ are also present in the intentionally undoped samples, and this quantity can be enough to completely bond the europium in sample No. 1. Second, at low concentrations Cl enters into CaS in the form $V_{\mathrm{Ca}} \mathrm{Cl}_{\mathrm{S}}^{-}$centers, ${ }^{4}$ and consequently we can conclude with confidence that Eu is present in complexes with $V_{\mathrm{Ca}} \mathrm{Cl}_{\mathrm{S}}^{-}$or $V_{\mathrm{Ca}} \mathrm{F}_{\mathrm{S}}^{-}$centers. This is indicated by the fact that for sample No. 5/24 ( $x=0.080$ at. $\%, \quad y=0.24$ at. $\%$ ) a more pronounced deviation from the Curie law was observed than for sample No. $5 / 32(x=0.080$ at. $\%, y=0.32$ at. $\%)$ since the largest number of $V_{\mathrm{Ca}} \mathrm{Cl}_{\mathrm{S}}^{-}$centers is formed precisely at $y$ $=0.2$ at. $\%$.

As a criterion of the validity of the hypothesis that complexes are formed with recharging europium ions we cite the conformity of such a hypothesis with the properties of sample No. 1, since there are no other paramagnetic centers in this sample (in the remaining samples isolated $\mathrm{Eu}^{2+}$ ions are probably also present). As a candidate for such a complex we propose the following cluster:

$$
\begin{equation*}
\mathrm{Eu}_{\mathrm{Ca}}^{3+}-V_{\mathrm{Ca}}^{(2-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{3+} \tag{1}
\end{equation*}
$$

(we have indicated here its low-temperature ground-state charge configuration, which does not have a magnetic moment). It differs from the complex $\mathrm{Eu}^{3+}-V_{\mathrm{Ca}}^{(2-)}-\mathrm{Eu}^{3+}$, in which $\mathrm{Eu}^{3+}$ ions can be found, ${ }^{8}$ by the fact that in it $\mathrm{Cl}^{-}$ions substitute at sulfur sites. As a result, the complex is positively charged relative to the lattice and requires charge compensation, which can be provided by the residual impurity ions $\left[\mathrm{Na}_{\mathrm{Ca}}^{+}\right]^{-},\left[\mathrm{Li}_{\mathrm{Ca}}^{+}\right]^{-}$, and $V_{\mathrm{Ca}}^{(2-)} \mathrm{Cl}_{\mathrm{S}}^{-}$centers and other acceptors.

We believe that above 2 K the given complex can have another charge configuration:

$$
\begin{equation*}
\mathrm{Eu}_{\mathrm{Ca}}^{3+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{2+} . \tag{2}
\end{equation*}
$$

The configuration has a large magnetic moment associated with the $\mathrm{Eu}^{2+}$ ion and the hole residing at the vacancy $V_{\mathrm{Ca}}^{(-)}$. At high temperatures the complex should easily transition from the one configuration into the other. This is facilitated by the $\mathrm{Cl}^{-}$ions, which are positively charged relative to the lattice and lower the height of the barrier the electron has to overcome to make the transition. The probability of the realization of each of configurations (1) and (2) should be determined by their statistical weight and the Boltzmann factor $\exp \left(-\Delta E / k_{B} T\right)$, where $\Delta E$ is the energy difference between the two configurations. When all of the europium is bound up in complexes (1) and (2), as is probably the case for sample No. 1, it is not hard to calculate the corresponding temperature dependence of the magnetic susceptibility:

$$
\begin{aligned}
& \chi_{p}=\frac{C}{T}\left(1+\frac{n_{1}}{n_{2}} \exp \left[-\frac{\Delta E}{k_{B} T}\right]\right)^{-1}, \\
& C=\frac{\mu_{B} N_{A} x}{k_{B} M_{\mathrm{CaS}}}\left(g_{\mathrm{Eu}}^{2} S_{\mathrm{Eu}}\left(S_{\mathrm{Eu}}+1\right)+g_{h}^{2} S_{h}\left(S_{h}+1\right)\right),
\end{aligned}
$$

Here $n_{1}$ and $n_{2}$ are the statistical weights of complexes (1) and (2), respectively, $k_{B}$ is the Boltzmann constant, $\mu_{B}$ is the Bohr magneton, $N_{A}$ is Avogadro's number, $x$ is the atomic fraction of europium, $M_{\mathrm{CaS}}$ is the molecular weight of CaS , $g_{\mathrm{Eu}}$ and $g_{h}$ are the $g$ factors of the $\mathrm{Eu}^{2+}$ ion and the hole, respectively, and $S_{\mathrm{Eu}}=7 / 2$ and $S_{h}=1 / 2$ are their respective spins. In the calculation we neglected the interaction between the europium ion and the hole, and we took the two $g$ factors $g_{\text {Eu }}$ and $g_{h}$ to be equal to 2 . The statistical weight for complex (1) $n_{1}=1$, and for complex (2) $n_{2}=16$ (the eightfold degenerate europium ion complexed with a doubly degenerate hole). The quantity $\Delta E$ was used as a fitting parameter. As a result of fitting the experimental data, we obtained the result $\Delta E \approx 13 \mathrm{~K}$ (see Fig. 3). It can be seen from this figure that the agreement between the calculated curve and the experimental points is entirely satisfactory.

According to the calculation, the susceptibility at high temperatures is governed by configuration (2). Taking its large statistical weight into account, it turns out that at high temperatures $47 \%$ of the Eu ions should be found in the 2 + state. This number is found to be in good agreement with the experimental data (see Table I). At low temperatures, on the contrary, the complexes transition back to the ground state (1), and their susceptibility essentially vanishes. In the intermediate temperature region $T>10 \mathrm{~K}$ the dependence can be formally approximated by a Curie-Weiss law $\chi^{-} \chi_{\mathrm{CaS}}=C /(T-\theta)$ with negative temperature parameter $\theta \approx-6 \mathrm{~K}$, which within the context of the proposed model characterizes not an antiferromagnetic interaction, but a decrease in the paramagnetism as the temperature is lowered as a consequence of the transition to the nonmagnetic state.

As has already been noted, sample No. 1 exhibits thermally stimulated luminescence. Therefore, let us consider how the proposed complexes can store light energy. This can happen as a result of the ejection of one electron in configuration (1) from a vacancy to $\mathrm{Eu}^{3+}$ :

$$
\begin{align*}
& \mathrm{Eu}_{\mathrm{Ca}}^{3+}-V_{\mathrm{Ca}}^{(2-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(3+)}+h \nu \\
& \quad \rightarrow \mathrm{Eu}_{\mathrm{Ca}}^{2+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(3+)} . \tag{3}
\end{align*}
$$

The resulting configuration can be represented as configuration (2), in which the $\mathrm{Eu}^{2+}$ and $\mathrm{Eu}^{3+}$ have changed places. Obviously, the $\mathrm{Eu}^{3+}$ ion here occupies an unfavorable position nearby the positively charged (relative to the lattice) center $\left[\mathrm{Cl}_{\mathrm{S}}^{-}\right]^{(+)}$and, consequently, the given configuration has a large energy in comparison with configuration (2). If all the complexes (1) transition to this configuration, then precisely $50 \%$ of the Eu ions will wind up in the $2+$ charge state. On the other hand, at high temperatures $47 \%$ of the europium is found in the form $\mathrm{Eu}^{2+}$ in configurations (1) and (2). Thus, it follows from our model that if almost all of the Eu is found in complexes (3) after illumination of the sample at low temperatures, then after thermal luminescence at high temperatures the amount of $\mathrm{Eu}^{2+}$ will hardly change. Such an effect was indeed observed in Ref. 2.

Free transition of an electron back from an $\mathrm{Eu}^{2+}$ ion to a $V_{\mathrm{Ca}}^{(-)}$vacancy does not take place, apparently because of the
existence of a significant energy barrier (associated also with deformation of the complex). The process of release of the stored energy should start, in our opinion, with the capture of an electron by an $\mathrm{Eu}^{3+}$ ion:

$$
\begin{align*}
& \mathrm{Eu}_{\mathrm{Ca}}^{2+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(3+)}+e^{-} \\
& \quad \rightarrow \mathrm{Eu}_{\mathrm{Ca}}^{2+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(2+)} . \tag{4}
\end{align*}
$$

In $\mathrm{CaS}: \mathrm{Eu}, \mathrm{Cl}$ the electrons located in traps at low temperatures begin to escape from them at $T=100-150 \mathrm{~K}$. Falling into europium complexes, they cause the number of $\mathrm{Eu}^{2+}$ ions to increase according to Eq. (4), which leads to the growth of the magnetic susceptibility and EPR line intensity observed in Ref. 2. As the temperature is raised further to $200-210 \mathrm{~K}$, holes are liberated from the traps, thereby causing the complexes to luminesce in accordance with the equation

$$
\begin{align*}
& \mathrm{Eu}_{\mathrm{Ca}}^{2+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(2+)}+h^{+} \\
& \quad \rightarrow \mathrm{Eu}_{\mathrm{Ca}}^{3+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(2+)}+h \nu . \tag{5}
\end{align*}
$$

This luminescence takes place on the $\mathrm{Eu}^{2+}$ ion neighboring a $\mathrm{Cl}_{\mathrm{S}}^{-}$substituted site, to which the energy should be resonantly transferred from the $\mathrm{Eu}^{3+}$ ion, which is found in an excited state after capture of a hole. The possibility of resonant energy transfer from $\mathrm{Eu}^{3+}$ to $\mathrm{Eu}^{2+}$ also has experimental confirmation. ${ }^{9}$ Finally, the complexes transition to configuration (2) and the number of $\mathrm{Eu}^{2+}$ ions and the associated magnetic susceptibility and EPR signal intensity decrease, in complete agreement with the experimental results of Ref. 2.

## 4. MAIN RESULTS AND CONCLUSIONS

We have carried out combined measurements of the magnetic susceptibility and EPR spectra of the small-crystal luminophors CaS:Eu,Cl. We found that:

Eu enters into the CaS matrix primarily in the trivalent state $\mathrm{Eu}^{3+}$, and the fraction of ions in this state is $70-80 \%$ in the chlorine-free samples and increases with growth of the total europium concentration. Chlorine doping causes the $\mathrm{Eu}^{2+}$ fraction to increase to $50 \%$.

The sample with low Eu concentration ( $x$ $=0.005 \mathrm{at} . \%$ ) compared with the residual Cl concentration possesses an anomalous temperature dependence of the susceptibility $\chi(T)$, which passes through a maximum at 5 K . Weak anomalies (which grow with chlorine doping) are also observed in other samples.

We have advanced the hypothesis that the anomalous temperature dependence of the susceptibility $\chi(T)$ is associated with recharging of $\mathrm{Eu}^{2+}$ to $\mathrm{Eu}^{3+}$. We have proposed a structure of the complexes into which the europium ions enter: $\mathrm{Eu}_{\mathrm{Ca}}^{3+}-V_{\mathrm{Ca}}^{(2-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{3+}$ (1) and $\mathrm{Eu}_{\mathrm{Ca}}^{3+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{2+}$ (2), where complex (1) possesses zero magnetic moment and does not contribute to the magnetic susceptibility or the EPR signal.

The anomalous dependence of $\chi(T)$ is explained by recharging of europium in these complexes:

$$
\mathrm{Eu}_{\mathrm{Ca}}^{3+}-V_{\mathrm{Ca}}^{(2-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(3+)} \rightarrow \mathrm{Eu}_{\mathrm{Ca}}^{3+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(2+)} .
$$

On the basis of the proposed model, by fitting to the experimental data we have estimated the energy difference of complexes (1) and (2) to be $\Delta E \approx 13 \mathrm{~K}$.

We have shown that the proposed model of the complexes enables one to explain the mechanism of storage and release (luminescence) of light energy:

$$
\begin{aligned}
& \mathrm{Eu}_{\mathrm{Ca}}^{3+}-V_{\mathrm{Ca}}^{(2-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(3+)}+h \nu \\
& \quad \rightarrow \mathrm{Eu}_{\mathrm{Ca}}^{2+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(3+)}, \\
& \mathrm{Eu}_{\mathrm{Ca}}^{2+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(3+)}+e^{-} \\
& \quad \rightarrow \mathrm{Eu}_{\mathrm{Ca}}^{2+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(2+)}, \\
& \mathrm{Eu}_{\mathrm{Ca}}^{2+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(2+)}+h^{+} \\
& \quad \rightarrow \mathrm{Eu}_{\mathrm{Ca}}^{3+}-V_{\mathrm{Ca}}^{(-)}-\mathrm{Cl}_{\mathrm{S}}^{-}-\mathrm{Eu}_{\mathrm{Ca}}^{(2+)}+h \nu .
\end{aligned}
$$

Additional studies are necessary to clarify the extent to which the given mechanism controls thermal luminescence for samples with different Eu and Cl content.
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#### Abstract

For layered ferromagnet/superconductor $(F / S)$ structures we develop a theory of the proximity effect. In contrast to previous approaches, this theory allows for a finite transmission coefficient of the interface between the two metals and competition between the diffusion and spinwave types of quasiparticle motion in the ferromagnet's strong exchange field. The superconductivity in $F / S$ systems proves to be a superposition of BCS pairing with a constantsign pair amplitude in the $S$-layers and Larkin-Ovchinnikov-Fulde-Ferrell (LOFF) pairing with an oscillating wave function in the $F$-layers. We show that the oscillatory behavior of the superconducting transition temperature $T_{c}$ is due to oscillations of the Cooper pair flux from the $S$-layer to the $F$-layer, which are the result of oscillations of the discontinuity (jump) of the pair amplitude at the $F / S$ boundary as the thickness $d_{f}$ of the $F$-layer increases. The presence of nonmagnetic impurities leads to heavy damping of the oscillations of the LOFF pair amplitude and rapid deterioration of the coherent coupling of the boundaries of the $F$-layer in which the $T_{s}$ vs. $d_{f}$ dependence reaches a plateau as $d_{f}$ increases. In $F / S$ superlattices, in contrast to $F / S$ double-layer junctions, there are two forms of the LOFF state, the 0 -phase and the $\pi$-phase, which differ in their symmetry with respect to the center of the $F$ layer. This gives rise to additional oscillations in the $T_{c}\left(d_{f}\right)$ dependence due to the $0-\pi$ transitions. As the most vivid manifestation of LOFF states in $F / S$-systems, we predict the existence of recurrent and periodically recurrent superconductivities. We give a qualitative explanation of the different behavior of the superconducting transition temperature observed by different groups of experimenters dealing with the same ferromagnet-superconductor structures.
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## 1. INTRODUCTION

The antagonism that exists between superconductivity and ferromagnetism leads to a number of new nontrivial phenomena related to their coexistence and mutual adjustment in $F / S$ junctions and superlattices formed by alternating ferromagnetic ( $F$ ) and superconducting ( $S$ ) layers. ${ }^{1-14}$ For instance, the emergence of superconducting phases with incommensurate magnetic ordering in ferromagnetic insulator/ superconductor structures ${ }^{2,3}$ explains the presence of a nonuniform internal field that causes the BCS peak in the quasiparticle density states in $\mathrm{EuO} / \mathrm{Al}$ (Ref. 4) and EuS/Al (Ref. 5) junctions to split, and the anomalously weak suppression of superconductivity in $\mathrm{EuO} / \mathrm{V}$ multilayers. ${ }^{6}$ New critical behavior of interphase boundaries and the spin-wave spectrum near an unusual Lifshitz point are expected in such systems. ${ }^{3}$

Bimetallic $F / S$ structures also exhibit some unusual physical properties. The results of an analysis of recent experiments ${ }^{7-11}$ with ferromagnet/superconductor multilayers suggest that the behavior of the dependence of the superconducting transition temperature $T_{c}$ as a function of the thickness $d_{f}$ of the ferromagnetic layers may be very different for the same $F / S$ structures. In particular, while in some experiments involving $\mathrm{Fe} / \mathrm{V}$ (Ref. 7) and $\mathrm{Gd} / \mathrm{Nb}$ (Ref. 8) systems instead of the initial rapid drop in $T_{c}$ with increasing
$d_{f} T_{c}$ reaches a plateau; in other experiments with the same systems (Ref. 9 and Refs. 10 and 11, respectively), the temperature $T_{c}$ oscillates before reaching the plateau. The theoretical interpretation of oscillations in $T_{c}\left(d_{f}\right)$ in Ref. 12 and 13 reduces to periodic "switching'" of the superconductor type from the 0 -phase to the $\pi$-phase, with the sign of the order parameter $\Delta$ reversed as an $F$-layer is crossed. However, we will see that both theories (Refs. 12 and 13) are valid only when the transparence of the $F / S$ boundary is high and are restricted by the extremely 'dirty" limit of the ferromagnetic metal, with $2 I \tau_{f} \ll 1$, where $I$ is the exchange field and $\tau_{f}^{-1}$ is the collision rate of electrons and nonmagnetic impurities. Hence the limitations of Refs. 12 and 13 make it impossible to describe two different types of behavior of $T_{c}\left(d_{f}\right)$ in a unified manner. More than that, recently it has been found that oscillations of the function $T_{c}\left(d_{f}\right)$ also occur in the $\mathrm{Fe} / \mathrm{Nb} / \mathrm{Fe}$ triple-layer structure, ${ }^{14}$ where $\pi$-phase superconductivity is impossible in principle. All this requires stating the problem of the nature of the nonmonotonic $T_{c}\left(d_{f}\right)$ dependence in $F / S$ systems anew and building a theory that gives a meaningful explanation of the existing experimental data.

Historically, the effect of quantum oscillations of $T_{c}$ as a function of the thickness of the nonsuperconducting layer of a semiconductor or semimetal first arose in the experiments
of Golyanov and Mikheeva. ${ }^{15}$ Kagan and Dubovskiū ${ }^{16}$ showed this effect to be related to oscillations of the electron density of states in the superconducting metal, due to size quantization of the transverse motion of the current carriers in the nonmetallic film. However, when the normal metal is a ferromagnetic metal with a strong exchange field, there is another mechanism for the oscillations of $T_{c}\left(d_{f}\right)$, which we believe to be more suitable for an $F / S$ structure and which is examined below.

Indeed, in systems such as $\mathrm{Fe} / \mathrm{V}$ and $\mathrm{Gd} / \mathrm{Nd}$ the ferromagnetic layers are strong magnets. The depairing action of the exchange polarization $I$ is so strong that the presence of one atomic plane of magnetically ordered iron is enough to destroy the superconductivity of one hundred atomic planes of vanadium. ${ }^{9}$ Hence an important condition for the preservation of superconductivity in such structures is moderately high transparency of the $F / S$ boundaries (in addition to the requirement that the thickness $d_{s}$ of the $S$-layers be large, or $d_{s} \gg d_{f}$ ). Probably, this condition corresponds to the experimental situation (see the discussion in Secs. 4 and 5). However, as noted by Radovic et al., ${ }^{12}$ at present the microscopic boundary conditions for the wave function of Cooper pairs for arbitrary transparency of the $F / S$ boundary are unknown. At the same time, the theory of the proximity effect in a normal metal/superconductor $(N / S)$ system ${ }^{17,18}$ suggests that the Cooper pair flux from the $S$-layer to the $N$-layeris proportional to the product of the transmission coefficient by the discontinuity (jump) of the pair amplitude at the $S / N$ boundary. We can expect that boundary conditions of this type are valid for $F / S$ systems, too.

Due to the proximity effect, pair correlations (to the extent to which the $S / F$ boundary is transparent) are induced in $F$-layers by $S$-layers, but the large exchange splitting of the Fermi surface ( $2 I \gtrdot \pi T_{c}$ ) changes the pairing conditions in the ferromagnet. In $F$-layers, pairs form quasiparticles from constant-energy states $\mathbf{p}, \uparrow$ and $-\mathbf{p}+\mathbf{k}, \downarrow$ whose momenta differ in absolute value, where $k \simeq 2 I / v_{f}$ is the coherent momentum of the pair and $v_{f}$ is the Fermi velocity. This is known as the Larkin-Ovchinnikov-Fulde-Ferrell (LOFF) state, ${ }^{19,20}$ which is characterized by a pair amplitude oscillating with a period $a_{f} \simeq k^{-1}$. Scattering by nonmagnetic impurities, which has no effect on BCS pairing with a zero total momentum in $S$-layers, hinders the formation of a LOFF phase in $F$-layers. ${ }^{21,22}$ Hence pair amplitude oscillations in relatively pure ferromagnetic layers with $2 I \tau_{f}>1$ decay over distances of order the mean free path $l_{f}=v_{f} \tau_{f}\left(l_{f}>a_{f}\right)$ from the $S / F$ boundary. At the same time, it is known that the wave function of Cooper pairs in $S$-layers has a constant sign but an arbitrary phase. Thus, we should expect that superconductivity in $F / S$ systems is a combination of BCS pairing in $S$-layers and LOFF pairing ${ }^{19,20}$ in $F$-layers.

The essence of the proposed mechanism of oscillations of $T_{c}\left(d_{f}\right)$ can easily be understood if we turn to the example of an $F / S$ double-layer junction. The condition that there be no LOFF pair flux across the external ferromagnet-vacuum boundary leads to oscillations of the discontinuity of the pair amplitude at the $F / S$ boundary as the thickness of the $F$ layer increases. Each time a node of the LOFF pair amplitude finds itself at the $F / S$ boundary, the discontinuity and
the related Cooper pair flux from the $S$-layer to the $F$-layer are at their maximum values. Since on penetration of the $F$-layer the Cooper pairs are immediately destroyed by the strong exchange field, these values of the thickness of the $F$-layer correspond to minima in the $T_{c}\left(d_{f}\right)$ dependence or even to disappearance of superconductivity. But when a crest of the LOFF pair amplitude finds itself at the $F / S$ boundary, the Cooper pair flux across the $S / F$ boundary is at its minimum. Such thicknesses of the $F$-layercorrespond to maxima in the $T_{c}\left(d_{f}\right)$ dependence. This mechanism explains not only the oscillations of the superconducting transition temperature in $F / S$ multilayers ${ }^{10,11,14}$ but also new effects, such as a periodically recurrent superconductivity. Thus, the oscillations of the discontinuity of the pair amplitude lead to a distinctive periodic self-locking of the $F / S$ boundary and hence to periodic compensation of the paramagnetic effect of the exchange field for the $S$-layers.

As the concentration of the nonmagnetic impurities in the $F$-layers rises, the spin-wave nature of quasiparticle motion, inherent in a pure ferromagnet, is replaced, for $2 I \tau_{f}$ $<1\left(l_{f}<a_{f}\right)$, by the diffusion type. ${ }^{23-25}$ In the process, the pair momentum $k$ becomes a poor quantum number, and the heavily damped oscillations of the LOFF-state pair amplitude cease to ensure coherent coupling between the boundaries of a $F$-layer. In this case the $T_{c}\left(d_{f}\right)$ dependence in $F / S$ systems may become monotonic, a fact observed in the experiments of Koorevaar et al. ${ }^{7}$ and Strunk et al. ${ }^{8}$

In this paper we develop a theory of the proximity effect for layered $F / S$ systems. In contrast to previous theories, ${ }^{12,13}$ this theory allows the $F / S$ boundary to have a finite transmission coefficient and permits competition between the diffusion and spin-wave types of quasiparticle motion in the ferromagnet layers. Section 2 is devoted to a novel microscopic derivation of the Usadel equations and the corresponding boundary conditions, which relate the flux of the Usadel function to the discontinuity of the function at the $F / S$ boundary. The solution of the resulting boundary-value problem for the proximity effect in the $F / S$ junction, given in Sec. 3, makes it possible to establish the dependence of the superconducting transition temperature $T_{c}$ on the parameter $2 I \tau_{f}$, on the transmission coefficient $\sigma_{s}$ of the $F / S$ boundary, and on the thicknesses of the ferromagnetic $\left(d_{f}\right)$ and superconducting $\left(d_{s}\right)$ layers. In Sec. 4 we study the competition between the 0 - and $\pi$-phase types of superconductivity in $F / S$ superlattices. Finally, Sec. 5 is devoted to a discussion of the results.

## 2. THE PROXIMITY EFFECT IN AN INHOMOGENEOUS F/S SYSTEM: GENERAL FORMALISM

Near a second-order phase transition point, the superconducting transition (or critical) temperature $T_{c}$ of an inhomogeneous superconductor can be found by solving the Gor'kov integral equation for the order parameter $\Delta(\mathbf{r})$ (Ref. 26):

$$
\begin{equation*}
\Delta(\mathbf{r})=V(\mathbf{r}) T \sum_{\omega}^{\prime} \int H\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) \Delta\left(\mathbf{r}^{\prime}\right) d^{3} r^{\prime} \tag{1}
\end{equation*}
$$

where $V(\mathbf{r})$ is the electron-electron interaction potential at point specified by the radius vector $\mathbf{r}$, the prime on the summation sign indicates cutoff at the Debye frequency $\omega_{D}$, $\omega=\pi T(2 n+1)$ is the Fermi frequency, with $n=0, \pm 1$, $\pm 2, \ldots$, and $T$ is the temperature. The kernel $H\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)$ of the integral equation (1) is given by the following expression:

$$
\begin{equation*}
H\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)=\frac{1}{2} \operatorname{Tr}\left\langle\hat{g}^{-1} \hat{G}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) \hat{g} \hat{G}\left(\mathbf{r}, \mathbf{r}^{\prime},-\omega\right)\right\rangle \tag{2}
\end{equation*}
$$

where $\hat{G}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)$ is the matrix Green's function of electrons in the normal phase, $\hat{g}=i \sigma_{y}$, with $\sigma_{y}$ the Pauli matrix, and the angle brackets stand for averaging over all the impurity configurations.

Let us consider a planar junction of a ferromagnetic metal ( $F$ ) occupying the region $-\infty<z<0$ and a superconductor ( $S$ ) occupying the region $0<z<\infty$. Due to the translation invariance of the $F / S$ junction in the $x y$ plane, the order parameter $\Delta$ depends only on $z$ and Eq. (1) becomes

$$
\begin{equation*}
\Delta(z)=\frac{1}{2} V(z) T \sum_{\omega}^{\prime} \sum_{\alpha \neq \beta} \int_{-\infty}^{\infty} H_{\alpha \beta}\left(z, z^{\prime}, \omega\right) \Delta\left(z^{\prime}\right) d z^{\prime}, \tag{3}
\end{equation*}
$$

where $V(z>0)=V_{s}, V(z<0)=V_{f}, \alpha$ and $\beta$ are spin indices $(\alpha \neq \beta)$, and

$$
H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)=\int d^{2} \rho H_{\alpha \beta}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)
$$

where $\rho=\left(\mathbf{r}-\mathbf{r}^{\prime}\right)_{\perp}$ is the two-dimensional radius vector in the junction plane. Diagrammatic methods ${ }^{27}$ reveal that in the presence of an exchange field and nonmagnetic scattering by impurities, the kernel $H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)$ of Eq. (3) is the solution of another integral equation,

$$
\begin{align*}
H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)= & K_{\alpha \beta}\left(z, z^{\prime}, \omega\right) \\
& +\int_{-\infty}^{\infty} \frac{K_{\alpha \beta}\left(z, z_{1}, \omega\right) H_{\alpha \beta}\left(z_{1}, z^{\prime}, \omega\right)}{2 \pi N\left(z_{1}\right) \tau\left(z_{1}\right)} d z_{1} \tag{4}
\end{align*}
$$

where we have introduced the following notation:

$$
\begin{align*}
& K_{\alpha \beta}\left(z, z^{\prime}, \omega\right)=\int \frac{d^{2} p}{(2 \pi)^{2}} \widetilde{K}_{\alpha \beta}\left(\mathbf{p}, z, z^{\prime}, \omega\right)  \tag{5}\\
& \widetilde{K}_{\alpha \beta}\left(\mathbf{p}, z, z^{\prime}, \omega\right)=G_{\alpha \alpha}\left(\mathbf{p}, z, z^{\prime}, \omega\right) G_{\beta \beta}\left(\mathbf{p}, z, z^{\prime},-\omega\right)
\end{align*}
$$

$G_{\alpha \alpha}\left(\mathbf{p}, z, z^{\prime}, \omega\right)$ is the Green's function of the conduction electron in the normal phase averaged over the impurity configurations, $\mathbf{p}$ is the two-dimensional momentum in the junction plane, and $N(z)$ and $\tau^{-1}(z)$ are, respectively, the density of states on the Fermi level and the rate of scattering by impurities (both change their values suddenly when the boundary $z=0$ is crossed). Solving the problem with a potential barrier at the boundary between two semi-infinite metals in the spirit of Ref. 28, we can show that $\widetilde{K}_{\alpha \beta}\left(\mathbf{p}, z, z^{\prime}, \omega\right)$ obeys the differential equation

$$
\begin{equation*}
\left[2 \omega_{\alpha \beta}(z)-v_{z}(z) l_{\alpha \beta}(z) \frac{\partial}{\partial z^{2}}\right] v_{z}(z) \widetilde{K}_{\alpha \beta}\left(z, z^{\prime}\right)=2 \delta\left(z-z^{\prime}\right) \tag{6}
\end{equation*}
$$

with the boundary conditions

$$
\begin{align*}
\left.v_{s z} l_{s \alpha \beta} \frac{\partial \widetilde{K}_{\alpha \beta}\left(z, z^{\prime}\right)}{\partial z}\right|_{z=+0}= & \left.v_{f z} l_{f \alpha \beta} \frac{\partial \widetilde{K}_{\alpha \beta}\left(z, z^{\prime}\right)}{\partial z}\right|_{z=-0} \\
= & \frac{\sigma}{2(1-\sigma)}\left[v_{s z} \widetilde{K}_{\alpha \beta}\left(+0, z^{\prime}\right)\right. \\
& \left.-v_{f z} \widetilde{K}_{\alpha \beta}\left(-0, z^{\prime}\right)\right] \tag{7}
\end{align*}
$$

where for brevity some arguments have been dropped, $v_{z}$ is the $z$-component of the electron velocity, $\sigma$ is the barrier transmission coefficient, and

$$
\begin{align*}
& \omega_{\alpha \beta}(z)=|\omega|+\frac{1}{2 \tau(z)}+i I(z) g_{\alpha \beta} \operatorname{sgn} \omega,  \tag{8}\\
& l_{\alpha \beta}(z)=\frac{v_{z}(z)}{2 \omega_{\alpha \beta}(z)} .
\end{align*}
$$

Here the dependence of all quantities on $z$ is steplike, i.e., $I(z>0)=0$ and $I(z<0)=I, v_{z}(z>0)=v_{s z}$ and $v_{z}(z<0)$ $=v_{f z}$, and $\tau(z>0)=\tau_{s}$ and $\tau(z<0)=\tau_{f}$.

By using Eq. (6) with the boundary conditions (7) we can reduce the problem of solving the integral equation (4) for an inhomogeneous $F / S$-system to an integro-differential boundary-value problem for the quantity $\widetilde{H}_{\alpha \beta}\left(\mathbf{p}, z, z^{\prime}, \omega\right)$, which is related to the kernel $H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)$ by the formula

$$
\begin{equation*}
H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)=\int \frac{d^{2} p}{(2 \pi)^{2}} \widetilde{H}_{\alpha \beta}\left(\mathbf{p}, z, z^{\prime}, \omega\right) \tag{9}
\end{equation*}
$$

Note that due to the proximity of the characteristic momenta to the Fermi momenta, integration with respect to $\mathbf{p}$ in (5) and (9) reduces to integration with respect to the angle $\vartheta$ between the electron velocity vector $\mathbf{v}$ and a unit vector $\mathbf{n}$ normal to the boundary:

$$
\begin{equation*}
\int \frac{d^{2} p}{(2 \pi)^{2}} \rightarrow \pi N(z) \int_{0}^{1} v_{z}(z) d x=\pi N(z) v(z) \int_{0}^{1} x d x \tag{10}
\end{equation*}
$$

$$
x=\cos \vartheta
$$

Plugging (4) and (5) into (6) and (7), we arrive at the following integro-differential equation:

$$
\begin{align*}
& {\left[2 \omega_{\alpha \beta}(z)-v_{z}(z) l_{\alpha \beta}(z) \frac{\partial^{2}}{\partial z^{2}}\right] \pi N(z) v_{z}(z) \widetilde{H}_{\alpha \beta}\left(\mathbf{p}, z, z^{\prime}, \omega\right)} \\
& \quad=\frac{1}{\tau(z)} H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)+2 \pi N(z) \delta\left(z-z^{\prime}\right) \tag{11}
\end{align*}
$$

with boundary conditions for $\widetilde{H}_{\alpha \beta}\left(\mathbf{p}, z, z^{\prime}, \omega\right)$ of the form

$$
\begin{align*}
\left.v_{s z} l_{s \alpha \beta} \frac{\partial \widetilde{H}_{\alpha \beta}\left(z, z^{\prime}\right)}{\partial z}\right|_{z=+0}= & \left.v_{f z} l_{f \alpha \beta} \frac{\partial \widetilde{H}_{\alpha \beta}\left(z, z^{\prime}\right)}{\partial z}\right|_{z=-0} \\
= & \frac{\sigma}{2(1-\sigma)}\left[v_{s z} \widetilde{H}_{\alpha \beta}\left(+0, z^{\prime}\right)\right. \\
& \left.-v_{f z} \widetilde{H}_{\alpha \beta}\left(-0, z^{\prime}\right)\right] . \tag{12}
\end{align*}
$$

If we solve the boundary-value problem represented by the system of equations (9)-(12), we can find the kernel $H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)$. Then, substituting the kernel into he integral equation, we can find (in principle) the superconducting transition temperature $T_{c}$ and the spatial dispersion of the order parameter $\Delta(z)$ of the inhomogeneous $F / S$ system without imposing restrictions on the value of the barrier transmission coefficient $\sigma$ and the purity of the ferromagnetic and superconducting materials.

The above integro-differential boundary-value problem (9)-(12) for the proximity effect in an $F / S$ junction simplifies considerably in the dirty limit, where the electron mean free path $l_{j}=v_{j} \tau_{j}(j=f, s)$ becomes much smaller than

$$
\xi_{j \omega}=\operatorname{Re} \sqrt{\frac{D_{j}}{2\left(|\omega|+i I_{j}\right)}},
$$

the range of the kernel $H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)$ (here $D_{j}=v_{j} l_{j} / 3$ is the diffusion coefficient). We also assume that $l_{f}$ is smaller than the spin rigidity length $a_{f}=v_{f} / 2 I$ of the ferromagnet, with $2 I \tau_{f}<1$. An analysis of Eqs. (9)-(11) suggests that the anisotropic correlator $v_{z}(z) \widetilde{H}_{\alpha \beta}\left(\mathbf{p}, z, z^{\prime}, \omega\right)$ can be written as a sum of two terms,

$$
\begin{align*}
\pi N(z) v_{z}(z) \widetilde{H}_{\alpha \beta}\left(\mathbf{p}, z, z^{\prime}, \omega\right)= & H_{\alpha \beta}\left(z, z^{\prime}, \omega\right) \\
& +h_{\alpha \beta}\left(\mathbf{p}, z, z^{\prime}, \omega\right), \tag{13}
\end{align*}
$$

an isotropic term $H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)$ with a characteristic scale $\xi_{j \omega}$, and an anisotropic term $h_{\alpha \beta}\left(\mathbf{p}, z, z^{\prime}, \omega\right)$ with a range of order $l_{j}\left(\ll \xi_{j \omega}\right)$ (the anisotropic term vanished after angleaveraging). The representation (13) reflects the physical fact that the two-particle Green's function $v_{z}(z) \widetilde{H}_{\alpha \beta}\left(\mathbf{p}, z, z^{\prime}, \omega\right)$ becomes more and more isotropic as the impurity concentration rises (see, e.g., Ref. 29).

Since the spatial scales of interest to us are large compared to the mean free paths $l_{j}$, we can ignore $h_{\alpha \beta}$ in (13) everywhere except the region near the $F / S$ boundary. This corresponds to what is known as the diffusion approximation. ${ }^{30}$ Inserting (13) in (11), averaging the result over the angle between the velocity vector and the $z$ axis, and taking into account what was said earlier, we arrive at the following differential equation of diffusion form for the kernel $H_{a \beta}\left(z, z^{\prime}, \omega\right)$ :

$$
\begin{align*}
& {\left[|\omega|+i I(z) g_{\alpha \beta} \operatorname{sgn} \omega-\frac{1}{2} D_{\alpha \beta}(z) \frac{\partial^{2}}{\partial z^{2}}\right] H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)} \\
& \quad=\pi N(z) \delta\left(z-z^{\prime}\right) \tag{14}
\end{align*}
$$

Note that this equation is related to Eq. (11) in the same way as the Usadel equations are related to the Eilenberger equations (see, e.g., Ref. 29). Since Eq. (14) does not describe the real behavior of $H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)$ near the boundary between the
metals, it must be augmented by appropriate boundary condition, which asymptotically smooth out at distances greater than $l_{j}$. The required expressions that link the flux of the kernel $H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)$ across the junction to the value of the kernel at the $F$ - and $S$-sides of the junction can be derived directly from the exact boundary conditions (12). In the case of a flat $F / S$ boundary, which conserves the component of momentum parallel to the surface of the junction, these boundary conditions are

$$
\begin{align*}
\left.D_{s \alpha \beta} \frac{\partial H_{\alpha \beta}\left(z, z^{\prime}\right)}{\partial z}\right|_{z=+0}= & \left.D_{f \alpha \beta} \frac{\partial H_{\alpha \beta}\left(z, z^{\prime}\right)}{\partial z}\right|_{z=-0} \\
= & \frac{1}{4}\left[\sigma_{s} v_{s} H_{\alpha \beta}\left(+0, z^{\prime}\right)\right. \\
& \left.-\sigma_{f} v_{f} H_{\alpha \beta}\left(-0, z^{\prime}\right)\right], \tag{15}
\end{align*}
$$

where $\sigma_{s}$ and $\sigma_{f}$ are the transmission coefficients at the junction from the $S$ - and $F$-sides, respectively. The two transmission coefficients are related by the detailed balance condition $\sigma_{s} v_{s} N_{s}=\sigma_{f} v_{f} N_{f}$ (see Ref. 17), which states that the numbers of transitions from the $S$-layer to the $F$-layer and back are equal. In (14) and (15) we have introduced the following notation:

$$
\begin{align*}
& D_{\alpha \beta}(z)=\frac{D(z)}{1+2 i \tau(z) I(z) g_{\alpha \beta} \operatorname{sgn} \omega}, \\
& D(z)=D_{j}, \quad \sigma_{j}=\left\langle\frac{\sigma v_{j z}}{(1-\sigma) v_{j}}\right\rangle . \tag{16}
\end{align*}
$$

The complex-valued denominator in $D_{\alpha \beta}(z)$ describes the suppression of the diffusive motion of the conduction electrons in the ferromagnet by the strong exchange field of the localized spins. ${ }^{23}$ Because of this the motion of the spin carriers in the ferromagnet acquires a mixed diffusion-spinwave nature. As the parameter $2 I \tau_{f}$ increases, the spin-wave nature becomes dominant. The angle brackets $\langle\cdots\rangle$ denote averaging over the angle between the direction of electron velocity and a normal to the junction surface. Equations (3), (14), and (15) generalize the problem of the proximity effect for an arbitrary transmission coefficient of the $N / S$ boundary ${ }^{17,18}$ to the case where the normal metal $(N)$ is a ferromagnet with an exchange splitting $2 I$ that is considerably smaller than the Fermi energy $E_{f}$. In this case the differences in the densities of states and the transmission coefficients of the $F / S$ boundary for electrons with oppositely directed spins can be ignored.

If we define an anomalous Usadel function $F_{\alpha \beta}(z, \omega)$ (see Refs. 12,13, and 29) as

$$
\begin{equation*}
F_{\alpha \beta}(z, \omega)=\frac{1}{\pi N(z)} \int_{-\infty}^{\infty} H_{\alpha \beta}\left(z, z^{\prime}, \omega\right) \Delta\left(z^{\prime}\right) d z^{\prime} \tag{17}
\end{equation*}
$$

Eqs. (14) with the boundary conditions (15) can easily be transformed into the corresponding boundary-value problem for the Usadel functions. In terms of the functions $F_{\alpha \beta}(z, \omega)$, the problem of the proximity effect in an $F / S$ junction is described by an equation for the order parameter obtained from (3),

$$
\begin{equation*}
\Delta(z)=\frac{1}{2} \lambda(z) \pi T \sum_{\alpha \neq \beta} \sum_{\omega}{ }^{\prime} F_{\alpha \beta}(z, \omega) \tag{18}
\end{equation*}
$$

$(\lambda(z)=N(z) V(z)$ is the dimensionless electron-electron interaction parameter), and Usadel equations that are linearized for $T \rightarrow T_{c}$,

$$
\begin{equation*}
\left[|\omega|+i I(z) g_{\alpha \beta} \operatorname{sgn} \omega-\frac{1}{2} D_{\alpha \beta}(z) \frac{\partial^{2}}{\partial z^{2}}\right] F_{\alpha \beta}(z, \omega)=\Delta(z) \tag{19}
\end{equation*}
$$

with boundary conditions that relate the flux of the pair amplitude $F_{\alpha \beta}(z, \omega)$ to the discontinuity of the amplitude at the boundary $z=0$ :

$$
\begin{align*}
& \left.D_{s \alpha \beta} \frac{\partial F_{\alpha \beta}(z, \omega)}{\partial z}\right|_{z=+0}=\frac{\sigma_{s} v_{s}}{4}\left[F_{\alpha \beta}(+0, \omega)-F_{\alpha \beta}(-0, \omega)\right], \\
& \left.D_{f \alpha \beta} \frac{\partial F_{\alpha \beta}(z, \omega)}{\partial z}\right|_{z=-0}=\frac{\sigma_{f} v_{f}}{4}\left[F_{\alpha \beta}(+0, \omega)-F_{\alpha \beta}(-0, \omega)\right] . \tag{20}
\end{align*}
$$

The resulting boundary-value problem (18)-(20) for the proximity effect in the $F / S$ junction differs from the previous boundary-value problems (see Refs. 12 and 13) in two ways. First, the boundary conditions used in Refs. 12 and 13 and amounting to the continuity of the Usadel function in the passage through the plane $z=0$ constitute a particular case of Eqs. (20) and correspond to the limit of a large transmission coefficient, $\sigma_{j} \gg l_{j} / \xi_{j \omega}$, i.e., the flux of $F_{\alpha \beta}(z, \omega)$ across the $F / S$ boundary can be ignored. But $\sigma_{j}$, which determines the amplitude of the Cooper pair flux from the $S$-layer to the $F$-layer, ${ }^{17}$ strongly depends on the conditions and method of formation of the $F / S$ boundary. Hence either it can serve as am adjustable parameter or must be measured experimentally. Second, suppression of the diffusive motion of the spin carriers by the ferromagnet's exchange field results in the emergence of spin rigidity, ${ }^{23-25}$ i.e., the appearance of an imaginary part in the effective diffusion coefficient (see Eq. (16) and the beginning of Sec. 3):

$$
\begin{equation*}
D_{f}(I)=\frac{D_{f}}{1+2 i I \tau_{f}} . \tag{21}
\end{equation*}
$$

Because of this, the solutions of the Usadel equation (19) in a sufficiently pure $F$-layer with a strong exchange field oscillate with relatively low damping, which suggest that there is a LOFF state. ${ }^{19,20}$ Oscillations of the discontinuity in the pair amplitude at the $F / S$ boundary lead, in accordance with the boundary conditions (20), to periodic variation in the Cooper pair flux from the $S$-layer to the $F$-layer, thus forcing oscillations to appear in the $T_{c}\left(d_{f}\right)$ dependence. These oscillations, whose observability strongly depends on $\sigma_{j}$, prove to be possible not only in $F / S$ multilayers but also in $F / S$ double layers.

## 3. SUPERCONDUCTING TRANSITION TEMPERATURE OF AN FIS DOUBLE-LAYER JUNCTION

As an example of how the obtained Usadel equations (19) and the boundary conditions (20) can be used, we calculate the superconducting transition temperature of a planar
$F / S$ junction in which the ferromagnetic metal occupies the region $-d_{f}<z<0$ and the superconductor, the region $0<z$ $<d_{s}$. Allowing for the symmetry properties of the Usadel function, $F_{\alpha \beta}(z, \omega)=F_{\beta \alpha}^{*}(z, \omega)=F_{\beta \alpha}(z,-\omega)$ and going over to positive frequencies $\omega$, we write Eqs. (18) and (19) separately for the $S$ - and $F$-layers, discarding the spin indices for convenience. For the $F$-layer we obtain

$$
\begin{align*}
& \Delta_{s}(z)=2 \lambda_{s} \pi T \operatorname{Re} \sum_{\omega>0}^{\prime} F_{s}(z, \omega),  \tag{22}\\
& {\left[\omega-\frac{D_{s}}{2} \frac{\partial^{2}}{\partial z^{2}}\right] F_{s}(z, \omega)=\Delta_{s}(z), \quad 0<z<d_{s}} \tag{23}
\end{align*}
$$

Similarly, for the $F$-layer we have

$$
\begin{align*}
& \Delta_{f}(z)=2 \lambda_{f} \pi T \operatorname{Re} \sum_{\omega>0}{ }^{\prime} F_{f}(z, \omega),  \tag{24}\\
& {\left[\omega+i I-\frac{D_{f}(I)}{2} \frac{\partial^{2}}{\partial z^{2}}\right] F_{f}(z, \omega)=\Delta_{f}(z), \quad-d_{f}<z<0,} \tag{25}
\end{align*}
$$

with $D_{f}(I)$ specified in (21). The boundary conditions at the plane $z=0$ corresponding to Eqs. (23) and (25) become

$$
\begin{align*}
& \left.D_{s} \frac{\partial F_{s}(z, \omega)}{\partial z}\right|_{z=+0}=\frac{\sigma_{s} v_{s}}{4}\left[F_{s}(+0, \omega)-F_{f}(-0, \omega)\right] \\
& \left.D_{f}(I) \frac{\partial F_{f}(z, \omega)}{\partial z}\right|_{z=-0}=\frac{\sigma_{f} v_{f}}{4}\left[F_{s}(+0, \omega)-F_{f}(-0, \omega)\right] . \tag{26}
\end{align*}
$$

We seek the solutions to Eqs. (23) and (25) together with boundary conditions (26) and the conditions

$$
\begin{equation*}
\frac{\partial F_{f, s}}{\partial z}\left(z=-d_{f}, d_{s}\right)=0, \tag{27}
\end{equation*}
$$

corresponding to a zero electron flux across the external boundaries of the junction in the form $(\omega>0)$

$$
\begin{align*}
& F_{s}(z, \omega)=\frac{\Delta_{s 0}}{\omega}+A \frac{\cosh \left[q_{s}\left(z-d_{s}\right)\right]}{\cosh q_{s} d_{s}},  \tag{28}\\
& F_{f}(z, \omega)=\frac{\Delta_{f 0}}{\omega+i I}+B \frac{\cosh \left[q_{f}\left(z+d_{f}\right)\right]}{\cosh q_{f} d_{f}}, \quad-d_{f}<z<0,
\end{align*}
$$

where $\Delta_{s 0}$ and $\Delta_{f 0}$ are the initial values of the order parameters for the thin $S$ - and $F$-layers, $A$ and $B$ are parameters determined from the conditions (26) and (27), and the wave numbers $q_{s}$ and $q_{f}$ are given by the following expressions:

$$
\begin{equation*}
q_{s}^{2}=\frac{2 \omega}{D_{s}}, \quad q_{f}^{2}=\frac{2(\omega+i I)}{D_{f}(I)} . \tag{29}
\end{equation*}
$$

The mutual effect of the metals $F$ and $S$ across the boundary is especially significant in the Cooper limit, where the thicknesses $d_{j}$ of the layers are small compared to the coherence lengths

$$
\xi_{j}=\operatorname{Re} \sqrt{\frac{D_{j}\left(I_{j}\right)}{2\left(\pi T+i I_{j}\right)}}, \quad j=f, s ; \quad I_{f}=I, \quad I_{s}=0
$$

In this case the order parameter and the Usadel function are essentially constant inside the $F$ - and $S$-layers, since $\left|q_{j} d_{j}\right|$ $\ll 1$ in (28). Then the condition that Eqs. (22) and (24) are simultaneously nontrivial yields, after we sum over the frequencies $\omega$, the following expression for the reduced superconducting transition temperature $t=T_{c} / T_{c s}$ of the $F / S$ junction ( $T_{c s}$ is the transition temperature of the isolated $S$-layer):

$$
\begin{align*}
& {\left[\ln t-\operatorname{Re}\left(c_{s}^{\prime} \chi_{-}+c_{f}^{\prime} \chi_{+}\right)\right]\left[\ln t+\lambda_{f}^{-1}-\lambda_{s}^{-1}-\operatorname{Re}\left(c_{f}^{\prime} \chi_{-}\right.\right.} \\
& \left.\left.\quad+c_{s}^{\prime} \chi_{+}\right)\right]-\left[\operatorname{Re} c_{s}^{\prime \prime}\left(\chi_{-}-\chi_{+}\right)\right]\left[\operatorname{Re} c_{f}^{\prime \prime}\left(\chi_{-}-\chi_{+}\right)\right]=0 . \tag{30}
\end{align*}
$$

Here we have introduced the following notation:

$$
\begin{align*}
& \chi_{ \pm}=\Psi\left(\frac{1}{2}\right)-\Psi\left(\frac{1}{2}+\frac{\Gamma_{ \pm}}{2 \pi T_{c s} t}\right)+\ln \left(1+\frac{\Gamma_{ \pm}}{\omega_{D}}\right), \\
& \Gamma_{ \pm}=\frac{\Gamma+i I \pm \sqrt{(\Gamma+i I)^{2}-4 i I \Gamma_{s}}}{2}, \\
& \Gamma=\Gamma_{s}+\Gamma_{f}, \quad \Gamma_{j}=\frac{\sigma_{j} v_{j}}{8 d_{j}},  \tag{31}\\
& c_{f}^{\prime}=\frac{\Gamma_{+}-\Gamma_{f}-i I}{\Gamma_{+}-\Gamma_{-}}, \quad c_{s}^{\prime}=\frac{\Gamma_{+}-\Gamma_{s}}{\Gamma_{+}-\Gamma_{-}}, \\
& c_{f}^{\prime \prime}=\frac{\Gamma_{s}}{\Gamma_{+}-\Gamma_{-}}, \quad c_{s}^{\prime \prime}=\frac{\Gamma_{f}}{\Gamma_{+}-\Gamma_{-}},
\end{align*}
$$

where $\Psi(x)$ is the digamma function, and $\Gamma_{f}$ and $\Gamma_{s}$ are the electron transition rates from the $F$-layer and $S$-layer and back, respectively. At $I=0$ Eq. (30) becomes the equation for the superconducting transition temperature of the $N / S$ junction at arbitrary values of the transmission coefficient of the interface of the metals, which was derived earlier in Ref. 17 by one of the present authors. Here we have $\Gamma_{-}=0$ and $\Gamma_{+}=0$, and the coefficients $c_{j}^{\prime}=c_{j}^{\prime \prime}$ are equal to $c_{j}$, where

$$
\begin{equation*}
c_{j}=\frac{N_{j} d_{j}}{N_{s} d_{s}+N_{f} d_{f}}, \quad c_{f} \Gamma_{f}=c_{s} \Gamma_{s}, \tag{32}
\end{equation*}
$$

i.e., $c_{f}$ and $c_{s}$ are relative bulk densities of electron states in the metals $F$ and $S$, respectively.

Here we have examined only the corollaries of Eq. (30) that reflect the experimental facts, according to which $I$ $\gg \pi T_{c s}$ and $d_{s} \gg d_{f}$. In particular, the suppression of $T_{c}$ for the smallest thicknesses $d_{f}$ of the ferromagnetic layer is described by the formula

$$
\begin{align*}
\ln t \simeq & -\frac{c_{f}\left(\lambda_{s}-\lambda_{f}\right)}{\lambda_{s}\left(c_{s} \lambda_{s}+c_{f} \lambda_{f}\right)}+\Psi\left(\frac{1}{2}\right) \\
& -\operatorname{Re} \Psi\left(\frac{1}{2}+\frac{i c_{f} I}{2 \pi T_{c s} t}\right), \quad \Gamma_{f}>I . \tag{33}
\end{align*}
$$

This formula predicts strong initial lowering of $T_{c}$ with increasing $d_{f}$ because of the averaging of the electron-electron interactions $\lambda_{f}$ and $\lambda_{f}$ and also because of spin polarization of $I$ over the entire sample due to the rapid electron exchange between the $F$ - and $S$-layers. The exchange rate is characterized by the parameter $\Gamma=\Gamma_{f}+\Gamma_{s}$ (see Ref. 17), where in this
case $\Gamma_{f}>I>\omega_{D} \gg \Gamma_{s}, \pi T_{c s}$. Here, initially for $c_{f} I \ll \pi T_{c s}$, the suppression of $T_{c}$ by the first term in (33) dominates, since the initial contribution of the exchange field is quadratic in the parameter $c_{f}$ and $\left|\lambda_{f}\right| \ll \lambda_{s}$ probably holds due to the electron repulsion (supplementing attraction) via spin waves in the ferromagnet. ${ }^{31}$ Then, as $d_{f}$ increases, a more rapid drop in $T_{c}$ ensures the depairing action of the average exchange polarization $c_{f} I$. For large thicknesses of the $F$-layer, when $\Gamma_{f}$ becomes smaller than $I$, the $F / S$ boundary becomes effectively self-locked and the $F$ and $S$ subsystems are weakly coupled, so that instead of Eq. (33) for $T_{c}$, Eq. (30) yields

$$
\begin{equation*}
\ln t \simeq \Psi\left(\frac{1}{2}\right)-\Psi\left(\frac{1}{2}+\frac{\Gamma_{s}}{2 \pi T_{c s} t}\right), \quad \Gamma_{f}<I . \tag{34}
\end{equation*}
$$

In this case the rate $\Gamma_{s}$ at which pairs leave the superconductor for the ferromagnet acts as the depairing parameter, and for $\Gamma_{s}<\pi T_{c s} / 2 \gamma(\gamma=1.781$ is Euler's constant) the function $T_{c}\left(d_{f}\right)$ becomes a finite constant. Hence, for a given thickness of the $F$-layer, superconductivity in the $F / S$ junction arises only if $d_{s}$ is larger than the critical thickness $d_{s c}$ $=\sigma_{s} v_{s} \gamma / 4 \pi T_{c s} \approx \sigma_{s} \xi_{s 0}$, where $\xi_{s 0}$ is the BCS coherence length. The relation $\Gamma_{f} \simeq I$ allows for a minimum (for small transmission coefficients) estimate of the critical thickness of the $F$-layer, $d_{f c} \simeq \sigma_{f} v_{f} / 8 I=\sigma_{f} a_{f}$, above which $T_{c}$ ceases to depend on $d_{f}$. The existence of the critical thicknesses $d_{s c}$ and $d_{f c}$ has been noted in all experiments with $F / S$ multilayers. ${ }^{7-11,14}$

The possibility of the Usadel function in the $F$-layer behaving in an oscillatory manner and the experimental conditions require considering arbitrary thicknesses $d_{f}$ and $d_{s}$. As demonstrated earlier, the difference in the electronelectron interaction parameters $\left(\lambda_{f}<\lambda_{s}\right)$ causes the superconducting transition temperature of the $F / S$ junction to decrease only up to thicknesses $d_{f}$ of order the interatomic distance. The strong depairing effect of the exchange field $I$ ( $I \gtrdot \pi T_{c s}$ ) is the main mechanism for the destruction of superconductivity in $F / S$ systems. Hence, ignoring (to make matters simpler) the order parameter induced in the $F$-layer, $\Delta_{f}(z) \simeq 0\left(\lambda_{f} \simeq 0\right)$, we seek the solutions of Eqs. (22)-(27) in the form

$$
\begin{align*}
F_{s}(z, \omega)= & \frac{\Delta_{s}(z)}{\omega+D_{s} k_{s}^{2} / 2}=\frac{C}{\omega+D_{s} k_{s}^{2} / 2} \\
& \times \frac{\cos \left[k_{s}\left(z-d_{s}\right)\right]}{\cos k_{s} d_{s}}, \quad 0<z<d_{s}  \tag{35}\\
F_{f}(z, \omega)= & E \frac{\cos \left[k_{f}\left(z+d_{f}\right)\right]}{\cos k_{f} d_{f}}, \quad-d_{f}<z<0
\end{align*}
$$

where $C$ and $E$ are constants, and $k_{s}$ and $k_{f}$ are wave numbers independent of the frequency $\omega(\omega \ll I)$. Then for the superconducting transition temperature of the $F / S$ junction we obtain an ordinary equation of the Abrikosov-Gor'kov type,


FIG. 1. Reduced superconducting transition temperature $T_{c} / T_{c s}$ of the $F / S$ junction vs. the reduced thickness $d_{f} / a_{f}$ of the ferromagnetic layer, described by Eqs. (36), (37), and (41) at $N_{s} v_{s}=N_{f} v_{f}, \quad d_{s}=500 \AA, \quad$ and $\quad \xi_{s 0}=400 \AA$, where $\xi_{s 0}$ is the BCS coherence length. The values of the parameters $\sigma_{s}$ and $2 I \tau_{f}$ are given in each diagram; (a) $T_{c}$ reaches a plateau, (b) recurrent superconductivity, (c) oscillations of $T_{c}$, and (d) periodically recurrent superconductivity. The dashed curves labeled $t^{*}$ in Figs. b and $d$ are lines of tricritical points.

$$
\begin{equation*}
\ln t=\Psi\left(\frac{1}{2}\right)-\operatorname{Re} \Psi\left(\frac{1}{2}+\frac{D_{s} k_{s}^{2}}{4 \pi T_{c s} t}\right), \tag{36}
\end{equation*}
$$

where the depairing parameter $D_{s} k_{s}^{2}$ is the solution of another equation,

$$
\begin{equation*}
D_{s} k_{s} \tan k_{s} d_{s}=\frac{\sigma_{s} v_{s}}{4-\left[\sigma_{f} v_{f} / D_{f}(I) k_{f}\right] \cot k_{f} d_{f}}, \tag{37}
\end{equation*}
$$

and the wave number $k_{f}$ for $\tau_{f}^{-1}>2 I \gtrdot 2 \pi T_{c s}$ is given by the following expression:

$$
\begin{equation*}
k_{f}^{2}=\frac{-2 i I}{D_{f}(I)}=\frac{-2 i I\left(1+2 i I \tau_{f}\right)}{D_{f}} \tag{38}
\end{equation*}
$$

Plugging the solutions (35) into the first boundary condition in (20), we can easily see that the left-hand side of Eq. (37), which defines the depairing parameter $D_{s} k_{s}^{2}$ in Eq. (36) for $T_{c}$, is proportional to the Cooper pair flux from the $S$-layer to the $F$-layer. Here the resonant denominator of the righthand side of Eq. (37), being inversely proportional to the discontinuity in the pair amplitude at the $F / S$ boundary, periodically changes the value of this flux as the thickness of the $F$-layer increases due to the function $\cot k_{f} d_{f}$.

In the Cooper limit $\left|k_{j} d_{j}\right|<1$, the system (36)-(38) reproduces formulas similar to (33) for $\Gamma_{f}>I$ and (34) for $\Gamma_{f}$ $<I$. Hence the single-mode approximation ${ }^{32}$ used in deriving Eq. (36), which is an approximation in which multiple reflection and the passage of electron waves across the $F / S$ boundary are ignored, is not too crude. Going beyond the Cooper
limit, where the oscillatory nature of the pair amplitude in the $F$-layer cannot clearly manifest itself, requires a more detailed analysis of Eqs. (36)-(38).

Spatial variations of the Usadel function in the $F$-layer are characterized by the wave number $k_{f}=1 / \xi_{f}^{\prime}-i / \xi_{f}^{\prime \prime}$, where $\xi_{f}^{\prime}$ is responsible for the oscillation period and $\xi_{f}^{\prime \prime}$, for the depth of penetration of the pair amplitude into the ferromagnet. In the dirty limit ( $l_{f} \ll a_{f}<v_{f} / 2 \pi T$ ) these two lengths are approximately equal and, as Eq. (38) suggests, differ only in small corrections of order $I \tau_{f}$ :
$\xi_{f}^{\prime}=\sqrt{D_{f} / I}\left(1-I \tau_{f}\right), \quad \xi_{f}^{\prime \prime}=\sqrt{D_{f} / I}\left(1+I \tau_{f}\right), \quad 2 I \tau_{f} \ll 1$.

In this case, due to the heavy damping of the function $F_{f}(z, \omega)$, as $d_{f}$ increases, only one node of this function, which leads to a minimum in the $T_{c}\left(d_{f}\right)$ dependence, can reach the $F / S$ boundary. As $d_{f}$ increases further, the coherent coupling of the two boundaries of the $F$-layer deteriorates and the Cooper pair flux from the $S$-layer to the $F$-layer becomes constant, with the $T_{c}\left(d_{f}\right)$ dependences reaching a plateau. For small values of the parameter $\sigma_{s}$ and $2 I \tau_{f}$, the minimum of $T_{c}$ almost merges with the plateau, as Fig. 1a clearly shows. Such behavior, with the function $T_{c}\left(d_{f}\right)$ first rapidly decreasing and then reaching a plateau, was observed in bimetallic $\mathrm{Gd} / \mathrm{Nb}$ junctions ${ }^{9}$ and is also known from early experiments with $F / S$ double layers. ${ }^{33}$ However, when the transmission coefficient $\sigma_{s}$ of the $F / S$ boundary is large, the development of this minimum in $T_{c}$ with increasing $2 I \tau_{f}$
may lead to recurrent superconductivity, depicted in Fig. 1b. Clearly, there are two critical thicknesses here: $d_{f c 1}$, at which superconductivity in the $F / S$ junction disappears, and $d_{f c 2}$, at which superconductivity is restored in the system. Hence Eq. (37) can be interpreted as a relation from which we can find all the crystal thicknesses mentioned earlier: $d_{f c}$ (at larger thicknesses $T_{c}$ is independent of $d_{f}$ ), $d_{s c}$ (at smaller thicknesses the superconductivity in the $F / S$ junction is suppressed), and $d_{f c 1}$ and $d_{f c 2}$ as functions of the exchange field $I$ and the transmission coefficient $\sigma_{s}$ of the $F S$ boundary.

When the transmission coefficient $\sigma_{s}$ of the $F S$ boundary is large and the exchange field is strong (as in the case depicted in Fig. 1b), we must allow for a possible change of the phase transition type. The tricritical point $t_{c}^{*}$ below which the transition from a superconducting state to a normal state is second-order, can be found by simultaneously solving Eq. (36) and the equation for the line of tricritical points $t^{*}=T^{*} / T_{c s}$ :

$$
\begin{equation*}
\operatorname{Re} \Psi^{(2)}\left(\frac{1}{2}+\frac{D_{s} k_{s}^{2}}{4 \pi T_{c s} t^{*}}\right)=0 \tag{40}
\end{equation*}
$$

where $\Psi^{(2)}(x)$ is the tetragamma function. The region where the $T_{c}\left(d_{f}\right)$ curve intersects the line of tricritical points $t^{*}$ is characterized by the fact that the solution of Eq. (36) for $T_{c}$ in this region is two-valued, so that new states of the LOFF type ${ }^{19,20}$ can occur in this region. Probably, a new LOFF state appears via additional sinusoidal modulation of the pair amplitude in the $x y$ plane of the junction with a characteristic wave vector $\mathbf{q}_{\perp}=\mathbf{i} q_{x}+\mathbf{j} q_{y}$. Here, due to an increase in the coherence length $\xi_{s}=\sqrt{D_{s} / 2 \pi T}$, at low temperatures modulation extends not only to the $F$-layer but also to the $S$-layer. Hence the neighborhood of the critical point $t_{c}^{*}$ in the $T_{c}\left(d_{f}\right)$ dependence requires a special investigation, which lies outside the scope of the present paper.

If $2 I \tau_{f}>1$ holds (this is possible, since $I \sim 10^{3} \mathrm{~K}$ for Gd and Fe ), the diffusion approximation used in our description of conduction electron motion in the ferromagnetic is inapplicable, ${ }^{23}$ although the ordinary condition for the dirty limit, $\pi T \tau_{f} \ll 1$, may be met. The important thing is that the mean free path $l_{f}$ becomes longer than the spin rigidity length $a_{f}$, which is now the smallest characteristic scale in the problem. In this case, quasiparticle motion in the ferromagnet is predominantly spin-wave, and scattering by impurities leads to slowly decaying spin waves.

Note that our approach to the proximity effect in $F / S$ systems, developed in Sec. 2, is generally free (in contrast to the previous theories ${ }^{12,13}$ ) from restrictions on the strength of impurity scattering in the $F$ - and $S$-layers. In particular, for $\pi T \tau_{i} \ll 1$ but arbitrary $2 I \tau_{f}$, there is no way in which Eq. (25) for $F_{f}(z, \omega)$ can be used, although Eq. (23) for $F_{s}(z, \omega)$ in this case remains valid. In this case, by solving Eqs. (9), (11), and (17) simultaneously, we can show that the characteristic equation for $k_{f}$ is more complicated than Eq. (38):

$$
\begin{equation*}
\frac{k_{f} l_{f}}{\arctan \left[k_{f} l_{f} /\left(1+2 i I \tau_{f}\right)\right]}=1 \tag{41}
\end{equation*}
$$

An approximate solution of this equation for $2 I \tau_{f}<1$ corresponds to the adopted diffusion approximation and yields formula (38) for $k_{f}$.

If $2 I \tau_{f}>1$ holds, the asymptotic behavior of $F_{f}(z, \omega)$ is described by a wave number $k_{f}$ that differs somewhat from (38):

$$
\begin{equation*}
k_{f}^{2} \approx \frac{-2 i I\left(1+2 i I \tau_{f}\right)}{v_{f} l_{f}}, \tag{42}
\end{equation*}
$$

where $\operatorname{Re} k_{f}$ is a quantity of order the coherent pair momentum $k$ in a LOFF state, ${ }^{19,20}$ and $\operatorname{Im} k_{f} \sim l_{f}^{-1}$ determines the spread in the values of $k$, i.e., the decay of the LOFF phase. Here the oscillation period of the pair amplitude, $\xi_{f}^{\prime}$, becomes much smaller than the depth of penetration of pairs into the ferromagnet, $\xi_{f}^{\prime \prime}$ :

$$
\begin{equation*}
\xi_{f}^{\prime} \approx a_{f}=\frac{v_{f}}{2 I}, \quad \xi_{f}^{\prime \prime} \simeq 2 l_{f}, \quad 2 I \tau_{f} \gg 1 \tag{43}
\end{equation*}
$$

To within the $D_{f} \rightarrow 3 D_{f}$ substitution, the system of equations (36)-(38) proves applicable in a qualitative description of the $T_{c}\left(d_{f}\right)$ dependence in $F / S$ junctions with relatively pure ferromagnetic layers, too. As $d_{s}$ increases, the Usadel function, the depairing factor $D_{s} k_{s}^{2}$, and the $T_{c}\left(d_{f}\right)$ dependence oscillates with a period determined by the spin rigidity length $a_{f}$. These oscillations decay for $d_{f}>2 l_{f}\left(\gtrdot a_{f}\right)$, causing $F_{f}(z, \omega)$ to vanish as we move away from the $F / S$ boundary and making $T_{c}$ constant, as shown in Fig. 1c. Such behavior of $T_{c}\left(d_{f}\right)$ was observed in the $\mathrm{Fe} / \mathrm{Nb} / \mathrm{Fe}$ triple-layer junction. ${ }^{14}$ To generalize our results to $F / S / F$ triple layers, we need only replace $d_{s}$ with $d_{s} / 2$ in the above formulas. Interestingly, for sufficiently large values of the parameters $\sigma_{s}$ and $2 I \tau_{f}$, the superconductivity of the $F / S$ junction at low temperature is of a periodically recurrent nature, with sections that are superconductors within the $F$-layer alternating with normal sections, as shown in Fig. 1d.

Clearly, the maxima and minima in the $T_{c}\left(d_{f}\right)$ dependence in Figs. 1c and 1d appear when, respectively, crests and nodes of the pair amplitude $F_{f}(z) \propto \cos \left[k_{f}\left(z+d_{f}\right)\right]$ cross the $F / S$ boundary $(z=0)$. The Cooper pair flux from the $S$-layer to the $F$-layer, given by Eq. (37), decreases ( $\sin k_{f} d_{f}$ $\rightarrow 0)$ or increases $\left(\cos k_{f} d_{f} \rightarrow 0\right)$ in step with the discontinuity of the pair amplitude at the $F / S$ boundary. Formally, this looks like periodic modulation of the transmission coefficient of the $F / S$ boundary or like periodic compensation of the paramagnetic effect of the exchange field of the $F$-layer. As the impurity concentration in the $F$-layer increases to $\tau_{f}^{-1}$ $>2 I$, the motion of paired particles becomes diffusive and, according to (39), $\operatorname{Re} k_{f} \simeq \operatorname{Im} k_{f} \sim \sqrt{l_{f} a_{f}}$. Then the oscillations of the pair amplitude in the LOFF phase become heavily damped, and their effect on the behavior of $T_{c}\left(d_{f}\right)$ is much weaker than when $2 I \tau_{f}>1$ holds (Figs. 1a and 1b).

## 4. COMPETITION OF 0-PHASE AND $\pi$-PHASE STATES IN F/S MULTILAYERS

To calculate the superconducting transition temperature of an $F / S$ superlattice formed by alternating ferromagnetic layers of thickness $d_{f}$ and superconducting layers of thick-
ness $d_{s}$, we study the spatial variations of the Usadel function in a unit cell consisting of an $F$-layer $\left(-d_{f}<z<0\right)$ and an $S$-layer $\left(0<z<d_{s}\right)$. To this end we augment the system of equations (22)-(26) by periodicity conditions for the Usadel function and the order parameter:
$F_{s, f}(z+L, \omega)=e^{i \varphi} F_{s, f}(z, \omega), \quad \Delta(z+L)=e^{i \varphi} \Delta(z)$,
where $L=d_{f}+d_{s}$ is the superlattice period, and $\varphi$ is an arbitrary phase. In addition, we require that boundary conditions of type (26) are met at the outer boundaries $z=-d_{f}, d_{s}$ of the unit cell of the superlattice. In what follows we assume that the interaction of the magnetization of the neighboring $F$-layers through the superconducting $S$-layers can be ignored. This assumption is justified for $F / S$ multilayers in which the thickness $d_{s}$ of the $S$-layers is larger than $\xi_{s}$, since in this case the indirect RKKY exchange between neighboring $F$-layers is exponentially small (see, e.g., Refs. 2 and 3). This corresponds to the conditions of the experiments discussed in Refs. 7-11, and 14, where it was noted that the critical thicknesses $d_{s c}$ of the superconducting layers below which there can be no superconductivity in the $F / S$ system are larger than $\xi_{s}$. In these cases the mutual orientation of the magnetizations of the neighboring $F$-layers in metallic $F / S$ superlattices is unimportant.

Clearly, all the physically distinct values of the phase $\varphi$ lie within the segment $0 \leqslant \varphi \leqslant \pi$. However, the general solution of the boundary-value problem (22)-(26), (44) implies that the only the solutions with $\varphi=0$ and $\varphi=\pi$ are the most stable in a broad range of thicknesses $d_{f}$ and $d_{s}$. Estimates have shown ${ }^{12,13}$ that the ranges where the intermediate values of the phase $0<\varphi<\pi$ are realized are extremely narrow and correspond to transitions from one stable state to another. Hence here we give only the solutions for the 0-phase ( $\varphi=0$ ) and $\pi$-phase $(\varphi=\pi)$ states of the $F / S$ superlattice.

In the 0 -phase case, the characteristic solutions of our boundary-value problem for the Usadel function are those with crests at the centers of the $S$ - and $F$-layers:

$$
\begin{array}{ll}
F_{s}(z, \omega) \propto \cos \left[k_{s}\left(z-d_{s} / 2\right)\right], & 0<z<d_{s}, \\
F_{f}(z, \omega) \propto \cos \left[k_{f}\left(z+d_{f} / 2\right)\right], & -d_{f}<z<0 . \tag{46}
\end{array}
$$

These solutions lead to the already familiar equation (36) for the superconducting transition temperature $T_{c}$, where the depairing factor $D_{s} k_{s}^{2}$ is now given by the equation

$$
\begin{equation*}
D_{s} k_{s} \tan \frac{k_{s} d_{s}}{2}=\frac{\sigma_{s} v_{s}}{4-\left[\sigma_{f} v_{f} / D_{f}(I) k_{f}\right] \cot \left(k_{f} d_{f} / 2\right)}, \tag{47}
\end{equation*}
$$

which differs from the similar equation (37) for the $F / S$ junction in that $d_{j}$ is replaced by $d_{j} / 2$. This is a natural consequence of the symmetry of the superlattice if one ignores the interaction between neighboring $F$-layers through the superconducting layers.

In the $\pi$-phase case, the corresponding solution for the Usadel function has a node at the center of the $F$-layer (in contrast to (46)), i.e.,

$$
\begin{equation*}
F_{f}(z, \omega) \propto \sin \left[k_{f}\left(z+d_{f} / 2\right)\right], \quad-d_{f}<z<0 . \tag{48}
\end{equation*}
$$

Hence, the depairing parameter $D_{s} k_{s}^{2}$ in Eq. (36) for $T_{c}$ is described by a different transcendental equation:

$$
\begin{equation*}
D_{s} k_{s} \tan \frac{k_{s} d_{s}}{2}=\frac{\sigma_{s} v_{s}}{4+\left[\sigma_{f} v_{f} / D_{f}(I) k_{f}\right] \tan \left(k_{f} d_{f} / 2\right)} \tag{49}
\end{equation*}
$$

Note that the only way in which the right-hand side of Eq. (47) differs from the right-hand side of Eq. (49) is that the second contains $-\tan x$ where the first contains $\cot x$. The wave number $k_{f}$ for both equations, Eq. (47) (the 0 -phase) and Eq. (49) (the $\pi$-phase), is determined by the expression (38) for $2 I \tau_{f}<1$ and (42) for $2 I \tau_{f}>1$. We also note that the 0 -phase (46) and $\pi$-phase (48) solutions, differing in the parity of the pair amplitude with respect to the center of the $F$-layer, are two variants of the quasi-onedimensional LOFF state ${ }^{19,20}$ in $F / S$ superlattices. Here the pair amplitude is doubly periodic: 'microscopically' inside each $F$-layer and 'macroscopically" in the superlattice as a whole. The latter period in the 0 -phase case is $L=d_{f}+d_{s}$, while in the 0 -phase case it is $2 L$. A comparison of (47) and (49) shows that now, as $d_{f}$ increases, the Cooper pair flux may also oscillate due to transitions between 0 - and $\pi$-phase states.

The results of a numerical analysis of the behavior of $T_{c}\left(d_{f}\right)$ for the 0 - and $\pi$-phase states of an $F / S$ superlattice for different values of the parameters are depicted in Fig. 2. Figure 2a shows the $T_{c}\left(d_{f}\right)$ dependence, from which it follows that for $\sigma_{s} \simeq 2 I \tau_{f} \simeq 0.5$ the transition from the 0 -phase branch to the $\pi$-phase branch leads to a single burst in the superconducting transition temperature, which then reaches a plateau. This behavior of $T_{c}\left(d_{f}\right)$ resembles the results of experiments ${ }^{10,11}$ with $\mathrm{Gd} / \mathrm{Nb}$ multilayers. For somewhat smaller values of these quantities ( $\sigma_{s} \sim 2 I \tau_{f} \sim 0.3$ ) the 0 and $\pi$-phase solutions in the 'switching'" region come closer, and instead of the burst in $T_{c}$ in the same $\mathrm{Gd} / \mathrm{Nb}$ multilayers ${ }^{8}$ and in $\mathrm{Fe} / \mathrm{V}$ superlattices, ${ }^{7}$ the superconducting transition temperature reaches a plateau. Our analysis shows that the differences in the nature of the $T_{c}\left(d_{f}\right)$ dependence reported by different groups of researchers for the same $F / S$ systems can probably be explained by the different transmission coefficients of the $F / S$ boundaries and the different purity of the ferromagnetic layers. This in turn may be related to differences in the experimental conditions and the methods of preparation of $F / S$ structures used by the different groups. We also note that when the transmission coefficients of the boundaries are large in $F / S$ superlattices with $2 I \tau_{f}$ $<1$, recurrent superconductivity is possible (see Fig. 2b). In contrast to $F / S$ junctions (Fig. 1b), recurrent superconductivity in $F / S$ superlattices is characterized by the proximity, in the $T_{c}\left(d_{f}\right)$ phase diagram, of the 0 - and $\pi$-phase regions limited by the thickness of the $F$-layer. The first time at which $T_{c}$ vanishes is when 0 -phase nodes approach $F / S$ boundaries. The finite value of $T_{c}$ is restored when the nodes of the $\pi$-phase pair amplitude approaches the boundaries. The second time $T_{c}$ vanishes is when $\pi$-phase nodes approach $F / S$ boundaries. A further increase in $d_{f}$ leads to a situation in which the heavy damping of both 0 - and $\pi$-phase solutions for $2 I \tau_{f}<1$ destroys the coherent coupling between the neighboring $F / S$ boundaries in the superlattice and the Cooper pair flux becomes constant but sufficiently strong (in this case) to suppress superconductivity.

Figure 2 shows that for relatively pure $F$-layers with a


FIG. 2. The $\left(T_{c} / T_{c s}, d_{f} / a_{f}\right)$ phase diagrams of the $F / S$ superlattice for $N_{s} v_{s}=N_{f} v_{f}, d_{s}$ $=500 \AA$, and $\xi_{s 0}=400 \AA$, where $\xi_{s 0}$ is the BCS coherence length. The values of the parameters $\sigma_{s}$ and $2 I \tau_{f}$ are given in each diagram; (a) single burst in $T_{c}$, (b) recurrent $0-\pi$ superconductivity, (c) oscillations of $T_{c}$ with competition of 0 - and $\pi$-phase states, and (d) periodically recurrent superconductivity with alternation of 0 - and $\pi$-phase states. The 0 and $\pi$ labeling the curves indicate that the curves belong to 0 - and $\pi$-phase states, respectively.
strong exchange field $\left(2 I \tau_{f}>1\right)$ and moderate transmission coefficients of the $F / S$ boundaries, the competition of 0 - and $\pi$-phase states causes them to alternate in the $T_{c}\left(d_{f}\right)$ phase diagram. Here the oscillation periods for the function $T_{c}\left(d_{f}\right)$ for 0 - and $\pi$-phase solutions are twice as large, separately, as the periods in the corresponding $F / S$ junction. The competition of the same states leads to a situation in which the oscillation periods of $T_{c}\left(d_{f}\right)$ in junctions and in superlattices coincide. Periodically recurrent superconductivity, which is possible when both $\sigma_{s}$ and $2 I \tau_{f}$ are large, is depicted in Fig. 2d. In $F / S$ superlattices it emerges as an alternation of $0-$ and $\pi$-phase peaks separated by nonsuperconducting sections in the phase diagram. The points at which the 0 - and $\pi$-phase branches of the $T_{s}\left(d_{f}\right)$ dependence intersect the lines of tricritical points $t^{*}$ (to simplify matters we do not show then here) correspond, as in the case of $F / S$ junctions (Fig. 1d), to the points at which the second-order phase transition becomes first-order. Near these points one should expect the emergence of new states of the LOFF type, ${ }^{19,20}$ which are probably realized (just as they are in $F / S$ junctions) through additional sinusoidal modulation of the pair amplitude in the $x y$ plane. However, the phases of these two-dimensionally modulated structures in the neighboring $S$-layers coincide in the 0 -phase case, but probably differ by $\pi$ in the $\pi$-phase case.

## 5. CONCLUSIONS AND DISCUSSION

Here is a short list summarizing the results of our studies.

1. We have proposed a model of the superconducting state in $F / S$ systems that allows for a combination of BCS pairing with zero total momentum in $S$-layers and LOFF pairing ${ }^{19,20}$ with a coherent momentum of transverse motion, $k \simeq 2 I / v_{f}$, in $F$-layers. The pair amplitude in $S$-layers has a constant sign, while in $F$-layers it oscillates with a period $a_{f}=k^{-1}$. Scattering by nonmagnetic impurities for $2 I \tau_{f}<1$ gives rise to heavy damping as the distance from the $F / S$ boundary grows and to loss of coherent coupling between the two boundaries of an $F$-layer.
2. The oscillatory dependence of the superconducting transition temperature on the thickness of the $F$-layers is related to the oscillations of the discontinuity in the pair amplitude at the $F / S$ amplitude, which lead to oscillations in the Cooper pair flux from the $S$-layer to the $F$-layer. This nonmonotonic dependence is inherent not only in multilayers but also in $F / S$ double layers, which makes it possible (in contrast to the earlier theories of Radović et al. ${ }^{12}$ and Buzdin et $a l .{ }^{13}$ ) to explain the presence of oscillations in the $T_{c}\left(d_{f}\right)$ dependence in the $\mathrm{Fe} / \mathrm{Nb} / \mathrm{Fe}$ triple-layer structure. ${ }^{14}$
3. As the most striking consequence of the quasi-onedimensional realization of LOFF states, we have predicted
the phenomena of recurrent and periodically recurrent superconductivities in $F / S$ junctions and superlattices.
4. We have established that, depending on the value of the transmission coefficient of the $F / S$ boundary and the purity of the ferromagnetic layers in $F / S$ multilayers of the same composition, the $T_{s}\left(d_{f}\right)$ dependence may reach a plateau in a monotonic manner or in an oscillatory manner. This provides an explanation for the contradiction between the results of different groups of experimenters (see Ref. 8 and Refs. 10 and 11 for $\mathrm{Gd} / \mathrm{Nb}$ multilayers and Ref. 7 and Ref. 9 for $\mathrm{Fe} / \mathrm{V}$ superlattices).

The difference of the Usadel equation (25) stated in the present paper from a similar equation obtained in earlier theories ${ }^{12,13}$ refers only to the ferromagnetic metal and arises because it was essentially postulated rather than derived. The approach, discussed in Sec. 2, to deriving Usadel equations was based on using the integral equation (4) for the correlator $H_{\alpha \beta}\left(z, z^{\prime}, \omega\right)$. This approach makes it possible to obtain not only Eq. (19) for the pair amplitude $F(z, \omega)$ but also the necessary boundary conditions (20). The reason is that the integral equation (4) contains the full information about the parameters of the electronic structure and the transport characteristics of the metals comprising the junction as well as the information about the abrupt variation of the respective quantities where the well-defined $F / S$ boundary is crossed. The boundary conditions (20) relating the flux of the Usadel function to the discontinuity at the $F / S$ boundary generalize the conditions obtained earlier in Ref. 34 for a junction comprised of dirty normal and superconducting metals to the case of an $F / S$ junction. Strictly speaking, of the boundary conditions used in Refs. 12 and 13 only the first is correct, i.e., the one that states that the fluxes from $F$ to $S$ and back are proportional. The second condition concerning the continuity of the pair amplitude, $F(+0, \omega)=F$ $(-0, \omega)$, introduced by de Gennes, ${ }^{35}$ is valid only for $\sigma_{j}$ $\rightarrow \infty(\sigma=1)$. For a finite value of the transmission coefficient of the $F / S$ boundary, the function $F(z, \omega)$ has a discontinuity proportional to the Cooper pair flux across the boundary, as follows from (20) and as noted in Refs. 32 and 34. This fact together with the oscillatory behavior of the pair amplitude in $F$-layers causes the superconducting transition temperature to oscillate in $F / S$ systems. Clearly, the transmission coefficient $\sigma_{j}$, which controls the amplitude of the Cooper pair flux from the $S$-layer to the $F$-layer, is largely determined by the technology of preparing $F / S$ structures. Hence it must either be found from independent experiments (say, from electrical conductivity measurements) or be a adjustable parameter in the theory. Indeed, our results, reflected in Eqs. (37), (47), and (49) and in Figs. 1 and 2 , suggest that together with $2 I \tau_{f}$ the parameter $\sigma_{j}$ plays an extremely important role in describing the various types of $T_{c}\left(d_{f}\right)$ dependence in layered $F / S$ systems. The above formulas also suggest that decreasing the transparency of the $F / S$ boundary (say, by moderate oxidation of the boundary in the process of its formation) makes it possible to preserve the superconducting properties of the system even when the $S$-layers are very thin $\left(d_{s}<\xi_{s}\right)$.

The difference in the nature of the mutual adjustment of superconductivity and ferromagnetism in superlattices and in
$F / S$ junctions is due primarily to the nonequivalence of the boundaries of the ferromagnetic layer in the latter. Indeed, the condition that there is no flux of LOFF pairs across the ferromagnet-vacuum boundary pins a crest of the function $F_{f}(z, \omega)$ at this boundary, and an increase in the thickness $d_{f}$ of the $F$-layer leads to the above-mentioned oscillations in the discontinuity of the pair amplitude at the $F / S$ boundary and in the Cooper pair flux across the boundary, and to a nonmonotonic $T_{c}\left(d_{f}\right)$ dependence. Because of their periodicity along the $z$ axis, $F / S$ superlattices with a period $L=d_{f}+d_{s}$ have equivalent boundaries within one unit cell. This means that they allow not only for cosine ( 0 -phase) solutions but also for sine ( $\pi$-phase solutions, which pin a crest and node of the pair amplitude at the center of an $F$-layer. In accordance with the theory of second-order phase transitions, within which we operate, in the given conditions a state with a higher superconducting transition temperature (a lower free energy) is realized. Hence the phase diagrams represented in Fig. 2 describe different cases of competition of $0-$ and $\pi$-phase states due to simultaneous node-crest transitions at neighboring $F / S$ boundaries of a superlattice with increasing $d_{f}$.

From the formal viewpoint, it can be expected that any mechanism leading to oscillations in the discontinuity of the pair amplitude and the Cooper pair flux across the boundary separating a superconductor $S$ and a normal material also leads to oscillations of $T_{c}$ as the thickness of the normal material increases. In this sense, the mechanism proposed by Kagan and Dubovskii1 ${ }^{16}$ that explains the oscillations in $T_{c}$ by the existence of quantum coupling between the two boundaries of a semimetal or a semiconductor due to oscillations of the electron wave function, is universal. However, if the normal part of the junction is a metal, the reflection of the electron waves with a wavelength on the order of the interatomic distance from inevitable roughnesses of the surface of the same scale complete averages these oscillations. In the presence of impurities, this averaging is due to the scattering of electrons in the bulk of the film if the film is thicker than the mean free path. Hence, in the case where a ferromagnetic metal with a strong exchange field is in contact with a superconductor, we believe that the oscillatory nature of the pair amplitude in the $F$-layer is related to a LOFF state, ${ }^{19,20}$ and the paramagnetic effect is, naturally, the mechanism by which Cooper pairs arriving from the $S$-layer are destroyed. Here one must bear in mind that the absence of electronelectron attraction in the $F$-layer ( $\lambda_{f}=0$ in our model) does not stop quasiparticles from forming pairs. In view of the proximity effect, pair correlations, whose source is the $S$-layer, are induced in the $F$-layer up to depths on the order of the coherence length $\xi_{f}^{\prime \prime}$. Indeed, as shown in Sec. 3, electron exchange, whose intensity strongly dependence on the transparency of the boundary, causes collectivization of electron-electron interactions in the junction layer with a thickness of order $\xi_{s}+\xi_{f}^{\prime \prime}$. We note in this connection that the true order parameter for our inhomogeneous $F / S$ system is not $\Delta(z)=\lambda(z) F(z) / N(z)$ but the pair amplitude ${ }^{35}$

$$
F(z) \propto \operatorname{Re} \sum_{\omega>0} F(z, \omega),
$$

which, in contrast to $\Delta$, does not vanish when we go over to a $F$-layer.

Since all the results obtained in this paper are interpreted in terms of realization of a LOFF state with an oscillating pair amplitude in $F$-layers, we will briefly discuss the nontrivial effect of impurity scattering on this phase. As is well known, a LOFF state is extremely sensitive the presence of nonmagnetic impurities. ${ }^{21,22}$ The reason is that pair correlations in an $F$-layer are effective only for quasiparticles, whose constant-energy states $(\mathbf{p}, \uparrow ;-\mathbf{p}+\mathbf{k}, \downarrow)$ are not mutually inverted in time, and the Anderson theorem is invalid for them. It is no surprise, then, that $\xi_{f}^{\prime \prime}$ acts as the coherence length in an $F$-layer; for $2 I \tau_{f}>1$ this length is of order of the mean free path $l_{f}$. Scattering by nonmagnetic impurities leads to damping of the oscillations of the function $F_{f}(z, \omega)$ as we move deeper into the $F$-layer and reduces the amplitude of this function at the $F / S$ boundary at $z=0$. This is why $T_{c}$ at the maximum points $\left(d_{f} \propto \pi a_{f}\right)$ is restored only partially and not to its nominal value $T_{c s}$ (see Figs. 1c, 1d, 2 c , and 2 d ). At the first maximum point the value of the depairing parameter $D_{s} k_{s}^{2}$ proves to be of order $d_{f} / d_{s} \tau_{f}$. As the impurity concentration rises to $2 I \tau_{f}<1$, the coherence length and the oscillation period of $F_{f}(z, \omega)$ decrease to $\xi_{f}^{\prime \prime}$ $\simeq \xi_{f}^{\prime} \sim \sqrt{a_{f} l_{f}}$. In this case, in the $T_{c}\left(d_{f}\right)$ dependence there can be only one minimum (node) in $F / S$ junctions and two minima ( 0 and $\pi$ ) in superlattices (see Figs. 1a, 1b, 2a, and 2b). After this the connection between the boundaries of $F$-layers is lost and a constant Cooper pair flux from $S$-layers to $F$-layers sets in.

What is important is that the approach to the description of the proximity effect in $F / S$ systems developed in Sec. 2 is free, in principle, from restrictions on the rate of impurity scattering, $\tau_{j}^{-1}(j=f, s)$. However, the simple equations (19) for the pair amplitude can be obtained only in the dirty limit for $\pi T \tau_{j} \ll 1$ and $2 I \tau_{f} \ll 1$. Thus, the dirty limit condition for a ferromagnetic metal with $I \gtrdot \pi T$ proves to be much more stringent than for the superconducting part of the $F / S$ sample, which limits the applicability of Eq. (25) for the function $F_{f}(z, \omega)$ considerably. For $\pi T \tau_{f} \ll 1$ but an arbitrary value of the parameter $2 I \tau_{f}$, we are forced to seek a simultaneous solution of Eqs. (9), (11), and (17), which leads to the characteristic equation (47) for the complex-valued wave number $k_{f}$. This makes it possible to study the effect of competition of the diffusion $\left(2 I \tau_{f}<1\right)$ and spin-wave $\left(2 I \tau_{f}>1\right)$ types of quasiparticle motion on the spatial behavior of the pair amplitude in a ferromagnet. In such strong ferromagnets as Fe and Gd , the exchange splitting of the Fermi surface amounts to $2 I \sim 10^{3} \mathrm{~K}$, so that the value of the parameter $2 I \tau_{f}$ to a great extent depends on the purity of the metal. For instance, for Gd with $v_{f}=1.2 \times 10^{5} \mathrm{~ms}^{-1}$ and the mean free path $l_{f} \sim 20 \AA$ we have $2 I \tau_{f} \sim 2$. The spin rigidity length $a_{f}$ in this case is of order $10 \AA$, so that the oscillations of $T_{c}\left(d_{f}\right)$ should be appreciable. However, mutual diffusion of the metals and uncontrollable impurities introduced in the process of preparing the $F / S$ structures may considerably reduce the value of $2 I \tau_{f}$ (especially in thin $F$-layers) and make it impossible to detect the oscillations.

The presence of oscillations in the $T_{c}\left(d_{f}\right)$ dependence does not necessarily mean that the experimental phase dia-
gram of superlattices contains a $\pi$-phase. The thing is that these oscillation occur in 0 - and $\pi$-phase states, but their periods are twice as large as in the case of a $F / S$ junction. The competition of these states related to the separation of the maxima in $T_{c}$ by $\delta d_{f}=\pi a_{f}$ leads a situation in which the periods of oscillations in $F / S$ junctions and superlattice formally become equal. Hence only simultaneous experiments with $F / S$ double layers and multilayers can irrefutably prove the presence of a $\pi$-phase in the $T_{c}\left(d_{f}\right)$ phase diagram. Note that, in contrast to the 0 -phase state, the $\pi$-phase state is characterized not only by the presence of pair-amplitude oscillations inside the $F$-layer but also by the fact that the phase of this amplitude changes by $\pi$ when any layer ( $F$ or $S$ ) is passed. In this sense the $\pi$-phase state having a onedimensionally modulated and pair amplitude and an order parameter closely resembles the LOFF state ${ }^{19,20}$ in ferromagnetic superconductors. As a LOFF state, the $\pi$-phase is a state with a spontaneous superconducting current. However, as Fulde and Ferrell showed in their pioneering paper, ${ }^{20}$ in a LOFF phase this current is fully balanced by the current of unpaired quasiparticles. Probably, a similar situation emerges in $\pi$-phase $F / S$ superlattices, which may serve as ideal model systems for studying states of the LOFF type.

All our results were obtained under the assumption that on the atomic scale the $F / S$ boundary is well-defined and that ferromagnetic ordering exists even in the thinnest $F$-layers possible. Clearly, the situation is much more complicated for the real $F / S$ systems studied in the experiments described in Refs. 7-11 and 14. Sometimes in view of the mutual solubility of the $F$ and $S$ metals and sometimes for purely technological reasons, the $F / S$ boundary is found to be smeared. Hence thin layers of a ferromagnetic material may prove to be paramagnetic ${ }^{8}$ or even nonmagnetic. ${ }^{14}$ In principle, the adopted model of $F / S$ systems can easily be broadened to incorporate the case of a thin nonmagnetic layer between the $F$ - and $S$-layers or allow for a paramagnet-ferromagnet phase transition when the $F$-layer reaches a critical thickness. Physically it is clear, however, that if the depth of penetration $\xi_{f}^{\prime \prime}$ is much larger than the typical thickness of the nonferromagnetic layers ( $7-10 \AA$ ), oscillations in the Cooper pair flux through such a smeared $S / F$ boundary will still remain. Probably, the effect of buffer layers with fairly thick $F$-layers can roughly be taken into account by a simple renormalization of the exchange field on the electron-electron interaction constant $\lambda_{s}$.

A critical comparison of the oscillatory $T_{c}$ vs. $d_{f}$ curves depicted in Figs. 1c, 2a, and 2c (for $F / S$ junctions and superlattices) and the experimental results (Ref. 14 and Refs. 10 and 11 , respectively) indicates two important discrepancies. First, only one maximum is detected in $T_{c}\left(d_{f}\right)$. Second, the experimental plateau for this function always lies below the first minimum. The first discrepancy can be satisfactorily explained by the contamination of the ferromagnetic layers by nonmagnetic impurities (so that $2 I \tau_{f} \leqslant 1$ holds) and the slight or moderate transparency of the $F / S$ boundary ( $\sigma_{s}$ $<1$ ). For superlattices this means that the curves represented in Fig. 2a must be replaced by the curves in Fig. 2a, while for $F / S$ and $F / S / F$ functions this means that the second maximum in Fig. 1c is too low to be observed against the
plateau. The second discrepancy may be due primarily to the fact that the proposed theory does not allow for the effect of spin and spin-orbit scattering of electrons in the ferromagnetic layers. Incidentally, nonmagnetic impurities in the ferromagnetic act as spin scatterers. ${ }^{26}$ Since spin and spin-orbit scattering mixes the quasiparticle spins $\uparrow$ and $\downarrow$, it will destroy LOFF pair correlations ${ }^{21,22}$ and cause an additional decrease in $T_{c}$, this increasing the discontinuity in the pair amplitude at the $F / S$ boundary. Here, in view of the proximity effect, spin scattering has a depairing effect also on the BCS condensate of the superconducting layer to depths of order $\xi_{s}$. Additional suppression of $T_{c}$ by spin and spinorbit scattering increases with the thickness of the $F$-layer up to values of order $\xi_{f}^{\prime \prime}$. Hence the positions of the minima and the point at which the $T_{c}\left(d_{f}\right)$ dependence reaches a plateau gradually become lower. It can also be expected that the spin and spin-orbit scattering will lead to additional damping of the pair amplitude in the $F$-layer, which may also have an effect on the observability of oscillations in the $T_{c}\left(d_{f}\right)$ dependence. Further development of the proposed theory is advisable and will facilitate the construction of a model of $F / S$ systems that correctly explains their nature.
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To examine the effect of hybridization of $4 f$ electrons with conduction electrons on the crystal field potential using neutron spectroscopy, we studied the effects of the crystal electric field (CEF) in intermetallic compounds of the type ReNi , in which chemical substitution is followed by a transition of the cerium ions from an intermediate valence state to the Kondo state. Measurements were performed both on cerium ions in the compounds $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{Ni}$ ( $x=0.5$, 0.8 ), where they have a whole-number population of the $4 f$ shell, and on the paramagnetic impurity ion Nd in the series of compounds $\mathrm{Re}_{1-x} \mathrm{Nd}_{x} \mathrm{Ni}(\mathrm{Re}=\mathrm{Ce}, \mathrm{La}, \mathrm{Y})$, in which the cerium ions are found either in an intermediate valence state or in the Kondo state. From the neutron inelastic magnetic scattering spectra on Nd ions, we have reconstructed the crystal field parameters in ReNi compounds and calculated the CEF level diagram of Ce ions in these compounds as functions of the inter-ion distances $\mathrm{Re}-\mathrm{Ni}$. The results of our calculations are in good agreement with the experimentally determined splitting diagram of the ground-state multiplet of the Ce ions. We have determined that as the degree of hybridization with the conduction electrons grows the CEF potential varies considerably and the effective splitting of the $4 f$ shell of the cerium ions increases. The estimated energy scale of the splitting of the ground-state multiplet of the $\mathrm{Ce}^{3+}$ ions in the $\operatorname{ReNi} \operatorname{CEF}\left(\Delta_{\mathrm{CEF}} \sim 15 \mathrm{meV}\right.$ ) turns out to be commensurate with the Kondo temperature ( $T_{K} \sim 140 \mathrm{~K}$ for CeNi . Analysis indicates that the CEF potential has a substantial effect on the formation of the valence-unstable ground state of the $f$ shell in this compound. © 1998 American Institute of Physics.
[S1063-7761(98)01205-0]

## 1. INTRODUCTION

In compounds based on rare-earth elements the interaction of the localized $4 f$ shell with the crystal electric field (CEF) potential plays an extraordinarily important role in the formation of the ground state and the excitation spectrum of the $4 f$ electrons, these being the two most important factors determining the physical properties of these compounds at low temperatures. At the same time, for compounds in which the rare-earth ions have an unstable $4 f$ shell, in theoretical treatments the interaction with the CEF is typically considered to be insignificant in comparison with hybridization with the conduction electrons and, as a rule, is neglected.

The excitation spectrum of the $4 f$ electrons of cerium ions in unstable-valence compounds obtained at temperatures $T>T_{K}$ (where $T_{K}$ is the Kondo temperature) on polycrystalline samples using inelastic neutron scattering is usually a broad quasielastic distribution, which can be described with the help of the Lorentzian function. When the temperature is lowered, there also appears an inelastic component with a maximum at an energy on the order of a few tens of meV (see, for example, Ref. 1). Recently, a number of
cerium-based unstable-valence compounds have been discovered, so-called Kondo insulators (CeNiSn, Ref. 2; $\mathrm{Ce}_{3} \mathrm{Bi}_{4} \mathrm{Pt}_{3}$, Ref. 3), in which, with the help of neutron scattering a gap (pseudogap) was discovered in the spectrum of magnetic excitations of the $4 f$ electrons along with the presence of a narrow gap in the density of electron states near the Fermi level. Moreover, a study on a CeNiSn single crystal showed that in CeNiSn the excitation spectrum of the $4 f$ electrons has the following structure: two peaks with energies $\sim 2 \mathrm{meV}$ and $\sim 4 \mathrm{meV}$. A gap in the excitation spectrum of the $4 f$ electrons can be obtained theoretically as the result of hybridization of the degenerate ground-state multiplet of the $f$ electron with states in the conduction band without taking other interactions into account. The spectrum above the gap in this case turns out to be broad and free of noticeable structure. ${ }^{4,5}$ A possible reason for the appearance of features in the energy spectrum may have to do with the interaction of spin-liquid Fermi-type excitations with singleparticle excitation of the CEF. A model was proposed in Ref. 6 which takes this interaction into account in order to explain the formation of the pseudogap in the excitation spectrum of $4 f$ electrons of Ce ions in CeNiSn. A necessary condition of
this model is proximity of the excitation energies of the $4 f$ electrons in the CEF to the Kondo temperature. In this case hybridization of the Kondo ground state and the CEF level can lead to a gap (pseudogap) in the spectrum of spin states. An experimental estimate of the CEF level diagram of the $4 f$ electrons in CeNiSn has confirmed ${ }^{7}$ that for this compound the energy of the first excited level and the half-width of quasielastic scattering characteristic of the Kondo interaction are close in value and have the scale $\sim 4 \mathrm{meV}$.

A $4 f$ gaplike excitation spectrum, similar to the spectrum of $\mathrm{Ce}_{3} \mathrm{Bi}_{4} \mathrm{Pt}_{3}$, was discovered recently for a polycrystalline sample in the metallic compound CeNi at $T=12 \mathrm{~K}$ (Ref. 8). The thermodynamic and kinetic properties of this compound are characteristic of systems with intermediate valence. The temperature dependence of the magnetic susceptibility has a maximum at $T=140 \mathrm{~K}$, and when the temperature is lowered further the compound behaves like a Pauli paramagnet with $\chi(0) \approx 2 \times 10^{-3} \mathrm{emu} / \mathrm{mol}$ (Ref. 9). The coefficient of the electronic component of the specific heat $\gamma$ is equal to $85 \mathrm{~mJ} /\left(\mathrm{mol} \cdot \mathrm{K}^{2}\right)$ (Ref. 10). The temperature dependence of the magnetic component of the resistance $\left(\rho_{m}\right)$ has a broad maximum at $T \approx 150 \mathrm{~K}$, and at low temperatures $\rho_{m} \sim T^{2}$, which is characteristic of a Fermi liquid. ${ }^{9}$

On the basis of these data the Kondo temperature was estimated as $T_{K} \approx 140 \mathrm{~K}$, which is close to the characteristic energies for other compounds with intermediate valence. At the same time, in contrast to the majority of compounds with intermediate valence that have been examined, the magnetic excitation spectrum in CeNi at $T<T_{K}$ has a gaplike form and cannot be fitted by a Lorentzian at low energies. The modified shape of the magnetic excitation spectrum in CeNi may be associated with structure similar to that found in CeNiSn single-crystal studies although $T_{K}$ is considerable larger (by severalfold) for CeNi than for CeNiSn . With the aim of examining the possible role of the CEF potential in the formation of the ground state of unstable-valence ions it is of interest to estimate the scale of the interaction of the $4 f$ electrons with the CEF in this compound.

## 2. EXPERIMENTAL APPROACH

For CeNi so far there have been no estimates of the interaction energies with the CEF. This situation is in part due to the fact that cerium ions in CeNi are found in an intermediate valence state and it is not possible to directly observe splitting of $f$-electron levels in the CEF. The valence of the cerium ions in $\mathrm{CeNi}(v=3.15$ at $T=77 \mathrm{~K})$ turns out to depend on external parameters: it decreases when the temperature is increased ${ }^{11}$ and grows when pressure is applied. ${ }^{12}$ In connection with the possibility of acting on the valence of cerium ions, an estimate of the splitting diagrams of the $4 f$-electron levels of Ce ions in a CEF can be approached in two ways.

The first way is connected with the application of 'negative" chemical pressure upon substitution of some of the Ce ions by La . In this case, when the lanthanum concentration is increased to $x \sim 0.5$ in $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{Ni}$ compounds the cerium ions transition from the intermediate valence state to the Kondo regime, i.e., the degree of hybridization is de-
creased, and the valence becomes almost integer-valued. The transition of the Ce ions into the Kondo regime leads to the appearance in the neutron inelastic magnetic scattering spectrum of peaks associated with transitions between the $4 f$-electron states due to splitting of the ground-state $J$-multiplet in the CEF. ${ }^{8}$ Thus, the possibility opens up of indirectly examining CEF effects on cerium ions in compounds of the type $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{Ni}$. Since the immediate environment of the rare-earth ions consists of seven nickel ions (orthorhombic crystalline lattice of CrB type), when cerium is substituted by lanthanum no changes in the type of atoms in the immediate environment take place, only the distances to the neighboring nickel ions $R(\mathrm{Re}-\mathrm{Ni})$, and to first order it can be assumed that the ionic component of the CEF potential remains unchanged. Extrapolation of the values of the splitting energies of the CEF levels for cerium ions, which have a stable shell, with changes in the lattice parameters taken into account, allows one to estimate the scale of the splitting of the $4 f$ shell in a CEF for compounds existing in an intermediate valence state.

To determine the diagram of the CEF levels of the cerium ions, when they are found in a state with a localized $4 f$ shell, we can use the results of Ref. 8 for $x=0.8(0-7-15$ meV ). For $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5} \mathrm{Ni}$, in which Ce is found near a transition between the Kondo regime and an intermediate valence state, low-temperature measurements are insufficient: the widths of the transitions between the CEF levels, determined by the degree of hybridization of the $f$ electrons with the conduction electrons, are comparable to their energies at $T=12 \mathrm{~K}$ and it is impossible to unambiguously reconstruct the level diagram. Since the valence of the cerium ions in CeNi decreases with increase of the temperature, it may be expected that for the sample with $x=0.5$, with increase of the temperature the degree of hybridization will also decrease. This should lead to a decrease of the widths of the transitions between the CEF levels in the neutron spectra, i.e., measurements of inelastic neutron scattering spectra over a wide temperature range can make it possible to obtain the diagram of CEF levels of the cerium ions in this compound.

The second way of estimating the splitting diagram of the $4 f$ shell is to determine the parameters of the CEF potential with the aid of measurements of CEF effects on inelastic magnetic scattering by an impurity paramagnetic ion (paramagnetic tag) in ReNi-based matrices and is similar to the approach used in Ref. 7. On the basis of the experimental data, it is possible to reconstruct the parameters of the CEF potential in ReNi compounds and calculate the level diagram of the cerium ions in CeNi. In addition, from a comparison of the data for neodymium ions in compounds containing cerium ions and without them, it is possible to determine the influence of the unstable valence of the cerium ions on the CEF potential. In principle, these methods can give varying results for the CEF potential at the site of the rare-earth ion since hybridization can lead to an additional 'contribution" to the effective ' CEF splitting'" observed for the Ce ion in an unstable $f$-shell.

In the present work we have implemented both of the above-indicated methods and have compared the results.


FIG. 1. Temperature dependence of the electronic component of the thermal expansion coefficient for the compounds $\mathrm{Ce}_{1-x} \mathrm{Y}_{x} \mathrm{Ni}$ and $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{Ni}$.

## 3. MEASUREMENT TECHNIQUE AND SAMPLES

To perform the measurements, it is necessary first of all to choose the composition of the samples in which the cerium ions are found in a state with partially delocalized $4 f$ shells. The state of the cerium ions with intermediate valence in the investigated samples was determined on the basis of the experimentally obtained dependence of the valence state on the interion distances. To this end, we performed precision x-ray measurements of the lattice parameters of $\mathrm{Ce}_{1-x}(\mathrm{La}, \mathrm{Y})_{x} \mathrm{Ni}$ substituted compounds over a wide temperature range ( $10-300 \mathrm{~K}$ ). The use of La and Y ions leads to an increase $(\mathrm{La})$ or decrease $(\mathrm{Y})$ of the lattice parameters. Here the absence of an $f$ shell in these ions allows one to avoid additional contributions to the temperature variations of the lattice parameters from CEF effects. On the basis of these measurements we calculated the distances between the rare-earth ions and the neighboring nickel ions $R(\mathrm{Re}-\mathrm{Ni})$. Use of the distance $R(\mathrm{Re}-\mathrm{Ni})$ as a physical parameter makes it possible for compounds with low crystal symmetry to represent the influence of changes in the lattice constants on only one parameter. From the temperature dependence of the $R(\mathrm{Re}-\mathrm{Ni})$ distances obtained from x-ray diffraction measurements we determined the thermal expansion coefficients for the $\mathrm{Ce}_{1-x}(\mathrm{La}, \mathrm{Y})_{x} \mathrm{Ni}$ samples and isolated the electronic component of this coefficient ( $\alpha_{e l}=\alpha_{\mathrm{ReNi}}-\alpha_{\mathrm{LaNi}}$ ) (Fig. 1). For all the yttrium-bearing compounds and for some with lanthanum a maximum is observed in $\alpha_{e l}(T)$. A maximum in the temperature dependence of the electronic component of the thermal expansion coefficient of intermediate-valence
compounds is usually associated with a change in the mean number of localized electrons in the $4 f$ shell of the cerium ions with temperature. ${ }^{13}$ Substitution of Ce by La increases the $R(\mathrm{Ce}-\mathrm{Ni})$ distance (Fig. 2) and for $x>0.3$ the lack of a maximum is an indication of a transition to a stable state of


FIG. 2. Concentration dependence of the distances $R(\mathrm{Re}-\mathrm{Ni})$ for the compounds $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{Ni}(\square), \mathrm{Ce}_{1-x} \mathrm{Y}_{x} \mathrm{Ni}(\square)$, and $\mathrm{Ce}_{1-x} \mathrm{Nd}_{x} \mathrm{Ni}(\mathrm{O})$ at room temperature. The measurement error is less than the width of the symbols. The dashed lines were drawn by eye. The solid line is Végard's law for the compounds $\mathrm{Ce}_{1-x} \mathrm{Nd}_{x} \mathrm{Ni}$ for $x>0$.
the $f$ electron. This conclusion is also supported by the change in the slope in the concentration dependence of $R(\mathrm{Re}-\mathrm{Ce})$ at $x \sim 0.5$ (Fig. 2). An increase in the Y ion concentration, on the other hand, decreases the $R(\mathrm{Ce}-\mathrm{Ni})$ distance and increases the valence. ${ }^{14}$ It turns out that for $R(\mathrm{Ce}-\mathrm{Ni})>2.98 \AA$ the cerium ions have an integer-valued population of their $4 f$ shell over the entire investigated temperature interval. For CeNi compounds the position and magnitude of the maximum in the electronic component fall out of the observed systematic dependence on $x$ : its position turns up at a higher temperature and with a larger value of the amplitude $\alpha_{e l}$ than is the case even for the sample $\mathrm{Ce}_{0.8} \mathrm{Y}_{0.2} \mathrm{Ni}$ (Fig. 1a), which has smaller values of $R(\mathrm{Re}-\mathrm{Ni})$. This circumstance is possibly connected with the appearance of an additional contribution to the thermal expansion coefficient at low temperatures from the $\mathrm{Ce}-\mathrm{Ce}$ interaction in the intermediate-valence lattice upon formation of the ground state of the cerium ions. This interaction can also affect the interion distances in the regular (in the Ce ions) rare-earth sublattice and is suppressed by the disordering attendant to substitution.

On the basis of the data on the dependence of the valence state on the interion distance $R(\mathrm{Re}-\mathrm{Ni})$ we determined the composition of the samples to determine the parameters of the CEF potential and prepared polycrystalline samples of $\mathrm{Nd}_{x} \mathrm{Ce}_{1-x} \mathrm{Ni}(x=0.1,0.3)$, in which the Ce ions are found in an intermediate valence state, and $\mathrm{Nd}_{0.1} \mathrm{La}_{0.5} \mathrm{Ce}_{0.4} \mathrm{Ni}$, in which the cerium ions are found in the Kondo regime. To determine the effect of variations of the lattice parameters on the CEF potential at the rare-earth ion sites, we used samples of $\mathrm{Nd}_{0.1} \mathrm{La}_{0.5} \mathrm{Y}_{0.4} \mathrm{Ni}$ and $\mathrm{Nd}_{0.3} \mathrm{La}_{0.7} \mathrm{Ni}$, which do not contain cerium ions. The same polycrystalline samples of $\mathrm{Ce}_{1-x} \mathrm{La}_{x}^{60} \mathrm{Ni}(x=0.5,0.8)$ were used as in Ref. 8. All polycrystalline samples were prepared in an arc furnace in an argon atmosphere. X-ray diffraction analysis of the samples showed that the prepared compounds have orthorhombic structure of the type CrB . The fraction of other phases present was less than $3 \%$. The mass of the polycrystalline samples used in the neutron scattering measurements varied depending on the cerium concentration from 60 to 120 g .

Inelastic neutron scattering experiments on samples containing Nd ions were performed on 4 F 2 and 2 T three-axis spectrometers outfitted with cold ( 4 F 2 ) and hot ( 2 T ) neutron sources on the Orphee neutron reactor (LLB, Saclay), and also on the MIBEMOL time-of-flight spectrometer (LLB, Saclay).

The measurements on the three-axis spectrometers were performed using the $Q=$ const method with $E_{f}=8.05 \mathrm{meV}$ on the 4 F 2 and $E_{f}=14.7 \mathrm{meV}$ on the 2 T instrument. As the monochromator and analyzer we used pyrographite (the (002) reflection), and with the help of the pyrographite filter we suppressed the higher orders of reflection. The FWHM energy resolution of the elastic peak was $\delta E=0.44 \mathrm{meV}$ (4F2) and $\delta E=0.9 \mathrm{meV}(2 \mathrm{~T})$. We studied energy transfer in the range $0-14 \mathrm{meV}$ at temperatures $1.8-160 \mathrm{~K}(4 \mathrm{~F})$ and $0-30 \mathrm{meV}$ at $12-80 \mathrm{~K}(2 \mathrm{~T})$. The values of the neutron momentum transfer varied from 0.9 to $5 \AA^{-1}$. For the $\mathrm{Nd}_{0.1} \mathrm{La}_{0.5} \mathrm{Ce}_{0.4} \mathrm{Ni}$ sample the position of the level with $E \cong 15 \mathrm{meV}$ was determined from measurements on the

KDSOG-M time-of-flight spectrometer with reverse geometry (IBR-2, JINR, Dubna) at $T=10 \mathrm{~K}$.

The low-energy part of the inelastic neutron scattering spectrum for the $\mathrm{Nd}_{0.3} \mathrm{La}_{0.5} \mathrm{Ce}_{0.4} \mathrm{Ni}$ sample was investigated on the MIBEMOL time-of-flight spectrometer with fixed energy of the incident neutrons $E_{i}=3.27 \mathrm{meV}$ at 15 and 45 K . The energy resolution at $E=0$ was 0.16 meV .

The inelastic neutron scattering spectrum was separated into its magnetic and phonon components on the basis of differences in the dependence of the intensity of magnetic and nuclear scattering on the magnitude of the momentum transfer $Q$. For the magnetic component the dependence of the intensity on $Q$ was modeled by the form-factor for $\mathrm{Nd}^{3+}$ ions, ${ }^{15}$ and for the phonon component we used the quadratic law $S(Q) \sim Q^{2}$. We analyzed the inelastic neutron scattering spectra corresponding to small $\left(0.9-2 \AA^{-1}\right)$ and large ( $4-6 \AA^{-1}$ ) values of momentum transfer. The correctness of the procedure was confirmed by coincidence within the limits of experimental error of the calculated and measured spectra for intermediate values of $Q$. The procedure is described in detail in Ref. 7. Figure 3 presents the inelastic neutron scattering spectrum for $\mathrm{Nd}_{0.3} \mathrm{La}_{0.7} \mathrm{Ni}$, measured on the 4 F 2 spectrometer with $Q=1.76 \AA^{-1}$, with the magnetic and phonon contributions plotted separately. It was found that at small $Q$ and low temperatures ( $T<60 \mathrm{~K}$ ) the phonon fraction did not exceed $10 \%$.

To determine the CEF level diagram of the cerium ions when they are found in the state with the localized $4 f$ shell, we used the results of measurements on samples of $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{Ni}(x=0.5,0.8)$. Measurements of the inelastic neutron scattering spectra for $x=0.5$ at $12,50,100$, and 150 K were performed on the HET time-of-flight spectrometer (ISIS, RAL) with incident neutron energy $E_{i}=80 \mathrm{meV}$ (Ref. 16). The technique for separating out the magnetic component is analogous to the procedure described in Ref. 8. Experimental data for the $\mathrm{Ce}_{0.2} \mathrm{La}_{0.8} \mathrm{Ni}$ sample are given in Ref. 8.

## 4. EXPERIMENTAL RESULTS AND DISCUSSION

### 4.1. Parameters of the CEF potential in $\mathrm{Nd}_{x} \mathrm{Re}_{1-x} \mathbf{N i}$

The CEF potential at the neodymium ion sites in orthorhombic compounds of the type ReNi with point group symmetry $C_{2 v}$ can be described within the framework of a phenomenological approach with the help of a Hamiltonian with nine independent parameters. To determine the parameters of the CEF Hamiltonian we used the parametrization suggested in Ref. 17:

$$
H_{c f}=W \sum_{n m} x_{n m} \widetilde{O}_{n}^{m}
$$

where $\widetilde{O}_{n}^{m}=\hat{O}_{n}^{m} / F_{n m}, \hat{O}_{n}^{m}$ is the Stevens operator, ${ }^{18}$ and the normalized factors $F_{n m}$ are tabulated in Ref. 17. The parameter $W$ is a scale factor. The CEF parameters $x_{n m}$ are related by the condition $\Sigma\left|x_{n m}\right|=1$.

In the case under consideration, to determine the parameters of the CEF potential it is necessary to obtain experimental data containing at least nine independent parameters


FIG. 3. Magnetic (circles) and phonon (triangles) components of the neutron inelastic scattering spectra for the sample $\mathrm{Nd}_{0.3} \mathrm{La}_{0.7} \mathrm{Ni}$. The measurements were made at $T=5.8 \mathrm{~K}$ on a 4 F 2 spectrometer by the $Q=$ const method for $Q=1.76 \AA^{-1}$.
such as the energy positions of the peaks and their intensities. The $\mathrm{Nd}^{3+}$ ions have total angular momentum $J=9 / 2$, i.e., the ground-state multiplet has degeneracy equal to $2 J$ $+1=10$. The interaction of the $f$ shell with the CEF can lower the degeneracy to two. Thus, the ground-state $J$ multiplet of the $4 f$ shell in NdNi splits into five levels (doublets). Measurement of the inelastic neutron scattering spectra at low temperatures allows one to measure transitions only from the ground state to all excited levels of the groundstate multiplet and thereby indirectly obtain the splitting diagram of the $4 f$ level for $\mathrm{Nd}^{3+}$. The diagrams of the Nd ion $4 f$ levels so obtained are depicted in Fig. 4 for all the investigated samples as functions of the distance $R(\mathrm{Re}-\mathrm{Ni})$ between the rare-earth ion and the neighboring Ni ions. The figure also plots results of a calculation of the energy levels of the $4 f$ electrons of the $\mathrm{Nd}^{3+}$ ions for two of the distances for which experimental data exist. The CEF parameters and energy levels were calculated from relations of the CEF superposition model ${ }^{19}$ which allows for the dependence of the geometrical coordination factors on the lattice parameters. As our starting parameters we took the CEF parameters obtained from experimental data for the $\mathrm{Nd}_{0.3} \mathrm{La}_{0.7} \mathrm{Ni}$ sample (diagram 5 in Fig. 4). For changes in the interion distances on the order of $50 \%$ of the maximum change in our series of experiments the calculated level diagram (squares in Fig. 4) is found to be in good agreement with a linear interpolation (solid line in Fig. 3) between the experimentally obtained level diagrams. With further variation of the interion distances the calculated positions of the energy levels begin to differ substantially from their experimental values. In view of this, as a dependence linking the CEF parameters and the interion distances, we used a linear interpolation of the experimental results for the $\mathrm{Nd}_{x}(\mathrm{La}, \mathrm{Y})_{1-x} \mathrm{Ni}$ samples.

From the results presented in Fig. 4 it follows that as the interion distance $R(\mathrm{Re}-\mathrm{Ni})$ decreases, the splitting of the $4 f$
shell increases for $\mathrm{Nd}^{3+}$ ions in compounds not containing cerium ions (the 'normal'" matrix, corresponding to diagrams 1 and 5 in Fig. 4). In compounds containing cerium ions, the observed changes in the energy levels follow the opposite trend. In $\mathrm{Nd}_{0.1} \mathrm{Ce}_{0.4} \mathrm{La}_{0.5} \mathrm{Ni}$, in which cerium has a localized $f$ shell (the Kondo regime) (diagram 4 in Fig. 4), only an insignificant decrease of the magnitude of splitting is observed. At the same time, for compounds containing ce-


FIG. 4. Experimentally determined splitting diagrams for the $4 f$ levels of $\mathrm{Nd}^{3+}$ in ReNi compounds as functions of the distance between the rare-earth ion and the neighboring Ni ions $[R(\mathrm{Re}-\mathrm{Ni})]\left(1-\mathrm{Nd}_{0.1} \mathrm{La}_{0.5} \mathrm{Y}_{0.4} \mathrm{Ni}, 2-\right.$ $\left.\mathrm{Nd}_{0.3} \mathrm{Ce}_{0.7} \mathrm{Ni}, 3-\mathrm{Nd}_{0.1} \mathrm{Ce}_{0.9} \mathrm{Ni}, 4-\mathrm{Nd}_{0.1} \mathrm{Ce}_{0.4} \mathrm{La}_{0.5} \mathrm{Ni}, 5-\mathrm{Nd}_{0.3} \mathrm{La}_{0.7} \mathrm{Ni}\right)$. The solid line corresponds to measurement of the positions of the levels of the $4 f$ electrons as functions of the distance $R(\mathrm{Re}-\mathrm{Ni})$ and was obtained by interpolation. The symbols $\square$ and $\square$ correspond to the calculated results (see text). The dashed lines were drawn by eye.
rium ions with intermediate valence (diagrams 2 and 3 in Fig. 4) the decrease in the energy levels is much greater.

Attention is drawn to the nonlinearity of the dependence of $R(\mathrm{Re}-\mathrm{Ni})$ for $\mathrm{Ce}_{1-x} \mathrm{Nd}_{x} \mathrm{Ni}$ on $x$ in the region of small $x$ (Fig. 2). Substitution of $10 \%$ Ce by Nd leads to an increase in $R(\mathrm{Re}-\mathrm{Ni})$ in comparison with CeNi . At the same time, with further growth of $x$ from 0.1 to 0.3 , as could be expected from a comparison of the neighboring distances $R(\mathrm{Nd}-\mathrm{Ni})=2.947$ and $R(\mathrm{Ce}-\mathrm{Ni})=2.955 \AA$, the distance $R(\mathrm{Re}-\mathrm{Ni})$ decreases with growth of $x$, i.e., the CeNi lattice has noticeably smaller parameters than could be expected from the extrapolation from $x=0$ of the values of $R(\mathrm{Re}-\mathrm{Ni})$ for samples containing neodymium ions. The anomaly in the concentration dependence of the distance to the neighboring Ni ions, observed in pure CeNi , is in accord with the 'nonmonotonicity" of the data on the electronic component of the thermal expansion coefficient (Fig. 1): apparently, in the ordered rare-earth sublattice an additional interaction is present, which is probably the reason for the observed effects. The presence of an additional interaction is apparently also the reason for the stronger deviation of the level diagram for the sample with $x=0.1$ from the interpolational dependence in comparison with the results for $x=0.3$ (diagrams 3 and 2 in Fig. 4, respectively).

The low-temperature measurements of the inelastic neutron scattering spectra (i.e., when only the ground state is populated) yield eight independent parameters: the energies of the four excited levels and the four values of the deviations of the intensities for the transitions from the ground state. Additional parameters can be obtained by measuring the intensities of the transitions between the excited levels of the $4 f$ electrons, which become increasingly populated as the temperature is increased. Thus, for example, the measurements of the inelastic neutron scattering spectra of the $\mathrm{Nd}_{0.3} \mathrm{La}_{0.7} \mathrm{Ni}$ sample in the temperature interval $5-160 \mathrm{~K}$ made it possible to determine the values of the nine independent experimental parameters: the energies of all the excited levels (Fig. 4) and the ratios of the intensities for the five transitions (see Table I for $\mathrm{Nd}_{0.3} \mathrm{La}_{0.7} \mathrm{Ni}$ ) (The intensity of the transition from the ground state to the first excited state was used to calibrate the measurements performed on different spectrometers.) But for the samples with Nd ions in a cerium matrix $\left(\mathrm{Nd}_{0.3} \mathrm{Ce}_{0.7} \mathrm{Ni}\right.$ band $\left.\mathrm{Nd}_{0.1} \mathrm{Ce}_{0.9} \mathrm{Ni}\right)$ we determined 10

TABLE I. Experimentally determined values of the ratios (with relative accuracy roughly $30 \%$ ) of the squares of magnitudes of the matrix elements of the transitions between the CEF levels $|i\rangle$ and $|j\rangle$ to the probability of the transitions between the states $|1\rangle$ and $\left.\left.\left.|2\rangle\left(\left|\langle j| J_{\perp}\right| i\right\rangle\right|^{2} /\left|\langle 2| J_{\perp}\right| 1\right\rangle\left.\right|^{2}\right)$ for $\mathrm{Nd}_{0.3} \mathrm{La}_{0.7} \mathrm{Ni}$ and $\mathrm{Nd}_{0.3} \mathrm{Ce}_{0.7} \mathrm{Ni}$.

| $\mathrm{Nd}_{0.3} \mathrm{La}_{0.7} \mathrm{Ni}$ |  |  |  |  |  | $\mathrm{Nd}_{0.3} \mathrm{Ce}_{0.7} \mathrm{Ni}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i / j$ | 1 | 2 | 3 | 4 | 5 | $i / j$ | 1 | 2 | 3 | 4 | 5 |
| 1 | 4.6 | 1 | 0.61 | 0.30 | 1.1 | 1 | - | 1 | 0.1 | 0.58 | 0.38 |
| 2 |  | - | 0.85 | <0.1 | 0.44 | 2 |  | - | $<0.15$ | $<0.15$ | 0.36 |
| 3 |  |  | - | $<0.2$ | <0.2 | 3 |  |  | - | 0.62 | 0.70 |
| 4 |  |  |  | - | <0.4 | 4 |  |  |  | - | 1.02 |
| 5 |  |  |  |  | - | 5 |  |  |  |  | - |

independent experimental parameters: the energies of all the excited states (Fig. 4) and the ratios of intensities for six transitions (these data are given in Table I for $\mathrm{Nd}_{0.3} \mathrm{Ce}_{0.7} \mathrm{Ni}$ ). Thus, for the samples with impurity ions in lanthanum and cerium matrices we obtained experimental information which turned out to sufficient to uniquely determine the parameters of the CEF Hamiltonian. First we reconstructed the CEF parameters for the compounds $\mathrm{Nd}_{0.3} \mathrm{La}_{0.7} \mathrm{Ni}$, $\mathrm{Nd}_{0.3} \mathrm{Ce}_{0.7} \mathrm{Ni}$, and $\mathrm{Nd}_{0.1} \mathrm{Ce}_{0.9} \mathrm{Ni}$. The procedure for calculating the CEF parameters, based on a complete grid search of CEF parameter space, is described in detail in Refs. 20 and 21. For the remaining samples, the values of the CEF parameters were obtained by using the CEF parameters of $\mathrm{Nd}_{0.3} \mathrm{La}_{0.7} \mathrm{Ni}$ as the starting parameter set in the local minimization procedure. ${ }^{20}$ A grid search of the space of all possible values of the CEF parameters showed that there exists a unique parameter set which is adequate to the available experimental information for each of the investigated samples. Final results for the parameters of the CEF potential in Walter's parametrization ${ }^{17}$ are listed in Table II for all the investigated samples.

### 4.2. Ce level diagram in $\mathrm{Ce}_{1-x} \mathrm{La}_{x} \mathrm{Ni}$

Figure 5 plots the results of measurements of the temperature dependence of the magnetic component of the inelastic neutron scattering on the $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5} \mathrm{Ni}$ sample. In contrast to the measurements performed at $T=12 \mathrm{~K}$ (Ref. 8), two peaks are observed in the neutron spectra as the tempera-

TABLE II. Values of the nearest-neighbor distances between the rare-earth ions and $\mathrm{Ni}[R(\mathrm{Re}-\mathrm{Ni}), \Delta R \cong \pm 0.001 \AA$ ] and the CEF parameters in Walter's parametrization ${ }^{17}$ for the investigated samples: $W(\Delta W \simeq \pm 0.02 \mathrm{meV})$ and $x_{n m}\left(\Delta x_{n m} \simeq \pm 0.015\right)$.

|  | $\mathrm{Nd}_{0.3} \mathrm{La}_{0.7}-\mathrm{Ni}$ | $\mathrm{Nd}_{0.1} \mathrm{Ce}_{0.9} \mathrm{Ni}$ | $\mathrm{Nd}_{0.3} \mathrm{Ce}_{0.7} \mathrm{Ni}$ | $\mathrm{Nd}_{0.1} \mathrm{La}_{0.5} \mathrm{Y}_{0.4} \mathrm{Ni}$ | $\mathrm{Nd}_{0.1} \mathrm{Ce}_{0.4} \mathrm{La}_{0.5} \mathrm{Ni}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $R(\mathrm{Re}-\mathrm{Ni}), \AA$ | 2.997 | 2.968 | 2.958 | 2.926 | 2.992 |
| $W$, meV | 0.49 | 0.56 | 0.60 | 0.52 | 0.46 |
| $x_{20}$ | 0.225 | 0.165 | 0.152 | 0.191 | 0.226 |
| $x_{22}$ | 0.066 | 0.199 | 0.205 | 0.029 | 0.056 |
| $x_{40}$ | 0.020 | -0.101 | -0.091 | 0.013 | 0.013 |
| $x_{42}$ | -0.049 | -0.020 | -0.029 | -0.060 | -0.042 |
| $x_{44}$ | 0.069 | 0.030 | 0.048 | 0.067 | 0.021 |
| $x_{60}$ | -0.394 | -0.292 | -0.276 | -0.356 | -0.400 |
| $x_{62}$ | -0.043 | -0.040 | -0.048 | -0.016 | -0.061 |
| $x_{64}$ | -0.057 | -0.081 | -0.087 | -0.061 | -0.098 |
| $x_{66}$ | 0.080 | -0.072 | -0.064 | 0.228 | 0.072 |



FIG. 5. Magnetic component of neutron inelastic scattering in the sample $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5}^{60} \mathrm{Ni}$, measured in the temperature interval $12-150 \mathrm{~K}$. The solid lines are fits to the spectra using two inelastic (dotted lines) and one quasielastic (dashed line) Lorentzian.
ture is raised, more distinctly and with larger widths than in $\mathrm{Ce}_{0.2} \mathrm{La}_{0.8} \mathrm{Ni}$. These peaks may be associated with transitions between CEF levels. Fitting the spectra with the help of two inelastic and one elastic Lorentzian gives the following energies: $E \approx 9 \mathrm{meV}(\Gamma / 2 \sim 5 \mathrm{meV})$ and 18 meV ( $\Gamma / 2$ $\sim 10 \mathrm{meV}$ ). At low temperatures, when only the ground state is populated, these peaks correspond to two transitions from the ground state, which allows one to directly determine the CEF level diagram of the $4 f$ electrons of the cerium ions in this compound.

Note that raising the temperature should lead to population of the first excited state, i.e., it should be accompanied by a decrease in the intensity of the transitions from the ground state and an increase in the intensity of the transition from the first excited state $(E \approx 9 \mathrm{meV})$. The energy of this transition is approximately equal to the energy of the transition from the ground state to the first excited state. In other words, the peak at $E \approx 18 \mathrm{meV}$ should decrease as the temperature is increased while the peak with $E \approx 9 \mathrm{meV}$ can vary arbitrarily since its intensity is determined by the ratio of the matrix elements of the two transitions contributing to this peak at intermediate temperatures. Figure $6 b$ plots the temperature dependence of the intensity of the $E \approx 18 \mathrm{meV}$ peak


FIG. 6. a) Temperature dependence of the energy of the inelastic peaks in the spectra of the magnetic component of inelastic neutron scattering from a sample of $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5}^{60} \mathrm{Ni}$. (Lines drawn by eye.) b) Temperature dependence of the relative total intensity of the inelastic peak with $E \approx 18 \mathrm{meV}$; solid line-calculation of the variation of the population of the ground state based on the level diagram of the cerium ion; triangles-experimental data (dashed line drawn by eye).
and a calculation of the variation of the intensity in the single-ion approximation, due to temperature population of the ground state. For ease of comparison, the data are plotted in relative units and scaled to the values at $T=150 \mathrm{~K}$. As can be seen from the figure, as the temperature is decreased the intensity of the observed experimental transition does not increase, as follows from calculation, but remains constant and for $T<50 \mathrm{~K}$ it even decreases. What is more, a noticeable increase in the transition energies takes place in this temperature interval (Fig. 6a). A similar change in the magnetic excitation spectrum of the cerium ions with decrease of the temperature was observed for the heavy-fermion compound $\mathrm{CeAl}_{3}$ (Ref. 22) and was interpreted as a consequence of formation of the Kondo ground state as the temperature was lowered. In the compound $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5} \mathrm{Ni}$, in which the cerium ions are found in the Kondo regime, it appears that a new singlet ground state is also formed and the excitation spectrum of the $4 f$ electrons is correspondingly transformed when the temperature is lowered.

As $R(\mathrm{Re}-\mathrm{Ni})$ decreases with increasing Ce concentration in (Ce,La)Ni compounds, the hybridization energy increases. A comparison of the obtained level diagrams for the $\mathrm{Ce}_{0.5} \mathrm{La}_{0.5} \mathrm{Ni}$ samples ( $0-9-18 \mathrm{meV}$ for $T \geqslant 50 \mathrm{~K}$ ) and $\mathrm{Ce}_{0.2} \mathrm{La}_{0.8} \mathrm{Ni}$ samples ( $0-7-15 \mathrm{meV}$ ) (Ref. 8) shows that as the hybridization energy increases, an increase is observed in the splitting energy of the $4 f$ levels combined with a broadening of the transitions between these levels. Note that an increase in the hybridization energy also leads to an increase in the temperature of the maximum in the thermal expansion coefficient (Fig. 1), which is consistent with ideas about the connection between the position of the maximum and the hybridization energy. ${ }^{13}$


FIG. 7. Values of $W$ and the CEF parameters $x_{30}, a_{22}, x_{60}$, and $x_{66}$, derived from the experimental data, plotted versus distance $R(\mathrm{Re}-\mathrm{Ni})$ for $\mathrm{Nd}_{0.1} \mathrm{La}_{0.5} \mathrm{Y}_{0.4} \mathrm{Ni}, \quad \mathrm{Nd}_{0.3} \mathrm{Ce}_{0.7} \mathrm{Ni}, \quad \mathrm{Nd}_{0.1} \mathrm{Ce}_{0.9} \mathrm{Ni}, \quad \mathrm{Nd}_{0.1} \mathrm{Ce}_{0.4} \mathrm{La}_{0.5} \mathrm{Ni}, \quad$ and $\mathrm{Nd}_{0.3} \mathrm{Na}_{0.7} \mathrm{Ni}$ (see Fig. 4). The squares ( $\square$ ) plot the results of calculation (see text).

### 4.3. Influence of intermediate-valence state on level splitting and potential parameters

Figure 7 plots as functions of $R(\mathrm{Re}-\mathrm{Ni})$ some of the CEF potential parameters that have relatively large values and at the same time appear to be most sensitive to delocalization of the $4 f$ electrons. All of the values of the CEF parameters obtained for compounds with cerium ions in the Kondo regime coincide well with the quantities obtained by interpolation of the CEF parameters obtained for a "normal'" matrix (see Sec. 3.1). The only exception is the value of $W$, which is somewhat smaller. For the matrix with intermediate valence the deviation of all the plotted parameters is significant, which is evidence of an appreciable redistribution of charge brought about by partial delocalization of the $4 f$ electrons of the cerium ions in the intermediate-valence regime. It is striking that, as was the case in the measurements on the other intermediate-valence compound $\mathrm{CeNi}_{5}$ (Ref. 23), considerable variation was observed in the sixthorder parameters for the CEF potential at the paramagnetic tag, to which only electrons with orbital angular momentum $l \geqslant 3$ can contribute. In the compounds under study, only $f$ electrons possess such large angular momentum, and these variations indicate either partial delocalization of these electrons or formation (as a result of hybridization of the $f$ electrons with states in the conduction band) of a new electron density distribution with $f$-type symmetry from the electron wave functions (e.g., of $d$ and $p$ type) of lower symmetry.

The CEF Hamiltonian for the cerium ions, for which the total angular momentum $J=5 / 2$, contains five independent terms. To determine these parameters only on the basis of measurements of inelastic neutron scattering spectra on the Ce ions in CeNi , it is necessary to determine at least five independent quantities characterizing the splitting of the ground-state multiplet in the CEF (the energy levels, and the probabilities of the transitions between them). In principle,


FIG. 8. Splitting diagrams of the $4 f$ levels of the $\mathrm{Ce}^{3+}$ ions in a crystal electric field, derived from measurements of inelastic neutron scattering directly from the Ce ions $\left(\mathrm{Ce}_{1-x} \mathrm{La}_{x}^{60} \mathrm{Ni}: 4-x=0.5,6-x=0.8\right)$ and calculated from values determined experimentally from measurements on the paramagnetic tag Nd of the CEF parameters in the ReNi compound (1$\left.\mathrm{Nd}_{0.1} \mathrm{La}_{0.5} \mathrm{Y}_{0.4} \mathrm{Ni}, 2-\mathrm{Nd}_{0.3} \mathrm{Ce}_{0.7} \mathrm{Ni}, 3-\mathrm{Nd}_{0.1} \mathrm{Ce}_{0.9} \mathrm{Ni}, 5-\mathrm{Nd}_{0.3} \mathrm{Na}_{0.7} \mathrm{Ni}\right)$ versus the distance between the rare-earth ion and the neighboring Ni ions $[R(\mathrm{Re}-\mathrm{Ni})]$. The solid line is an extrapolation of the positions of the $4 f$-electron levels of the $\mathrm{Ce}^{3+}$ ions plotted versus $R(\mathrm{Re}-\mathrm{Ni})$ according to data for samples 4 and 6 . The dotted line is an interpolation of the position of the $4 f$ level plotted versus $R(\mathrm{Re}-\mathrm{Ni})$ in a 'normal'" matrix. The solid vertical line shows the value of $R(\mathrm{Re}-\mathrm{Ni})$ for CeNi .
the required number of parameters of the CeNi spectrum can be obtained. However, in the given situation, where the transition widths are comparable to the energy levels but the energies of the transition from the ground state to the first excited state and between excited states are roughly equal, it is quite difficult to obtain the transition intensities directly with reasonable accuracy. Furthermore, sixth-order terms are absent from the CEF Hamiltonian for the cerium ions, which precludes a direct comparison of the CEF potential parameters obtained from measurements on Nd and Ce ions. With this in mind, to compare data on the CEF potential obtained by different methods, we calculated the splitting diagrams of the $4 f$ levels of the cerium ions in CeNi from the CEF parameters obtained from measurements on neodymium ions in ReNi compounds. These results, and also results of direct measurements of the energy levels of the Ce ions, are plotted in Fig. 8. It is evident from a comparison of the calculated splitting diagrams that the dependence of the energies of the excited levels on the interion distances, obtained by two different methods, are in good agreement. On the basis of this fact, we can conclude that the CEF potential parameters determined on the basis of measurements with a paramagnetic tag ( Nd ) give a realistic estimate of the CEF in ReNi compounds.

As follows from our calculation of the CEF level diagram of the Ce ions, based on measurements with the paramagnetic tag Nd (Fig. 8), with decrease of $R(\mathrm{Re}-\mathrm{Ni})$, i.e., with increase of the degree of hybridization of the $4 f$ electrons of the Ce ions in the ReNi matrix, the variation of the CEF potential is manifested in an increase of the CEF energy levels. The same trend is also seen in results obtained by direct measurement on Ce ions (Fig. 8), i.e., the two approaches to determining the CEF potential give identical results. At the same time, in the matrix not containing cerium
ions (sample 1), a decrease in the $\mathrm{Re}-\mathrm{Ni}$ distance leads to an insignificant decrease in the calculated CEF energy levels for the cerium ions. It can be concluded that hybridization of the $4 f$ electrons with conduction electrons in intermediatevalence compounds makes a substantial additional contribution to the energy splitting of the ground-state multiplet of the $4 f$ shell of the cerium ions.

Comparison of the CEF potential parameters obtained earlier with the help of a Pr impurity $\operatorname{tag}^{21}$ with the results of the present work demonstrates qualitative agreement of the obtained data: only an insignificant change in the scale factor $W$ is noticed in the Kondo regime while in the intermediatevalence state along with a change in $W$ a pronounced change is observed in a number of CEF parameters, above all the sixth-order parameters. Calculation of the Ce level diagram on the basis of the CEF parameters in ReNi compounds, obtained from measurements with the Pr tag, also leads to an increase in the splitting energies of the CEF levels of the Ce ions when going from the Kondo regime to the intermediatevalence regime. However, the values of the CEF energy levels of the cerium ions turn out to be approximately half those obtained in the present work. The marked difference in the CEF parameters reconstructed from the inelastic neutron scattering spectra on Pr and Nd ions is also the case for other nickel compounds, in particular for $\mathrm{ReNi}_{5}$ (Refs. 24 and 25). It is possible that the difference in the results obtained on $\operatorname{Pr}$ and Nd ions has to do with the pronounced perturbation of the electronic subsystem caused by the Pr ions, which can be near to a valence-unstable state. Therefore the use of Pr ions as the paramagnetic tag does not always make it possible to obtain quantitative information about the CEF potential.

Extrapolation of the excited energy levels of the Ce ions as functions of the $\mathrm{Re}-\mathrm{Ni}$ distance makes it possible to estimate the possible splitting diagram of the cerium ions in a CeNi matrix in the case when the cerium ions have a localized $4 f$ shell: $0, \sim 14, \sim 25 \mathrm{meV}$. On the basis of specific heat and magnetic susceptibility measurements in CeNi , we arrive at the estimate $T_{K} \sim 120-150 \mathrm{~K} .{ }^{9,10}$ If we use an empirical relation between the maximum in the magnetic component of the inelastic neutron scattering spectrum $(E$ $\approx 45 \mathrm{meV}$, Ref. 8) and the Kondo temperature determined from thermodynamic characteristics, ${ }^{26,27}$ then we obtain a value close to $T_{K} \approx 130 \mathrm{~K}$. The quantity $T_{K}$ turns out to be approximately equal to the energy of the first excited CEF level. Thus, as in the case of CeNiSn, the energy scale of the interaction of the $4 f$ electrons with the CEF in CeNi turns out to be similar to the energy of hybridization with the conduction electrons, and neither of these interactions can be excluded from consideration in an analysis of the formation of the ground state of the Ce ion, i.e, the CEF potential probably plays a role in the formation of the ground state of the $f$ shell in CeNi. It may be surmised that it is precisely this closeness between the hybridization energy and the magnitude of the splitting of the $4 f$ level in a CEF that leads to novel magnetic excitation spectra.

## 5. CONCLUSION

The studies reported here of the CEF potential in ReNi compounds make it possible to estimate the possible magni-
tude of the splitting of the $4 f$ shell of cerium ions in the intermediate-valence compound CeNi , which turns out to be comparable to the Kondo temperature. The CEF level diagram of the $4 f$ electrons of the Ce ions was obtained both by extrapolation of inelastic neutron scattering data on cerium ions with almost integer-valued population of the $f$ shell in compounds near the transition to the intermediate-valence state and from a calculation of the CEF parameters reconstructed from experimental data for Nd impurity ions in CeNi -based valence-unstable compounds. The good agreement of the results confirms the applicability of the paramagnetic tag method for obtaining a realistic estimate of the magnitude of the CEF potential in intermediate-valence compounds. Note that as in the case of $\mathrm{CeNi}_{5}$ (Ref. 23), a substantial change in the sixth-order CEF parameters, which are determined mainly by electrons with wave-function symmetry corresponding to $f$ electrons, is observed in CeNi .
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# 1/f Noise in a nonequilibrium phase transition: experiment and mathematical model 

V. P. Koverda,*) V. N. Skokov, and V. P. Skripov<br>Institute of Thermal Physics, Russian Academy of Sciences, Ural Branch, 620219 Ekaterinburg, Russia (Submitted 23 September 1997)<br>Zh. Éksp. Teor. Fiz. 113, 1748-1757 (May 1998)

The results of an experimental investigation of a high-power source of broad-band $1 / f$ noise, which can be generated in a system of two interacting nonequilibrium phase transitions, are presented. This process takes place when a normal conductor-superconductor phase transition is superposed on the critical liquid-vapor transition in a boiling coolant. A mathematical model describing a nonequilibrium phase transition in a complicated nonlinear system with two interacting order parameters, which involves the conversion of white noise into stochastic fluctuations of the order parameters with $1 / f$ and $1 / f^{2}$ spectra, is proposed. The properties of the model fluctuations with a $1 / f$ spectrum agree qualitatively with the experimentally observed properties. A characteristic difference between the model fluctuations with a $1 / f^{2}$ spectrum and random walks is also noted. © 1998 American Institute of Physics. [S1063-7761(98)01305-5]

## 1. INTRODUCTION

The interest in random processes whose spectral density varies in inverse proportion to the frequency, which has not waned over the course of many years, is due to the widespread occurrence of this phenomenon and the absence of generally accepted, universal mathematical models. Stochastic processes with a spectrum that is inversely proportional to the frequency ( $1 / f$ noise) are observed in systems of very diverse types, i.e., from current fluctuations in radiophysical devices to cellular automata simulating the phenomenon of self-organized criticality, and nonlinear dynamic systems with intermittency. As a result of numerous investigations (see, for example, Refs. 1-5), the main properties of $1 / f$ noise have been established. However, the mechanism for the appearance of a $1 / f$ spectrum and the location of its sources are frequently unclear. Thermal mechanisms for the appearance of $1 / f^{n}$ noise in metals were discussed in Refs. 6 and 7. It was noted that the value of $n$ depends on the thermal isolation of the substrate. Theoretical arguments regarding the possibility of switching off the heat conduction mechanism were advanced in Ref. 8. It was claimed therein that $1 / f^{n}$ noise arises as a result of a nonlinear interaction between diffusive and heat conduction modes. The idea that $n$ can vary in the passage through a second-order phase transition point was advanced in Ref. 9. General arguments regarding the appearance of $1 / f^{n}$ noise in distributed systems were presented in Ref. 10. According to Ref. 10, the scaleinvariant power-law form of the spectra in phonon systems is attributable to fluctuations of the phase diffusion rate and relaxation of the phonon modes. Most of the published studies devoted to this phenomenon deal with spatially distributed systems. In Ref. 11 we presented the results of the experimental detection of the generation of signals with a $1 / f$ spectrum when a superconductor undergoes Joule heating in a boiling coolant. The distinguishing feature of these experiments is that there was only one source of stochastic signals with a $1 / f$ spectrum in the system. Such behavior is associ-
ated with the interaction of phase transitions occurring in nonlinear subsystems containing both a superconductor with a current and a boiling coolant.

In this paper we present detailed experimental results from the observation of the stochastic process with a highintensity $1 / f$ spectrum accompanying the Joule heating of thin films of high-temperature superconductors in boiling nitrogen and propose a mathematical model of a nonequilibrium phase transition in a two-dimensional system which converts white noise into noise with $1 / f$ and $1 / f^{2}$ spectra.

## 2. EXPERIMENT

The experiments were performed on thin-film $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-x}$ bridges. The thickness of the bridges was $\approx 0.3 \mu \mathrm{~m}$, its width was $0.5-1.0 \mathrm{~mm}$, and its length was $2-8$ mm . The superconducting transition temperatures were $T_{c}$ $=86-88 \mathrm{~K}$, and the critical current densities were $j_{c}$ $=10^{5}-10^{6} \mathrm{~A} / \mathrm{cm}^{2}$ at 77 K . During the experiment the samples were immersed directly into liquid nitrogen. The current-voltage characteristics were measured in a potentiostatic regime.

When a transport current above the critical value was passed, thermal instability developed in the films with the formation of a temperature-electric-field domain, leading to the appearance of "descending'" segments on the currentvoltage characteristic with a negative differential resistance. Figure 1 presents a typical current-voltage characteristic of a sample. Segment $A B$ corresponds to a superconducting or stable low-resistivity state. Segment $B C$ corresponds to the appearance of a thermal domain in the superconducting film. Heat exchange with the liquid nitrogen is mediated on this segment by single-phase convection. When there was freeconvective heat transfer, the nitrogen layer near the surface of the high- $T_{c}$ superconductor heating element was superheated. When superheating amounting to several degrees was achieved, local bubbling of nitrogen on a "weak'" spot of the sample occurred. Bubbling was observed visually, and


FIG. 1. Current-voltage characteristic of a thin-film high- $T_{c}$ superconductor bridge in boiling nitrogen.
a jump occurred along the loading line on the currentvoltage characteristic ( $C D$ in Fig. 1). Segment $D E$ in Fig. 1 corresponds to local ('point') boiling.

Oscillations associated with oscillations of the heatremoval rate were observed on the current-voltage characteristic in a nucleated boiling regime. In Fig. 1 they are indicated by short strokes (along the loading line of the electrical circuit). The fluctuations of the voltage drop on the potential contacts and the transport current were recorded by S9-8 oscilloscopes connected to a computer. At certain loads (segment $E F$ in Fig. 1) a significant increase in the oscillation amplitude was observed, and random jumps occurred from point $E$ to point $F$ (along the loading line). The detachment diameter of the bubbles increased, and the train of individual bubbles transformed into a vapor jet with the formation of a '"dry"' spot at the boiling site. The heat flux density in this case corresponded to the first critical flux density for the transition of nitrogen from nucleated to film boiling $\left(\sim 10^{6} \mathrm{~W} / \mathrm{m}^{2}\right)$. In other words, segment $E F$ in Fig. 1 can be associated with a nonequilibrium phase transition from nucleated to film boiling (a boiling crisis). However, the local nature of the boiling process was not destroyed, and the vapor was generated, as before, from a focal "weak'" spot on the film. The local nature of the boiling crisis observed can be associated with the strong variation of the release of heat along the sample due to localization of the thermal domain in a potentiostatic regime.

When the load was increased further, the vapor boundary underwent abrupt motion with the formation of a continuous vapor film on the sample surface (point $G$ in Fig. 1). The reverse transition from continuous film boiling to nucleated boiling occurred at different loads (point $K$ ), i.e., hysteresis was observed on the current-voltage characteristic.

The measured oscillograms of the voltage drop on the potential contacts (or the transport current) were used to calculate the spectral densities of the oscillations associated


FIG. 2. Realization of the voltage drop on potential contacts in the critical regime (1) and in the 'ordinary' nucleated boiling regime (2).
with the boiling of nitrogen. With the exception of segment $E F$ in Fig. 1, the spectra obtained had a typical Lorentzian shape. On segment $E F$, along with the nonequilibrium superconductor-normal-conductor phase transition, there was a phase transition associated with a local boiling crisis under the conditions of Joule heating (which always occurs when a current-voltage characteristic has "descending", segments). Figure 2 (curve 1) shows a typical realization of the voltage drop on the potential contacts corresponding to segment $E F$ in Fig. 1 (the critical regime). For comparison, the figure also shows a realization of the voltage drop (curve 2) corresponding to segment $D E$ in Fig. 1. The length of each realization was determined by the buffer memory of the oscilloscope and corresponded to 2048 points. The time interval between the points varied from $500 \mu \mathrm{~s}$ to 20 ms , making it possible to vary the signal observation time (which determines the lower frequency boundary in the spectrum) from approximately 1 to 40 s . The observed oscillatory processes were stationary. Figure 3 presents typical distribution functions of the voltage-drop fluctuation amplitude in the critical regime. It is seen from the figure that the process observed can be considered Gaussian in some approximation. However, it is seen that the experimental distribution function could be separated into two maxima. The separation is greater, the greater is the angle of inclination of the loading line of the electrical circuit relative to the current-


FIG. 3. Distribution functions of the voltage-drop fluctuation amplitude: 1 -load resistance $R_{0}=1 \Omega, 2-R_{0}=5 \Omega$.


FIG. 4. Spectrum determined from experimental realizations in the critical regime.
voltage characteristic (the greater is the load resistance of the electrical circuit). Complete symmetry of the distribution function relative to its mean value was observed only when the working point corresponded to the midpoint of the interval $E F$ (see Fig. 1). Otherwise the distribution function was asymmetric, i.e., the system spent more time at point $E$ or at point $F$.

The spectral densities were calculated from the measured realizations by fast Fourier transformation. For all the realizations recorded in the critical regime with different time intervals between the points, the spectral density varied in inverse proportion to the frequency in the frequency range $f \leqslant 100 \mathrm{~Hz}$. Such behavior remained unchanged when the voltage of the source varied over a range of several tenths of a volt and when the load resistance of the circuit varied by several fold, which corresponded to variation of the angle of inclination of the loading line relative to the current-voltage characteristic over a range of $\simeq 30^{\circ}$. It should be noted that the observed amplitudes of the voltage drop on the sample in the critical regime amounted to tenths of a volt and were thus more than five orders of magnitude greater than the characteristic signal amplitudes detected when such $1 / f$ noise is observed in solids.

Figure 4 presents the spectral density of the voltage-drop fluctuations in the critical regime. The spectrum was obtained from realizations recorded with different temporal discretization and was averaged over a set of realizations (about 70 realizations). The dashed line in Fig. 4 was obtained as a result of treatment of the low-frequency part of the spectrum $\left(f=2 \times 10^{-2}-10^{2} \mathrm{~Hz}\right)$ and corresponds to a function $\propto 1 / f^{1.02}$. In the frequency range $f>10^{2} \mathrm{~Hz}$ a dependence close to $1 / f^{1.5}$ was observed. We stress that Fig. 4 corresponds to a fairly large ensemble of realizations; however, the spectra for the individual realizations (which cover three
orders of magnitude in the frequency) also had the $1 / f$ form.
Thus, the interaction of two nonequilibrium phase transitions associated with nonlinear processes in a superconductor with a current and a boiling coolant gives rise to intense stochastic fluctuations with a $1 / f$ spectrum.

## 3. MATHEMATICAL MODEL

The experiment described certainly shows that we are dealing here with a single point source of $1 / f$ stochastic signals. These results cannot be explained within the widely used model of an exponentially broad distribution of relaxation times, ${ }^{1-3}$ in which $1 / f$ noise is treated as a result of the superposition of random relaxation processes. To obtain a range covering four orders of magnitude with respect to the frequency, a spread of time constants of the individual sources over a range of six orders of magnitude is required according to that model. ${ }^{3}$

An alternative approach to explaining the experimental results described is to find a dynamic system which would convert white noise into noise with a $1 / f$ spectrum. The experiment also showed that such a system operates in the vicinity of a nonequilibrium phase transition.

In the vicinity of the phase transition, for the order parameter $T$ we can write the equation

$$
\begin{equation*}
\dot{T}=\alpha T-\beta T^{3}+\Gamma(t) \tag{1}
\end{equation*}
$$

where $\Gamma(t)$ is a source of white noise, which is present in any physical system. It is known that the fluctuations described by an equation of the type $\dot{x}=F(x)+\Gamma(t)$, where $F(x)$ is a smooth continuous function and $\Gamma(t)$ is Gaussian $\delta$-correlated noise, cannot lead to a $1 / f$ spectrum. Equations of this type give a spectrum with a Lorentzian or quasiLorentzian shape. In particular, Eq. (1) gives a Lorentzian spectrum.

As was noted above, $1 / f$ behavior was observed experimentally under conditions in which two interacting nonequilibrium phase transitions take place in a two-component nonlinear system. Therefore, the following two-dimensional system of equations was proposed in Ref. 12 for this case:

$$
\begin{align*}
& \dot{T}=-\beta T P^{2}+\alpha P+\Gamma(t), \\
& \dot{P}=-\beta P T^{2}+\gamma T+\Gamma(t) . \tag{2}
\end{align*}
$$

System (2) describes two phase transitions with the interacting order parameters $T$ and $P$. The parameters $T$ and $P$ are determined by the specific nature of the nonequilibrium phase transitions and can be related to the temperature, the dimensions of the dissipative regions, or fluctuations of the kinetic coefficients. Fluctuations of the latter near phasetransition points were treated theoretically in Ref. 9. We shall describe the properties of this system without specifying the physical meaning of $T$ and $P$ in the present work.

When the coefficients are equal ( $\alpha=\gamma$ ), system (2) has a potential character and is equivalent to Eq. (1). In this case it gives coinciding Lorentzian spectra for $T$ and $P$ regardless of the value of the coefficients. However, if $\alpha<\gamma$ holds, a noise intensity level $\Gamma(t)$ at which the fluctuations of $T$ are proportional to $1 / f$ and the fluctuations of $P$ are proportional


FIG. 5. Results of the numerical integration of system (4).
to $1 / f^{2}$ can easily be selected for any values of the coefficients. Such a dependence was traced in Ref. 12 over four to five orders of magnitude in frequency by performing numerical integration by the Euler method and employing a sequence of random numbers with a Gaussian distribution as $\Gamma(t)$.

Let us first consider the behavior of the system (2) in the absence of noise $[\Gamma(t)=0]$. The asymptotic solutions in the limit $t \rightarrow \infty$ for $\beta>0,0<\alpha<\gamma$, and nonzero initial conditions have the form

$$
\begin{equation*}
T=\sqrt{\frac{\alpha}{2 \beta(\gamma-\alpha) t}}, \quad P=\sqrt{\frac{2 \alpha(\gamma-\alpha) t}{\beta}}, \tag{3}
\end{equation*}
$$

i.e., they describe a relaxation process with $T \propto t^{-1 / 2}$ and $P$ $\propto t^{1 / 2}$, so that their product is a constant: $T P=\alpha / \beta$.

However, numerical integration of the system by the Euler method with the integration step $d t$,

$$
\begin{align*}
& T_{i+1}=T_{i}+\left(-\beta T_{i} P_{i}^{2}+\alpha P_{i}\right) d t  \tag{4}\\
& P_{i+1}=P_{i}+\left(-\beta P_{i} T_{i}^{2}+\gamma T_{i}\right) d t
\end{align*}
$$

reveals that as time passes $T$ and $P$ follow the asymptotes (3) only up to a certain limit, which depends only on $d t$. When this limit is achieved, $P$ decreases abruptly, while $T$ increases, then relaxation occurs again, and thereafter the process repeats itself (Fig. 5). Such behavior is attributed to the fact that the derivative is taken at the initial point of the $i$ th interval when the system is integrated numerically and the numerical integration is unstable. To make it more stable we went over to the system

$$
\begin{align*}
& T_{i+1}=T_{i}+\left\{\left[-\beta\left((1-c) T_{i}+c T_{i+1}\right)\right] P_{i}^{2}+\alpha P_{i}\right\} d t,  \tag{5}\\
& P_{i+1}=P_{i}+\left\{\left[-\beta\left((1-c) P_{i}+c P_{i+1}\right)\right] T_{i}^{2}+\gamma T_{i}\right\} d t,
\end{align*}
$$

in which, depending on $c(0 \leqslant c \leqslant 1)$, the value of $T_{i}$ in the first equation and the value of $P_{i}$ in the second equation can be taken for calculating the derivative not only at the initial $(c=0)$ or final point $(c=1)$, but also at the midpoint of the $i$ th integration interval. In particular, when $c=1$, the system (5) gives the asymptotes (3) for any value of $d t$ and initial conditions.


FIG. 6. Spectrum of $S_{T}(f)$ and realization of $T(t)$ obtained by numerical integration of the system (6). Dashed line-plot of $S_{T}(f) \propto 1 / f^{1.05}$.

However, if the value of the quantity being integrated is taken away from the initial point of the integration interval, some ambiguity in the way to introduce the noise into the system appears. We tested several variants, and below in this paper we shall present the results of the numerical integration of a system with noise of the following form:

$$
\begin{align*}
T_{i+1}= & \left\{T_{i}+\left[-(1-c) \beta T_{i} P_{i}^{2}+\alpha P_{i}\right] d t\right\} \\
& \times\left(1+c P_{i}^{2} d t\right)^{-1}+W_{i} d t,  \tag{6}\\
P_{i+1}= & \left\{P_{i}+\left[-(1-c) \beta P_{i} T_{i}^{2}+\gamma T_{i}\right] d t\right\} \\
& \times\left(1+c T_{i}^{2} d t\right)^{-1}+W_{i} d t,
\end{align*}
$$

in which the value of the derivative is calculated during the numerical integration precisely as in the system without noise (5) and the effect of the noise is taken into account later on. The noise $W_{i} d t$ has the form of a random-walk differential, where $W_{i}$ is a Gaussian distribution of random numbers with the root-mean-square deviation $D$.

As an example, Figs. 6-8 present the results of the numerical integration of the system (6) with the following values of the parameters: $\beta=1, \alpha=0.5, \gamma=1, D=2.14$, and $c=0.5$. When $d t=0.05$, each integration interval includes 130000 points. A realization of the process $T(t)$ and its spectrum $S_{T}(f)$ are presented in Fig. 6, and the distribution function $F_{T}$ is presented in Fig. 7. It is seen that it resembles a Gaussian distribution, but this is true only when $\alpha$ $<0.5 \gamma$. When $\alpha>0.5 \gamma$ holds, $F_{T}$ has a minimum near zero, which is characteristic of other values of the parameters in the realizations of (6) calculated.

For comparison, the inset in Fig. 8 presents a realization of the random-walk process

$$
w(t)=\int_{0}^{t} W(t) d t
$$

which has the same spectrum as $S_{P}(t)$, together with a realization of $P(t)$. This comparison reveals that the $1 / f^{2}$ diver-


FIG. 7. Distribution function of the fluctuation amplitude of $T(t)$ obtained by numerical integration of the system (6): $1-\alpha=0.5,2-\alpha=0.75$.
gence of the spectrum as $f \rightarrow 0$ for the realization of $P(t)$ is caused by increases in the derivatives, rather than an increase in the amplitude as in the case of random walks. The same applies to $T(t)$, which has $1 / f$ divergence. Both noise components, i.e., the $1 / f$ and $1 / f^{2}$ components, are stationary and do not depend on the initial conditions. Good reproducibility of the spectra and the distribution functions is noted for other sequences of random numbers $w_{i}$. A decrease in $c$ from unity down to zero does not strongly alter the appearance of the realizations, but a peak appears in the high-frequency region of their spectra due to the instability of the numerical integration at small values of $c$.

It is noteworthy that the spread of the fluctuation amplitudes of $P$ and $T$ for an assigned value of $d t$ correlates with the limiting values of $P$ and $T$, which are given by the inte-


FIG. 8. Spectrum of $S_{P}(f)$ and realizations of $P(t)$ and of the random walks $w(t)$ obtained by numerical integration. Dashed line-plot of $S_{P}(f) \propto 1 / f^{2}$.
gration of the system (4) without noise. The spikes of largest absolute value only slightly exceed these limits. Another interesting property of the solutions of the system is the fact that the product $P(t) T(t)$ has a spectrum of white noise, and the mean value $\langle P(t) T(t)\rangle \simeq \alpha / \beta$ holds to within good accuracy for any values of the parameters of the system and realization lengths. This means that the equation for the fluctuations of $T$ adjusts itself to the characteristic zero eigenfrequency and that we are dealing with self-organized criticality.

The results of the integration of (6) for the parameters indicated with $d t=0.05$ and the root-mean-square deviation $D=1.8$ in Figs. 6-8 show the behavior of the $1 / f$ noise and $1 / f^{2}$ noise over a range of five orders of magnitude in frequency. When the number of integration points is increased further, the branches of the fluctuation spectra of $T$ and $P$ become horizontal, i.e., for assigned values of the integration step and the dispersion of the $1 / f$ and $1 / f^{2}$ spectra are observed only in a limited frequency range. However, this range can be increased, and more distant low-frequency $1 / f$ and $1 / f^{2}$ asymptotes can be traced for the same values of the parameters $\alpha, \beta$, and $\gamma$ of the system, if the integration step $d t$ is diminished by a factor of $n$ with a simultaneous increase in $D$ by a factor of $\sqrt{n}$ as the number of intervals is increased. Therefore, the hope remains that if we would have a source of "true" white noise in the form of a sequence of $\delta$ functions with infinitely short spacing and if we knew how to integrate such equations, the system (2) would give branches of the $1 / f$ and $1 / f^{2}$ spectra with infinite lowfrequency asymptotes down to $f=0$.

At the values $0<\alpha<\gamma$ the proposed model gives a $1 / f$ spectrum for the fluctuations of $T$, a realization of $T(t)$, and a distribution function which conform with the experiment described above (Figs. 2-4). The properties of the $1 / f$ noise in this case are similar to those observed in radiophysical devices, where the mean is $\langle T(t)\rangle=0$. However, if $\alpha$ and $\gamma$ are negative $(0>\alpha>\gamma)$, or if they are positive, but the noise acts on the equations for $P$ and $T$ in antiphase, we have $\langle T(t)\rangle \neq 0$ and $\langle P\rangle \neq 0$. The behavior of the $1 / f$ and $1 / f^{2}$ components and their stationary character are maintained in this case for the same absolute values of $\alpha, \beta$, and $\gamma$ in the system. The realizations of the fluctuations of $T$ in this case contain sharp spikes and outwardly resemble the realizations which are obtained in models of "sand-pile" cellular automata ${ }^{13}$ or highway traffic, ${ }^{14}$ in which there has recently been interest in connection with the study of self-organized criticality.

## 4. CONCLUSIONS

In this paper we have presented the results of an experimental investigation of an unconventional source of $1 / f$ noise for radiophysics, where we are apparently always dealing with the superposition of a large number of sources of noise of different nature. In our case the source of intense broad-band $1 / f$ noise is associated with the interaction of two nonequilibrium phase periods. The mathematical model proposed for describing its properties conforms qualitatively with the experiment, but, apart from the generation of $1 / f$
noise, it predicts the generation of a satellite with a $1 / f^{2}$ spectrum. The properties of the $1 / f^{2}$ noise differ from those of random walks, since no increase in the amplitude of the spikes is observed, and the divergence, as in the case of the $1 / f$ noise, is associated with increases in the derivatives. The $1 / f^{2}$ noise was not observed experimentally. It is possible that the fluctuations responsible for that noise are associated with the parameters of the nonequilibrium phase transition in the boiling coolant, require additional diagnostics, and were, therefore, not detected. In any case, this poses a new problem for experimentation.
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#### Abstract

The retarded Green's function $G(\mathbf{k}, \omega)$ of a single small spin polaron in the three-band model for the $\mathrm{CuO}_{2}$ plane is calculated in the self-consistent Born approximation. It is shown that such a spin polaron is a good quasiparticle excitation for realistic values of spin exchange $J$ and effective hopping $\tau$. The polaron spectral density $A_{p}(\mathbf{k}, \omega)$ demonstrates small damping in contrast to the results of calculations starting from the bare hole; i.e., the pole strength $Z_{p}(\mathbf{k})$ of the energetically low-lying quasiparticle peak varies from $50 \%$ to $82 \%$ for $J / \tau \sim 0.1-0.7$. The quasiparticle peak dispersion reproduces the main features of the bare polaron spectrum $\Omega_{\mathbf{k}}$ near the band bottom. The spherically symmetric approach is used for the description of spin excitations. This approach makes it possible to consider the quantum antiferromagnetic background without the spontaneous symmetry breaking and the unit cell doubling. The new method of the self-consistent calculation, which is based on continuous-fraction expansion of the Green's function, is presented in detail. The method preserves the proper analytical properties of the Green's function and makes it possible to analyze the nature of its singularities. © 1998 American Institute of Physics. [S1063-7761(98)01405-X]


## 1. INTRODUCTION

The hole motion in a two-dimensional (2D) $s=1 / 2$ quantum antiferromagnet (AFM) has been studied in depth theoretically. ${ }^{1}$ The important question is whether a hole injected in the undoped ground state behaves like a quasiparticle. This problem is mainly investigated in the framework of self-consistent Born approximation (SCBA) for the $t-J$ model $^{2-7}$ and Kondo lattice. ${ }^{8}$ There are only a few studies devoted to the three-band Hubbard model or the Emery model, ${ }^{9,10}$ which is more realistic for $\mathrm{CuO}_{2}$ planes in high- $T_{c}$ superconductors (HTSC). For the $t-J$ model it was shown that the spectral density function $A_{h}(\mathbf{k}, \omega)$ of a doped hole revealed a quasiparticle peak of intensity $Z_{\mathbf{k}} \approx J / t$ and a broad incoherent part that has a width of about (6-7) $t$. The quasiparticle band bottom corresponds to the momenta $\mathbf{k}_{1}=( \pm \pi / 2, \pm \pi / 2)$. Similar results were obtained for the Emery model. ${ }^{11,12}$ The presence of a large incoherent part and small intensity of the quasiparticle peak indicate that bare holes are rather poor elementary excitations even for the case in which $\mathbf{k}$ is close to $\mathbf{k}_{1}$.

In order to investigate the hole motion in the $t-J$ model one usually decouples the hole operator into a spinless fermion and an antiferromagnetic magnon operator. As a result, the zero approximation corresponds to the dispersionless band with zero energy of the hole. The hopping of the particle appears only due to the fermion-magnon scattering,
which is treated by the usual perturbation method in $\mathbf{k}$-space. For this reason, we think that in this approach the resulting quasiparticle pole in the fermion Green's function involves mainly a polaron with a large radius. A similar situation takes place in the usual treatment of a hole motion in the effective three-band model ${ }^{11-13}$ and the Kondo-lattice model, ${ }^{8}$ where one starts from a bare hole rather than from a small-radius magnetic polaron.

In the framework of the effective three-band model we studied the spectral density function $A_{p}(\mathbf{k}, \omega)$ of a single small polaron, i.e., an excitation which at the outset takes into account a local hole-spin coupling. It is known that the simplest candidate for such a small polaron is an analog of the so-called Zhang-Rice singlet in the $\mathrm{CuO}_{4}$ plaquette. ${ }^{14,15}$ The mean-field spectrum $\Omega_{k}$ of this excitation has been studied extensively ${ }^{15}$ and will be used as the zero approximation in our treatment. We shall consider the coupling of a small polaron to spin-wave excitations in SCBA for the corresponding two-time retarded Green's function $G(\mathbf{k}, \omega)$.

Our motivations to study $A_{p}(\mathbf{k}, \omega)$ and the corresponding quasiparticle band are the following. First, it is easy to show for the one-hole problem that the mean-field energy of the polaron $\Omega_{\mathbf{k}}$ represents the center of gravity of the spectral function:

$$
\begin{equation*}
\Omega_{k}=\int_{-\infty}^{\infty} \omega A_{p}(\mathbf{k}, \omega) d \omega \tag{1}
\end{equation*}
$$

This means that the minimum of $\Omega_{\mathbf{k}}$ is the upper bound of the actual position for the quasiparticle band bottom. The SCBA based on a bare hole Green's function gives the minimum value of the quasiparticle energy $\omega_{h}^{\min }=-2.6 \tau^{12}$ for a typical value of copper-copper AFM exchange constant $J=0.7 \tau$. Here $\tau$ is a constant of the effective oxygenoxygen hopping via an intervening copper site (note that our unit of energy is twice that of Ref. 12, $\tau=2 t$ ). As to the value of the small polaron mean-field band bottom, it turns out to be substantially lower than $\omega_{h}^{\min }, \Omega_{\mathbf{k}}=-3.17 \tau$, for the same value of $J / \tau$. We may conclude, therefore, that important local correlations are lost in SCBA when we start from the bare hole operators.

Second, we shall show that a small polaron represents the elementary hole excitation much better than a bare hole dressed by magnons in the framework of the SCBA. This is manifested by a relatively large intensity of a quasiparticle peak in our calculation.

Finally, the mean-field spectrum $\Omega_{\mathrm{k}}$ of the simplest small spin polaron explicitly depends on the state of the antiferromagnetic background. In the case of the long-rangeorder state $\Omega_{\mathbf{k}}$ demonstrates a flat band region, which is close to the magnetic Brillouin zone boundary. ${ }^{15}$ This region corresponds to the bottom of the band. Moreover, if the direct oxygen-oxygen hopping, the finite temperature, and a more complicated form of a small polaron wave function are taken into account, then $\Omega_{\mathrm{k}}$ reproduces the experimentally observed, extended saddle point, ${ }^{16-20}$ which is directed along the line $(0, \pi)-(0,0) .{ }^{21}$ Therefore, it seems important to ascertain whether the quasiparticle band reproduces the peculiarities of $\Omega_{\mathbf{k}}$ dispersion. Using a very simple variant of the model, we shall determine below whether this is in fact the case.

The distinctive feature of our investigation is the consideration of the AFM copper spin subsystem in a spherically symmetric approach. ${ }^{22,23}$ Such an approach is most appropriate in treating the quantum 2 D AFM at any finite temperature. As a result, the scattering of a spin polaron by spin excitations in the singlet spin background leads to the spectral function periodicity relative to the full Brillouin zone. Note that the conventional two-sublattice spin approach leads to periodicity relative to the magnetic (reduced) Brillouin zone. ${ }^{2-7,12}$

This paper is organized as follows. In Sec. 2 we give the derivations for the self-consistent equation for the Green's function in the case of the small polaron approach. In Sec. 3 we present the procedure that makes it possible to avoid the iterative solution of the self-consistent equation for complex energies. The procedure is based on the continuous-fraction expansion of the Green's function and consequently makes it possible to calculate the coefficients of the continuousfraction expansion with use of the quadrature method. In Sec. 4 we deal with the termination of the continuousfraction, which leads to the correct analytical properties of the resulting Green's function. The numerical results for the self-energies and spectral functions, the relation of our results to the previous approaches, and the discussion are given in Sec. 5. In Sec. 6 we summarize the results. The Appendix contains some details of the approach, which gives the ex-
pression for the integrals over the spectral density in terms of the chain representation of the continuous fraction.

Some of our results were presented in a brief report. ${ }^{24}$ In this paper we present additional results, describe the new method, and give more details about the calculations.

## 2. EFFECTIVE HAMILTONIAN AND SMALL POLARON GREEN'S FUNCTION

Following Refs. 9, 10, and 15, we adopt the Hamiltonian that corresponds to one-hole problem in the $\mathrm{CuO}_{2}$ plane of the high- $T_{c}$ superconductors:

$$
\begin{align*}
\hat{H}= & \sum_{\mathbf{r}, \mathbf{a}_{1}, \mathbf{a}_{2}, \sigma, \sigma^{\prime}} c_{\mathbf{r}+\mathbf{a}_{1}, \sigma^{c}}^{\dagger} c_{\mathbf{r}+\mathbf{a}_{2}, \sigma^{\prime}}\left(\frac{1}{2} \delta_{\sigma \sigma^{\prime}}+2 \mathbf{s}_{\sigma \sigma^{\prime}} \mathbf{S}_{\mathbf{r}}\right) \\
& +\frac{J}{2} \sum_{\mathbf{r}, \mathbf{g}} \mathbf{S}_{\mathbf{r}} \mathbf{S}_{\mathbf{r}+\mathbf{g}} \tag{2}
\end{align*}
$$

where $\mathbf{a}_{1}, \mathbf{a}_{2}= \pm \mathbf{g}_{x} / 2, \pm \mathbf{g}_{y} / 2, \mathbf{g}= \pm \mathbf{g}_{x}, \pm \mathbf{g}_{y}$. Here and below $\mathbf{g}_{x, y}$ are the basic vectors of a copper square lattice $(|\mathbf{g}| \equiv 1), \mathbf{r}+\mathbf{a}$ are four vectors of the O sites nearest to the Cu site $\mathbf{r}$, the operator $c_{\sigma}^{\dagger}$ creates a hole with the spin index $\sigma= \pm 1$ at the O site, $\mathbf{s}_{\sigma \sigma^{\prime}}=\boldsymbol{\sigma}_{\sigma \sigma^{\prime}} / 2$, and the operator $\mathbf{S}$ represents the localized spin at the copper site. As mentioned above, $\tau$ is the integral of oxygen hole hoppings, which takes into account the coupling of the hole motion with copper spin subsystem, and $J$ is the constant of the nearest-neighbor AFM exchange between the copper spins.

It is well known that the most prominent feature of the Hamiltonian (2) is that the low-energy physics of hole excitations is described by the Bloch sums $\mathscr{B}_{\mathbf{k}, \sigma}^{\stackrel{1}{2}}$ which are based on one-site small-polaron operators $\mathscr{\mathscr { P }} \mathscr{P}_{\text {r }}^{\dagger}$

$$
\begin{align*}
\mathscr{S}_{\mathbf{k}, \sigma}^{\dagger} & =\frac{1}{\sqrt{N K_{\mathbf{k}}}} \sum_{\mathbf{r}} e^{i \mathbf{k r}, \mathscr{B}_{\mathbf{r}, \sigma}^{\dagger}},  \tag{3}\\
\mathscr{B}_{\mathbf{r}, \sigma}^{\dagger} & =\frac{1}{2} \sum_{\mathbf{a}}\left(c_{\mathbf{r}+\mathbf{a}, \sigma}^{\dagger} Z_{\mathbf{r}}^{\bar{\sigma} \bar{\sigma}}-c_{\mathbf{r}+\mathbf{a}, \bar{\sigma}}^{\dagger} Z_{\mathbf{r}}^{\sigma \bar{\sigma}}\right) .  \tag{4}\\
K_{\mathbf{k}} & =\left\langle\frac{1}{N} \sum_{\mathbf{r}, \mathbf{r}^{\prime}} e^{-i \mathbf{k}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}\left\{\mathscr{B}_{\mathbf{r}, \sigma}, \mathscr{B}_{\mathbf{r}^{\prime}, \sigma}^{\dagger}\right\}\right\rangle \\
& =1+\left(C_{\mathbf{g}}+\frac{1}{4}\right) \gamma_{\mathbf{k}} .
\end{align*}
$$

Here and below $\{$,$\} and [,] stand for an anticommutator and$ commutator, respectively; $\langle\ldots\rangle \equiv Q^{-1} \operatorname{Tr}\left[e^{-\beta H} \ldots\right]$, and $Q=\operatorname{Tr} e^{-\beta H} ; \beta=(k T)^{-1}$ is the inverse temperature; $\bar{\sigma} \equiv$ $-\sigma ; Z_{\mathbf{r}}^{\sigma_{1} \sigma_{2}} \equiv\left|\sigma_{1}\right\rangle\left\langle\sigma_{2}\right|$ are the Hubbard projection operators for Cu sites state, $\gamma_{\mathbf{k}}=(1 / 4) \Sigma_{\mathbf{g}} \exp (i \mathbf{k g})$, and $C_{\mathbf{g}}=\left\langle\mathbf{S}_{0} \mathbf{S}_{\mathbf{g}}\right\rangle$.

To calculate the average for commutators and anticommutators such as $K_{\mathbf{k}}$, we take into account that these expressions are reduced to the two-site or three-site spin correlation functions. In principle, it is necessary to solve a selfconsistent problem for the hole and spin subsystems in order to find these correlation functions. However, in the limit of a small number of holes it is possible to ignore the reverse influence of the holes on the spin subsystem. We can then use the results of Refs. 22 and 23, where the indicated spin
correlation functions are calculated in the spherically symmetric approach for the spin subsystem. In particular, in this approach the three-site correlation functions can be expressed in terms of the two-site spin correlation functions, $C_{\mathbf{r}}=\left\langle\mathbf{S}_{0} \mathbf{S}_{\mathbf{r}}\right\rangle$. We recall that due to the spherical symmetry $\left\langle S_{i}^{\alpha} S_{j}^{\beta}\right\rangle=\delta_{\alpha \beta}\left\langle S_{i}^{\alpha} S_{j}^{\alpha}\right\rangle=\frac{1}{3}\left\langle\mathbf{S}_{i} \mathbf{S}_{j}\right\rangle,\left\langle S_{i}^{\alpha}\right\rangle=0$. Simultaneously, as $T \rightarrow 0$, the spin subsystem is described by a long-range-order state with finite effective magnetization $m, C_{\mathbf{r}}(|\mathbf{r}| \rightarrow \infty)$ $=m^{2}(-1)^{r_{x}+r_{y}}$; here the value of $m$ is dictated by the Bose condensation of spin excitations at the antiferromagnetic vector $\mathbf{q}_{0}=(\pi, \pi)$.

Note that $\mathscr{B}_{\mathbf{k}, \sigma}^{\dagger}|L\rangle$ corresponds to the $\mathrm{CuO}_{2}$ plane state with the total spin equal to $1 / 2$ if $|L\rangle$ is the singlet state. We treat $\mathscr{P}_{k, \sigma}^{\dagger}$ as a candidate for the elementary excitations operator and calculate the corresponding retarded two-time Green's function $G(\mathbf{k}, \omega)$ and the spectral density

$$
\begin{align*}
A_{p}(\mathbf{k}, \omega)= & -\frac{1}{\pi} \operatorname{Im} G\left(\mathbf{k}, \omega+i 0^{+}\right), \\
G(\mathbf{k}, \omega)= & \left\langle\mathscr{B}_{\mathbf{k}, \sigma} \mid \mathscr{B}_{\mathbf{k}, \sigma}^{\dagger}\right\rangle_{\omega} \equiv-i \int_{t^{\prime}}^{\infty} d t e^{i \omega\left(t-t^{\prime}\right)} \\
& \times\left\langle\left\{\mathscr{S}_{\mathbf{k}, \sigma}(t), \mathscr{B}_{\mathbf{k}, \sigma}^{\dagger}\left(t^{\prime}\right)\right\}\right\rangle . \tag{5}
\end{align*}
$$

Using the equations of motion, the retarded two-time Green's function $G(\mathbf{k}, \omega)$ can be expressed (see, for example, Refs. 25 and 26) in the following form, which is analogous to the Dyson equation:

$$
\begin{align*}
G^{-1}(\mathbf{k}, \omega) & =G_{0}^{-1}-\Sigma(\mathbf{k}, \omega),  \tag{6}\\
\Sigma(\mathbf{k}, \omega)= & \langle\mathscr{B}| \mathscr{R}^{(i r r)}=\left\langle\mathscr{R}_{\mathbf{k}, \sigma} \mid \mathscr{B}_{\mathbf{k}, \sigma}^{\dagger}\right\rangle-\left\langle\mathscr{B}_{\mathbf{k}, \sigma} \mid \mathscr{P}_{\mathbf{k}, \sigma}^{\dagger}\right\rangle \\
& \times\left\langle\mathscr{B}_{\mathbf{k}, \sigma} \mid \mathscr{B}_{\mathbf{k}, \sigma}^{\dagger}\right\rangle^{-1}\left\langle\mathscr{B}_{\mathbf{k}, \sigma} \mid \mathscr{B}_{\mathbf{k}, \sigma}^{\dagger}\right\rangle, \tag{7}
\end{align*}
$$

where

$$
\begin{align*}
& G_{0}=\left(\omega-\Omega_{\mathbf{k}}\right)^{-1}, \mathscr{B}_{\mathbf{k}, \sigma}=\left[\mathscr{B}_{\mathbf{k}, \sigma}, \hat{H}\right] \\
&= \frac{1}{\sqrt{N K_{\mathbf{k}}}} \sum_{\mathbf{r}} e^{-i \mathbf{k r}} \mathscr{B}_{\mathbf{r}, \sigma}, \\
& \mathscr{B}_{\mathbf{r}, \sigma}=-4 \tau \cdot \mathscr{B}_{\mathbf{r}, \sigma}+\mathscr{R}_{\mathbf{r}, \sigma}^{\tau}+\mathscr{R}_{\mathbf{r}, \sigma}^{J}, \\
& \mathscr{R}_{\mathbf{r}, \sigma}^{\tau}=-\frac{\tau}{2} \sigma\left(\sum_{\mathbf{g}, \mathbf{a}, \sigma_{1}} \sigma_{1} Z_{\mathbf{r}}^{\bar{\sigma} \sigma_{1}} c_{\mathbf{r}+\mathbf{g}+\mathbf{a}, \bar{\sigma}_{1}}\right. \\
&\left.-\sum_{\mathbf{g} \mathbf{a}, \sigma_{1}, \sigma_{2}} \sigma_{2} Z_{\mathbf{r}}^{\bar{\sigma} \sigma_{1}} Z_{\mathbf{r}+\mathbf{g}}^{\sigma_{1} \sigma_{2}} c_{\mathbf{r}+\mathbf{g}+\mathbf{a}, \bar{\sigma}_{2}}\right), \\
& \mathscr{R}_{\mathbf{r}, \sigma}^{J}= \frac{J}{4} \sigma\left(\sum_{\mathbf{g}, \mathbf{a}, \sigma_{1}} \sigma_{1}\left(Z_{\mathbf{r}}^{\bar{\sigma} \sigma_{2}} Z_{\mathbf{r}+\mathbf{g}}^{\sigma_{2} \bar{\sigma}_{1}}-Z_{\mathbf{r}+\mathbf{g}}^{\bar{\sigma} \sigma_{2}} Z_{\mathbf{r}}^{\sigma_{2} \bar{\sigma}_{1}}\right) C_{\mathbf{r}+\mathbf{a}, \sigma_{1}}\right),  \tag{10}\\
& \Omega_{\mathbf{k}}=\left\langle\left\{\mathscr{R}_{\mathbf{k}, \sigma}, \mathscr{P}_{\mathbf{k}, \sigma}^{\dagger}\right\}\right\rangle=\left(\tau Q_{\tau}+J Q_{J}\right) / K_{\mathbf{k}}, \\
& Q_{\tau}(\mathbf{k})=-\frac{7}{2}-8\left(\frac{1}{4}+C_{\mathbf{g}}\right) \gamma_{\mathbf{k}}+\left(\frac{1}{8}-C_{\mathbf{g}}+\frac{1}{2} C_{2 \mathbf{g}}\right) \gamma_{2 \mathbf{k}} \\
&+2\left(\frac{1}{8}-C_{\mathbf{g}}+\frac{1}{2} C_{\mathbf{d}}\right) \gamma_{\mathbf{d k}}, \\
& Q_{J}(\mathbf{k})= C_{\mathbf{g}}\left(\gamma_{\mathbf{k}}-4\right) .
\end{align*}
$$

Here and below $\mathbf{d}=\mathbf{g}_{x}+\mathbf{g}_{y}$, and $\gamma_{\mathbf{d k}}=\cos \left(k_{x} g\right) \cos \left(k_{y} g\right)$.
Note that the expression (6) is formally exact. However, in contrast with the Dyson equation for the causal Green's functions, the diagrammatic representation is absent for the self-energy part (7). We see from Eqs. (6) and (7) that the self-energy $\Sigma(\mathbf{k}, \omega)$, which accounts for the interaction effects, is expressed in terms of the higher-order Green's functions. One should notice, first, that the terms linear in $\mathscr{B}_{\mathbf{k}, \sigma}$ do not contribute to the irreducible Green's function (7). Second, the lowest-order self-energy contribution is provided by the first term on the right-hand side of expression (7), while the second term leads to higher-order corrections. Following Ref. 7, we evaluate (7) with a proper decoupling procedure for the two-time correlation function $\left\langle\mathscr{B}_{\mathbf{k}, \sigma}(t) \mathscr{B}_{\mathbf{k}, \sigma}^{\dagger}\left(t^{\prime}\right)\right\rangle$. This procedure is equivalent to SCBA in a usual diagrammatic technique. ${ }^{7}$ In our case this means that the two-time correlation function is decoupled into the spin-spin correlation function and the polaron-polaron correlation function. The adopted decoupling procedure preserves the main character of the polaron site operator (4)four hole site operators surround the copper spin operator. It can be represented schematically in the form

$$
\begin{align*}
& \left\langle Z_{\mathbf{r}_{1}}(t)\left(\sum_{\mathbf{a}_{1}} c_{\mathbf{r}_{2}+\mathbf{a}_{1}}(t) Z_{\mathbf{r}_{2}}(t)\right)\right. \\
& \left.\quad \times\left(\sum_{\mathbf{a}_{2}} Z_{\mathbf{r}_{3}}\left(t^{\prime}\right) c_{\mathbf{r}_{3}+\mathbf{a}_{2}}^{\dagger}\left(t^{\prime}\right)\right) Z_{\mathbf{r}_{4}}\left(t^{\prime}\right)\right) \\
& \simeq\left\langle\left(\sum_{\mathbf{a}_{1}} c_{\mathbf{r}_{2}+\mathbf{a}_{1}}(t) Z_{\mathbf{r}_{2}}(t)\right)\left(\sum_{\mathbf{a}_{2}} Z_{\mathbf{r}_{3}}\left(t^{\prime}\right) c_{\mathbf{r}_{3}+\mathbf{a}_{2}}^{\dagger}\left(t^{\prime}\right)\right)\right\rangle \\
& \quad \times\left\langle Z_{\mathbf{r}_{1}}(t) Z_{\mathbf{r}_{4}}\left(t^{\prime}\right)\right\rangle . \tag{12}
\end{align*}
$$

We note that the more complex decoupling procedure was also tested by us; it did not qualitatively alter the results given by approximation (12). In the next step we project the polaron operators in (12) onto $\mathscr{B}_{\mathbf{k} \sigma}$ :

$$
\begin{equation*}
c_{i}(t) Z_{j}(t) \simeq \xi \mathscr{B}_{\mathbf{k} \sigma}(t), \quad \xi=\left\langle\left\{c_{i}(t) Z_{j}(t), \mathscr{B}_{\mathbf{k}, \sigma}^{\dagger}\right\}\right\rangle . \tag{13}
\end{equation*}
$$

Since we calculate only the irreducible part of the Green's function (7), the averages $\left\langle Z_{r_{1}}(t) Z_{\mathbf{r}_{1}}\left(t^{\prime}\right)\right\rangle$ are transformed to the corresponding spin-spin correlation functions $\left\langle S_{\mathbf{r}_{1}}^{\alpha}(t) S_{\mathbf{r}_{4}}^{\alpha}\left(t^{\prime}\right)\right\rangle$. Collecting all the terms, we have

$$
\begin{align*}
\left\langle\mathscr{B}_{\mathbf{k}, \sigma}(t) \mathscr{R}_{\mathbf{k}, \sigma}^{\dagger}\left(t^{\prime}\right)\right\rangle \simeq & N^{-1} \sum_{\mathbf{q}} \frac{K_{\mathbf{k}-\mathbf{q}}}{K_{\mathbf{k}}} \Gamma^{2}(\mathbf{k}, \mathbf{q}) \\
& \times\left\langle\mathscr{B}_{\mathbf{k}-\mathbf{q}, \sigma}(t) \mathscr{B}_{\mathbf{k}-\mathbf{q}, \sigma}^{\dagger}\left(t^{\prime}\right)\right\rangle \\
& \times\left\langle\mathbf{S}_{-\mathbf{q}}(t) \mathbf{S}_{\mathbf{q}}\left(t^{\prime}\right)\right\rangle, \tag{14}
\end{align*}
$$

where

$$
\begin{aligned}
& \Gamma(\mathbf{k}, \mathbf{q})=\tau \Gamma_{\tau}(\mathbf{k}, \mathbf{q})+\frac{J}{2} \Gamma_{J}(\mathbf{k}, \mathbf{q}), \\
& \Gamma_{\tau}(\mathbf{k}, \mathbf{q})=4 \gamma_{\mathbf{k}-\mathbf{q}}\left(\frac{1+\gamma_{\mathbf{k}-\mathbf{q}}}{2 K_{\mathbf{k}-\mathbf{q}}}-1\right), \\
& \Gamma_{J}(\mathbf{k}, \mathbf{q})=4 \gamma_{\mathbf{q}}\left[\left(\frac{3}{4}-C_{\mathbf{g}}\right) \frac{4 \gamma_{\mathbf{k}-\mathbf{q}}}{3 K_{\mathbf{k}-\mathbf{q}}}-1\right],
\end{aligned}
$$

$$
\left\langle\mathbf{S}_{-\mathbf{q}}(t) \mathbf{S}_{\mathbf{q}}\left(t^{\prime}\right)\right\rangle=\frac{1}{N} \sum_{\mathbf{r}, \mathbf{r}^{\prime}} e^{i \mathbf{q} \cdot\left(\mathbf{r}^{\prime}-\mathbf{r}\right)}\left\langle\mathbf{S}_{\mathbf{r}}(t) \mathbf{S}_{\mathbf{r}^{\prime}}\left(t^{\prime}\right)\right\rangle .
$$

Using the spectral representation for the Green's functions, we obtain the following intermediate result for the self-energy:

$$
\begin{align*}
\Sigma(\mathbf{k}, \omega)= & \frac{1}{N} \sum_{\mathbf{q}} \frac{K_{\mathbf{k}-\mathbf{q}}}{K_{\mathbf{k}}} \Gamma^{2}(\mathbf{k}, \mathbf{q}) \\
& \times \int_{-\infty}^{\infty} \frac{d \omega_{1}}{\pi} \int_{-\infty}^{\infty} \frac{d \omega_{2}}{\pi} \frac{e^{\beta\left(\omega_{1}+\omega_{2}\right)}+1}{\left(e^{\beta \omega_{1}}+1\right)\left(e^{\left.\beta \omega_{2}-1\right)}\right.} \\
& \times \frac{\operatorname{Im}\left[G\left(\mathbf{k}-\mathbf{q}, \omega_{1}+i 0^{+}\right)\right] \operatorname{Im}\left[D\left(\mathbf{q}, \omega_{2}+i 0^{+}\right)\right]}{\omega-\left(\omega_{1}+\omega_{2}\right)+i 0^{+}} . \tag{15}
\end{align*}
$$

The spin excitation Green's function is ${ }^{22,23}$

$$
\begin{equation*}
D(\mathbf{q}, \omega)=\left\langle S_{-\mathbf{q}}^{z} \mid S_{\mathbf{q}}^{z}\right\rangle=-\frac{8 J C_{\mathbf{g}}}{3} \frac{1-\gamma_{\mathbf{q}}}{\omega^{2}-=\omega_{\mathbf{q}}^{2}}, \tag{16}
\end{equation*}
$$

where

$$
\omega_{\mathbf{q}}^{2}=-32 J \alpha_{1} C_{\mathbf{g}}\left(1-\gamma_{\mathbf{q}}\right)\left(2 \Delta+1+\gamma_{\mathbf{q}}\right) .
$$

We ignore the influence of doped holes on the copper spin dynamics and use the spin spectrum parameters calculated in Ref. 22 (the vertex correction $\alpha_{1}=1.7$, the spin excitations condensation part $m^{2}=0.0225$, and $\Delta=0$ at $T=0$ ).

As a result, we obtain the integral equation for the Green's function that always arises in the framework of the SCBA:

$$
\begin{equation*}
G(\mathbf{k}, \omega)=\frac{1}{\omega-\Omega_{\mathbf{k}}-\Sigma(\mathbf{k}, \omega)}, \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
\Sigma(\mathbf{k}, \omega)= & \frac{1}{N} \sum_{\mathbf{q}} M^{2}(\mathbf{k}, \mathbf{q})\left[\left(1+\nu_{\mathbf{q}}\right) G\left(\mathbf{k}-\mathbf{q}, \omega-\omega_{\mathbf{q}}\right)\right. \\
& \left.+\nu_{\mathbf{q}} G\left(\mathbf{k}-\mathbf{q}, \omega+\omega_{\mathbf{q}}\right)\right] \tag{18}
\end{align*}
$$

Here $\nu_{\mathbf{q}}=1 /\left[\exp \left(\beta \omega_{\mathbf{q}}\right)-1\right]$ is the Bose function and

$$
\begin{equation*}
M^{2}(\mathbf{k}, \mathbf{q})=\frac{K_{\mathbf{k}-\mathbf{q}}}{K_{\mathbf{k}}} \Gamma^{2}(\mathbf{k}, \mathbf{q}) \frac{\left(-4 C_{\mathbf{g}}\right)\left(1-\gamma_{\mathbf{q}}\right)}{\omega_{\mathbf{q}}} \tag{19}
\end{equation*}
$$

The function $\Gamma(\mathbf{k}, \mathbf{q})$ corresponds to the bare vertex for the coupling between a spin polaron and a spin wave. It is known ${ }^{27}$ that this vertex is substantially renormalized for $\mathbf{q}$ close to the AFM vector $\mathbf{q}_{0}=(\pi, \pi)$. This renormalization is due to the strong interaction of a polaron with the condensation part of spin excitations that must be taken into account at the outset. As a result, the renormalized vertex $\widetilde{\Gamma}(\mathbf{k}, \mathbf{q})$ must be proportional to ${ }^{27} \sqrt{\left(\mathbf{q}-\mathbf{q}_{0}\right)^{2}+L_{s}^{-2}}$, where $L_{s}$ is the spin-spin correlation length; $L_{s} \rightarrow \infty$ in the case of a long-range-order state of the spin subsystem. Below we take this renormalization into account empirically by the substitution

$$
\begin{equation*}
\Gamma(\mathbf{k}, \mathbf{q}) \rightarrow \widetilde{\Gamma}(\mathbf{k}, \mathbf{q})=\Gamma(\mathbf{k}, \mathbf{q}) \sqrt{1+\gamma_{\mathbf{q}}} . \tag{20}
\end{equation*}
$$

The introduced vertex correction is proportional to $\left|\mathbf{q}-\mathbf{q}_{0}\right|$ for $\mathbf{q}$ close to $\mathbf{q}_{0}$. We have used also the following two
functions for the vertex correction, $\sqrt{1+\gamma_{\mathbf{q}}^{3}}$ and $\sqrt{1+\gamma_{\mathbf{q}}^{5}}$, and have obtained the results similar to those presented below. Note that the bare vertex leads to a dramatic decrease of the quasiparticle band width.

## 3. SOLUTION OF THE INTEGRAL EQUATION

The equation (17) is usually solved by an iteration procedure. We propose here an alternative method, which is based on the continuous-fraction expansion of $G(\mathbf{k}, z)$ :

$$
\begin{align*}
& G(\mathbf{k}, z)=\frac{b_{0}^{2}}{z-a_{0}-} \frac{b_{1}^{2}}{z-a_{1}-} \cdots \frac{b_{n}^{2}}{z-a_{n}-} \cdots, \\
& a_{n}=a_{n}(\mathbf{k}), \quad b_{n}=b_{n}(\mathbf{k}), \tag{21}
\end{align*}
$$

where

$$
\begin{aligned}
& b_{0}^{2}=\int_{-\infty}^{\infty} A_{p}(\mathbf{k}, \omega) d \omega=K_{\mathbf{k}}, \\
& a_{0}=\frac{1}{b_{0}^{2}} \int_{-\infty}^{\infty} \omega A_{p}(\mathbf{k}, \omega) d \omega=\Omega_{\mathbf{k}} .
\end{aligned}
$$

The coefficients $b_{n}, a_{n}, n>0$ are related to the spectral density $A_{p}(\mathbf{k}, \omega)$ via the set of orthogonal polynomials $P_{n}(\omega)$, which satisfy the recurrence: ${ }^{28-32}$

$$
\begin{align*}
& P_{-1}(\omega)=0, \quad P_{0}(\omega)=1, \\
& P_{n+1}(\omega)=\left(\omega-a_{n}\right) P_{n}(\omega)-b_{n}^{2} P_{n-1}(\omega), \tag{22}
\end{align*}
$$

and

$$
\begin{align*}
& a_{n}=\frac{\int_{-\infty}^{\infty} \omega P_{n}^{2}(\omega) A_{p}(\mathbf{k}, \omega) d \omega}{\int_{-\infty}^{\infty} P_{n}^{2}(\omega) A_{p}(\mathbf{k}, \omega) d \omega},  \tag{23}\\
& b_{n+1}^{2}=\frac{\int_{-\infty}^{\infty} P_{n+1}^{2}(\omega) A_{p}(\mathbf{k}, \omega) d \omega}{\int_{-\infty}^{\infty} P_{n}^{2}(\omega) A_{p}(\mathbf{k}, \omega) d \omega} . \tag{24}
\end{align*}
$$

Here we have used the nonnormalized form of the polynomials

$$
\int_{-\infty}^{\infty} P_{n}(\omega) P_{s}(\omega) A_{p}(\mathbf{k}, \omega) d \omega=\delta_{n s}\left(\prod_{m=1}^{m=n} b_{m}\right)^{2} .
$$

Comparing Eqs. (21) and (17), we see that the selfenergy $\Sigma(\mathbf{k}, z)$ is the continuous fraction which is similar to $G(\mathbf{k}, z)$. Thus we can introduce the spectral density

$$
\rho(\mathbf{k}, \omega)=-\operatorname{Im}\left[\Sigma\left(\mathbf{k}, \omega+i 0^{+}\right)\right] / \pi
$$

and the set of polynomials $\Pi_{n}(\omega)$ with the recurrence analogous to (22):

$$
\begin{aligned}
& \Pi_{n}(\omega)=\left(\omega-a_{n}\right) \Pi_{n-1}(\omega)-b_{n}^{2} \Pi_{n-2}(\omega), \\
& \Pi_{0}(\omega)=1, \quad \Pi_{-1}(\omega)=0
\end{aligned}
$$

where

$$
\begin{aligned}
& b_{1}^{2}=\int_{-\infty}^{\infty} \rho(\mathbf{k}, \omega) d \omega, \quad a_{1}=\frac{1}{b_{1}^{2}} \int_{-\infty}^{\infty} \omega \rho(\mathbf{k}, \omega) d \omega, \\
& \alpha_{n+1}=\frac{\int_{-\infty}^{\infty} \omega \Pi_{n}^{2}(\omega) \rho(\mathbf{k}, \omega) d \omega}{\int_{-\infty}^{\infty} \Pi_{n}^{2}(\omega) \rho(\mathbf{k}, \omega) d \omega},
\end{aligned}
$$



FIG. 1. The coefficients $a_{n}$ (squares) and $b_{n}$ (crosses) of the continuous-fraction expansion of $G_{p}(\mathbf{k}, \omega)$ as functions on $n$ for $\mathbf{k}=(\pi / 2, \pi / 2)$ : a) $J=0.7 \tau$; b) $J=0.1 \tau$. Calculated on the $32 \times 32$ cell lattice.

$$
\begin{equation*}
b_{n+1}^{2}=\frac{\int_{-\infty}^{\infty} \Pi_{n}^{2}(\omega) \rho(\mathbf{k}, \omega) d \omega}{\int_{-\infty}^{\infty} \Pi_{n-1}^{2}(\omega) \rho(\mathbf{k}, \omega) d \omega}, \quad n \geqslant 1 \tag{25}
\end{equation*}
$$

On the other hand, we have the following relation from Eq. (18):

$$
\begin{align*}
\rho(\mathbf{k}, \omega)= & \frac{1}{K_{\mathbf{k}}} \frac{1}{N} \sum_{\mathbf{q}} M^{2}(\mathbf{k}, \mathbf{q})\left[\left(1+\nu_{\mathbf{q}}\right) A_{p}\left(\mathbf{k}-\mathbf{q}, z-\omega_{\mathbf{q}}\right)\right. \\
& \left.+\nu_{\mathbf{q}} A_{p}\left(\mathbf{k}-\mathbf{q}, z+\omega_{\mathbf{q}}\right)\right] . \tag{26}
\end{align*}
$$

Inserting the expression for $\rho(\mathbf{k}, \omega)$ in Eq. (25), we can express the coefficients $a_{n+1}$ and $b_{n+2}$ in terms of the integrals of the form

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(\omega \pm \omega_{\mathbf{q}}\right)^{m} \Pi_{i}^{2} A_{p}(\mathbf{k}-\mathbf{q}, \omega) d \omega, \quad i \leqslant n, \quad m=0,1 \tag{27}
\end{equation*}
$$

Now, the trick is that the polynomials in $\omega$ in the integrals (27) have the degree less than or equal to $2 n+1$. As was proved by Nex, ${ }^{29}$ such integrals may be expressed in terms of the coefficients $\left\{a_{0}, \ldots, a_{n}, b_{0} \ldots, b_{n}\right\}$. The details of such a procedure are presented in the Appendix. It turns out, therefore, that in SCBA we can recursively calculate pairs of coefficients $a_{n+1}, b_{n+1}$ and obtain $\Sigma(\mathbf{k}, \omega)$ in the continuous-fraction form. Of course, we must calculate simultaneously the coefficients at all the chosen $\mathbf{k}+\mathbf{q}$ points in the first Brillouin zone. Below the chosen points correspond to a lattice of $32 \times 32$ unit cells. Our procedure allows us to avoid the iterative solution of Eq. (17) for complex energies.

## 4. TERMINATION OF THE CONTINUOUS FRACTION

The procedure outlined in the previous section would be efficient if after calculating a finite number of coefficients $a_{n}, b_{n}, n \leqslant n_{0}$, we could appropriately approximate that part (infinite in our case) of the continuous fraction $T_{n_{0}}$ which has not been calculated. In other words, we rewrite the expression (21) in the form

$$
\begin{equation*}
G(\mathbf{k}, z)=\frac{b_{0}^{2}}{z-a_{0}-} \frac{b_{1}^{2}}{z-a_{1}-} \cdots \frac{b_{n_{0}}^{2}}{z-a_{n_{0}}-T_{n_{0}}(\mathbf{k}, z)} \tag{28}
\end{equation*}
$$

and try to find a function $\widetilde{T}_{n_{0}}$ (so-called «terminator») that is close to $T_{n_{0}}$.

Various ways to construct such approximations are described in the literature on the recursion method. ${ }^{29-31}$ The asymptotic behavior of continuous-fraction coefficients is governed by the band structure and singularities of spectral density. ${ }^{31}$ The main asymptotic behavior depends on the band structure: $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ converge toward limits in the single band case and oscillate endlessly in a predictable way in the multiband case. Damped oscillations are created by isolated singularities. The main point here is that an isolated simple pole produces exponentially damped contribution in $\left\{a_{n}\right\},\left\{b_{n}\right\}, n \rightarrow \infty$. For our case it means that the quasiparticle pole position and weight could be obtained with high accuracy from finite number of coefficients, and the asymptotic behavior determines the incoherent part of the spectrum. It is obvious that the spectrum we deal with has a lower bound and no upper bound. We can thus expect that coefficients will not converge to some finite values but will rather tend to infinity.

In Fig. 1 we represent the coefficients $a_{n}$ and $b_{n}$ as functions of $n$ calculated according to the procedure described in the preceding section for two values of $J \quad(J=0.7 \tau$ and $J=0.1 \tau)$ and for $\mathbf{k}=(\pi / 2, \pi / 2)$. We see that the distinctive feature of this dependence is that for large $n$ the coefficients $a_{n}$ and $b_{n}$ are linear functions of $n$. Accordingly, the slope for $a_{n}$ coefficients is twice as large as the slope for $b_{n}$. The behavior of the coefficients may therefore be approximated as

$$
\begin{equation*}
b_{n} \approx \lambda_{1} n+\lambda_{2}, \quad a_{n} \approx 2 \lambda_{1} n+\lambda_{3}, \quad \lambda_{i}=\lambda_{i}(\mathbf{k}), \quad n \gg 1 . \tag{29}
\end{equation*}
$$

It is interesting that the coefficients for the $t-J$ model have analogous behavior when the slave-fermion Hamiltonian of this model $^{2}$ is treated in SCBA. ${ }^{4}$ For $J=0.4 t, \quad \mathbf{k}$
$=(\pi / 2, \pi / 2)$ the coefficients $a_{n}$ and $b_{n}$, which are governed by the relation analogous to (18), are shown in Fig. 2a.

Now we shall show that the same asymptotic expression (29) has the continuous-fraction expansion of the incomplete gamma function which is written as ${ }^{33}$

$$
\begin{equation*}
\Gamma(\alpha, x)=\frac{e^{-x} x^{\alpha}}{x+} \frac{1-\alpha}{1+} \frac{1}{x+} \frac{2-\alpha}{1+} \cdots \tag{30}
\end{equation*}
$$

We shall use this circumstance for the construction of the terminator $\widetilde{T}_{N}(\mathbf{k}, z)$ for $G(\mathbf{k}, z)$ [Eq. (28)].

We introduce the function

$$
\begin{equation*}
\tilde{g}(\alpha, x)=-\frac{\Gamma(\alpha,-x)}{e^{x}(-x)^{\alpha}}=\left(x-\frac{1-\alpha}{1-\theta_{1}}\right)^{-1} \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{n}=n\left(x-\frac{n+1-\alpha}{1-\theta_{n+1}}\right)^{-1} \tag{32}
\end{equation*}
$$

In order to rewrite the continuous fraction (31) in the form analogous to Eq. (21), we denote

$$
\begin{equation*}
\frac{1}{1-\theta_{n}} \equiv 1+n t_{n} \tag{33}
\end{equation*}
$$

We can then obtain the relations

$$
\begin{equation*}
t_{n}=\frac{1}{x-(2 n+1-\alpha)-(n+1)(n+1-\alpha) t_{n+1}} \tag{34}
\end{equation*}
$$

so that

$$
\begin{equation*}
\tilde{g}(\alpha, x)=t_{0} \tag{35}
\end{equation*}
$$

has the form (28) with the coefficients $\widetilde{b}_{0}^{2}=1$ and

$$
\begin{equation*}
\bar{a}_{n}=2 n+1-\alpha, \quad \bar{b}_{n}^{2}=n(n-\alpha) . \tag{36}
\end{equation*}
$$

Comparing Eqs. (29) and (36) for large $n$, when $\sqrt{n(n-\alpha)}$ $\approx n-\alpha / 2$, we see that the substitution

$$
\alpha=-\frac{2 \lambda_{2}}{\lambda_{1}}, \quad x=\frac{z+2 \lambda_{2}-\lambda_{3}+\lambda_{1}}{\lambda_{1}}
$$

leads to the function $\tilde{G}$ :

$$
\begin{equation*}
\tilde{G}(\mathbf{k}, z)=\frac{1}{\lambda_{1}} \tilde{g}\left(-\frac{2 \lambda_{2}}{\lambda_{1}}, \frac{z+2 \lambda_{2}-\lambda_{3}+\lambda_{1}}{\lambda_{1}}\right) \tag{37}
\end{equation*}
$$

which has the same asymptotic behavior as $G(\mathbf{k}, z)$ [Eq. (21)]. This means that $\tilde{G}(\mathbf{k}, z)$ can be used as the terminator for $G(\mathbf{k}, z)$; i.e., we can express $\widetilde{T}_{n_{0}}(\mathbf{k}, z)=\bar{b}_{n_{0}+1} t_{n_{0}+1}$ in terms of $\widetilde{G}(\mathbf{k}, z)$ and the coefficients $\tilde{a}_{n}, b_{n}, n \leqslant n_{0}$, and then substitute it for $T_{n_{0}}(\mathbf{k}, z)$ (see Ref. 30 for the particular features of the matching Greenians).

We thus obtain $G(\mathbf{k}, z)$ in the total complex energy plane including the real axis. Note that usually the procedure of discretizing the energy range $\omega$ is used for the iteration process where the Dyson equation is solved numerically. It is not obvious that such a self-consistent solution leads to the correct analytical properties of the resulting Green's function. In contrast, the continuous-fraction representation guarantees these properties [e.g., the positive definiteness of the spectral function $\left.A_{p}(\mathbf{k}, \omega)\right]$.

## 5. RESULTS AND DISCUSSION

In this section we present our results for the retarded Green's function $G(\mathbf{k}, \omega)$ for the three-band model at $T=0$. The self-consistent equation (17) was solved on a 32 $\times 32$ cell lattice. The number of calculated continuousfraction levels $n_{0}$ was assumed to be $n_{0}=30$.

First, we check the validity of the method outlined above by calculating the spinless hole Green's function for the $t-J$ model and compare the results with the results of Martinez and Horsch ${ }^{4}$ obtained by the usual iteration procedure. In Fig. $2 A_{h}\left(\mathbf{k}_{1}, \omega+i \eta\right), \operatorname{Re} \Sigma\left(\mathbf{k}_{1}, \omega\right),-\operatorname{Im} \Sigma\left(\mathbf{k}_{1}, \omega\right), \mathbf{k}_{1}$ $=(\pi / 2, \pi / 2)$ for the value of $J=0.4 t$ are represented for the $16 \times 16$ site lattice and broadening constant $\eta=0.01 t$. Comparison of Fig. 2b-2d and the corresponding functions given in Figs. 7 and 8 from Ref. 4 (the same lattice size and the same $\eta$ ) demonstrates that the positions of the peaks of the hole spectral function and the peak's intensities coincide. The difference is that our $A_{h}\left(\mathbf{k}_{1}, \omega\right)$ is smoother and there are no strong oscillations in the self-energy $\Sigma(\mathbf{k}, \omega)$ in the interval $-2 t<\omega<-0.75 t$.

The results for the small spin polaron spectral density, real and imaginary parts of the self-energy for the characteristic value of the energy parameter $J=0.7 \tau$, are given in Fig. 3 for the symmetrical points $\mathbf{k}_{1}=(\pi / 2, \pi / 2), \mathbf{k}_{2}=(0,0), \mathbf{k}_{3}$ $=(\pi, \pi)$. The energy broadening parameter is $\eta=0.002$ (we will refer to all quantities in units of $\tau$ from now on). The main common feature in the spectral density for $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$ is the existence of a sharp quasiparticle peak at the bottom of each spectrum. The position of the quasiparticle peak corresponds to the condition $\operatorname{Re} G^{-1}(\mathbf{k}, \omega)=0$, i.e., the point where we have the crossing of the functions $y=\omega-\Omega_{\mathrm{k}}$ and $\operatorname{Re} \Sigma(\mathbf{k}, \omega)$, see Figs. 3a and 3b. In Fig. 3d we show $A_{p}\left(\mathbf{k}_{1}, \omega\right)$ calculated for $\eta=0.002$ (solid line) and $\eta=0.0005$ (dashed line) in order to study the scaling behavior of the peaks and their widths with respect to changes in $\eta$. Both peaks fit quite closely with a Lorentzian $(1 / \pi)$ $\times\left\{Z\left(\mathbf{k}_{1}\right) \eta /\left[\left(\omega-\epsilon\left(\mathbf{k}_{1}\right)\right)^{2}+\eta^{2}\right]\right\}$, where $\epsilon\left(\mathbf{k}_{1}\right)$ is the location of the peak, which in the limit $\eta \rightarrow 0$ becomes $Z\left(\mathbf{k}_{1}\right) \delta\left(\omega-\epsilon\left(\mathbf{k}_{1}\right)\right)$. This means that $\operatorname{Im} \Sigma\left(\mathbf{k}, \omega_{p}\right) \rightarrow 0$ in the same limit. Here and below we speak about the position $\epsilon(\mathbf{k})$ of such peaks (with the imaginary part of the pole close to zero) in terms of the quasiparticle energy.

Figures 3a and 3b also demonstrate that the incoherent part of $A_{p}(\mathbf{k}, \omega)$ increases and the pole strength decreases with increasing $\epsilon(\mathbf{k}), Z\left(\mathbf{k}_{1}\right)=0.82, Z\left(\mathbf{k}_{2}\right)=0.347$. We recall that $\Omega_{\mathbf{k}}$ represents the center of gravity of the spectral function. In our figures the center of gravity corresponds to the crossing of the real axis by the line $y=\omega-\Omega_{\mathbf{k}}$. Therefore, if the quasiparticle peak is far from this point, we would have a large incoherent part.

Quite different features are demonstrated in $A_{p}\left(\mathbf{k}_{3}, \omega\right)$ in Fig. 3c. The broad lowest peak is determined by the appearance of nonzero $\operatorname{Im} \Sigma\left(\mathbf{k}_{3}, \omega\right)$ in the region where $\operatorname{Re} G^{-1}\left(\mathbf{k}_{3}, \omega\right)$ has no zeros. Two broad additional peaks at $\omega \approx-1.6$ and $\omega \approx-1.05$ are formed because the zero values of $\operatorname{Re} G^{-1}\left(\mathbf{k}_{3}, \omega\right)$ are close to these $\omega$. At the same time, the $\operatorname{Im} \Sigma\left(\mathbf{k}_{3}, \omega\right)$ is strong in these regions. Moreover, the maximum of $\operatorname{Im} \Sigma\left(\mathbf{k}_{3}, \omega\right)$ (near the point $\omega \approx-1.37$ ) determines


FIG. 2. Results for the hole Green's function $G_{h}(\mathbf{k}, \omega)$ for the $t-J$ model calculated with the same parameters as in Ref. $4 \quad(J=0.4 t, \quad \mathbf{k}$ $=(\pi / 2, \pi / 2), \quad \eta=0.01,16 \times 16$ site lattice $):$ a) the coefficients $a_{n}$ (squares) and $b_{n}$ (crosses) of the continuous-fraction expansion of $G_{h}(\mathbf{k}, \omega)$ as functions of $n$; b) spectral function $A_{h}(\mathbf{k}, \omega)$; c) real part of the self-energy; d) imaginary part of the selfenergy. The unit of energy is $t=1$.
the local minimum of $A_{p}\left(\mathbf{k}_{3}, \omega\right)$, despite of the fact that this point is close to the frequency where $\operatorname{Re} G^{-1}\left(\mathbf{k}_{3}, \omega\right)=0$. It is clear that it is impossible to treat any of the $A_{p}\left(\mathbf{k}_{3}, \omega\right)$ peaks as a quasiparticle peak. Bear in mind that the qualitative behavior of the real part of the self-energy in Fig. 3c is close to the one which is represented by Kampf and Schrieffer; see Fig. 3b in Ref. 34, for the pseudogap regime of the Hubbard model. Figure 3c gives three solutions of $\operatorname{Re} G^{-1}\left(\mathbf{k}_{3}, \omega\right)$ $=0$. Although there is a sharp crossover from a situation with three solutions to one quasiparticle solution, the spectral function still changes smoothly due to the presence of the imaginary part of $\Sigma$.

Figures 3 b and 3 c demonstrate qualitatively a different character of $A_{p}(\mathbf{k}, \omega)$ for the points $\mathbf{k}_{2}=(0,0), \mathbf{k}_{3}=(\pi, \pi)$. This is a consequence of the spherically symmetric approach in treating the AFM copper spin subsystem. As mentioned in the Introduction, this approach gives rise to the spectral function periodicity relative to the full Brillouin zone, not the magnetic zone.

In Fig. 4 we show the dispersion relation $\epsilon(\mathbf{k})$ of the quasiparticle band and the mean field dispersion $\Omega_{\mathbf{k}}$ along the symmetry lines in the Brillouin zone. For $\epsilon(\mathbf{k})$ we reproduce only those $\mathbf{k}$ values for which the lowest peak has a
pronounced quasiparticle peak, taking into account the following criteria: $-\operatorname{Im} \Sigma(\mathbf{k}, \epsilon(\mathbf{k})+i \eta)<2 \eta$. $\eta=0.002$. As we know, ${ }^{15}$ due to the antiferromagnetic character of the spin correlation functions the $\Omega_{\mathrm{k}}$ demonstrates a «flat dispersion region» close to the line $\gamma_{\mathbf{k}}<0,\left|\gamma_{\mathbf{k}}\right| \leqslant 1$, i.e., close to the boundary of the magnetic Brillouin zone $N-N-X$ (see Fig. 4). As we see from Fig. 4, the quasiparticle band exists in the greater part of the Brillouin zone except the region at the top of the $\Omega_{\mathbf{k}}$ spectrum. Moreover, the dispersion relation $\epsilon(\mathbf{k})$ qualitatively reproduces the main features of the spectrum $\Omega_{\mathrm{k}}$. As we mentioned in the Introduction, $\Omega_{\mathrm{k}}$ demonstrates the important features of the hole spectrum for $\mathrm{CuO}_{2}$ plane if the $\mathrm{O}-\mathrm{O}$ hoppings and spin frustration are taken into account. ${ }^{21}$ We hope that in this case $\boldsymbol{\epsilon}(\mathbf{k})$ will reproduce these features also.

Let us compare the small polaron spectral density $A_{p}(\mathbf{k}, \omega)$ with the results for the bare hole $A_{h}(\mathbf{k}, \omega)$ given by Kabanov and Vagov ${ }^{12}$ for $\mathbf{k}_{1}=(\pi / 2, \pi / 2), J=0.7 \tau$ (see Fig. 3a). First, in Fig. 3a we see that $A_{p}\left(\mathbf{k}_{1}, \omega\right)$ has much sharper quasiparticle peaks relative to the results for a bare hole. For example, the pole strength $Z_{p}\left(\mathbf{k}_{1}\right)$ for the quasiparticle peak of $A_{p}(\mathbf{k}, \omega)$ is $Z_{p}\left(\mathbf{k}_{1}\right)=0.82$. The corresponding value for $A_{h}$ given by Ref. 12 is much smaller, $Z_{h}\left(\mathbf{k}_{1}\right)=0.25$.


FIG. 3. Spin polaron spectral density $\left(A_{p}(\mathbf{k}, \omega)\right.$, solid lines), real $(\operatorname{Re} \Sigma(\mathbf{k}, \omega)$, dashed lines) and imaginary $(-\operatorname{Im} \Sigma(\mathbf{k}, \omega)$, dotted lines) parts of the self-energy calculated for $J=0.7 \tau, 32 \times 32$ cell lattice, and different $\mathbf{k}$ : a) $\mathbf{k}=(\pi / 2, \pi / 2)$, here we also reproduce the hole spectral function $A_{h}(\mathbf{k}, \omega)$, which was obtained in Ref. 12; b) $\mathbf{k}=(0,0)$; c) $\mathbf{k}=(\pi, \pi)$. In Fig. 1a $-1 \mathrm{c} \quad \eta=0.002 \tau$, the sloping straight lines represent the function $\omega-\Omega_{\mathbf{k}}$. d) The dependence of the quasiparticle peak of $A_{p}(\mathbf{k}$ $=(\pi / 2, \pi / 2), \omega)$ for two values of the broadening factor $\eta$ : $1-\eta=0.02 ; 2-\eta=0.0004$. The unit of energy is $\tau=1$.

Second, Fig. 3a explicitly demonstrates the one-peak structure of $A_{p}\left(\mathbf{k}_{1}, \omega\right)$ in contrast to $A_{h}\left(\mathbf{k}_{1}, \omega\right)$. Finally, it is important that the bottom of the quasiparticle band $\epsilon(\mathbf{k})$ $=-3.52$ is substantially lower than $\omega_{h}^{\mathrm{min}}=-2.6$ from Ref. 12. These results are a consequence of the fact that elementary excitation, i.e., spin polaron $\mathscr{B}_{\mathbf{k}, \sigma}$, of small radii from the beginning involves the strong local hole-spin coupling.

It is clear that the quasiparticle peaks for a bare hole and a small polaron must coincide in the exact solution of the problem. The above-mentioned discrepancies between our calculations and those of Ref. 12 are the consequence of different approximations.

In order to test the convergence of our results relative to the increase of the lattice size and the number $N L$ of calculated continuous-fraction levels, in Fig. 5 we show the quasiparticle peak of $A_{p}(\mathbf{k}, \omega)$ at $\mathbf{k}=(\pi / 2, \pi / 2), J=0.7$ for different lattices and $n_{0}$. This peak, as is evident from Figs. 5a and 5 b, changes insignificantly in going from $24 \times 24$ to 32 $\times 32$ cell lattice and from $N L=22$ to $N L=30$.

We consider now the transformation of $G(\mathbf{k}, \omega)$ with the


FIG. 4. The dispersion of the quasiparticle band $\boldsymbol{\epsilon}(\mathbf{k})$ (symbols) and the mean field dispersion $\Omega_{\mathbf{k}}$ (solid line) along the symmetry lines in the Brillouin zone (see the inset) for $J=0.7,32 \times 32$ cell lattice, and $\eta=0.002$.


FIG. 5. The function $A_{p}(\mathbf{k}=(\pi / 2, \pi / 2), \omega)$ for $J=0.7$ and $\eta=0.002$ calculated for a) $N L=30$ and different lattice sizes; b) $32 \times 32$ cell lattice and different numbers $N L$ of calculated continuous-fraction levels.
decrease of $J$. In order to clarify how the character of the $A_{p}(\mathbf{k}, \omega)$ peaks is changed, in Fig. 6 we show $A_{p}(\mathbf{k}, \omega)$ for the value of $J=0.1$ at points $\mathbf{k}_{1}=(\pi / 2, \pi / 2), \mathbf{k}_{2}=(0,0)$, and $\mathbf{k}_{3}=(\pi, \pi)$. The decrease of $J$ leads to the enlargement of the broad, incoherent part of $A_{p}(\mathbf{k}, \omega)$.

As before, the flat band region of the quasiparticle band bottom enlarges along a magnetic Brillouin zone boundary. It is represented by the point $\mathbf{k}_{1}$. In Fig. 6a $A_{p}\left(\mathbf{k}_{1}, \omega\right)$ demonstrates explicitly a rather strong quasiparticle peak, $Z_{p}\left(\mathbf{k}_{1}\right)=0.5$, which corresponds to the condition $\operatorname{Re} G^{-1}(\mathbf{k}, \omega)=0$. Quite different character of $A_{p}(\mathbf{k}, \omega)$ is typical for $k$ that correspond to the tops of $\Omega_{\mathbf{k}}$ band: In the low-energy sector for $\mathbf{k}_{2}, \mathbf{k}_{3}$ (see Figs. 6 b and 6 c ) one observes low-intensity $A_{p}(\mathbf{k}, \omega)$ peaks. For example, the pole strength $Z_{p}$ of such a quasiparticle peak for $A_{p}\left(\mathbf{k}_{2}, \omega\right)$ is $Z_{p}\left(\mathbf{k}_{2}\right)=0.016$. Assuming $\omega_{l}(\mathbf{k})$ to be the value of $\omega$ corresponding to the center of these lowest-energy peaks, we see that $\operatorname{Re} G^{-1}\left(\mathbf{k}, \omega_{l}(\mathbf{k})\right) \neq 0$ for the $\mathbf{k}$ under discussion. Figures 6 b and 6 c demonstrate that these peaks are determined by the peaks in $\operatorname{Im} \Sigma(\mathbf{k}, \omega)$ at the points $\omega_{l}(\mathbf{k})$. The self-energy part $\Sigma(\mathbf{k}, \omega)$ occurs through the Green's function of a small polaron bounded to spin waves. These peaks can be considered as the quasiparticle band of such complex states.

If we treat the width $W$ of the quasiparticle band as the difference $\omega_{l}\left(\mathbf{k}_{2}=(0,0)\right)-\omega_{l}\left(\mathbf{k}_{1}=(\pi / 2, \pi / 2)\right)$, then $W$ turns out to be of the order of $J$ for small values of $J(J \simeq 0.1)$, consistent with the results for the hole Green's function approach. ${ }^{12}$

It is clear that for small $J / \tau$ the concept of a small spin polaron fails and it is important to estimate the validity limits of this concept. Our calculations demonstrate that the intensity of quasiparticle peaks and the structure of $A_{p}(\mathbf{k}, \omega)$ do not change dramatically for $\mathbf{k}$, which corresponds to the band bottom, up to $J / \tau=0.1$. For example, $Z_{p}(\pi / 2, \pi / 2)$
$\approx Z_{p}(\pi, 0) \approx 0.50$ at $J / \tau=0.1$. Therefore, the $J / \tau$ lowest boundary value of the small spin polaron concept validity is lower than $J / \tau=0.1$.

Table I presents the numerical values $\omega_{l}(\mathbf{k})$ of the center position of the lowest $A_{p}\left(\mathbf{k}_{2}, \omega\right)$ peaks $\left[\omega_{l}(\mathbf{k})=\epsilon(\mathbf{k})\right.$ for $\mathbf{k}$ values where the quasiparticle peak is observed) and their pole strength (area under the peak) $Z_{p}(\mathbf{k})$ for $\mathbf{k}$ $=(\pi / 2, \pi / 2),(0,0),(0, \pi)$ and different values of $J$.

We do not represent the results for large $J(J \gg \tau)$ since our approach in the present form fails to describe this limit. Here, from the very beginning we treat a small polaron by a single site operator $\mathscr{B}_{\mathbf{r}, \sigma}$ (4). For large $J$ the mean-field static energy of such a state is proportional to $J$ and such a state is unstable. In this limit, therefore, we must extend the basis of the site operators. The simplest way to do this is to include in the basis the additional operator of a bare hole. In SCBA this will lead to the system of two self-consistent equations. As a result, all effects of interaction between a spin subsystem and holes will be proportional to $\tau / J$. The more general procedure for extending the small polaron operator basis is outlined in Ref. 21.

## 6. SUMMARY

We have studied the small spin polaron motion in the three-band model. The two-time retarded Green's function was calculated in the framework of self-consistent Born approximation for $32 \times 32$ cell lattice. We have shown that spin polaron of small radius represents a good approximation of the true quasiparticle low-energy excitation even at the mean-field level. Allowance for the self-energy does not crucially change the polaron motion picture for realistic values of parameters. For quasimomenta $\mathbf{k}$ values, which correspond to the band bottom, most of the total spectral weight is


FIG. 6. Spin polaron spectral density $\left(A_{p}(\mathbf{k}, \omega)\right.$ solid lines $)$, real $(\operatorname{Re} \Sigma(\mathbf{k}, \omega)$, dashed lines) and imaginary $(-\operatorname{Im} \Sigma(\mathbf{k}, \omega)$, dotted lines) parts of the self-energy $\Sigma(k, \omega)$ calculated for $J=0.1 \tau, \eta=0.002,32 \times 32$ cell lattice at three different $\mathbf{k}$ : a) $\mathbf{k}=(\pi / 2, \pi / 2)$; b) $\mathbf{k}=(0,0)$; c) $\mathbf{k}=(\pi, \pi)$.
concentrated in the quasiparticle peak (Table I). In the same region of $\mathbf{k}$-space the shape of the quasiparticle dispersion curve $\epsilon(\mathbf{k})$ reproduces the shape of the mean-field dispersion $\Omega_{\mathrm{k}}$ (Fig. 4).

We compared our results with the previous studies ${ }^{11,12}$ which started from the bare hole. We see that the small polaron mean-field energy $\Omega_{\mathbf{k}}$ lies much lower than the quasiparticle pole obtained from SCBA for the bare hole. Since $\Omega_{\mathbf{k}}$ determines the center of gravity for the Green's function spectral density, the actual quasiparticle pole position (at least for the band bottom) should lie deeper in energy than $\Omega_{\mathrm{k}}$ (Figs. 3 and 6). This means that in the three-band model the important local correlations should be taken into account
in zero approximation and small spin polaron should be constructed. The polaron scattering on spin waves will then be of less importance and it may be treated by perturbation methods.

We conclude that the low-energy physics of high- $T_{c}$ superconductors should be considered in terms of small spin polaron dynamics. In particular, the problem of superconducting hole pairing must be treated as pairing of these quasiparticles rather than pairing of bare holes.

Finally, we wish to clarify the difference between our approach and those that use a Néel-type spin subsystem state. Our calculations are based on the approach developed in Refs. 22 and 23, where it is shown that a two-dimensional

TABLE I. Position $\omega_{l}(\mathbf{k})$ of the lowest in energy peak and the area $Z_{p}(\mathbf{k})$ under the peak for different values of $J / \tau$ and $\mathbf{k}$.

| $J / \tau$ | $Z_{p}(0,0)$ | $\omega_{l}(0,0)$ | $Z_{p}(\pi / 2, \pi / 2)$ | $\omega_{l}(\pi / 2, \pi / 2)$ | $Z_{p}(\pi, 0)$ | 0.55 |
| :--- | :---: | :--- | :---: | :---: | :---: | :---: |
| 0.1 | 0.016 | -4.24 | 0.50 | -4.48 | 0.714 |  |
| 0.3 | 0.039 | -3.37 | 0.72 | -4.09 | -4.51 |  |
| 0.5 | 0.174 | -2.714 | 0.793 | -3.79 | -4.13 |  |
| 0.7 | 0.347 | -2.25 | 0.823 | -3.52 | 0.808 |  |

$s=1 / 2$ antiferromagnetic system at low temperature is in the rotationally invariant state that preserves this invariance in the limit where $T$ goes to zero and the correlation length goes to infinity. Then, even for $T=0$, the points $(0,0)$ and $(\pi, \pi)$ are not equivalent due to the numerator in the spin Green's function [see Eq. (16)]. As a result, the short-range spin-spin correlation functions, such as $C_{\mathbf{r}, \mathbf{R}}^{+-}=\left\langle S_{\mathbf{r}}^{+} S_{\mathbf{r}+\mathbf{R}}^{-}\right\rangle$, do not depend on the site $\mathbf{r}$. We note that according to Marshall's theorem, ${ }^{35}$ the ground state of an antiferromagnet may be a spherically symmetric singlet state in the limit $N \rightarrow \infty$. The question about the ground state of a two-dimensional $s$ $=1 / 2$ AFM system is not established exactly. Since at any finite temperature the rotationally invariant theory is true for the paramagnetic system with strong short-range AFM correlations, we think that it is impossible for the system to undergo an abrupt transition to a state with a spontaneously broken symmetry at $T=0$. Such a transition would mean an abrupt rise of the $\mathbf{r}$-dependence in $C_{\mathbf{r}, \mathbf{R}}^{+-}$and finite $\left\langle S_{\mathbf{r}}^{z}\right\rangle$. We believe that the ground state of a two-dimensional $s=1 / 2$ AFM system is a spherically symmetric state with a longrange order, and that it does not lead to the symmetry of the reduced antiferromagnetic zone. The energy bands therefore change infinitesimally as we go from $T=0$ to a temperature that is infinitesimally above zero.

In addition, our results demonstrate that the nonequivalence of the $(0,0)$ and $(\pi, \pi)$ points for the spectral function $A(\mathbf{k}, \omega)$ and $\Omega_{\mathbf{k}}$ do not contradict the exact diagonalization studies for the ground state of the $t-J$ model (see, e.g., Figs. 18a and 23 in Ref. 1).

A few words about the scenario which assumes that a smooth transition from rotationally invariant state to the state with spontaneously broken symmetry takes place. Such a transition implies a smooth increase in $\left\langle S_{\mathbf{r}}^{z}\right\rangle$ and $\mathbf{r}$ dependence of $C_{\mathbf{r}, \mathbf{R}}^{+-}$. The main effect consists not in the changes of $\Omega_{\mathbf{k}}$ and $A(\mathbf{k}, \omega)$ at $(0,0)$ and $(\pi, \pi)$ points but in the opening of the gap along the boundary of the magnetic (reduced) Brillouin zone. As a result, we shall have two different bands with the periodicity of the magnetic Brillouin zone, i.e., the $(0,0)$ and $(\pi, \pi)$ points become equivalent for each of the two bands.
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## APPENDIX

## Chain representation and integrals over the spectral density

The integration over spectral density could be done with the quadrature approach, ${ }^{29}$ which is very efficient when applied to the electron structure calculations. ${ }^{32}$ Unfortunately, the spectral density we deal with has no upper bound and depends exponentially on the energy; i.e., it substantially differs from the typical spectral density that appears in bandstructure calculations. It turned out that the direct application
of Nex's quadrature approach ${ }^{29}$ is not stable numerically for our purpose. For calculations of the integrals (27) we therefore use the chain representation of the continuous fraction. This means that the continuous-fraction expansion of the form (21) may be interpreted as the Green's function $G(\omega)$ $=\left\langle u_{0}\right|(\omega-\hat{h})^{-1}\left|u_{0}\right\rangle$ of the one-particle, tight-binding Hamiltonian $\hat{h}$ of the semi-infinite one-dimensional lattice with $a_{n}, b_{n}$, and $\left|u_{n}\right\rangle$ as the site energies, nearest-neighbor hoppings and on-site basis states, respectively:

$$
a_{n}=\left\langle u_{n}\right| \hat{h}\left|u_{n}\right\rangle, \quad b_{n+1}=\left\langle u_{n}\right| \hat{h}\left|u_{n+1}\right\rangle .
$$

We introduce the eigenstates $\left|\psi_{m}\right\rangle$ and eigenenergies $E_{m}$ of the chain Hamiltonian:

$$
\hat{h}=\sum_{m}\left|\psi_{m}\right\rangle E_{m}\left\langle\psi_{m}\right| .
$$

The Green's function spectral density then becomes the local density of states at the zeroth site of the chain: ${ }^{28}$

$$
\begin{aligned}
A(\omega) & =-\frac{1}{\pi} \operatorname{Im} G\left(\omega+i 0^{+}\right) \\
& =\sum_{m}\left\langle u_{0} \mid \psi_{m}\right\rangle \delta\left(\omega-E_{m}\right)\left\langle\psi_{m} \mid u_{0}\right\rangle .
\end{aligned}
$$

The following identities will then hold:

$$
\begin{align*}
F= & \int_{-\infty}^{\infty} f(\omega) A(\omega) d \omega=\int_{-\infty}^{\infty} f(\omega) \sum_{m}\left\langle u_{0} \mid \psi_{m}\right\rangle \delta(\omega \\
& \left.-E_{m}\right)\left\langle\psi_{m} \mid u_{0}\right\rangle d \omega=\sum_{m}\left\langle u_{0} \mid \psi_{m}\right\rangle f\left(E_{m}\right)\left\langle\psi_{m} \mid u_{0}\right\rangle \\
= & \left\langle u_{0}\right| f(\hat{h})\left|u_{0}\right\rangle . \tag{38}
\end{align*}
$$

Nex ${ }^{29}$ has proved that for a polynomial $f$ of the degree $2 n_{0}$ +1 the integral $F$ for the infinite chain has the same value as an analogous integral for the truncated chain of length $n_{0}$ +1 . The Hamiltonian of the truncated chain in the basis of the states $\left\{\left|u_{0}\right\rangle \ldots\left|u_{n_{0}}\right\rangle\right\}$ has the form of the tridiagonal ( $n_{0}$ $+1) \times\left(n_{0}+1\right)$ matrix:

$$
h_{T}=\left[\begin{array}{ccccc}
a_{0} & b_{1} & & & \\
b_{1} & a_{1} & b_{2} & & \\
& & \ldots & & \\
& & & a_{n_{0}-1} & b_{n_{0}} \\
& & & b_{n_{0}} & a_{n_{0}}
\end{array}\right] .
$$

Now, instead of integrating the spectral density function over $\omega$, we directly calculate the matrix function $f\left(h_{T}\right)$ in order to use $f_{00}$ matrix element. Then $F=f_{00}$, as follows from the last identity in Eq. (38). We see that the result for $F$ is expressed only in terms of the first coefficients $\left\{a_{0}, \ldots, a_{n}, b_{0} \ldots, b_{n}\right\}$.
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A transport equation is derived for the distribution function of heavy fermions in electric and magnetic fields that allows for potential and spin-spin interactions between the heavy fermions. The spectrum of the spin waves in the paramagnetic heavy-fermion state is calculated. Finally, processes associated with pair collisions of heavy fermions and the scattering of such fermions by charged impurities are studied. © 1998 American Institute of Physics. [S1063-7761(98)01505-4]

## 1. INTRODUCTION

In heavy-fermion compounds at temperatures below the Kondo temperature $T_{0}$, the antiferromagnetic exchange interaction between conduction electrons and electrons localized in the partially filled $f$ shell of rare-earth ions leads to a coherent Kondo effect. This manifests itself in the formation near the Fermi surface of quasiparticle states that have an effective mass that is two orders of magnitude greater than the electron mass in normal metals. Such quasiparticles became known as heavy fermions, and this name gave rise to an entire class of metals, which became known as heavyfermion metals. Experiments have shown that at low temperatures, $T \ll T_{0}$, heavy-fermion compounds behave as normal Fermi liquids. This manifests itself in the nature of the temperature behavior of the resistance $\left(R=R_{0}+A T^{2}\right)$, the magnetic susceptibility $\left(\chi=\chi(0)+b T^{2}\right)$, heat capacity ( $C$ $=\gamma T)$, and other physical properties. Note that the parameters $A, \chi(0), b$, and $\gamma$ have anomalously large values in comparison to the values for normal metals, e.g., $\chi(T=0)$ $\sim 10^{2} \chi_{0}, \gamma \sim 10^{2} \gamma_{0}$, and $A \sim 10^{4} A_{0}$. According to the theory of normal Fermi liquids, $\chi(T=0)$ and $\gamma$ are proportional to the effective mass $m^{*}$ of quasiparticles on the Fermi surface. Hence the above experimental data suggest that heavy fermions have a mass $m^{*}$ of order $10^{2} m_{0}$. The presence on the Fermi surface of heavy quasiparticles was corroborated in studies of the de Haas-van Alphen effect. A comprehensive list of the experimental papers can be found in the reviews in Refs. 1 and 2. In a state with heavy fermions in some heavyfermion compounds magnetic and superconducting phase transitions may occur into states with properties that differ considerably from those of normal metals. ${ }^{1,2}$ Only some of these properties have been explained by the theory.

The microscopic theory of the heavy-fermion state is based on the Anderson lattice model (see, e.g., the review article in Ref. 3). However, in analyzing the magnetic properties, magnetic phase transitions, and transport phenomena in which the competition between the coherent Kondo effect and magnetism may play an important role, the microscopic approach encounters serious difficulties because it is still unknown how to account for the magnetic interaction between heavy fermions.

The Fermi-liquid nature of the heavy-fermion state suggests using Landau's phenomenological theory of Fermi liquids to describe the thermodynamic and transport properties. Such an approach was proposed in Refs. 4 and 5, and its main merit consists in the following. First, the approach makes it possible to take into account in a self-consistent manner the potential and exchange interactions between heavy fermions. Second, it provides a transparent physical interpretation of phenomena in heavy-fermion compounds.

This paper uses the Landau theory for normal Fermi liquids to develop the kinetic theory of heavy-fermion compounds. A transport equation is derived for the distribution function of heavy fermions in electric and magnetic fields that allows pair collisions of quasiparticles and scattering by charged impurities. The paper also studies the spectrum of spin waves.

## 2. TRANSPORT EQUATION FOR HEAVY FERMIONS

Phenomenological Fermi-liquid theory of the heavyfermion state ${ }^{4,5}$ is based on two assumptions: (1) the heavyfermion wave function is a linear combination of the wave functions of the electron states in a broad conduction band and a narrow $f$-band, and (2) because of strong single-site Coulomb repulsion the concentration of $f$-electrons does not depend on time $t$ and radius vector $\mathbf{r}$. The first assumption implies that the distribution of electrons over states with the wave vector $\mathbf{k}$ is described by a Hermitian matrix $N_{\alpha \beta}^{a b}(\mathbf{k}, \mathbf{r}, t)$, where the band indices $a$ and $b$ take values $c$ and $f$, and $\alpha$ and $\beta$ are spin indices for spin $\frac{1}{2}$. The diagonal elements $N_{\alpha \beta}^{c c}(\mathbf{k}, \mathbf{r}, t)$ and $N_{\alpha \beta}^{f f}(\mathbf{k}, \mathbf{r}, t)$ describe the distribution of electrons in the conduction band and the $f$-band. The off-diagonal elements characterize the formation of coherence between the conduction electrons and the $f$-electrons. To find $\hat{N}$, we must solve the following transport equation (the standard equation in the Landau theory of Fermi liquids):

$$
\begin{equation*}
\frac{\partial \hat{N}}{\partial t}+\left\{\nabla_{\mathbf{r}} \hat{N} \nabla_{\mathbf{k}} \hat{\varepsilon}\right\}-\left\{\nabla_{\mathbf{k}} \hat{N} \nabla_{\mathbf{r}} \hat{\varepsilon}\right\}-i[\hat{\varepsilon}, \hat{N}]=\hat{I}(\hat{N}), \tag{1}
\end{equation*}
$$

where $2\{\hat{A} \hat{B}\}=\hat{A} \hat{B}+\hat{B} \hat{A},[\hat{A}, \hat{B}]=\hat{A} \hat{B}-\hat{B} \hat{A}$, and $\hat{I}(\hat{N})$ is the collision integral. The quasiparticle energy matrix $\hat{\varepsilon}$ is a functional of $\hat{N}$ (Refs. 4 and 5). According to the second assumption, the transport equation (1) must be solved under the condition that the $f$-electron concentration is constant:

$$
\begin{equation*}
\sum_{\mathbf{k} \alpha} N_{\alpha \alpha}^{f}(\mathbf{k}, \mathbf{r}, t)=N_{f} \tag{2}
\end{equation*}
$$

Let us study the small deviations of the distribution matrix $\hat{N}=\hat{N}_{0}+\hat{N}_{1}$ (these deviations are characterized by a wave vector $\mathbf{q}$ and a frequency $\omega$ ) from the equilibrium value $\hat{N}_{0}$ :

$$
\begin{equation*}
\hat{N}_{1}(\mathbf{k}, \mathbf{r}, t)=\hat{N}_{1}(\mathbf{k}, \mathbf{q}, \omega) \exp (i \mathbf{q} \cdot \mathbf{r}-i \omega t)+\mathrm{c} . \mathrm{c} \tag{3}
\end{equation*}
$$

The physics of the problem implies that the fluctuations $\hat{N}_{1}$ are related to variations in the heavy-fermion distribution function. The relation can be found by using the relationship between $N_{1 \alpha \beta}^{a b}(\mathbf{k}, \mathbf{q}, t)$ and the time evolution of the operator of an electron-positron pair with momentum $\mathbf{q}$ :

$$
\begin{equation*}
\rho_{\alpha \beta}^{a b}(\mathbf{k}, \mathbf{q})=b_{\beta \mathbf{k}+\mathbf{q} / 2}^{\dagger} a_{\alpha \mathbf{k}-\mathbf{q} / 2}, \tag{4}
\end{equation*}
$$

where for $a, b=c, f$ the operators $c_{\alpha \mathbf{k}}^{\dagger}, f_{\alpha \mathbf{k}}^{\dagger}$ and $c_{\alpha \mathbf{k}}, f_{\alpha \mathbf{k}}$ are the operators of electron creation and annihilation in the conduction band and the $f$-band, respectively. Following Ref. 6, we assume that

$$
\begin{equation*}
N_{1 \alpha \beta}^{a b}(\mathbf{k}, \mathbf{q}, t)=\left\langle\rho_{\alpha \beta}^{a b}(\mathbf{k}, \mathbf{q}, t)\right\rangle \tag{5}
\end{equation*}
$$

The operators $c_{\alpha \mathbf{k}}$ and $f_{\alpha \mathbf{k}}$ are related to the annihilation operators $g_{1 \alpha \mathbf{k}}$ and $g_{2 \alpha \mathbf{k}}$ of quasiparticle states in two hybrid bands $E_{1 \mathbf{k} \alpha}$ and $E_{2 \mathbf{k} \alpha}$ by a unitary transformation $\hat{U}_{\mathbf{k}}$ :

$$
\begin{equation*}
\binom{g_{1 \alpha \mathbf{k}}}{g_{2 \alpha \mathbf{k}}}=\hat{U}_{\mathbf{k}}\binom{c_{\alpha \mathbf{k}}}{f_{\alpha \mathbf{k}}} . \tag{6}
\end{equation*}
$$

Note that the matrix $\hat{U}_{\mathbf{k}}$ also reduces $\hat{N}_{0}$ to diagonal form, $\hat{N}_{0}=\hat{U}_{\mathbf{k}}^{-1} \hat{f} \hat{U}_{\mathbf{k}}$ (see Ref. 4). Now we introduce the heavyfermion distribution matrix:

$$
\begin{equation*}
n_{1 \alpha \beta}^{m l}(\mathbf{k}, \mathbf{q}, t)=\left\langle g_{l \beta \mathbf{k}+\mathbf{q} / 2}^{\dagger}(t) g_{m \alpha \mathbf{k}-\mathbf{q} / 2}(t)\right\rangle, \tag{7}
\end{equation*}
$$

where the band indices $m$ and $l$ take values 1 and 2. Plugging Eq. (6) into (7), we arrive at a relationship between $\hat{N}_{1}$ and $\hat{n}_{1}$ :

$$
\begin{equation*}
\hat{N}_{1}=\hat{U}_{-}^{-1} \hat{n}_{1} \hat{U}_{+} \tag{8}
\end{equation*}
$$

with $\hat{U}_{ \pm} \equiv \hat{U}_{\mathbf{k} \pm \mathbf{q} / 2}$. Here the diagonal components $n_{1 \alpha \beta}^{11}(\mathbf{k}, \mathbf{q}, \omega)$ and $n_{1 \alpha \beta}^{22}(\mathbf{k}, \mathbf{q}, \omega)$ describe the deviation of the quasiparticle distribution in the hybrid bands $E_{1}$ and $E_{2}$ from the equilibrium distribution. The off-diagonal components of $\hat{n}_{1}$ describe hybridization of quasiparticle states in the hybrid bands due to perturbations. Suppose that the total number of electrons per unit cell is smaller than two. Between the bands $E_{1}$ and $E_{2}$ there is a curved gap of order $T_{0}$, so that for $T$ $\ll T_{0}$ only the lower band $E_{1}$ is partially filled, while the population of the upper band is negligible, i.e., $n_{1 \alpha \beta}^{22}(\mathbf{k}, \mathbf{q}, \omega) \approx 0$.

Let us derive the transport equation for the heavyfermion distribution function $n_{1 \alpha \beta}^{11}(\mathbf{k}, \mathbf{q}, \omega)$. For convenience we introduce the following notation:

$$
\begin{equation*}
\delta n_{\alpha \beta \mathbf{k}} \equiv n_{1 \alpha \beta}^{11}(\mathbf{k}, \mathbf{q}, \omega) . \tag{9}
\end{equation*}
$$

We start with the case of a zero external magnetic field, where the equilibrium distribution function is independent of the spin indices. Under deviations from equilibrium the spin density may fluctuate. Then the fluctuations $\delta n_{\alpha \mathbf{k}} \equiv \delta n_{\alpha \alpha \mathbf{k}}$ depend on the direction of spin, i.e., $\delta n_{\alpha} \neq \delta n_{\beta}$ for $\alpha \neq \beta$. Such a statement of the problem makes it possible to study spin diffusion and spin waves. Let $\varphi(\mathbf{r}, t)$ be an external electric potential that generates an electric field $\mathbf{E}=-e \nabla_{\mathbf{r}} \varphi$ acting on the conduction electrons and the $f$-electrons. To allow for $\mathbf{E}$ in Eq. (1), we must add the term $e \varphi$ to the diagonal elements $\varepsilon_{\alpha \alpha}^{c c}$ and $\varepsilon_{\alpha \alpha}^{f f}$ of the quasiparticle energy matrix $\hat{\varepsilon}$. Linearizing the transport equation (1) in the matrix $\hat{N}_{1}$ and using Eq. (8), we obtain an equation for $\hat{n}_{1}$. Solving this equation with respect to the heavy-fermion distribution function $\delta n_{\alpha \mathbf{k}}$, we arrive at the desired transport equation:

$$
\begin{align*}
& (\mathbf{q} \cdot \mathbf{v}-\omega) \delta n_{\alpha \mathbf{k}}-\mathbf{q} \cdot \mathbf{v} f^{\prime}\left(E_{1 \mathbf{k}}\right) \\
& \quad \times\left(\frac{F_{0}^{s}}{2 \rho_{F}^{*}} \sum_{\beta \mathbf{p}} \delta n_{\beta \mathbf{p}}+\frac{F_{0}^{a} \sigma_{\alpha}}{2 \rho_{F}^{*}} \sum_{\beta \mathbf{p}} \sigma_{\beta} \delta n_{\beta \mathbf{p}}\right) \\
& \quad-i e \mathbf{E} \cdot \mathbf{v} f^{\prime}\left(E_{1 \mathbf{k}}\right)=-i I\left(\delta n_{\alpha \mathbf{k}}\right), \tag{10}
\end{align*}
$$

where $\sigma_{\alpha}= \pm 1, \mathbf{E}=\mathbf{E}(\omega, \mathbf{q})=-i \mathbf{q} \varphi(\omega, \mathbf{q}), \mathbf{v}=\nabla_{\mathbf{k}} E_{1 \mathbf{k}}$ is the heavy-fermion velocity, $f(E)$ is the Fermi-Dirac distribution function, and $2 \rho_{F}^{*}=2 \rho_{F} m^{*} / m_{0}$ and $m^{*}$ are the renormalized density of states with allowance for spin degeneracy and the heavy-fermion effective mass, respectively. Earlier a transport equation for $\delta n_{\alpha \mathbf{k}}$ without allowance of the interaction between heavy fermions was derived by Coleman ${ }^{7}$ within a microscopic model of the Kondo lattice.

The Landau parameters $F_{0}^{s}$ and $F_{0}^{a}$ for $q \ll k_{F}$ and $\omega$ $\ll T_{0}$ are given by the following simple relationships:

$$
F_{0}^{s}=\frac{m^{*}}{m_{0}}-1 \gtrdot 1, \quad F_{0}^{a}=-\frac{T_{m}}{T_{0}},
$$

where $T_{m}$ characterizes the energy scale of the magnetic interaction between heavy fermions. ${ }^{5}$ The large positive value of $F_{0}^{s}$ means that there is strong potential repulsion between heavy fermions. Since heavy fermions are hybrid quasiparticles, there are two mechanisms for the magnetic interaction between heavy fermions. First, there is the indirect interaction via conduction electrons (the RKKY interaction). In this case $T_{m}$ is positive and is of order the energy of the RKKY interaction of two spins localized at neighboring sites $\left(T_{m}\right.$ $=2 N_{f} G^{2} \rho_{0}$, where $G$ is the amplitude of the magnetic interaction between conduction electrons and $f$-electrons). ${ }^{5}$ Here the Landau parameter $F_{0}^{a}$ is negative, which corresponds to ferromagnetic spin-spin coupling between heavy fermions. Second, direct exchange interaction between localized $f$-electrons also contributes to the magnetic interaction between heavy fermions. If this interaction is antiferromagnetic and strong, the magnetic interaction between heavy fermions is antiferromagnetic $\left(F_{0}^{a}>0\right)$.

To study galvanomagnetic phenomena, we write the transport equation for the case of a transverse magnetic field $\mathbf{H} \perp \mathbf{E}$. In order to allow for the Lorentz force acting only on the conduction electrons,

$$
\mathbf{F}_{L}=\frac{e}{c} \mathbf{v}_{0} \times \mathbf{H}
$$

where $\mathbf{v}_{0}=\nabla_{\mathbf{k}} \varepsilon(\mathbf{k})$ is the velocity of an electron in the conduction band with dispersion $\varepsilon(\mathbf{k})$, we must introduce the following substitution into Eq. (1):

$$
\nabla_{\mathbf{r}} \varepsilon_{\alpha \alpha}^{c c} \rightarrow \nabla_{\mathbf{r}} \varepsilon_{\alpha \alpha}^{c c}-\mathbf{F}_{L}
$$

If we ignore spin, the transport equation is

$$
\begin{align*}
& (\mathbf{q} \cdot \mathbf{v}-\omega) \delta n_{\mathbf{k}}-\mathbf{q} \cdot \mathbf{v} f^{\prime}\left(E_{1 \mathbf{k}}\right) \frac{F_{0}^{s}}{\rho_{F}^{*}} \sum_{\mathbf{p}} \delta n_{\mathbf{p}}-i e \mathbf{E} \cdot \mathbf{v} f^{\prime}\left(E_{1 \mathbf{k}}\right) \\
& \quad-i \frac{e}{c} \mathbf{v} \times \mathbf{H} \cdot \nabla_{\mathbf{k}} \delta n_{\mathbf{k}}=-i I\left(\delta n_{\mathbf{k}}\right) \tag{11}
\end{align*}
$$

In the case of an isotropic Fermi surface for heavy fermions, this equation yields the well-known result for the Hall constant $R=1 /$ ec $N_{t}$, where $N_{t}=N_{c}+N_{f}$ is the total electron concentration. Generally, when studying galvanomagnetic phenomena, one must allow for changes in the topology of the Fermi surface resulting, first, from an increase in the number of electron states above the Fermi surface and, second, from the renormalization of the quasiparticle band. Indeed, for $T>T_{0}$ the Fermi surface is specified by the equation $\varepsilon(\mathbf{k})=\mu$, where the chemical potential $\mu$ is determined only by the conduction electron concentration $N_{c}$. When there is a transition to a heavy-fermion state $\left(T<T_{0}\right)$, we have a quasiparticle band $E_{1 \mathbf{k}}$, while the number of electrons above the Fermi surface is $N_{t}=N_{c}+N_{f}$. Obviously, in some cases there can be a transition from an electron Fermi surface to a hole Fermi surface, or an even more complicated transformation is possible.

## 3. SPIN WAVES

For normal metals the Landau parameters are assumed to be independent of frequency. For heavy-fermion metals such an approximation is valid only in the frequency range $\omega$ $\ll T_{0}$. When $\omega>T_{0}$ holds, we must allow for the frequency dependence of the parameter $F_{0}^{a}$ :

$$
\begin{equation*}
F_{0}^{a}(\omega)=\frac{F_{0}^{a} A(\omega)}{1-A(\omega)\left(\left|F_{0}^{a}\right| m_{0} / m^{*}\right)^{1 / 2}}, \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
A(\omega)=x^{2}\left(x^{2}-1\right)^{-1 / 2} \arctan \left(x^{2}-1\right)^{-1 / 2} \tag{13}
\end{equation*}
$$

and $x=2 T_{0} \omega^{-1} \sqrt{m^{*} / m_{0}}$. At $\omega \propto 2 T_{0} \sqrt{m^{*} / m_{0}}$ the function $F_{0}^{a}(\omega)$ changes sign. Such frequency behavior of $F_{0}^{a}(\omega)$ determines the spectrum of spin waves in the paramagnetic heavy-fermion state. The standard analysis of Eq. (10) (see, e.g., Ref. 6) leads to the following equation for the spinwave spectrum:

$$
\begin{equation*}
\Gamma(q, \omega)=\frac{1}{F_{0}^{a}(\omega)} . \tag{14}
\end{equation*}
$$

In the isotropic case $\Gamma(q, \omega)$ takes the form

$$
\begin{equation*}
\Gamma(q, \omega)=\frac{\lambda}{2} \ln \left|\frac{\lambda+1}{\lambda-1}\right|-1, \tag{15}
\end{equation*}
$$

where $\lambda=\omega / q v_{F}$. If $F_{0}^{a}>0$ holds (antiferromagnetic interaction between heavy fermions), the spin-wave spectrum contains only an undamped mode $\left(\omega(q)=v_{s} q\right)$ with a phase velocity $v_{s}$ higher than the Fermi velocity of heavy fermions, $v_{F}$. If $F_{0}^{a}<0$ holds (ferromagnetic interaction between heavy fermions), Eq. (14) has a unique solution describing undamped spin waves

$$
\begin{equation*}
\omega(q)=\omega_{0}\left(1+\frac{4 \pi}{3}\left(G \rho_{0}\right)^{3}\left(\frac{N_{t}}{N_{f}}\right)^{2}\left(\frac{q}{k_{F}}\right)^{2}\right)^{1 / 2} \tag{16}
\end{equation*}
$$

with a finite excitation threshold

$$
\begin{equation*}
\omega_{0}=2 T_{0} \sqrt{\frac{m^{*}}{m_{0}}} \tag{17}
\end{equation*}
$$

and an extremely weak dependence on the wave vector $q$, since we assumed $G \rho_{0} \ll 1$. Equation (16) is valid at $T=0$.

## 4. SCATTERING OF HEAVY FERMIONS

Now let us discuss the scattering of heavy fermions and determine the collision integral $I\left(\delta n_{\alpha \mathbf{k}}\right)$. In the case of pair collisions involving heavy fermions, we must calculate the amplitude $A_{\mathbf{k} \alpha, \mathbf{p} \beta}(\mathbf{q}, \omega)$ for a process in which two heavy fermions with wave vectors $\mathbf{k}$ and $\mathbf{p}$ and spins $\alpha$ and $\beta$ exchange momentum $\mathbf{q}$ and energy $\omega$. To this end we must calculate (remaining within the scope of Eq. (10)) the polarization induced by a localized bare quasiparticle (see, e.g., Ref. 6). For $\omega \sim T$ and $T / v_{F}<q \ll k_{F}$ we obtain

$$
\begin{align*}
& A_{\uparrow \uparrow}=\frac{\pi^{2}}{k_{F} m^{*}}\left(\frac{F_{0}^{s}}{1+F_{0}^{s}}+\frac{F_{0}^{a}}{1+F_{0}^{a}}\right),  \tag{18}\\
& A_{\uparrow \downarrow}=\frac{\pi^{2}}{k_{F} m^{*}}\left(\frac{F_{0}^{s}}{1+F_{0}^{s}}-\frac{F_{0}^{a}}{1+F_{0}^{a}}\right) .
\end{align*}
$$

The scattering probabilities for two heavy fermions with parallel spins $\left(W_{\uparrow \uparrow}\right)$ and antiparallel spins ( $W_{\uparrow \downarrow}$ ) are

$$
W_{\uparrow \uparrow}=2 \pi\left|A_{\uparrow \uparrow}\right|^{2}, \quad W_{\uparrow \downarrow}=2 \pi\left|A_{\uparrow \downarrow}\right|^{2} .
$$

Using the standard expression ${ }^{6}$ for the reciprocal lifetime of a quasiparticle with an energy $E$ such that $|E-\mu| \ll T$, we find that

$$
\begin{align*}
\frac{1}{\tau(E)} & =\frac{\left(m^{*}\right)^{3}}{16 \pi^{4}}\left\langle\frac{W}{\cos (\theta / 2)}\right\rangle\left(\pi^{2} T^{2}+(E-\mu)^{2}\right) \\
& =\frac{\pi y}{32} \frac{\pi^{2} T^{2}+(E-\mu)^{2}}{\varepsilon_{F}^{*}} \tag{19}
\end{align*}
$$

where the angle brackets stand for averaging over angles. Moreover, we have $\varepsilon_{F}^{*} \equiv k_{F}^{2} / 2 m^{*}$ and

$$
\begin{equation*}
y=\left(\frac{F_{0}^{s}}{1+F_{0}^{s}}+\frac{F_{0}^{a}}{1+F_{0}^{a}}\right)^{2}+2\left(\frac{F_{0}^{s}}{1+F_{0}^{s}}-\frac{F_{0}^{a}}{1+F_{0}^{a}}\right)^{2} \tag{20}
\end{equation*}
$$

According to Eq. (10), the collision of two heavy fermions depends on both the potential interaction and the spinspin coupling. If we ignore the latter, i.e., put $F_{0}^{a}=0$, and allow for the fact that $F_{0}^{s} \gg 1$, we get $y=3$. In this case, Eq. (19) coincides (including the numerical factor) with the expression for the rate of scattering of heavy fermions by slave bosons found in the microscopic studies of Kondo lattices. ${ }^{7-10}$ This means that the microscopic approach used in Refs. $7-10$ to study the scattering of heavy fermions by slave bosons is simply a convenient mathematical representation of the collision of heavy fermions. When there is strong competition between magnetism and the Kondo effect, in other words, when the system is close to the threshold of ferromagnetic instability of the heavy-fermion state $\left(T_{0} \sim T_{m}\right)$, i.e., at $F_{0}^{a} \sim-1$, we have $y \gg 3$, and spin-spin coupling provides the main contribution to $\tau(E)$.

For normal metals, Eq. (19) contains the Fermi energy $E_{F} \equiv k_{F}^{2} / 2 m_{0}=\varepsilon_{F}^{*} m^{*} / m_{0}$ instead of $\varepsilon_{F}^{*} \equiv k_{F}^{2} / 2 m^{*}$. This implies that the pair collision rate for heavy fermions is much larger than the pair collision rate for electrons in normal metals, i.e.,

$$
\frac{1}{\tau(E)}=\frac{1}{\tau_{0}(E)} \frac{m^{*}}{m_{0}} \gg \frac{1}{\tau_{0}(E)}
$$

The pair collision rate determines the coefficient $A$ in the temperature dependence of resistance $\left(R=R_{0}+A T^{2}\right)$. This is precisely why for heavy-fermion metals this coefficient is anomalously large (the expression for $A$ can be found in Refs. 7-10).

Now let us examine the collision of heavy fermions with charged impurities. According to the theory of normal Fermi liquids, ${ }^{6}$ the effective potential energy of a quasiparticle in the field of a point impurity with charge $Z e$ and with allowance for screening effects is

$$
\begin{equation*}
V_{\mathbf{q}}^{\mathrm{eff}}=\frac{4 \pi Z e^{2}}{q^{2}} \frac{1}{\varepsilon(\mathbf{q}, 0)} \frac{1}{1+F_{0}^{s}} \tag{21}
\end{equation*}
$$

This quantity is also equal to the matrix element for the quasiparticle transition from a state with a wave vector $\mathbf{k}$ to a state with a wave vector $\mathbf{k}+\mathbf{q}$. The effective potential energy $V_{\mathbf{q}}^{\text {eff }}$ for $\mathbf{q}$ small can be found by using the static dielectric function: ${ }^{5,11}$

$$
\begin{equation*}
\varepsilon(\mathbf{q}, 0)=\varepsilon_{0}+\frac{4 \pi e^{2}}{q^{2}} \frac{2 \rho_{F}^{*}}{1+F_{0}^{s}} . \tag{22}
\end{equation*}
$$

This leads to the simple formula

$$
\begin{equation*}
V_{\mathbf{q}}^{\mathrm{eff}}=\frac{Z}{2 \rho_{F}^{*}} \tag{23}
\end{equation*}
$$

which shows that the effective impurity potential in heavyfermion systems is lower by a factor of $m_{0} / m^{*}$ than the same potential in normal metals. Using the standard electron-impurity collision integral, ${ }^{9}$ we find that for impurity scattering the lifetime $\tau_{i}$ of heavy fermions increases by
a factor of $\mathrm{m}^{*} / m_{0}$ in comparison to the lifetime in normal metals: $\tau_{i}=\tau_{0, i} m^{*} / m_{0} \gg \tau_{0, i}$. This result follows from the fact that $\tau_{i}^{-1} \propto \rho_{F}^{*}\left|V^{\text {eff }}\right|^{2}$. In other words, for a given chargedimpurity concentration, the rate at which heavy fermions collide with impurity ions is $m^{*} / m_{0}$ times lower than the rate at which electrons collide with impurities in normal metals. This is in full agreement with the results of microscopic theory (see, e.g., Ref. 9). The impurity scattering rate determines the value of the residual resistance, which is of the same order as in normal metals. Indeed,

$$
\sigma \propto e^{2} \rho_{F}^{*} v_{F}^{2} \tau_{i}=e^{2} \rho_{0} v_{0 F}^{2} \tau_{0, i} \propto \sigma_{0}
$$

## 5. DISCUSSION AND CONCLUSION

We have used the Landau theory of normal Fermi liquids to derive a transport equation for heavy fermions and have found that the equation is of standard form. Hence to describe transport phenomena in heavy-fermion compounds, one can employ the methods developed for the kinetics of normal Fermi liquids. What is important is that the derived transport equation takes into account the potential and magnetic interactions between heavy fermions. We have found that the amplitudes of these interactions (or, in other terms, the symmetric and antisymmetric Landau parameters) depend on frequency. However, in the limit $\omega \ll T_{0}$ this frequency dependence can be ignored. It can play an important role only when $\omega>T_{0}$. In particular, this determines the spectrum of spin waves in a paramagnetic heavy-fermion state.

We have established that the spin-wave spectra for compounds with ferromagnetic and antiferromagnetic interactions between heavy fermions differ considerably. In the case of antiferromagnetic interaction there are only gapless acoustic-like spin waves, $\omega(q)=v_{s} q$, with a phase velocity higher than the Fermi velocity of the heavy fermions. But if the interaction is ferromagnetic, the Fermi-liquid approach predicts the presence of a gap in the spin-wave excitation spectrum, a gap whose width is proportional to the lowtemperature Kondo scale. Moreover, these spin waves have exceptionally weak dispersion. Spin waves with a gap exist only in a heavy-fermion state, i.e., at temperatures $T<T_{0}$. As is known, the magnetic susceptibility of a heavy-fermion metal has a peak in the temperature range of a transition from a state with incoherent Kondo scattering to a coherent state with heavy fermions. Hence in experiments one should expect gap spin waves to disappear at temperatures above the value at which the magnetic susceptibility is at its maximum. Recent inelastic neutron scattering studies in the $\mathrm{YbAl}_{3}$ (Ref. 12) and CeNi (Ref. 13) compounds, which belong to the class of valence-fluctuation compounds, discovered a gap in the magnetic response that exists only at temperatures below the temperature of the maximum in the magnetic susceptibility, i.e., in a situation that qualitatively resembles the one discussed earlier. Another important similarity is the proximity of the energy of the observed gap to the Kondo temperature for these compounds. Unfortunately, at present there is no irrevocable evidence in favor of the formation of hybrid
quasiparticle bands in these compounds. This makes it impossible to decide whether the gap in the spectrum of spin excitations predicted by the Landau theory is the gap discovered by Murani ${ }^{12}$ and Lazukov et al. ${ }^{13}$

We have established that in a heavy-fermion state the galvanomagnetic properties are also determined from a standard transport equation. What is important here (and this fact should be stressed in connection with studies of properties of heavy-fermion metals) is the renormalization of the Fermi surface and, possibly, a change in the surface's topology as a result of a transition to the heavy-fermion state.

Remaining within the scope of the standard Fermi-liquid approach, we have found the rate of pair collision of heavy fermions and the rate of scattering of these quasiparticles by impurities. The rate of pair collisions of heavy fermions coincides with the rate of scattering of heavy fermions by slave bosons found in the microscopic of heavy-fermion compounds. This means that the scattering of heavy fermions by slave bosons is only a convenient mathematical tool for describing collisions of heavy fermions due to the potential and magnetic interactions between the heavy fermions. The results of this study of the impurity scattering of heavy fermions also fully agree with those of the microscopic theory.
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# Anisotropy of the transport properties of single-crystal $\mathrm{Bi}_{2} \mathbf{T e}_{3}$ disordered by electron bombardment 

A. E. Kar'kin,*) V. V. Shchennikov, B. N. GoshchitskiĬ, S. E. Danilov, and V. L. Arbuzov<br>Institute of Metal Physics, Ural Branch of the Russian Academy of Sciences, 620219 Ekaterinburg, Russia<br>(Submitted 30 September 1997)<br>Zh. Éksp. Teor. Fiz. 113, 1787-1798 (May 1998)<br>Using single-crystal samples of $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ bombarded by $5-\mathrm{MeV}$ electrons at a temperature of 250 K , we study the electrical resistivity and the Hall effect in the temperature range $1.7-370 \mathrm{~K}$ and the Shubnikov-de Haas effect at $T=4.2 \mathrm{~K}$ in magnetic fields up to 14 T . We find that electron bombardment of $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ crystals results in a transition from the metallic $p$-type state to the metallic state with a Fermi surface. Annealing at 350 K eliminates the radiation defects and restores the p-type metallic conductance. © 1998 American Institute of Physics.<br>[S1063-7761(98)01605-9]

## 1. INTRODUCTION

High- $T_{c}$ superconductors in a narrow concentration range near the metal-insulator transition ${ }^{1,2}$ exhibit an anomalous dependence, which disagrees with the Fermiliquid description, ${ }^{3}$ of the resistivity $\rho$ and the Hall constant $R$ on temperature, ${ }^{4}$ level of doping, ${ }^{5}$ and degree of disorder. ${ }^{2,6}$ For instance, the behavior of $\rho$ and $R$ in the $a b$ plane and that along the $c$ axis differ so dramatically that the anisotropy of these effects becomes strongly temperaturedependent. This suggests that theoretical and experimental studies of high- $T_{c}$ superconductors near the metal-insulator transition are very important. ${ }^{3,7}$ To be able to experimentally investigate the properties of high- $T_{c}$ superconducting materials in the normal state at low temperatures, superconductivity must be suppressed, which is possible only in a very strong magnetic field, $B=30-100 \mathrm{~T}$. It is therefore preferable to study low-dimensional nonsuperconducting model systems (or systems with low transition temperatures) as functions of the doping level or degree of disorder. Studies of this kind involving the anisotropic $\mathrm{KWO}_{3}$ and $\mathrm{NbSe}_{2}$ compounds disordered by low-temperature neutron bombardment made it possible to detect correlations between the variations of the electronic properties and the degree of disorder in a metal-insulator transition. ${ }^{8}$

In this paper we use single crystals of $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ as a model system. The crystals are bombarded by fast electrons and are then annealed in order to change the charge carrier concentration. The $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ compound has been thoroughly studied both theoretically ${ }^{9,10}$ and experimentally ${ }^{11,12}$ as a promising material for thermoelements. ${ }^{13-15}$ The reason this material was chosen for our studies is that it is a narrow-gap heavily doped semiconductor in which the anisotropy of electrical properties resembles that of high- $T_{c}$ superconducting materials. ${ }^{2,8}$ The high perfection of the single-crystal samples makes it possible to detect quantum magnetic oscillations and use these oscillations to find the parameters of the electron spectrum. ${ }^{11,12}$

We study the anisotropy of the electrical resistivity and
of the Hall effect, as well as the Shubnikov-de Haas effect. The behavior of the anisotropy parameter of galvanomagnetic effects (a parameter that characterizes the motion of charge carriers in different directions) in low-dimensional systems correlates with the changes in the electron spectrum near a metal-insulator transition. ${ }^{2,8}$ The aim of our paper is to investigate the features of the electronic states that arise in the $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ system when disorder is introduced into the crystalline structure by electron bombardment.

## 2. SAMPLES AND THE MEASUREMENT METHOD

The galvanomagnetic properties of single-crystal samples of $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ were studied in the temperature interval $1.7-370 \mathrm{~K}$ in a constant magnetic field up to 14 T using an Oxford Instruments device. The electrical contacts manufactured by ultrasonic indium soldering measured 50 by $50 \mu \mathrm{~m}$. The electrical resistivities $\rho_{a}$ and $\rho_{c}$ and the Shubnikov-de Haas effect were measured by Montgomery's method ${ }^{16}$ using samples that measured 1 by 0.5 by 0.2 mm . The Hall constants $R_{a c}$ and $R_{c a}$ (the first subscript corresponds to the direction of the current and the second, to the direction of the magnetic field) were measured using, respectively, 1-by-1$0.05 \mathrm{~mm}^{3}$ and 1-by- 0.2 -by $0.2 \mathrm{~mm}^{3}$ samples with four symmetric contacts. In the process the directions of the measuring current and the magnetic field $B$ were changed and the current and potential currents were switched (which is equivalent to changing the direction of the field $B$ ). In contrast to the standard methods, in Montgomery's method ${ }^{16} \rho_{a}$ and $\rho_{c}$ are measured in a single sample, which reduces the possible errors in estimating the anisotropy of the electrical resistivity. ${ }^{17}$

The bismuth telluride samples were bombarded with 5MeV electrons in the chamber of an electron accelerator, which was accompanied by cooling with gaseous helium to a temperature below 250 K . The measurements were done using the initial samples (denoted B1), after irradiation with a fluence $\Phi=1 \times 10^{19} \mathrm{~cm}^{-2}$ (B2), and after isochronous annealing at 350 K (B3) and 375 K (B4) in the course of


FIG. 1. Temperature curves for $\rho_{a}$ and the resistivity anisotropy $\rho_{c} / \rho_{a}$ of the bismuth telluride samples: curve 1 , the initial sample B1; curve 2, the sample B2 bombarded by $5-\mathrm{MeV}$ electrons at $T=250 \mathrm{~K}$ with a fluence $1 \times 10^{19} \mathrm{~cm}^{-2}$; curves 3 and 4 , the samples bombarded by electrons and annealed at $T=350 \mathrm{~K}$ and 375 K (B3 and B4) for 20 min ; and curve 5 , the sample annealed at 375 K (B5) for 120 min .

20 min and at 375 K (B5) in the course of 120 min . No annealing was done at higher temperatures because of the possibility of indium diffusion into the sample. ${ }^{15}$

## 3. RESULTS OF MEASUREMENTS

Figure 1 depicts the temperature curves for the electrical resistivity $\rho_{a}$ and the resistivity anisotropy $\rho_{c} / \rho_{a}$, while Fig. 2 depicts the temperature curves for the Hall constants $R_{a c}$
and $R_{c a}$ of the irradiated crystals. At first glance the effect of electron bombardment on $\rho$ and $R$ is equivalent to introducing indium into the lattice: ${ }^{11}$ the hole concentration decreases, the resistance grows, and the $\rho(T)$ dependence resembles that of a semiconductor at $T>250 \mathrm{~K}$. Annealing (sample B4) lowers the electron concentration, so that the semiconductor behavior of $\rho(T)$ can be observed at all temperatures $T$ with the exception of the liquid-helium range,


FIG. 2. Temperature curves for the Hall constants $R_{a c}(\mathbf{j}\|\mathbf{a}, \mathbf{B}\| \mathbf{c})$ and $R_{c a}$ in a magnetic field $B=12 \mathrm{~T}$ for samples B1-B5. The notation for the curves is the same as in Fig. 1.



FIG. 3. Hall constants $R_{a c}$ and $R_{c a}$ as functions of the magnetic field $B$ for the initial $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ sample (B1) at different temperatures: curve $1-4.2 \mathrm{~K}$; curve $2-50 \mathrm{~K}$; curve $3-100 \mathrm{~K}$; curve $4-$ 188 K ; curve $5-300 \mathrm{~K}$; and curve $6-350 \mathrm{~K}$. $\square, \square, \bigcirc, \bullet, \Delta$, and $\boldsymbol{\Delta}$ represent the experimental data, and the curves are fitting curves (see the text).
and there is a minimum in $\rho$ at $T \approx 150 \mathrm{~K}$. The emergence of a section of activation dependence at $T<150 \mathrm{~K}$ corresponds to a sharp increase in anisotropy in this temperature interval. At 4.2 K the resistivity of the sample B5 is 40 times higher than that of the initial sample B1, i.e., under such annealing the properties are not completely restored.

Electron bombardment of $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ samples changes the sign of the Hall constants $R_{a c}$ and $R_{c a}$ (Fig. 2, sample B2). After annealing (samples B3-B5) there is a partial recurrence of the galvanometric properties to the initial state. The variations in the carrier concentrations with temperature depicted in Fig. 2 can be described qualitatively by the following expressions for an extrinsic semiconductor: ${ }^{18}$

$$
\begin{align*}
& n=\frac{n_{0}}{2}+\left[\left(\frac{n_{0}}{2}\right)^{2}+\left(4 A_{c} A_{v}\right)^{2} \exp \left(-\frac{2 E_{g}}{k T}\right)\right]^{1 / 2},  \tag{1}\\
& p=-\frac{n_{0}}{2}+\left[\left(\frac{n_{0}}{2}\right)^{2}+\left(4 A_{c} A_{v}\right)^{2} \exp \left(-\frac{2 E_{g}}{k T}\right)\right]^{1 / 2},
\end{align*}
$$

where $n_{0}$ is the difference in the concentrations of the donor and acceptor impurities, $A_{c}$ and $A_{v}$ are the densities of states in the conduction and valence bands, and $E_{g}$ is the band gap. Electron bombardment changes the value and sign of $n_{0}$, which is equivalent to doping. Annealing reduces the nonequilibrium value of $n_{0}$ reached as a result of bombardment, with the curves in Fig. 2 reflecting this fact. Equations (1) provide a good description of the behavior of $R$ for the samples B1 and B2 over the entire temperature range and for the samples B3-B5 at high temperatures. At low temperatures, as Figs. 1 and 2 show, the samples B3-B5 acquire a new activation dependence with lower activation energy. The anisotropy of $R$ for B1 and B2 corresponds to the topology of the electron structure, ${ }^{15}$ for which ${ }^{13-15}$

$$
\begin{equation*}
n \simeq \frac{0.3}{R_{a c} e} \simeq \frac{0.6}{R_{c a} e} \tag{2}
\end{equation*}
$$

This relationship does not hold for the samples B3-B5.
The characteristic scale of variations of $R$ with temperature increases from sample B2 to sample B5; an estimate sets the increase in the activation energy $E_{g}$ at 0.05 to 0.15 eV , respectively. For B4 and B5 at room temperatures, the Hall constants change sign; such behavior, due to the different temperature dependence of the concentrations and mobilities of electrons and holes, was observed in $n$-type samples with excess tellurium content. ${ }^{19}$

The Hall constants $R_{a c}$ have a strong field dependence (Figs. 3 and 4), which points (just as the temperature dependence of the Hall constants does) to the fact that there are several groups of carriers with different concentrations $n_{i}$ and mobilities $\mu_{i}$ participating in conduction. Analogous behavior of the $R(B)$ dependence, related to the participation of thermally activated electrons in the process of charge transfer, was observed by Azou et al. ${ }^{11}$ The similar dependence for $R_{c a}$ is extremely weak at all temperatures, which suggests that the contribution of holes of only one type is predominant. Even in the case of two-band conductance, exact analysis of the $R(B)$ and $\rho(B)$ behavior is difficult: in $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ one must allow for three groups of carriers ${ }^{13-15}$ and, moreover, the material is anisotropic. To fit the experimental curves, we used the following expressions for an isotropic semiconductor: ${ }^{20}$

$$
\begin{align*}
& R=\frac{\left\langle R \sigma^{2}\right\rangle}{\langle\sigma\rangle^{2}+\left(\left\langle R \sigma^{2}\right\rangle B\right)^{2}},  \tag{3}\\
& \rho=\frac{\langle\sigma\rangle}{\langle\sigma\rangle^{2}+\left(\left\langle R \sigma^{2}\right\rangle B\right)^{2}}, \tag{4}
\end{align*}
$$



FIG. 4. Hall constants $R_{a c}$ and $R_{c a}$ as functions of the magnetic field $B$ at $T=4.2 \mathrm{~K}$ for samples B1-B5. The notation of the curves is the same as in Fig. 1. $\square$, $\Delta, \bigcirc, \bigcirc$, and $\square$ represent the experimental data, and the curves are fitting curves (see the text).
where

$$
\begin{equation*}
\langle\sigma\rangle=\sum_{i} \frac{\sigma_{i}}{1+\left(R_{i} \sigma_{i} B\right)^{2}}, \quad\left\langle R \sigma^{2}\right\rangle=\sum_{i} \frac{R_{i} \sigma_{i}^{2}}{1+\left(R_{i} \sigma_{i} B\right)^{2}}, \tag{5}
\end{equation*}
$$

with $\sigma=1 / \rho_{i}$ and $R_{i}$ the conductivities and Hall constants for individual bands. For two-band conduction, Eqs. (3)-(5) lead to the well-known expressions discussed in Ref. 21. We ignored the field dependence of the one-band parameters $\sigma_{i}$ and $R_{i}$, since we assumed the bands to be strongly degenerate (the Hall factors are equal to unity).

The results of fitting the experimental data on the $R_{a c}(B)$ and $\rho_{a}(B)$ dependence measured at different temperatures (Fig. 3) for the sample B1 to the values obtained via Eqs. (3)-(5) under the assumption that there are two or three (when necessary) groups of carriers are listed in Table I. In the first stage we fitted the experimental data on $R_{a c}(B)$ with a fixed value of conductivity at $B=0$. The obtained parameters were then used as initial ones to fit the experiment data on the $\rho_{a}(B)$ dependence. The parameters obtained as a result of these two procedures were found to differ by $10-30 \%$. They were refined to achieve the best
possible description of both experimental dependences. The carrier parameters $\sigma_{i}$ and $R_{i}$ for two orientations (along the $\mathbf{c}$ axis and at right angles to $\mathbf{c}$ ) were chosen independently.

Processing the experimental data via Eqs. (3)-(5) showed that in the initial $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ sample the charge transfer in the plane is done by electrons and holes whose mobility values are close at all temperatures but that the hole contribution to conductivity is predominant. The partial conductivity of the third group of carriers is low, and at low temperatures the mobility of these carriers, $\mu_{3}=\sigma_{3} R_{3}$, is much lower than the mobility of the first two groups and is weakly temperature-dependent. Along the c axis the charge is transferred only by holes, and the electrons have an extremely low mobility. The fitting results agree with the temperature behavior of concentrations for the three-band model suggested in Ref. 19. Analogous behavior of $R_{a c}$ and $R_{c a}$ and temperature and field variations was observed by Testardi et al. ${ }^{22}$

A similar fitting of the field dependence of $R_{a c}, R_{c a}$ (see Fig. 4), $\rho_{a}$, and $\rho_{c}$ made it possible to obtain a set of parameters $\sigma_{i}$ and $R_{i}$ for the irradiated crystals (Table II). For sample B 2 the main contribution to the conductivity and the

TABLE I. One-band parameters $\sigma_{i}$ and $R_{i}(i=1,2,3)$ obtained in fitting the experimental curves for the Hall constants $R(B)$ and the electrical resistivities $\rho(B)$ in Eqs. (3)-(5) for the initial $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ sample B 1 at different temperatures $T$ and field orientations with respect to the crystallographic axes $a$ and $c$.

| $\mathbf{B} \\| \mathbf{c}$ |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sigma_{i}, 10^{6}(\Omega \mathrm{~m})^{-1}$ |  |  |  |  |  |  |  |
| $T, \mathrm{~K}$ | $\sigma_{1}$ | $\sigma_{2}$ | $\sigma_{3}$ | $R_{1}$ | $R_{2}, 10^{-6} \mathrm{~m}^{3} \mathrm{C}^{-1}$ | $R_{3}$ | $\sigma_{1}, 10^{6}(\Omega \mathrm{~m})^{-1}$ | $R_{1}, 10^{-6} \mathrm{~m}^{3} \mathrm{C}^{-1}$ |
| 4.2 | 2.5 | 0.5 | 0.03 | +0.5 | -1.6 | -6 | 0.06 | $\mathbf{B} \\| \mathbf{a}$ |
| 50 | 1.2 | 0.2 | 0.01 | +0.5 | -2 | -6 | 0.05 | 1.2 |
| 100 | 0.5 | 0.07 | - | +0.6 | -4 | - | 0.02 | 1.1 |
| 300 | 0.05 | 0.007 | - | +0.7 | -4 | - | 0.003 | 1.1 |

TABLE II. One-band parameters $\sigma_{i}$ and $R_{i}$ obtained in fitting the experimental curves for $R(B)$ and $\rho(B)$ in Eqs. (3)-(5) for the $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ sample B2-B5 at different orientations of field B.

| Samples | B $\\| \mathbf{c}$ |  |  |  |  |  | B $\\|$ a |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sigma_{i}, 10^{6}(\Omega \mathrm{~m})^{-1}$ |  |  | $R_{i}, 10^{-6} \mathrm{~m}^{3} \mathrm{C}^{-1}$ |  |  | $\sigma_{i}, 10^{6}(\Omega \mathrm{~m})^{-1}$ |  | $R_{i}, 10^{-6} \mathrm{~m}^{3} \mathrm{C}^{-1}$ |  |
|  | $\sigma_{1}$ | $\sigma_{2}$ | $\sigma_{3}$ | $R_{1}$ | $R_{2}$ | $R_{3}$ | $\sigma_{1}$ | $\sigma_{2}$ | $R_{1}$ | $R_{2}$ |
| B2 | 0.1 | 0.6 | - | +3 | -0.6 | - | 0.005 | 0.02 | -20 | -1 |
| B3 | 0.02 | 0.2 | - | +15 | -4 | - | 0.003 | 0.003 | +30 | -40 |
| B4 | 0.001 | $1 \times 10^{-4}$ | 0.001 | $+80$ | -20 | -2000 | $8 \times 10^{-6}$ | $8 \times 10^{-6}$ | $+7 \times 10^{3}$ | $-6 \times 10^{3}$ |
| B5 | 0.08 | 0.01 | - | +5 | -20 | - | 0.001 | 0.001 | $+30$ | $-10$ |

Hall effect is provided by electrons, while the hole contribution is either small (the measuring current $\mathbf{j}$ is directed along the a axis) or nil ( $\mathbf{j} \| \mathbf{c}$ ). In contrast to $R_{a c}$, the value of $R_{c a}$ is essentially independent of temperature, which reflects the difference in carrier type for the directions along a (electrons and holes) and along $\mathbf{c}$ (only electrons). For all the samples, $R_{c a}(B)$ is described by a model with two types of carrier. The nonmonotonic dependence of $R_{a c}$ on $B$ (sample B4), which has a maximum for $B>6 \mathrm{~T}$, required three types of carrier for fitting: two with relatively high mobilities and one with low mobility (Table II). The sample B4 at $T=4.2 \mathrm{~K}$ has high values $\rho_{a} \approx 50 \mathrm{~m} \Omega \cdot \mathrm{~cm}$ and $\rho_{c} / \rho_{a} \approx 80$ (Fig. 1); highmobility electrons and holes provide the main contribution to conductivity for the case where $\mathbf{j} \| \mathbf{a}$ and $B=0$, holes with a lower mobility provide the main contribution for the case where $\mathbf{j} \| \mathbf{c}$ (Table II).

At $T=4.2 \mathrm{~K}$, oscillations in $\rho_{a}$ in transverse and longitudinal magnetic fields up to 14 T were observed in the initial sample B1. Of the irradiated samples only B5 (the sample with the smallest disorder) exhibited oscillations in $\rho_{a}$ in a transverse field (Fig. 5). To fit the experimental curves we used the expression ${ }^{20}$

$$
\begin{equation*}
\rho_{a}(B)=\rho_{0}(B)\left[1+a_{0} \exp \left(-\frac{B_{0}}{B}\right) \sin \left(\frac{B_{1}}{B}+\varphi\right)\right]^{-1}, \tag{6}
\end{equation*}
$$

where the monotonic part $\rho_{0}(B)$ (classical magnetoresistance) is described by Eqs. (4) and (5), the factor $a_{0} \exp \left(-B_{0} / B\right)$ takes into account the damping of oscillations ( $B_{0}$ is related to mobility by the formula $\mu_{0}=\pi / B_{0}$ ), and $B_{1}$ is determined by the extremal cross-sectional area of the Fermi surface: $S_{F}=2 \pi e B_{1} / \hbar$. Processing the experimental curves of longitudinal magnetoresistance required allowing for the contribution of two oscillations with distinct periods. The parameters obtained in the fitting process are listed in Table III. The tendency of $\mu_{0}$ and $B_{1}$ in B5 to be smaller than the values in the initial sample B 1 on the whole agrees with the behavior of the mobilities $\mu_{1}=\sigma_{1} R_{1}$ and concentrations $n_{1} \sim 1 / R_{1} e$ (see Tables I-III), but $\mu_{0}$ is smaller than $\mu_{1}$. The quantity $m_{0}$, which determines the damping of oscillations, is related to the cyclotron mass and in the anisotropic case does not coincide with the Hall mobility $\mu_{1}$. If one uses the parameters of Azou et al., ${ }^{11}$ the result is $\mu_{1} / \mu_{0} \approx 2$. For B1 and B5 this ratio is approximately four,


FIG. 5. Oscillations of the transverse (curves 1 and 3) and longitudinal (curve 2) magnetoresistances $\rho(B)$ in $\mathrm{Bi}_{2} \mathrm{Te}_{3} ; \rho_{0}$ is the monotonic part of the resistivity (see Eq. (6)); curves 1 and 2, the initial sample B1; and curve 3, the irradiated sample B5. $\bigcirc, \square$, and $\triangle$ represent the experimental data, and the curves are fitting curves for $\rho_{0}(B)$ (a) and the oscillating part of the resistivity (b, the curves are shifted along the horizontal axis).

TABLE III. Parameters obtained in fitting the oscillations of the magnetoresistance $\rho_{a}(B)$ (the Shubnikov-de Haas effect to Eq. (6) for the initial (B1) and irradiated (B5) $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ samples.

| Sample | Field orientation | $B_{0}, \mathrm{~T}$ | $\mu_{0}=\pi / B_{0}$ | $B_{1}, \mathrm{~T}$ | $B_{2}, \mathrm{~T}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| B1 | $\mathbf{B} \\| \mathbf{c}$ | 15 | 0.2 | 170 | - |
| B2 | $\mathbf{B} \\| \mathbf{a}$ | 15 | 0.2 | 260 | 120 |
| B5 | $\mathbf{B} \\| \mathbf{c}$ | 35 | 0.09 | 80 | - |

which is probably due to the higher anisotropy of the electrical resistivities of our samples as compared to the $n$-type samples used by Azou et al. ${ }^{11}$

The periods of oscillations $B_{x}, B_{y}$, and $B_{z}$ for the three crystallographic directions can be used to calculate the carrier concentration:

$$
n=6 \frac{4}{3 \pi \sqrt{2}}\left(\frac{e}{h}\right)^{3 / 2}\left(B_{x} B_{y} B_{z}\right)^{1 / 2}
$$

(for six ellipsoids). For B1 we have $n \approx 4 \times 10^{18} \mathrm{~cm}^{-3}$, while from the Hall concentration (Eq. (2)) we obtain $n \approx 5$ $\times 10^{18} \mathrm{~cm}^{-3}$. Estimates for B5 yield $n \approx 1.5 \times 10^{18} \mathrm{~cm}^{-3}$ and $0.8 \times 10^{18} \mathrm{~cm}^{-3}$, respectively.

## 4. DISCUSSION

Ordinarily, the $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ compound with a C-33 layered structure has an excess of positive charge carriers, which form as a result of small deviations from the stoichiometric composition in the sample crystallization process. ${ }^{9,12}$ The rhombohedral crystalline structure of bismuth telluride consists of layers of tellurium and bismuth that alternate in the sequence $\mathrm{Bi}-\mathrm{Te}-\mathrm{Te}-\mathrm{Bi}-\mathrm{Te}-\mathrm{Bi}-\mathrm{Te}-\mathrm{Te}-\mathrm{Bi}$ (Refs. 13 and 14), with the unit cell containing one $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ molecule. According to Ref. 9, the hole and electron constant-energy surfaces consist of six ellipsoids oriented at, respectively, $86^{\circ}$ and $56^{\circ}$-angles to the $c$ axis. This band structure, which can be considered a first approximation, determines the anisotropy of the resistivities $\rho_{a}$ and $\rho_{c}$ and the Hall constants $R_{a c}$ and $R_{c a}$. Some experimental data suggest, however, that the top of the valence band and the conduction band have a more complicated structure. ${ }^{15}$ The three-band model proposed in Ref. 19 provides a good description of the temperature anomalies in $R$, including sign inversion. Calculations of the antistructural defect in $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ by the Green's functions method ${ }^{23}$ supported the version of the valence band used in the model of Ref. 19. According to Pechur and Toussaint, ${ }^{23}$ the top of the valence band has maxima that differ by 0.02 eV in the directions ZG, $Г А, ~ Г \mathrm{D}$, and $\Gamma \mathrm{X}$ of the Brillouin zone. The minimum in the conduction band is observed along the $\Gamma Z$ direction, where the energy changes little. Preliminary analysis supports this picture.

When $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ is bombarded by $5-\mathrm{MeV}$ electrons, defects form in the compound, effectively doping the material. Our estimates suggest that the relative number of initially knocked-out atoms or dislocations (point defects of the type of vacancies and interstitial atoms) amounts to $10^{-3}-10^{-4}$ for an electron fluence $\Phi=1 \times 10^{19} \mathrm{~cm}^{-2}$. Since the irradiation temperature of 250 K is relatively high (approximately
three-tenths of the melting point, equal to 860 K ; Ref. 24), most initial point defects are annealed in the irradiation process. The above data suggest that the main type of the radiation-induced defects in this case is the "antistructural" defects, in which Bi and Te atoms change places; these defects are present in the initial samples. ${ }^{15}$ More complicated defects (complexes) may also be preserved at $T=250 \mathrm{~K}$. The concentration of antistructural defects is of order $10^{-4}$, which must lead to a corresponding increase in electron and hole concentrations by approximately $10^{18} \mathrm{~cm}^{-3}$.

Antistructural defects are usually assumed to be responsible for the hole concentration prevailing in $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ (Ref. 24). The thermodynamically stable concentration of such defects yields $10^{19}$ holes per cubic centimeter in $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ (Ref. 19). The excess of defects introduced by irradiation lowers the hole concentration and increases the electron contribution to conductivity, while annealing reduces the defect concentration to the thermodynamically stable value at the given temperature and hence increases the hole contribution. The change of sign of the thermoelectromotive force and the Hall effect when $p-\mathrm{Bi}_{2} \mathrm{Te}_{3}$ is bombarded by neutrons and protons has been observed earlier (see the literature cited in Ref. 15). Note that applying pressure up to 20 GPa , which initiates structural phase transitions in $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ and in an indium alloy, ${ }^{25}$ also leads to a transition from $p$-type conduction to $n$-type, i.e., in this case the introduced defects lower the hole concentration.

In the initial (B1) and irradiated (B2) samples, the dominant charge carriers are mobile electrons and holes. The only difference between B1 and B2 is that in the former the Fermi level is close to the lower hole band, while in the latter the Fermi level is near the upper electron band. This band structure for $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ was used in Ref. 19. The decrease in the concentration of radiation-induced defects under isochronous annealing ensures a transition from $n$-type conduction to $p$-type, so that the Fermi level lands in the region near the middle of the gap (sample B4). An important feature of this state is that the concentrations of mobile electrons and holes are extremely low (Table II), so that the contribution of lowmobility carriers becomes significant.

Since in the B1 sample the main contribution to conductivity for all values of $T$ is provided by holes and in the B2 sample, by electrons (see Tables I and II), we can compare the mobilities by defining them as $\mu \simeq R_{a c} / \rho_{a}$. The temperature dependence of the reciprocal mobilities $\mu^{-1}$ is depicted in Fig. 6 and is described fairly well by the formula

$$
\begin{equation*}
\mu^{-1}=a+b T^{n}, \tag{7}
\end{equation*}
$$

where $n=2.2 \pm 0.2$. The term $a$, which corresponds to ' $i m-$ purity" scattering, increases under bombardment, while the temperature-dependent term change very little. The exponent $n$ is close to two, which is characteristic of electron-electron scattering observed in metals with strong electron correlations. ${ }^{1-6,8}$ The quadratic temperature dependence of type (7) also clearly manifests itself in the behavior of the electrical conductivity $\rho_{a}$ of the samples B1 and B2 when the temperatures are not too high, so that the carrier concentration is essentially constant (see the inset in Fig. 6). At low temperatures the electrical resistivity and the Hall effect in


FIG. 6. Temperature curves for the reciprocal mobility $\mu^{-1}=\rho_{a} / R_{a c}$ in $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ (the inset shows the electrical resistivity $\rho_{a}$ as a function of $T^{2}$ ); Curve 1 - the initial sample B1; curves 2 and 3 - the irradiated samples B 2 and B 4 , respectively. $\triangle, \boldsymbol{\ominus}$, and $\bigcirc$ represent the experimental data, and the curves are fitting curves (see Eq. (7)).
the samples being studied is weakly temperature-dependent (see Figs. 1 and 2), which justifies using Eqs. (3)-(5) for the degenerate case.

Thus, the bombardment of $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ crystals by $5-\mathrm{MeV}$ electrons leads to a transition from the $p$-type metallic state to the metallic state with electron conduction. The annealing of defects shifts the chemical potential level from the edge of the conduction band to the top of the valence band through intermediate states in the middle of the energy gap in the electron spectrum, where conduction is by low-mobility carriers. The change in the anisotropy parameter reflects the contribution of different electron bands to conduction along the $c$ axis and in the plane, depending on the position of the Fermi level. Here the behavior of the transport properties is similar to that of the "anomalous'" properties of high- $T_{c}$ superconducting compounds, observed in a narrow doping region near the metal-insulator transition. ${ }^{1,2,8}$ In contrast to doping, electron bombardment leads to reversible changes in the crystal lattice and the electron spectrum, changes that can be reversed by annealing, so that in the irradiated material the metallic $p$-type conduction is restored and quantum oscillations of the resistivity emerge again.
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A theory of Mössbauer spectra of noninteracting Stoner-Wohlfarth (SW) particles interacting with rf magnetic fields is developed. The theory makes it possible to calculate the absorption spectra for arbitrary frequency and amplitude of the rf field. The main features of the Stoner-Wohlfarth model are discussed. The Liouville superoperator formalism is used to generalize the results to the case of arbitrarily time-varying hyperfine fields at a nucleus. To understand the qualitative features of the collapse effect that are observed in the Mössbauer spectra of SW particles the particular case of a circularly polarized hyperfine field is studied, and an analytical expression is obtained describing the Mössbauer spectra for this case. An analysis is also made for weak rf magnetic fields and in this case the resonance behavior of the Mössbauer lines is traced as a function of the frequency of the rf field. © 1998
American Institute of Physics. [S1063-7761(98)01705-3]

## 1. INTRODUCTION

The method of investigating Mössbauer spectra of the hyperfine structure by irradiating the sample with a radiofrequency (rf) field is now attracting increasing attention. This method makes it possible to study the relaxation properties of magnetic alloys at frequencies of the order of hundreds of MHz , which is of great practical interest. Numerous experimental works, where the diverse behavior of the shapes of the Mössbauer spectra as a function of the frequency and amplitude of the rf field was demonstrated qualitatively, have been published in connection with this problem. ${ }^{1-11}$ As the amplitude of the rf field increases, the hyperstructure, which is well resolved in the absence of the rf field, collapses to a single line. This phenomenon, discovered by Pfeiffer in 1971, is called the collapse effect.

Theoretical investigations in this field are actually only just beginning. The theoretical work published thus far analyzes only the case of extremely strong rf fields and does not contain even a rough description for the case of rf fields of arbitrary intensity. ${ }^{12-14}$ Only very recently we were the first to propose a theory that made it possible to calculate in a model the Mössbauer spectra for arbitrary frequencies and amplitudes of the rf field. ${ }^{15}$

In the latest work the magnetic alloy was treated, by analogy to the Stoner-Wohlfarth (SW) model, ${ }^{16}$ as a collection of small uniformly magnetized particles with randomly oriented axes of easiest magnetization. The rf-field-induced magnetization reversal process was treated as random jumps from one orientation of the axis of easiest magnetization to the opposite orientation. This assumption greatly simplified the analysis and made it possible to obtain a closed-form expression for the Mössbauer absorption spectrum. Even in this very simple case the final result had a very nontrivial
form and consisted of a double integral of an operator function. Nonetheless, the formulas obtained can be programmed on a computer, and in Ref. 15 a number of specific examples were studied (see Ref. 15 for details).

It is perfectly obvious that the model developed in Ref. 15 is not general. For example, in the Stoner-Wohlfarth model ${ }^{16}$ magnetization reversal of a particle under the action of a magnetic field is accompanied by a deflection of the magnetic moment of the particle away from the axis of easiest magnetization. This circumstance makes it much more difficult to calculate the Mössbauer absorption spectra and makes it necessary to use more refined mathematical methods of analysis. Nonetheless, if the SW model, where the magnetic relaxation admits a relatively simple mathematical description, is strictly followed, it is possible to obtain even in this case closed-form expressions for the Mössbauer absorption spectra and to perform concrete calculations for arbitrary rf amplitudes and frequencies. The present paper is devoted to this question. In what follows we shall work strictly in the SW model in its original form, ${ }^{16}$ where interparticle interactions were neglected.

A detailed derivation of the formulas describing the Mössbauer absorption spectra in the case when the timedependent hyperfine field at a nucleus reverses direction, i.e., it remains parallel to the same axis, is given in Sec. 2. The Stoner-Wohlfarth model is briefly discussed in Sec. 3. In Sec. 4 the results of Sec. 2 are extended to the case of an arbitrary time-dependent hyperfine magnetic field by replacing the Hamiltonian operators by Liouville superoperators. To understand the characteristic behavior of the Mössbauer spectra in the SW model, the case of a circularly polarized hyperfine field is specially studied in Sec. 5. This example admits a simple analytical description and makes it possible to show a number of new features of the collapse effect

which are manifested in the Mössbauer absorption spectra in the SW model. The case of weak rf fields, where the general expressions greatly simplify and the resonant character of the rf frequency dependence of the Mössbauer spectra can be precisely traced, is analyzed in Sec. 6.

## 2. MÖSSBAUER SPECTRA OF THE HYPERFINE STRUCTURE UNDER THE ACTION OF AN RF FIELD IN THE ADIABATIC APPROXIMATION: DETERMINISTIC DESCRIPTION OF THE HYPERFINE FIELD

A rf field influences the hyperfine spectra via the hyperfine field $\mathbf{H}_{\mathrm{hf}}(t)$ acting on a nucleus. Under the action of the rf field the hyperfine field becomes time-dependent as result of complicated relaxation processes. The simplest and physically clearest situation occurs in the cases when the relaxation processes are rapid enough that $\mathbf{H}_{\mathrm{hf}}(t)$ follows some macroscopic characteristics of the sample-in the SW model the magnetization $\mathbf{M}_{i}(t)$ of a particle, where $\mathbf{M}_{i}(t)$ in turn varies in time as a result of the action of the rf field. If a model of magnetization reversal is given, then $\mathbf{M}_{i}(t)$ and therefore also $\mathbf{H}_{\mathrm{hf}}(t)$ are known functions and the Hamiltonian of the system, which includes the hyperfine interac-
tion and the interaction of a $\gamma$-ray with a nucleus, will have the following form for the ground and excited states of a nucleus:

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+g_{g, e} \mu_{N} \hat{\mathbf{I}}^{(g, e)} \mathbf{H}_{\mathrm{hf}}(t)+\hat{V}_{\gamma N}\left(t_{0}\right), \tag{1}
\end{equation*}
$$

where $\hat{H}_{0}$ is the nuclear Hamiltonian determining the energy levels of a nucleus in the ground and excited states, neglecting the hyperfine interaction, and the second term in Eq. (1) describes the hyperfine interaction of a nucleus. Here $\mu_{N}$ is the nuclear magneton; $g_{g, e}$ is the nuclear $g$ factor; $\hat{\mathbf{I}}^{(g, e)}$ are the nuclear spin for the ground $(g)$ and excited $(e)$ states of a nucleus; and, the operator $\hat{V}_{\gamma N}\left(t_{0}\right)$ describes the interaction of a $\gamma$-ray with a nucleus, $t_{0}$ is being the time at which this interaction is switched on. According to the general theory of the resonant interaction of radiation with matter, ${ }^{17}$ we take $V(t)=0$ for $t<t_{0}$. As one can see from Eq. (1), the form of the absorption spectrum will be determined through the dependence $\mathbf{H}_{\mathrm{hf}}(t)$.

In strong rf fields, most of the time each particle will possess a direction of magnetization that is essentially parallel to the direction of the rf field and, assuming extremely rapid relaxation, its direction will change instantaneously
when the direction of the rf field changes (see Fig. 1a). If the perpendicular components of the hyperfield are neglected, then we have for the wave functions of the nucleus in the ground and excited states, $\psi_{m}(t)$ and $\psi_{M}(t)$ respectively,

$$
\begin{align*}
\psi_{m}\left(t, t_{0}\right)= & \exp \left[-i g_{g} \mu_{N} m \int_{t_{0}}^{t} H_{\mathrm{hf}}\left(t^{\prime}\right) d t^{\prime}\right]|m\rangle \\
\psi_{M}\left(t, t_{0}\right)= & \exp \left[-i g_{e} \mu_{N} M \int_{t_{0}}^{t} H_{\mathrm{hf}}\left(t^{\prime}\right) d t^{\prime}\right.  \tag{2}\\
& +\left(i \frac{E_{0}}{\hbar}-\frac{\Gamma_{0}}{2}\right)\left(t-t_{0}\right)|M\rangle
\end{align*}
$$

Here $m$ and $M$ are the projections of the nuclear spin on the direction of the hyperfine field in the ground and excited states, respectively, and $E_{0}$ and $\Gamma_{0}$ are the energy and width of the excited state of the nucleus.

According to Ref. 17, we have for the amplitude of the absorption of a $\gamma$-ray with energy $E=\hbar \omega$

$$
\begin{align*}
c_{m M}(\omega) & =\int_{t_{0}}^{\infty}\left\langle\psi_{M}^{*}(t)\right| \hat{V}_{\gamma N}\left(t_{0}\right) \exp \left[i \omega\left(t-t_{0}\right)\right]\left|\psi_{m}(t)\right\rangle d t \\
& \equiv V_{m M} \int_{t_{0}}^{\infty} \exp \left[\int_{t_{0}}^{t} i \omega_{m M}\left(t^{\prime}\right) d t^{\prime}+i \widetilde{\omega}\left(t-t_{0}\right)\right] d t \tag{3}
\end{align*}
$$

where $\omega_{m M}(t)=\left(g_{e} M-g_{g} m\right) \mu_{N} H_{\mathrm{hf}}(t), \widetilde{\omega}=\omega+i \Gamma_{0} / 2$, and $V_{m M}$ are the matrix elements of the nuclear current operator, which also includes the probability of the Mössbauer effect. The square of the absolute value of the absorption amplitude determines the absorption cross section. ${ }^{17}$ It is also necessary to average over the switch-on time $t_{0}$. Ordinarily, no special attention is given to $t_{0}$, but in this case there is a timedependent rf field, which determines its own reference time. Since the rf field is periodic, it is sufficient to average over one period. On this basis we have for the absorption cross section

$$
\begin{equation*}
\sigma(\omega)=\sigma_{a} \sum_{\alpha}\left|C_{\alpha}\right|^{2} \varphi_{\alpha}(\omega), \tag{4}
\end{equation*}
$$

where

$$
\begin{align*}
\varphi_{\alpha}(\omega)= & \frac{1}{T_{\mathrm{rf}}} \int_{0}^{T_{\mathrm{rf}}}\left|\int_{t_{0}}^{\infty} \exp \left\{\int_{t_{0}}^{t} i\left[\widetilde{\omega}-\omega_{\alpha}\left(t^{\prime}\right)\right] d t^{\prime}\right\} d t\right|^{2} d t_{0} \\
\equiv & \frac{1}{T_{\mathrm{rf}}} \int_{0}^{T_{\mathrm{rf}}} d t_{0} \int_{t_{0}}^{\infty} d t_{1} \exp \left[-\Gamma_{0}\left(t_{1}-t_{0}\right)\right] \\
& \times \int_{t_{1}}^{\infty} d t \exp \left\{\int_{t_{1}}^{t} i\left[\widetilde{\omega}-\omega_{\alpha}\left(t^{\prime}\right)\right] d t^{\prime}\right\}+\text { c.c. } \tag{5}
\end{align*}
$$

Here $\sigma_{a}=f_{a} n_{a} s_{0} t_{a}$ is the effective thickness of the absorber, $f_{a}$ is the probability of the Mössbauer effect in the absorber, $n_{a}$ is the density of resonant nuclei in the absorber, $\sigma_{0}$ is the transverse absorption cross section, $t_{a}$ is the thickness of the absorber, $\alpha \equiv m$ and $M$, the coefficients $C_{\alpha}$ determine the intensity of the corresponding transitions and can be ex-
pressed in terms of the Clebsch-Gordan coefficients, $T_{\text {rf }}$ $=2 \pi / \omega_{\mathrm{rf}}$ is the period of the rf field, and $\omega_{\mathrm{rf}}$ is the frequency of the rf field.

The periodicity of the rf field makes it possible to simplify the expression (5). The integral over $t_{0}$ can be performed by parts, the result being

$$
\begin{align*}
\varphi_{\alpha}(\omega)= & \frac{1}{\Gamma_{0} T_{\mathrm{rf}}} \int_{0}^{T_{\mathrm{rf}}} d t_{1} \int_{t_{1}}^{\infty} d t \\
& \times \exp \left\{\int_{t_{1}}^{t} i\left[\widetilde{\omega}-\omega_{\alpha}\left(t^{\prime}\right)\right] d t^{\prime}\right\}+\text { c.c. } . \tag{6}
\end{align*}
$$

Since $\omega_{\alpha}(t)=\omega_{\alpha}\left(t+T_{\mathrm{rf}}\right)$, we easily find

$$
\begin{align*}
\varphi_{\alpha}(\omega)= & \frac{1}{\Gamma_{0} T_{\mathrm{rf}}} \int_{0}^{T_{\mathrm{rf}}} d t_{1} \int_{t_{1}}^{t_{1}+T_{\mathrm{rf}}} d t \\
& \times \frac{\exp \left[i \widetilde{\omega}\left(t-t_{1}\right)\right]}{1-\exp \left(i \widetilde{\omega} T_{\mathrm{rf}}\right) \hat{G}\left(t_{1}, t_{1}+T_{\mathrm{rf}}\right)} G\left(t_{1}, t\right)+\text { c.c. }, \tag{7}
\end{align*}
$$

where

$$
\begin{equation*}
G\left(t_{1}, t\right)=\exp \left\{\int_{t_{1}}^{t} d t^{\prime}\left(-i \omega_{\alpha}(t)\right)\right\} . \tag{8}
\end{equation*}
$$

The function $G\left(t_{1}, t\right)$ can be factorized as

$$
\begin{equation*}
G\left(t_{1}, t\right)=G^{-1}\left(0, t_{1}\right) G(0, t) . \tag{9}
\end{equation*}
$$

As a result, Eq. (7) acquires the simpler form

$$
\begin{align*}
\varphi_{\alpha}(\omega)= & \frac{1}{\Gamma_{0} T_{\mathrm{rf}}} \int_{0}^{T_{\mathrm{rf}}} d t_{1} \int_{t_{1}}^{t_{1}+T_{\mathrm{rf}}} d t G^{-1}\left(0, t_{1}\right) \\
& \times \frac{\exp \left[i \widetilde{\omega}\left(t-t_{1}\right)\right]}{1-\exp \left(i \widetilde{\omega} T_{\mathrm{rf}}\right) \hat{G}\left(0, T_{\mathrm{rf}}\right)} G(0, t)+\text { c.c. } \tag{10}
\end{align*}
$$

This form, where the integration limits are finite, is most convenient for specific calculations for an arbitrary periodic time-dependence of the hyperfine field $\mathbf{H}_{\mathrm{hf}}(t)$.

The integral (10) can be easily calculated in the case when $\mathbf{H}_{\mathrm{hf}}$ varies in time as shown in Fig. 1a. The result is

$$
\begin{align*}
\varphi_{\alpha}(\omega)= & \frac{1}{8 \Gamma_{0}}\left\{\frac { 1 + \operatorname { e x p } ( i \widetilde { \omega } T _ { \mathrm { rf } } ) } { 1 - \operatorname { e x p } ( i \widetilde { \omega } T _ { \mathrm { rf } } ) } \left[F_{\alpha}(\widetilde{\omega})\right.\right. \\
& \left.\left.+F_{\alpha}(-\widetilde{\omega})\right]+\left[F_{\alpha}(\widetilde{\omega})-F_{\alpha}(-\widetilde{\omega})\right]\right\}+ \text { c.c. } \tag{11}
\end{align*}
$$

where

$$
\begin{aligned}
& F_{\alpha}( \pm \widetilde{\omega})=G^{ \pm}\left(\widetilde{\omega}, \omega_{\alpha}\right)+G^{ \pm}\left(\widetilde{\omega},-\omega_{\alpha}\right), \\
& G^{ \pm}\left(\widetilde{\omega}, \omega_{\alpha}\right)=\left(\widetilde{y} / y_{\alpha}+2\right) f^{ \pm}\left(\tilde{y}+y_{\alpha}\right), \\
& f^{+}(x)=\frac{1-\cos x}{x^{2}}, \quad f^{-}(x)=i \frac{x-\sin x}{x^{2}}, \\
& \tilde{y}=\frac{\widetilde{\omega} T_{\mathrm{rf}}}{2}, \quad y_{\alpha}=\frac{\omega_{\alpha} T_{\mathrm{rf}}}{2} .
\end{aligned}
$$



FIG. 2. a-Magnetization $\mathbf{m}$ of a SW particle in an external magnetic field $\mathbf{H}$. bNormalized energy $\eta=E /\left(N_{x}-N_{y}\right) V M_{0}^{2}$ of a SW particle $\left(\theta=45^{\circ}\right)$ versus the angle $\phi$ for different values of the normalized external magnetic field $h=H\left(N_{x}-N_{y}\right) V M_{0}$; the dashed line shows the variation of the angle $\phi$ with decreasing $h$ from a positive value above $h_{c}$ to negative values.

Examples of the transformation of the hyperfine structure spectra as a function of the ratio of the rf and the Larmor frequency are presented in Figs. 1b-f. In all cases the spectra consist of a single central line and satellites. According to Eq. (11), we have for the intensities of the satellites in the case $\omega_{\mathrm{rf}} \gg \Gamma_{0}$

$$
\begin{equation*}
I_{k}=2 \sigma_{a} \sum_{\alpha}\left[\frac{y_{\alpha}}{(\pi k)^{2}-y_{\alpha}^{2}}\right]^{2}\left[1-(-1)^{k} \cos y_{\alpha}\right] \tag{12}
\end{equation*}
$$

These results are in complete agreement with Refs. 13 and 14.

## 3. STONER-WOHLFARTH MODEL

The model proposed by Stoner and Wohlfarth in 1946 is widely used to describe magnetization reversal in magnetic alloys. ${ }^{16}$ In this model a ferromagnet is treated as a collection of individual particles or clusters, inside which a strong exchange interaction operates, so that each particle can be treated as uniformly magnetized with magnetization $M_{0}$. For simplicity it is assumed that each particle is a prolate ellipsoid of revolution with a random orientation of the axes in space (see Fig. 2a). As a consequence of the nonsphericity of the particles, there arises a shape energy

$$
\begin{equation*}
E_{d}=\frac{V M_{0}^{2}}{2}\left(N_{y} \cos ^{2} \psi+N_{x} \sin ^{2} \psi\right) \tag{13}
\end{equation*}
$$

where $V$ is the particle volume and $N_{x}$ and $N_{y}$ are demagnetization factors along the $x$ and $y$ axes, respectively.

The SW model also assumes that

$$
\begin{equation*}
E_{d} \gg k T \tag{14}
\end{equation*}
$$

so that in the absence of external fields the magnetic moment of each particle occupies one of two positions in the direction of the axis of easiest magnetization. On account of the relation (14) jumps between these two states are assumed to be very slow so that they can be neglected during the measurement time.

If an external magnetic field $H$ acts on a particle, then the total Hamiltonian of the particle is

$$
\begin{equation*}
\hat{H}=-H V M_{0} \cos \phi+\frac{V M_{0}^{2}}{2}\left(N_{y} \cos ^{2} \psi+N_{x} \sin ^{2} \psi\right) \tag{15}
\end{equation*}
$$

Here the first term describes the energy of the particle in the external magnetic field. Figure 2 b shows a series of curves of the total energy of a particle as a function of the direction of the magnetization vector for different values of the normalized magnetic field intensity

$$
\begin{equation*}
h=\frac{H}{\left(N_{x}-N_{y}\right) V M_{0}} . \tag{16}
\end{equation*}
$$

As one can see from Fig. 2b, when an external magnetic field is applied, the energy minima shift as a function of the angle $\phi$, i.e., the magnetic moment tilts away from the axis of easiest magnetization (see Fig. 2a). For weak magnetic fields $h<h_{c}$ two energy minima of different depth and two maxima remain on the curve. If the external field is stronger than $h_{c}$, we have curves with one minimum ( $h_{c}$ is the critical magnetic field intensity, which depends on the orientation of the particle ${ }^{16}$ ).

An important assumption of the SW model is that there exist fast relaxation processes such that as the external field varies, the magnetic moment of a particle follows the position of and instantaneously changes direction in accordance with the local minimum and passes instantaneously into the absolute minimum only for fields $h>h_{c}$. The dashed line in Fig. 2 b shows the variation of the direction of the magnetic moment as a function of $h$.

The behavior of the magnetic moment of a particle as a function of the external magnetic field $H$ can be calculated according to the scheme described above. The corresponding curves for an external periodic field

$$
\begin{equation*}
H(t)=H_{0} \sin \omega t \tag{17}
\end{equation*}
$$

are displayed in Fig. 3, which displays the projections of the magnetic moment on the direction of the magnetic field for different groups of particles with different orientations of the axes of easiest magnetization, as well as the general magnetization curve with all particles randomly oriented. As one can see from this figure, for fields above $h_{c}$ the magnetization curve reaches a stationary closed curve irrespective of the initial position of the magnetic moment of the particle at $H=0$. For weak fields memory of the initial state is retained, and for each particle there are two magnetization curves, each curve corresponding to a different initial state, distinguished by an opposite orientation of the magnetic moment.


FIG. 3. Magnetization curves for SW particles with angles $\theta=0^{\circ}, 45^{\circ}$, and $90^{\circ}(\mathrm{a}-\mathrm{c})$ and for an ensemble of randomly oriented SW particles (d) for different rf amplitudes $h_{0}=1.5,0.75$, and 0.5 (left to right).

Since the critical field $h_{c}$ depends on the orientation of the axis of easiest magnetization of a particle relative to the direction of the magnetic field, for certain amplitudes of the external field $H_{0}$ in the range $0.5<h_{0}<1$ (see the series of curves in Figs. 3a-c) the magnetization of some particles will reverse in the strong-field regime and that of other particles will reverse in the weak-field regime. In the present model these features of the magnetization reversal process will be important for the formation of the hyperfine structure of the Mössbauer spectra.

We note that nontrivial role of relaxation in this model. On the one hand the relaxation process is assumed to be rapid enough for the magnetic moment to follow the position of the local energy minimum, while on the other hand this process must be quite slow compared with the jumps between local minima. It is obvious that both conditions can be realized only if the condition (14) holds with a large margin, so that the rate of above-barrier transitions between local minima can be assumed to be zero with exponential accuracy. The condition (14) is well-known to hold for large particles. As the particle volume decreases, the role of relaxation processes changes substantially and it becomes necessary to take into account jumps between local minima. This extension of the SW model can be accomplished on the basis of the approach proposed in Ref. 15.

## 4. MÖSSBAUER SPECTRA FOR STONER-WOHLFARTH PARTICLES

Thus, in the Stoner-Wohlfarth model the magnetic moment of the particles changes direction and a special investigation is required in order to take this circumstance into account in the Mössbauer absorption spectra. Such an investigation is much more complicated than not only the case examined in Sec. 2 but also the more general case studied in Ref. 15. In the present case the hyperfine interaction is determined by the Hamiltonian (1) without any restrictions, i.e., $\mathbf{H}_{\mathrm{hf}}(t)$ can change direction arbitrarily. Since the hyperfine interaction operators taken at different times do not commute, a simple solution of the kind obtained in Sec. 2 no longer exists.

In this case the wave functions for the ground and excited states are sought in the form

$$
\begin{align*}
& \left|\psi^{(g)}\left(t, t_{0}\right)\right\rangle=c_{m m_{0}}\left(t, t_{0}\right)|m\rangle  \tag{18}\\
& \left|\psi^{(e)}\left(t, t_{0}\right)\right\rangle=\tilde{c}_{M M_{0}}\left(t, t_{0}\right)|M\rangle .
\end{align*}
$$

Here $m, M$ and $m_{0}, M_{0}$ are the projections of the nuclear spin on a distinguished axis at the times $t$ and $t_{0}$, respectively. In the expressions (18) and below summation over repeated indices is assumed. From the Schrödinger equations for the coefficients $c_{m m_{0}}\left(t, t_{0}\right)$ and $\tilde{c}_{M_{0} M}\left(t, t_{0}\right)$ we easily find

$$
\begin{align*}
c_{m m_{0}}\left(t, t_{0}\right)= & \langle m| \widetilde{T} \exp \left[-i g_{g} \mu_{N} m\right. \\
& \left.\times \int_{t_{0}}^{t} \hat{H}_{\mathrm{hf}}\left(t^{\prime}\right) d t^{\prime}\right]\left|m_{0}\right\rangle,  \tag{19}\\
\tilde{c}_{M M_{0}}\left(t, t_{0}\right)= & \langle M| \widetilde{T} \exp \left[-i g_{e} \mu_{N} M \int_{t_{0}}^{t} \hat{H}_{\mathrm{hf}}\left(t^{\prime}\right) d t^{\prime}\right. \\
& \left.+\left(i \frac{E_{0}}{\hbar}-\frac{\Gamma_{0}}{2}\right)\left(t-t_{0}\right)\right]\left|M_{0}\right\rangle .
\end{align*}
$$

Taking account of the averaging with respect to the initial states over a period of the rf field, the absorption cross section for particles with a fixed orientation (i) of the axis of easiest magnetization will be given by the expression

$$
\begin{align*}
\sigma_{i}(\omega)= & \left.\frac{1}{T_{\mathrm{rf}}} \int_{0}^{T_{\mathrm{rf}}} \sum_{m_{0}, M_{0}} \right\rvert\, \int_{t_{0}}^{\infty} c_{M_{0} M}^{*}\left(t, t_{0}\right) \\
& \times\left. V_{M m} c_{m m_{0}}\left(t, t_{0}\right) e^{i \omega\left(t-t_{0}\right)} d t\right|^{2} d t_{0} \tag{20}
\end{align*}
$$

To transform this expression it is convenient to introduce the Liouville operator $\hat{\mathbf{L}}_{\hat{H}}(t)$, whose action on the ordinary operator $\hat{A}(t)$ is determined by the relation ${ }^{18}$

$$
\begin{equation*}
i \frac{\partial \hat{A}(t)}{\partial t}=\hat{\mathbf{L}}_{\hat{H}}(t) \hat{A}(t)=\frac{1}{\hbar}[\hat{H}(t), \hat{A}(t)] \tag{21}
\end{equation*}
$$

In our case the superoperator $\hat{\mathbf{L}}_{\hat{H}}(t)$ operates in a space with $\left(2 I^{(g)}+1\right)\left(2 I^{(e)}+1\right)$ variables, and for the case of ${ }^{57} \mathrm{Fe}$ nuclei it is a matrix of rank 8 . With the aid of this operator the expression (20) can be put into a form similar to the lefthand side of Eq. (5):

$$
\begin{align*}
\sigma_{i}(\omega)= & \frac{1}{T_{\mathrm{rf}}} \int_{0}^{T_{\mathrm{rf}}} d t_{0} \int_{t_{0}}^{\infty} d t_{1} \exp \left[-\Gamma_{0}\left(t_{1}-t_{0}\right)\right] \int_{t_{1}}^{\infty} \operatorname{Tr} \\
& \times\left\{\hat{V}\left[\hat{T} \exp \left\{\int_{t_{1}}^{t} i\left[\tilde{\omega} \hat{\mathbf{I}}-\hat{\mathbf{L}}_{\hat{H}}\left(t^{\prime}\right) d t^{\prime}\right]\right\} \hat{V}\right]\right\} d t+\text { c.c. } \tag{22}
\end{align*}
$$

Averaging over $t_{0}$ is performed completely analogously to Sec. 2. This gives

$$
\begin{align*}
\sigma_{i}(\omega)= & \frac{1}{\Gamma_{0} T_{\mathrm{rf}}} \int_{0}^{T_{\mathrm{rf}}} d t_{1} \int_{t_{1}}^{\infty} \operatorname{Tr}\{\hat{V} \hat{T} \\
& \left.\left.\times \exp \left\{\int_{t_{1}}^{t} i\left[\tilde{\omega} \hat{\mathbf{I}}-\hat{\mathbf{L}}_{\hat{H}}\left(t^{\prime}\right)\right] d t^{\prime}\right\}\right] \hat{V}\right\} d t+\text { c.c., } \tag{23}
\end{align*}
$$

and since the rf field is periodic, the expression (23) can be put into the form

$$
\begin{align*}
\sigma_{i}(\omega)= & \frac{1}{\Gamma_{0} T_{\mathrm{rf}}} \sum_{\pi} \int_{0}^{T_{\mathrm{rf}}} d t_{1} \int_{t_{1}}^{t_{1}+T_{\mathrm{rf}}} d t \mathrm{Tr} \\
& \times\left[\hat{V}_{\pi} \hat{\mathbf{G}}^{-1}\left(0, t_{1}\right) \frac{\exp \left[i \widetilde{\omega}\left(t-t_{1}\right)\right]}{\hat{\mathbf{I}}-\exp \left(i \widetilde{\omega} T_{\mathrm{rf}}\right) \hat{\mathbf{G}}\left(0, T_{\mathrm{rf}}\right)}\right. \\
& \left.\times \hat{\mathbf{G}}(0, t) \hat{V}_{\pi}\right]+ \text { c.c., } \tag{24}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{\mathbf{G}}(0, t)=\hat{T} \exp \left\{\int_{0}^{t} d t^{\prime}\left[-i \hat{\mathbf{L}}_{\hat{H}}\left(t^{\prime}\right)\right]\right\} \tag{25}
\end{equation*}
$$

( $\hat{T}$ is the chronological ordering operator). In Eq. (24) summation is also performed over different polarizations $\pi$ of the incident $\gamma$-rays. The total absorption cross section is obviously determined by averaging over all the differently oriented particles.

In accordance with the definition of the $\hat{T}$ product the operator $\hat{\mathbf{G}}(0, t)$ can be represented as

$$
\begin{equation*}
\hat{\mathbf{G}}(0, t)=\lim _{n \rightarrow \infty} \prod_{k=1}^{n} \exp \left(-i \hat{\mathbf{L}}_{\hat{H}}\left(t_{k}\right) \Delta t\right) \tag{26}
\end{equation*}
$$

where $\Delta t=t / n$ and $t_{k}=t-k \Delta t$. If the magnetic dynamics of the system is known, i.e., $\mathbf{M}_{i}(t)$, and therefore $\mathbf{H}_{\mathrm{hf}}^{(i)}(t)$ are known functions (see Fig. 3), it is not difficult to calculate the matrix elements of the operator $\hat{\mathbf{G}}(0, t)$ numerically in analogy to ordinary integrals. Then the Mössbauer absorption spectra can be calculated directly using Eqs. (24)-(26). We note that the calculations are much more involved than in the preceding case, where the field varied only in magnitude and not in direction. The computational results for the Mössbauer absorption spectra for different rf amplitudes and frequencies are displayed in Figs. 4 and 5.

As one can see from Fig. 4, as the rf amplitude increases, in strong magnetic rf fields the hyperfine structure that is well-resolved in weak rf fields collapses to a single central line with satellites located at distances $\pm n \omega_{\mathrm{rf}}$, where $n$ is an integer. As the rf frequency decreases, the intensity of the satellites increases. In intermediate fields a much more complicated picture of the transformation of the spectra is observed than in the case of the hyperfine structure spectra calculated in Ref. 15, where the perpendicular components of the hyperfine splitting were assumed to be zero.

Figure 5 shows a series of partial spectra for particles with different orientations with angles $\theta=0^{\circ}, 45^{\circ}$, and $90^{\circ}$, for which the role of the perpendicular components of $\mathbf{H}_{\mathrm{hf}}(t)$ is most conspicuous. It is easy to see that spectra with $\theta$ $=0^{\circ}$ and $90^{\circ}$ are qualitatively different from one another, and for $\theta=90^{\circ}$ a unique hyperfine structure appears for both the central line and the satellites. Moreover, splitting of the individual components of the hyperfine structure is observed (Figs. 5b, and 5c) for weak fields and rf frequency equal to the frequency of the hyperfine splitting of the nuclear ground


FIG. 4. Computed Mössbauer absorption spectra for an ensemble of randomly oriented SW particles in a rf field with different frequencies $\omega_{\mathrm{rf}}=60,50$, and $36.8 \mathrm{MHz}(\mathrm{a}-\mathrm{c})$ and amplitudes $h_{0}=5,1,0.75,0.5$, and 0.25 (top to bottom).
state. These features occur over a quite wide range of angles $\theta$ and they even appear clearly in the total spectra (Fig. 4). These effects require closer attention and will be discussed below.

## 5. MÖSSBAUER SPECTRA FOR A CIRCULARLY POLARIZED HYPERFINE FIELD

It is easy to see that for $h_{0}=1$ and $\theta=90^{\circ}$ the hyperfine field at a nucleus is strictly circularly polarized, i.e.,

$$
\begin{equation*}
\mathbf{H}_{\mathrm{hf}}(t)=\mathbf{n}_{x} \cos \left(\omega_{\mathrm{rf}} t\right)+\mathbf{n}_{y} \sin \left(\omega_{\mathrm{rf}} t\right) . \tag{27}
\end{equation*}
$$

As we shall see below, the expression for the Mössbauer absorption spectrum has a relatively simple analytical solution in this case.

Let us consider the wave function of the nuclear ground state. It is convenient to seek the solution in the form

$$
\begin{equation*}
\left|\psi^{(g)}(t)\right\rangle=\hat{T} \exp \left(-i \int_{t_{0}}^{t} \hat{H}^{(g)}\left(t^{\prime}\right) d t^{\prime}\right)\left|\psi^{(g)}\left(t_{0}\right)\right\rangle \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{H}^{(g)}(t)=\omega_{g} \hat{\mathbf{I}} \cdot \mathbf{H}_{\mathrm{hf}}(t) . \tag{29}
\end{equation*}
$$

Here $\omega_{g}$ is the hyperfine splitting constant for the ground state. A simpler expression can be obtained for $\left|\psi^{(g)}(t)\right\rangle$ by means of a unitary transformation into a coordinate system rotating with frequency $\omega_{\mathrm{rf}}$ around the $z$ axis:

$$
\begin{align*}
\left|\psi^{(g)}(t)\right\rangle= & \exp \left(i \omega_{\mathrm{rf}} \hat{I}_{z} t_{0}\right) \exp \left(-i \omega_{\mathrm{rf}} \hat{I}_{z} t_{0}\right) \hat{T} \\
& \times \exp \left(-i \int_{t_{0}}^{t} \hat{H}^{(g)}\left(t^{\prime}\right) d t^{\prime}\right) \\
& \times \exp \left(i \omega_{\mathrm{rf}} \hat{I}_{z} t\right) \exp \left(-i \omega_{\mathrm{rf}} \hat{I}_{z} t\right)\left|\psi^{(g)}\left(t_{0}\right)\right\rangle \\
\equiv & \exp \left(i \omega_{\mathrm{rf}} \hat{I}_{z} t_{0}\right) \exp \left(-i \widetilde{\tilde{H}}^{(g)}\left(t-t_{0}\right)\right) \\
& \times \exp \left(-i \omega_{\mathrm{rf}} \hat{I}_{z} t\right)\left|\psi^{(g)}\left(t_{0}\right)\right\rangle, \tag{30}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{\tilde{H}}^{(g)}=\omega_{\mathrm{rr}} \hat{I}_{z}+\omega_{g} \hat{I}_{x} \tag{31}
\end{equation*}
$$

is a time-independent operator.
We now introduce the eigenfunctions $|\tilde{m}\rangle$ and $|m\rangle$ and the eigenvalues $\omega_{\tilde{m}}$ and $\omega_{m}$ for the operators $\hat{\tilde{H}}^{(g)}$ and $\omega_{\mathrm{rf}} \hat{I}_{z}$. It is easy to see that

$$
\begin{equation*}
\omega_{\tilde{m}}=\sqrt{\omega_{\mathrm{rf}}^{2}+\omega_{g}^{2}} \tilde{m}, \quad \omega_{m}=\omega_{\mathrm{rf}} m, \tag{32}
\end{equation*}
$$



FIG. 5. Computed Mössbauer spectra for SW particles with $\theta=0^{\circ}, 45^{\circ}$, and $90^{\circ}(\mathrm{a}-\mathrm{c})$ in a strong rf field, $h_{0}=1$, with $\omega_{\mathrm{rf}}=50 \mathrm{MHz}$ (left side) and in a weak rf field, $h_{0}=0.25$, at the resonance frequency $\omega_{\mathrm{rf}}=\omega_{g}$ $=36.8 \mathrm{MHz}$ (right side).


FIG. 6. Scheme of the splitting of the energy levels of a nucleus in excited and ground states in a static hyperfine field (a) and in a circularly polarized hyperfine field $\mathbf{H}_{\mathrm{hf}}(t)\left(\theta=90^{\circ}, h_{0}=1\right)(\mathrm{b})$.
where $m$ is the projection of the nuclear spin on the $z$ axis and $\tilde{m}$ is the projection of the nuclear spin on the quantization axis for which the operator $\hat{\tilde{H}}^{(g)}$ is diagonal. Using these expressions it is easy to express the function $c_{m m_{0}}\left(t, t_{0}\right)$ as

$$
\begin{align*}
c_{m m_{0}}\left(t, t_{0}\right)= & \left\langle m_{0} \mid \tilde{m}\right\rangle\langle\tilde{m} \mid m\rangle \exp \left(i\left(\omega_{m_{0}}-\omega_{\tilde{m}}\right) t_{0}\right) \\
& \times \exp \left(i\left(\omega_{\tilde{m}}-\omega_{m}\right) t\right) \tag{33}
\end{align*}
$$

Similarly, we find for the excited state

$$
\begin{align*}
c_{M M_{0}}\left(t, t_{0}\right)= & \left\langle M_{0} \mid \tilde{M}\right\rangle\langle\tilde{M} \mid M\rangle \exp \left(i\left(\omega_{M_{0}}-\omega_{\tilde{M}}\right) t_{0}\right) \\
& \times \exp \left(i\left(\omega_{\tilde{M}}-\omega_{M}\right) t\right) \\
& \times \exp \left(i\left(E_{0} / \hbar+i \Gamma / 2\right)\left(t-t_{0}\right)\right) \tag{34}
\end{align*}
$$

As one can see from Eqs. (33) and (34), a nucleus with spin $I$ behaves under the action of an external circularly polarized field similarly to a system with the energy levels (quasilevels)

$$
\begin{equation*}
\omega_{i}=\omega_{\tilde{M}}-\omega_{M} . \tag{35}
\end{equation*}
$$

The number of these quasilevels is equal to $(2 I+1)^{2}$. The corresponding scheme of the splitting of the energy levels of the ground and excited states of the ${ }^{57} \mathrm{Fe}$ nucleus is shown in Fig. 6. It is obvious that these levels will appear in the absorption spectra as sharp lines with natural width, which we in fact observe in Fig. 5c. Using Eqs. (33) and (34) it is not difficult to obtain analytical expressions for the absorption spectrum. In so doing, it is convenient to employ not the final result (24) but rather Eq. (23). Simple manipulations yield

$$
\begin{align*}
\sigma_{i}(\omega)= & \frac{1}{\Gamma_{0}} \sum_{\pi} \sum_{\underset{\sim}{m}} V_{\tilde{m}} V_{\tilde{m} \tilde{M}}^{(\pi)+} \\
& \times \frac{\langle\tilde{m} \mid m\rangle\langle M \mid \tilde{M}\rangle}{i\left(\widetilde{\omega}-\omega_{\tilde{M}}+\omega_{\tilde{m}}+\omega_{M}-\omega_{m}\right)} V_{M m}^{(\pi)}+\text { c.c. }
\end{align*}
$$

The calculations performed using Eq. (36) and Eqs. (24)(26) are in complete agreement with one another.

Thus, in the case studied above the absorption spectrum consists of sharp lines with a Lorentzian shape analogous to the case of a static hyperfine field but with a much larger number of lines. In the general case, for the transition studied the spectrum consists of 64 lines. The selection rules dictated by the multipole nature of the $M 1$ transition make transitions with indices $M= \pm 3 / 2 \rightarrow m=\mp 1 / 2$ forbidden and the number of allowed lines is thereby reduced to 48 , only 24 doubly-degenerate lines being actually observed. Moreover, for large $\omega_{\mathrm{rf}}$ the lines separate into a central group consisting of six lines and side groups (satellites) with a resolved hyperfine structure with 5 , 3, and 1 lines with increasing distance from center.

As direct calculations show, this picture of the more or less clearly expressed hyperfine structure of both the central line and the satellites remains both in a quite wide range of angles $\theta$ near $\theta=90^{\circ}$ and in a wide range of frequencies of the rf field.

## 6. WEAK RF-FIELD LIMIT

The case of weak rf fields is also of special interest, since the typical resonant effects in the form of splitting of the hyperfine lines arise even for very weak fields (see Fig. 5c). If the rf amplitude for each particle is much less than the anisotropy energy ( $h_{0} \ll 1$ ), then the magnetic moment of a particle and therefore $\mathbf{H}_{\mathrm{hf}}(t)$ also execute small oscillations around one of two directions of the axis $\mathbf{n}$ of easiest magnetization.

If the frequency of the rf field is chosen to be $\omega_{g}$ or $\omega_{e}$, then it is easy to show that, to within terms quadratic in $h_{0}$, a system of quasilevels (see Fig. 7a) determined by equations of the type (32) and (35) appears in complete analogy to the results obtained in the preceding section. In the case when $\omega_{\mathrm{rf}}=\omega_{e}$,

$$
\begin{align*}
& \omega_{\tilde{m}}=\frac{1}{2} h_{0} \omega_{g} \tilde{m} \sin \theta, \quad \omega_{\tilde{M}}=0,  \tag{37}\\
& \omega_{m}=\omega_{g} m, \quad \omega_{M}=\omega_{e} M .
\end{align*}
$$

Here $m$ is the projection of the nuclear spin on the $\mathbf{n}$ axis, and $\tilde{m}$ is the projection of the nuclear spin on an axis perpendicular to $\mathbf{n}$ and lying in the $\mathbf{n}-\mathbf{H}$ plane. Similarly, for $\omega_{\mathrm{rf}}=\omega_{e}$

$$
\begin{align*}
& \omega_{\tilde{m}}=0, \quad \omega_{\tilde{M}}=\frac{1}{2} h_{0} \omega_{e} \tilde{M} \sin \theta,  \tag{38}\\
& \omega_{m}=\omega_{g} m, \quad \omega_{M}=\omega_{e} M .
\end{align*}
$$

The absorption spectrum is then described by Eq. (36) obtained in the preceding section. However, it should be kept in mind that in the weak-field case under study Eq. (36) is approximate, since it neglects corrections that are quadratic in the amplitude of the rf field. Figures 7b-d show the Mössbauer spectra at rf frequencies near resonance values. As one can see from these figures, the splitting of the hyperfine lines

a


FIG. 7. a-Scheme of the splitting of the energy levels of a nucleus in excited and ground states in a weak rf field
b (left side) and $\omega_{\mathrm{rf}}=\omega_{e}=21.1 \mathrm{MHz}$ (right side). The corresponding Mössbauer spectra for an ensemble of randomly oriented SW particles in a rf field with frequency close to the resonance values $(\Delta \omega=5 \mathrm{MHz}): \omega_{\mathrm{rf}}=\omega_{g, e}+\Delta \omega$, $\omega_{g, e}, \omega_{g, e}-\Delta \omega(\mathrm{b}-\mathrm{d})$. The scale of the spectra in (b) is magnified by a factor of 1.5 .
disappears when the rf frequency increases or decreases relative to the resonance frequency. We also note that traces of this splitting remain quite far from the resonance frequencies, i.e., for $\Delta \omega_{\mathrm{rf}}$ much greater than the natural width $\Gamma_{0}$. Such line splittings should be observed not only for $\theta=90^{\circ}$ but also for smaller angles, for which the magnitude of the splitting decreases as $\sin \theta$. In consequence, these splittings remain in the total spectrum summed over all possible orientations of the axis of easiest magnetization (see Fig. 5).

## 7. CONCLUSIONS

The theory developed above makes it possible to calculate the Mössbauer absorption spectra in the case when the hyperfine field at a nucleus changes direction arbitrarily. Specific calculations were performed and the transformation of the hyperfine spectra as a function of the frequencies and amplitudes of the rf field were analyzed for the StonerWohlfarth model in strict correspondence to the original postulates of this model. ${ }^{16}$ A series of qualitatively new effects was observed in the hyperfine spectra as predicted by the present model. These effects are completely absent if magnetization reversal occurs as a sharp reversal of the direction of the axis of easiest magnetization. ${ }^{15}$ To understand the characteristics of the observed effects it was found that it is
important to study the case of a circularly polarized hyperfine field, for which an analytical solution was obtained. The hyperfine spectrum in this case consists of Lorentzian lines of natural width, the number of lines, however, being much greater than in a static hyperfine field.

It should be kept in mind that the Stoner-Wohlfarth model may be inadequate for describing magnetization reversal in real situations, first and foremost because this model neglects the interparticle interaction and also because the relaxation process is described very approximately. These questions require special analysis.
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# Critical behavior and mechanism of strain correlations under conditions of unstable plastic flow 

M. A. Lebyodkin*) and L. R. Dunin-Barkowskiĭ ${ }^{\dagger}$ )<br>Institute of Solid State Physics, Russian Academy of Sciences, 142432 Chernogolovka, Moscow Region, Russia<br>(Submitted 27 August 1997)<br>Zh. Éksp. Teor. Fiz. 113, 1816-1829 (May 1998)

The complicated time dependence of discontinuous deformation and statistical properties of stress drops associated with the Portevin-Le Châtelier effect in single crystals and polycrystalline samples of the $\mathrm{Al}-\mathrm{Mg}$ alloy have been studied experimentally. We have determined conditions under which the stress drops have no characteristic scale, but display a power-law distribution. Such statistical features of critical behavior have been observed in systems with various types of plastic strain dynamics, namely, in propagation of deformation bands and avalanche slips, which demonstrate some properties of models of self-organized criticality. The spatial correlation in processes of collective dislocation motion is determined by inhomogeneous elastic stresses in the dislocation ensemble. A computer model taking into account local nonlinearity of crystal resistance to plastic flow under conditions of the Portevin-Le Châtelier effect and correlations between strains in different elements provides an adequate description of both the statistical properties of the effect and the strain distribution in space and time. © 1998 American Institute of Physics. [S1063-7761(98)01805-8]

## 1. INTRODUCTION

The creation of the theory of dynamic systems ${ }^{1}$ has resulted in considerable changes in approaches to various phenomena studied in different fields of science, ranging from physics to biology. An ensemble of dislocations is an example of a dynamic dissipative system with interacting components, whose evolution displays some features of selforganization in time and space. Several review articles have been devoted to collective behavior of dislocations. ${ }^{2,3}$ The phenomenon of plastic flow instability, i.e., discontinuous deformation due to abrupt coherent glide of large dislocation groups, has been widely known. This process can be caused by various microscopic mechanisms. The behavior of strain in time and space, however, often demonstrates some universal features, independent of the nature of instability. ${ }^{4}$ On the other hand, a large variety of stress-strain curves, ranging from fairly regular to those typical of nonstationary random processes, can be observed for the same mechanism, depending on deformation conditions. ${ }^{5-7}$ Different types of macroscopic behavior correspond to radically different dynamic properties of moving dislocations. This variety is no less interesting than their common properties. Attention has been attracted to studies of plastic deformation as a model of cooperative behavior of dissipative systems by the possibility of changing the dynamic state of a dislocation ensemble by varying parameters of the experiment, microstructure, and sample dimensions.

The behavior of discontinuous deformation of diluted alloys due to the Portevin-Le Châtelier effect ${ }^{8}$ is probably the most versatile. The microscopic mechanism of this effect has been studied in detail. ${ }^{9}$ The cause of instability in the plastic deformation in this case is a section with negative
sensitivity on the curves of stress $\sigma$ versus strain rate $\dot{\epsilon}$ caused by diffusion of impurities to dislocations arrested on obstacles (in other words, dynamic strain ageing), i.e., a lower stress $\sigma$ is needed at a higher plastic strain rate $\dot{\boldsymbol{\epsilon}}$. The reason for such an effect is quite clear: the lower the plastic strain rate, the longer the time during which a dislocation is pinned on obstacles, therefore the more impurity atoms drift to the dislocation and increase the potential barrier to the dislocation unpinning. The competition between the normal, positive strain rate sensitivity owing to thermally activated processes and the negative component due to impurities gives rise to an $N$-shaped stress characteristic of $\sigma$ versus strain rate $\dot{\epsilon}$ (Fig. 1). In the ideal case of homogeneous strain, the negative resistance of a crystal to plastic strain, like the negative differential electric resistance, should lead to periodic oscillations in the plastic strain rate similar to relaxation oscillations in electric circuits. ${ }^{10}$ When the testing machine is designed to produce a constant strain rate, oscillations in $\dot{\boldsymbol{\epsilon}}$ translate into oscillations in $\sigma$ owing to the elastic reaction of the testing machine. The ideal, periodic shape of oscillations is never observed because the force coupling dislocations to one another is finite, thus the latter parameter is an important factor in the plastic slip dynamics and irregularities in stress-strain curves.

There is a profound similarity between the Portevin-Le Châtelier effect and instabilities in dry friction, which is based on the paradigm of self-organized criticality in dynamic systems with large numbers of degrees of freedom. ${ }^{11,12}$ Theoretical models of dry friction have been used in attempts to account for the statistics of earthquakes, based on the assumption of an anomalous negative ${ }^{12}$ dependence of the friction coefficient on the relative slip velocity. Instabili-


FIG. 1. Flow stress as a function of plastic strain rate, $F(\dot{\boldsymbol{\epsilon}})$, for two values of the applied strain rate $\dot{\epsilon}_{a}\left(\dot{\epsilon}_{a}^{1}>\dot{\epsilon}_{a}^{2}\right)$.
ties of this type lead to avalanche processes whose magnitudes have no characteristic scale, but are described by power-law distributions, and in this sense, the system is in a critical state. The possibility of self-organized critical states due to various mechanisms of low-temperature stress jumps was suggested by Bobrov et al., ${ }^{4}$ and this conclusion was based on the observation of common features in statistics of electric signals caused by the twinning and catastrophic slip. The first studies of statistical properties of the Portevin-Le Châtelier effect revealed that it was characterized by a power-law distribution in a certain range of deformation parameters, but this was not the end of the story. ${ }^{5-7}$ An alternative approach to the dynamic model of the effect is based on the possibility of chaotic behavior under conditions of the Portevin-Le Châtelier instability, which was predicted theoretically ${ }^{13}$ and later confirmed in experiments. ${ }^{14}$ Unlike the case of self-organized criticality, several degrees of freedom, which, obviously, correspond to collective degrees of freedom in a dislocation ensemble, are sufficient for the occurrence of deterministic chaos. These two concepts do not rule out various types of correlated dislocation behavior, depending on the deformation conditions.

This paper describes a statistical approach to quantitative analysis of stress-strain curves under conditions of unstable plastic flow. Effects of strain rate, temperature, microstructure, and the size of the $\mathrm{Al}-\mathrm{Mg}$ alloy sample on the shape of deformation curves and statistics of stress drops have been studied. The paper presents the data concerning the microscopic mechanism of spatial correlations in deformation processes and conditions under which dynamic and statistical properties of the Portevin-Le Châtelier effect have a critical character. We have studied the nonlocal dynamics of a computer model which represents a strained crystal as a onedimensional chain of elements whose plastic flow is described by a local nonlinear material equation.

## 2. EXPERIMENTAL TECHNIQUES

Polycrystalline samples of the $\mathrm{Al}-3 \mathrm{at} . \% \mathrm{Mg}$ alloy and single crystals of the $\mathrm{Al}-4.5 \mathrm{at} . \% \mathrm{Mg}$ alloy were cut in a standard shape for tensile experiments (symmetrical paddles) and strained on a rigid testing machine (the machine-sample stiffness was $C \approx 10^{7} \mathrm{~N} / \mathrm{m}$ ) at constant grip velocities corresponding to sample strain rate $\dot{\epsilon}_{a}=2 \cdot 10^{-6}-2 \cdot 10^{-3} \mathrm{~s}^{-1}$ at
temperatures of 20,80 , and $120^{\circ} \mathrm{C}$. The length $l$, width $d$, and thickness $w$ of the studied section of polycrystalline samples were in the ranges $l=18-36 \mathrm{~mm}, d=1-6 \mathrm{~mm}$, and $w=0.5-2 \mathrm{~mm}$. Dimensions of single crystal samples were $l=7-28 \mathrm{~mm}, d=1-5.5 \mathrm{~mm}$, and $w=0.7-1.5 \mathrm{~mm}$. The alignment of the tensile axis in single crystals close to the $\langle 111\rangle$ or $\langle 100\rangle$ directions corresponded to the case of multiple slip. In order to study the impact of the microstructural state, polycrystalline samples shaped by cold rolling to a plastic strain value of $\epsilon=0.5$ were recrystallized by anneals at different temperatures in the range of $360^{\circ}$ to $460^{\circ} \mathrm{C}$. The average grain size varied between 50 and $500 \mu \mathrm{~m}$, depending on the anneal temperature.

Since the microstructural state of crystals changes in the process of straining, which manifests itself as a change in the strain hardening rate, an ideal statistical procedure should accumulate measurements from a narrow range around a fixed strain $\epsilon$ for a statistically large set of samples with equal hardening coefficient, and it would be equivalent to averaging over a statistical ensemble. This was impossible to do in real experiments. For this reason, when the average stress drop magnitude $\Delta \sigma$ varied systematically as a function of $\epsilon$, which it did linearly in our experiments to a fair accuracy, the stress drop amplitude was normalized to the linear function $f(\boldsymbol{\epsilon})$ obtained using a linear least-squares fit through points of $\Delta \sigma$ versus $\epsilon$. Then the distributions of the normalized stress drop magnitudes, $s=\Delta \sigma / f(\epsilon)$, were plotted.

The impact of microstructure was manifested in variations in distribution shapes from sample to sample. Therefore statistical data were accumulated in each experiment for several strain rates $\dot{\epsilon}_{a}$ at a fixed temperature or for different temperatures at a fixed $\dot{\epsilon}_{a}$. The robustness of the distribution shape during an experiment was tested by recording repeatedly a section of the stress-strain curve at a parameter value selected as a reference. It turned out that the statistics character varied qualitatively with the deformation conditions similarly in all samples. The quantity of statistical data for each set of parameters was 100 to 300 stress drops.

## 3. EXPERIMENTAL RESULTS

Studying statistical distributions of stress drop magnitudes allows one to estimate deviations of a real stress-strain curve from the ideal case of regular relaxation oscillations with a constant amplitude. The underlying tendency in statistics of stress drops changing with experimental conditions is a gradual transition from bell-shaped, almost normal distributions to asymmetric, monotonically dropping curves. At the same time, the shapes of the stress-strain curves change radically, which corresponds to changes in the pattern of localized slips in a strained sample (see also Ref. 15). This section presents a description of the impact of various experimental parameters on statistical stress drop distributions and spatial distribution of strain in the process of experiment.

The impact of the microstructural crystal state is seen most clearly in comparing the initial deformation stage, which is characterized by a nonequilibrium dislocation microstructure, with the later stage corresponding to an almost stable microstructure, and also in comparison between data


FIG. 2. Sections of stress-strain curves at room temperature on the stage of quasi-stable jump-like deformation of a polycrystal annealed at $400^{\circ} \mathrm{C}$ at strain rates (a) $\dot{\epsilon}_{a}=1.3 \times 10^{-5} \mathrm{~s}^{-1}$ and (b) $5.3 \times 10^{-4} \mathrm{~s}^{-1}$, and of single crystals of width (c) $d=4 \mathrm{~mm}$ and (d) 1.2 mm at $\dot{\epsilon}_{a}=1.3 \times 10^{-5} \mathrm{~s}^{-1}$.
from single crystals and polycrystals annealed at different temperatures. At strains of $\epsilon<3-5 \%$ for single crystals and $6-8 \%$ for polycrystals, the strain hardening is rapid, and stress drops are characterized by large spreads in the distributions of their amplitudes and times at which they occur. On the later stage, when the average hardening coefficient is close to zero (in this sense, this is a quasisteady stage), the stress drop characteristics are more regular. Figure 2 contains curves a and c, which are sections of stress-strain curves in this stage of experiments with poly- and single crystals at a strain rate near the lower edge of the studied interval of $\dot{\epsilon}_{a}$. Such curve shapes correspond to localization of strain in slip bands. As follows from optical measurements of sample surfaces, each stress drop correlates with formation of a localized slip band with a typical width of about one millimeter. The regularity of stress-strain curves in the stage of repeated stress drops is seen in the presence of a characteristic amplitude of stress drops, namely the peak position on the distribution histogram (Fig. 3a and 3b). The initial deformation stage is characterized by a wider peak in the distribution (polycrystals) or monotonically dropping distributions (single crystals). Thus, the decrease in the material plasticity owing to strain hardening leads to narrower distributions of stress drop magnitudes. The smaller the grain size in an-
nealed polycrystals, the less notable is this effect. It is almost unobservable in nonannealed samples.

The analysis of the effect of sample pretreatment after cold rolling of polycrystals leads to a similar conclusion concerning the effect of plasticity. The shapes of stress-strain curves (for example, curves a and c in Fig. 2) and distributions (Fig. 3a and 3b) for different samples in the same stage of irregular deformation have been compared. Differences between distributions for poly- and single crystals in the initial stage were mentioned above. Under conditions of stabilized plastic flow, the narrowest distributions are observed in nonannealed polycrystals. In tests of annealed polycrystals or single crystals, the probabilities of jumps of smaller magnitudes are notably higher, and the distribution center of gravity shifts toward smaller stress drop amplitudes.

The effects of strain rate, temperature, and sample dimensions were studied in the stage of stabilized discontinuous deformation. The character of stress instability changes with $\dot{\epsilon}_{a}$ (Fig. 2a and 2b), which corresponds to a transition from dislocation slip localization in immobile deformation bands (slip bands) to formation of bands propagating through a crystal. This effect has been widely known in polycrystals, which have stress-strain curves and spatial correlations in processes of dislocation slip of clearly distinguishable types. ${ }^{7,15}$ Stress-strain curves of single crystals are less regular, and no accurate classification can be applied to them. In this connection, the data on single crystals are sparse in the literature. It follows from experimental data that the underlying tendency in the effect of strain rate on stress-strain curves and $\Delta \sigma$ distributions is the same in single and polycrystals. For this reason, the statistics of stress drops presents convenient numerical characteristics of changes due to variations in the deformation conditions.

The statistical analysis indicates that distributions of stress drop amplitudes gradually become broader with increasing $\dot{\epsilon}_{a}$ because drops of various amplitudes turn up. Beyond some strain rate, which depends on the temperature and sample structure, monotonically decreasing distributions are observed (Fig. 4a). In this case, stress drops are related to the nucleation of deformation bands, and to fluctuations in their widths and velocities. Comparison of data derived from different samples reinforces the above conclusion about the effect of microstructure based on measurements at low strain rates: the higher the material plasticity, the smaller the strain rate $\dot{\epsilon}_{a}$ beyond which the distribution is described by a monotonically decreasing function. An important feature of monotonic distributions is that over wide ranges of $\dot{\epsilon}_{a}$ they


FIG. 3. Distribution histograms of normalized stress jump amplitudes at $\dot{\epsilon}_{a}=1.3 \cdot 10^{-5} \mathrm{~s}^{-1}$ for (a) a polycrystal annealed at $400^{\circ} \mathrm{C}$, and single crystals of width (b) $d=4 \mathrm{~mm}$ and (c) 1.2 mm .


FIG. 4. Distribution functions $D(s)$ of normalized stress drop amplitudes for (a) a polycrystal tested at $T=20^{\circ} \mathrm{C}$ and $\dot{\epsilon}_{a}=8.2$ $\times 10^{-4} \mathrm{~s}^{-1}$ and (b) a single crystal at $T=120^{\circ} \mathrm{C}$ and $\dot{\epsilon}_{a}=1.3 \times 10^{-5} \mathrm{~s}^{-1}$. The slopes of straight lines correspond to the following exponents $\alpha$ in functions $D(s) \sim s^{\alpha}$ : (a) $\alpha \approx-1.08 \pm 0.06$ and (b) $\alpha \approx-1.06$ $\pm 0.08$.
can be approximated with fairly good accuracy by power functions $D(s) \sim s^{\alpha}$, where $\alpha$ varies from -1 to -1.5 . One example of $D(s)$, the distribution of normalized stress drop amplitudes approximated by a power function, is given in Fig. 4a. The absence of a characteristic stress drop scale from these processes allows us to speak about a critical state of the dislocation system.

Another feature providing evidence in favor of criticality was observed in deformation of single crystals when the temperature was increased to $120^{\circ} \mathrm{C}$ and the strain rate corresponded (see the caption to Fig. 3) to bell-shaped distributions of $\Delta \sigma$ at room temperature. Under these conditions, stress-strain curves of single crystals have a distinctive form characteristic of slip localization in immobile deformation bands, although the spread in $\Delta \sigma$ is quite considerable. Nonetheless, the resulting distributions are described by power functions $D(s)$ (Fig. 4b) with the exponent $\alpha$ in the same range as in propagation of deformation bands at high $\dot{\epsilon}_{a} \cdot{ }^{1)}$ A similar behavior was observed in recent experiments on direct detection of localization and propagation of deformation bands at room temperature in polycrystals with an average grain size of up to several millimeters. However, unlike the case of propagation, power-law distributions associated with formation of localized bands were detected only in narrow ranges of $T$ and $\dot{\epsilon}_{a}$. A more detailed assessment of the impact of temperature on the Portevin-Le Châtelier effect is given elsewhere. ${ }^{16}$

An investigation of the effect of sample length was interesting in the context of the self-organized criticality model, ${ }^{11,12}$ characterized by dimensional scaling of the statistics. Notwithstanding the predictions derived from these models, the distributions of stress drop amplitudes under conditions of the Portevin-Le Châtelier effect proved to be insensitive to changes in sample lengths in the studied interval. At the same time, a reduction in the single crystal width had the same impact on stress-strain curves and distributions as an increase in the sample plasticity (Figs. 2d and 3c). No such effect of sample dimensions was detected in polycrystals.

The impact of deformation and transverse sample dimensions on the statistics of stress drops allows us to make some statements about the feasible mechanism relating slip processes in conditions of deformation instability. In fact, the
existence of a most probable stress drop amplitude, at which distributions of $\Delta \sigma$ in massive samples at high strain are centered, indicates that correlations in the dislocation system are stronger than in plastic or thin crystals, which display stress drops of various amplitudes. This can be explained assuming that strain can propagate to neighboring slip planes owing to elastic stresses due to inhomogeneous plastic strain. Plastic relaxation of elastic stress fields should reduce the effective force coupling neighboring elements. Therefore, the impact of plastic strain can be due to less favorable conditions for plastic relaxation owing to production of obstacles to dislocation motion, and, in contrast, the reduction in the transverse sample dimension is favorable for relaxation due to the dislocation escape through the sample surface. No size effect has been detected in polycrystals because grain boundaries are efficient barriers to the dislocation motion. Note that the effects of temperature and initial strain rate are consistent with our conclusions, but the analysis of these effect requires that changes in the shape of the stress vs strain rate curve should be also taken into account (see below).

The nature of elastic stresses in inhomogeneous plastic slip was first explained by Eshelby. ${ }^{17}$ The point is that the mismatch between plastic strains in neighboring regions of a crystal should be compensated for by elastic strains so that the condition of full strain continuity should be satisfied. Other mechanisms connecting neighboring elements of a strained material were also discussed, ${ }^{15,18}$ such as transfer of dislocations to neighboring planes owing to double crossslip, nonlocal hardening in a deformation band, and, finally, breaking of the stress unidimensionality due to changes in the sample shape in the process of testing. The qualitative predictions derived from these models ${ }^{15,18}$ are in conflict with observations of the effects of sample dimension and strain on the statistics of stress drops. Estimates of characteristic coupling forces given in Refs. 15 and 18 also indicate a dominant role of elastic interaction. This allows us to develop a simple model of inhomogeneous serrated deformation.

## 4. NUMERICAL SIMULATION

Local dynamic properties of the Portevin-Le Châtelier effect are approximately described in the context of disloca-
tion motion in a crystal cross section using a nonlinear material equation relating the stress to plastic strain $\epsilon$ and strain rate $\dot{\epsilon}^{19}$ :

$$
\begin{equation*}
\sigma=h \epsilon+F(\dot{\epsilon}) \tag{1}
\end{equation*}
$$

The hardening coefficient $h$ characterizing the increase in the nonthermal component of $\sigma$ is assumed to be constant for simplicity. Dislocation models (such as that in Ref. 9) predict an $N$-shaped curve of $F(\dot{\epsilon})$, which is a result of interaction between mobile dislocations and local obstacles (Fig. 1). The phase portrait of the system plotted in $(\sigma, \dot{\epsilon})$ coordinates, shown schematically in Fig. 1, is a cyclic orbit including two horizontal jumps (relaxation oscillations ${ }^{10}$ ). In ( $\sigma, \epsilon$ ) coordinates this orbit corresponds to a periodic discontinuous stress-strain curve. In order to take account of the inhomogeneity of plastic flow, the sample was modeled by a onedimensional chain of $N$ blocks, which are small elements of the sample where deformation can be considered to be quasihomogeneous. Such regions are probably bundles of slip lines, which are formed quasisimultaneously with respect to the time when deformation bands are formed. The onedimensional model was selected on the base of the experimental fact that generation of bands is much faster than their axial propagation. Given the experimental data indicating that the nature of correlation among strained elements of the sample is elastic, we can simulate coupling between neighboring elements by springs of strength $K$. If the strain in a specific block is inconsistent with that of its neighbors, a "backstress" is generated which tends to equalize plastic strain rates. Now the modified material equation for the $i$ th block reads as follows:

$$
\begin{equation*}
\sigma=h \epsilon_{i}+F\left(\dot{\epsilon}_{i}\right)+K\left(\left(\epsilon_{i}-\epsilon_{i-1}\right)+\left(\epsilon_{i}-\epsilon_{i+1}\right)\right) . \tag{2}
\end{equation*}
$$

In the continuum approximation, this modification is equivalent to the additional term $C \delta_{x}^{2} \epsilon$ (Ref. 20) on the right-hand side of Eq. (1). Here $C$ is the coupling constant (first derivatives are not included because of the invariance under sample rotations). The constants $K$ and $C$ are related by the formula $K=C a^{2}$, where $a$ is a characteristic length which has the sense of interaction range.

This equation should be supplemented with a relationship characterizing deformation conditions. The strain rate $\dot{\epsilon}_{a}$, controlled by the testing machine, has two components, namely the elastic strain rate in the machine-sample system, described by Hooke's law, and the plastic strain rate in the sample, determined in the case of inhomogeneous strain by averaging over the sample:

$$
\begin{equation*}
\dot{\epsilon}_{a}=\frac{\dot{\sigma}}{M}+\frac{1}{N} \sum \dot{\epsilon}_{i} \tag{3}
\end{equation*}
$$

where $M$ is the effective system stiffness (the sample elastic modulus in the ideal case of a machine with infinite rigidity).

The shape of the $F(\dot{\boldsymbol{\epsilon}})$ curve was calculated using the microscopic model. ${ }^{9,21}$ The amplitude of the anomalous section of the curve decreases with $\dot{\epsilon}_{a}$, and the peak position $\dot{\epsilon}_{1}$ shifts towards higher $\dot{\epsilon}$ (Fig. 1). Similarly, $\dot{\epsilon}_{1}$ increases with temperature, ${ }^{7,22}$ although it is difficult to calculate accurately


FIG. 5. Examples of calculated stress-strain curves at (a) $K=0.5 M, \dot{\epsilon}_{a}$ $=0.05 \dot{\epsilon}_{2}$, (b) enhanced strain rate $\dot{\epsilon}_{a}=0.3 \dot{\boldsymbol{\epsilon}}_{2}$, and (c) reduced coupling constant $K=0.15 M$.
because the thermal activation parameters are poorly known. Details of the numerical solution of the equation system are given elsewhere. ${ }^{7}$ The model parameters were varied within the intervals $K=(0.03-1.0) M, \dot{\epsilon}_{a}=(0.01-0.6) \dot{\epsilon}_{2}, h=(0-$ $0.01) M$, and $N=25-600$. Inhomogeneity was introduced to the system through random initial values of $\dot{\epsilon}_{i}$ fluctuating within an interval $0.05 \dot{\epsilon}_{1}$. Results for each random set of parameters were accumulated after achieving statistically stable states of the discontinuous deformation without additional noise.

The model is essentially different from the earthquake model describing motion of a chain of stiff blocks. ${ }^{12}$ First, our model considers plastic strain in a system of connected blocks, each of which is characterized by its values of $\epsilon_{i}$ and $\dot{\epsilon}_{i}$, which are solutions of the plastic flow equations (2) and (3). An important consequence is that one can use the nearest-neighbor approximation, since the plastic strain rate is an exponential function of stress. Second, the frictional force in the earthquake model is a monotonically decreasing function of velocity. If an N -shaped curve of the flow resistance function based on the microscopic theory is used, there is a characteristic time scale related to the period of relaxation oscillations in a homogeneous sample.

## 5. RESULTS OF COMPUTER SIMULATION

A solution to the system of equations (2) and (3) was sought in the form of functions $\sigma(t)$ and $\dot{\epsilon}_{i}(t)$. Curves of $\sigma(t)$ were analyzed similarly to experimental data. The function $\dot{\epsilon}_{i}(t)$ characterizes dynamic properties of the model, namely the evolution of the strain rate distribution in space. It was found that the numerical solution is determined qualitatively by parameters $K$ and $\dot{\epsilon}_{a}$, whereas variations in $h$ only slightly shift the intervals of $K$ and $\dot{\epsilon}_{a}$ in which a feature occurs. Below we give results of a computer simulation at $h=0.01 M$, which is a value typical of the alloys under investigation.

Figure 5 shows examples of calculated stress-strain


FIG. 6. Plastic flow rate of the $i$ th chain element as a function of its position $i$ and time $t ; K=0.5 M, \dot{\epsilon}_{a}=0.3 \dot{\epsilon}_{2}$. The surface shows fluctuations in the rate and width of the excitation ("deformation band'') propagating along the chain.
curves for three cases. In the interval $K \sim(0.5-1) M$ the qualitative features of the model are independent of $K$. At deformation rates below $\dot{\epsilon}_{a} \sim 0.1 \dot{\epsilon}_{2}$ the solutions yield regular curves of $\sigma(t)$ (Fig. 5a), which are characterized by bellshaped distributions of stress drop amplitudes. At lower $K$, jumps of smaller amplitudes occur alongside large drops, so the width $\Delta \sigma$ of peaks in the distributions increases. Each stress drop is due to an abrupt increase in $\dot{\epsilon}$ caused by a sudden displacement $\dot{\epsilon}_{i}$ of a group of adjacent blocks (ten to thirty blocks at high stress drop amplitudes) to the right-hand rising section of the $F(\dot{\epsilon})$ curve. This is the process by which a localized deformation band is created. At higher $\dot{\epsilon}_{a}$, curves (Fig. 5b) with features similar to those of polycrystal curves (Fig. 2b) are observed. The system dynamics can be depicted graphically by a surface in "time - block number $i$ plastic flow rate in the block'' coordinates plotted in Fig. 6. One can see that, in these conditions, the 'deformation bands'" propagate through the crystal, i.e., regions with high plastic flow rates, $\dot{\epsilon}_{i}>\dot{\boldsymbol{\epsilon}}_{2}$. The smaller the $K$, the lower the $\dot{\epsilon}_{a}$ at which localization is replaced by propagation of deformation bands. The nucleation of bands, fluctuations in their velocities and width cause variations in stress $\sigma$. Over a wide range of strain rates, jump amplitudes $\Delta \sigma$ are distributed in accordance with a power law with exponent $\alpha$ from the interval determined in experiments. One example of the jump amplitude distribution obtained in computer simulations is shown in Fig. 7a.

Propagation of deformation bands at high $\dot{\epsilon}_{a}$ in the example with $K$ close to $M$ is the feature common to the model dynamics at all $K$. With a view to testing qualitative conclusions about the nature of spatial coupling, it is interesting to analyze changes due to a decrease in $K$ under conditions of localized strain. In the interval of $K$ about $0.3 M$, distributions of stress drop amplitudes correspond to those observed in single crystals. When $K$ decreases further, bell-shaped distributions are replaced by monotonically decreasing functions. In this case features typical of stress-strain curves of single crystals at initial stages and of thin crystal deformation are reproduced (Fig. 5c). In narrow ranges of $K$ and $\dot{\epsilon}_{a}$, power-law distributions of stress drop amplitudes are observed, i.e., there is no characteristic scale of stress drop amplitude. Figure 8 illustrates dynamics of the model in these conditions, which displays avalanches in the plastic flow. A curve of $D(s)$ for this case if given in Fig. 7b, which is described by a power function because dimensions of avalanches are distributed throughout the range of allowed dimensions in the system. Such avalanches are characteristic of self-organized criticality. However, unlike previously discussed models, ${ }^{11,12}$ fine tuning of system parameters is needed to simulate such a deformation regime in our model.

In the cases of both localized strain and propagation of deformation bands, the power-law distributions are weakly susceptible to the number of blocks in the chain. The distributions deviate from power functions only for $N<75$, and


FIG. 7. Distribution functions $D(s)$ calculated at the same parameters as (a) in Fig. 6 and (b) in Fig. 8: (a) $\alpha \approx-1.14 \pm 0.07$; (b) -1.12 $\pm 0.06$.


FIG. 8. Profile of the plastic flow rate in a chain of blocks for the case of avalanche slip processes: $K=0.12 M, \dot{\epsilon}_{a}=0.05 \dot{\epsilon}_{2}$.
the exponent $\alpha$ remains constant. This result is consistent with the absence of a notable sample size effect in experimental data.

Our results indicate that the model provides an adequate description of spatial patterns of strain localizations and statistical distributions of stress drop amplitudes under conditions of the Portevin-Le Châtelier effect. The behavior of the least plastic samples, namely cold-rolled polycrystals, corresponds to the coupling constant $K$ close to the elastic modulus. At lower $K$ the model reproduces changes observed in experiments with annealed polycrystals, single crystals of smaller cross sections, and at higher testing temperatures. This facts favor our conclusion about the elastic nature of correlations in processes of discontinuous deformation derived from the qualitative analysis of experimental data.

It is clear that the temperature effect can be easily interpreted in terms of a lower correlation parameter $K$. Let us analyze in greater detail the role of changes in the curve of $F(\dot{\epsilon})$ due to variations in the strain rate and temperature. It follows from our computer simulations that at given $K$ the dynamics of deformation bands and shapes of distributions of $\Delta \sigma$ depend on the strain rate controlled by the testing machine as compared to positions of peaks on the curve of $F(\dot{\epsilon})$. The onset of band propagation corresponds to a strain rate close to the upper edge of the instability domain, corresponding to the minimum of the function. The peak position $\dot{\epsilon}_{1}$ shifts towards the minimum $\dot{\epsilon}_{2}$ as $\dot{\epsilon}_{a}$ or temperature increases (Fig. 1). But in the former case this shift is slower than the increase in $\dot{\epsilon}_{a}$, which leads to the regime of band propagation at sufficiently high $\dot{\epsilon}_{a}$. When the temperature increases, $\dot{\epsilon}_{a}$ is fixed, so its position becomes closer to $\dot{\epsilon}_{1}$, which should result in strain localization and peaked stress drop distributions. Therefore, it is feasible that the disappearance of the characteristic jump amplitude with temperature increase is due to the decrease in the coupling force caused by plastic relaxation of elastic fields. Since high-temperature features of the Portevin-Le Châtelier effect are reproduced by the model at the lowest $K$, this is another piece of evidence in favor of the elastic coupling hypothesis.

The good agreement between the model and experimen-
tal results allows us to suggest a mechanism that determines dynamic properties of the Portevin-Le Châtelier effect. The model dynamics is controlled by the competition between the characteristic time of motion on sections of stable plastic flow on the phase trajectory (Fig. 1) and the time in which the plastic flow rates in the sample are equalized. When the strain rate is low and the coupling force high, different elements of the sample have close values of $\dot{\epsilon}_{i}$, therefore instability in one element leads to an avalanche-like formation of a deformation band, which terminates when the deforming stress drops. In the opposite case, an inhomogeneous strain gradient is maintained in the sample, for this reason, periodically repeated propagation of the plastic slip zone through the sample takes place.

## 6. CONCLUSIONS

Thus, we have obtained in this work new data providing evidence in favor of the elastic nature of correlations among deformation processes in the Portevin-Le Châtelier effect and revealing two regimes in which the dislocation system is self-organized to a state with a power-law distribution of elementary process energies. These regimes are characterized by different dynamic features of the dislocation system, namely, generation of localized or propagating deformation bands, and probably these two processes are driven by two different physical mechanisms. The statistical analysis has not clarified the nature of criticality, but it has allowed us to detect the critical behavior of plastic flow. In the case of immobile bands, the dynamics and statistics of the Portevin-Le Châtelier effect are similar to those of a dissipative system with multiple degrees of freedom and characterized by a tendency to self-organized criticality. On the other hand, such a state has been detected in our systems only in narrow ranges of deformation parameters, unlike the case of self-organized criticality. This difference is probably caused by the existence of a characteristic time for processes in the Portevin-Le Châtelier effect, namely the period of relaxation oscillations, which leads to the presence of different statistical regimes, including those with a characteristic time scale.

The important features of the computer model developed in this work are the negative derivative of stress with respect to the strain rate, which is responsible for the instability of plastic flow, and the mesoscopic spatial scale deriving from the assumption about elastic coupling among incoherently strained material elements. The latter feature results in complex spatial distributions of strain in the material. The good agreement between computer simulations and experimental data allows us to hypothesize that in spite of the complexity of plastic flow processes these two features determine the principal dynamic properties of the dislocation system under conditions of the Portevin-Le Châtelier effect. The changes due to variations in deformation parameters include avalanche-like plastic flow in different parts of the crystal and soliton-like propagation of regions with localized strain. Although our model is fairly simple, it may be used in modeling real systems with instabilities of this type. In this connection, note a recent publication ${ }^{23}$ in which an N -shaped curve of resistance versus velocity was suggested for models of various excited media, such as systems with dry friction, electric power lines, and optical waveguides. ${ }^{23}$
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