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Abstract—T he cross section of magnetic absorption of asmall elongated cylindrical particlewith adielectric core
and metallic shell is calculated. The genera case of an arbitrary value of the ratio of the dielectric core radius to
theradius of the particleis considered. The condition of mixed (mirror—diffuse) reflection of conduction electrons
from the boundaries of the metal layer of the particleis chosen asthe boundary condition to the problem. Thelim-
iting cases are considered, and the results obtained are discussed. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The electromagnetic properties of small metal parti-
cles exhibit a number of distinctive features [1]. These
features are related to the fact that the electron mean
free path in small particlesis comparable to their linear
size. Therefore, nonlocal effects begin to play an
important role. In metals with good conductivity (alu-
minum, copper, silver, etc.), the electron mean free path
N\ a room temperatureistypicaly 10-100 nm. The size
of experimentally studied particles can be as small as
several nanometers; i.e., this situation is indeed real-
ized. In this case, the classical theory of interaction of
electromagnetic radiation with metal particles (the Mie
theory) [2] based on the local equations of macroscopic
electrodynamicsis not valid.

In[3, 4], thetheory of interaction of electromagnetic
radiation with a spherical particle was developed.
Somewhat earlier, a result similar to that in [3] was
obtainedin [5, 6] inthelimiting case of low frequencies
(far IR range). In those studies, the approach based on
the solution of the transport Boltzmann equation for
conduction electrons in a metal was used. An alterna-
tive approach to the problem was proposed in [7, 8].

In [9-11], it was conjectured that the specular
reflection of conduction electrons from the surface can
have a substantial effect on the electromagnetic proper-
ties of small metal particles.

Recently, interest in the problem of interaction of
electromagnetic radiation with nonspherical particles
has increased [12]. We aso note studies in which an
attempt was made to account for quantum-mechanical
effects in this problem; these effects are especially
important at low temperatures [13, 14].

In [15-18], the magnetic dipole absorption of IR
radiation by cylindrical particles was investigated. To
describe the electromagnetic response of a particle, the

standard transport theory of a degenerate Fermi gas of
conduction electrons in metals was used [19]. In [15,
16, 18], the approach was restricted to the case of
purely diffuse reflection of conduction electrons from
the inner surface of a particle, and in [17] a detailed
study of the magnetic dipole absorption of acylindrical
particlewas performed for the case where the reflection
of electrons from the particle surface has a mixed (mir-
ror—diffuse) character [19]. In al the studies cited
above, only homogeneous particles were considered;
i.e., the problem of theinner structure of absorbing par-
ticles did not arise.

However, experimental studies of particles with a
complicated structure have recently been reported [20,
21]. Such particles consist of a dielectric (or metallic)
core surrounded by a metallic shell, which, naturally,
affects the optical properties of these particles. The
importance of the investigation of particles with com-
plicated inner structure was pointed out, e.g., in[22].

In this study, which isalogical continuation of [17],
the theory of interaction of electromagnetic radiation
with anonuniform cylindrical particle (ametallic parti-
cle with a dielectric core) is constructed under the
assumption that the reflection of conduction electrons
inside the cylindrical metallic layer has a mixed (mir-
ror—diffuse) character.

2. STATEMENT OF THE PROBLEM

We consider a metallic cylinder of length L with a
dielectric core placed in thefield of aplane electromag-
netic wave. We denote the radius of the cylindrical core
by R, and the radius of the cylindrical shell by R, and
assumethat L > R,. The wave frequency is assumed to
be bounded from above by the frequencies of the near
IR range (w < 2 x 10% s). In the frequency range con-
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sidered, the contribution from dipole electric polariza-
tion currentsis small in comparison with the contribu-
tion of vortex currentsinduced by the external magnetic
field of the wave in the metallic shell of the particle[3].
Therefore, the effect of the external electric field of the
wave is disregarded. In the dipole approximation,
neglecting the skin effect (we assumethat R, < 6, where
0 is the skin depth), the vortex dectric field inducing
vortex currentsis

E = %[r,%—'j{'] 2 [r, Ha exp(-ioa), ()

where H = Hyexp(—iwt) is the magnetic field, r is the
radius vector (the origin is chosen to be on the axis of
the particle), H, is the amplitude of the magnetic field
of thewave, wisthe angular frequency of thewave, and
cisthevelocity of light.

The average power Q dissipated in the particle is
given by [23]

Q = [(ReE)(Rej)dr = %Refj Exd, (2

where a bar denotes time averaging, the asterisk
denotes complex conjugation, and j is the vortex cur-
rent density.

In the case where the particle radius R, is compara-
bleto (or smaller than) the electron mean free path A in
the metal, the relation between E and j appears to be
wbstantlally nonlocal. To derivethisrelation, we apply
the transport equation (in the relaxation time approxi-
mation) to the degenerate Fermi gas of conduction elec-
tronsin the cylindrical metallic shell of the particle.

For sufficiently weak external fields, this equation
can belinearized with respect to the external field E and
to small deviations f(r, v) from the equilibrium Fermi
distribution function f:

—|wf1+vaf +e(v EE)afO = —f—l, (3)
or T
where e and v are the charge and vel ocity of conduction

electrons, respectively, and T is the electron relaxation
time.

In what follows, we assume that the vel ocity depen-
dence of the electron energy € is quadratic, € = mv %2
(m is the electron effective mass), and use a step
approximation to the equilibrium function fy(€) for the
electron energy distribution [24]:

M, O<e<e
fole) = B(e—e) = 0
] f ]

where g = mv; 212 is the Fermi energy (v; isthe Fermi

velocity). We assume that the Fermi surface of the
cylindrical metal layer of the particle is spherical in
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shape and that the velocities of al electrons at the
Fermi surface are equal to v;.

The electron distribution function is

2
f(r,v) = fo(e) + f4(r,v), €= %
The deviation f,(r, v) of the electron distribution func-
tion f(r, v) from the equilibrium function fy(€) arising
under the action of avortex electric field induces a vor-
tex current inside the particle,

j = en,0V0 = eno[Idesv]_lIflvdsv. (4)

The electron concentration n, in the metallic layer of

the particle can be determined using the standard for-
mula

m4nv;

_2h 3 ’ (5)

3
m 3
ng = 2—(f,dv
0 hBJ-O

where h is the Planck constant.

Substituting the field E in the form of Eq. (1) into
Eqg. (3), we can find f,(r, v) as a solution to this equa-
tion. Then, using Egs. (4) and (2), wefind the current in
the metallic shell and the absorption cross section of the
energy of the external electromagnetic field for the par-
ticle:

8nQ
cH¢

o=

(6)

The solution of this problem is unique if we impose
boundary conditions on the unknown function f,(r, v) at
the cylindrical surfaces of the metal shell and the
dielectric core of the particle. We choose the boundary
conditions corresponding to mirror—diffuse reflection
of electrons from these surfaces [17]. Since electrons
can be reflected from the inner (R;) and outer (R,)
boundaries of the metallic layer, wewrite two boundary
conditions:

fo(ro, v v,) = A faa(ro, vio, vy)

r =R (7)
for %I D' !
UDVD>01
fo(ro Ve, V,) = Oofu(ro, v, vy)
r =R (8)
for H o 2
T oVo<O.

Here, r; and v are the components of the radius vector
r and velocity v of an electron, respectively, inthe plane
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EFFECT OF THE CHARACTER OF CONDUCTION ELECTRON REFLECTION

normal to the axis of the inhomogeneous cylinder;

2ro(ro OV
VID — VD_ D(RE )

is the velocity vector, which transforms into v upon
specular reflections from the inner or outer surface of
the metallic layer at apoint rg (Jrg] = R, or |rg| = Ry);
v, is the component of the electron velocity along the
particle axis, and g, and ¢, are the reflectivities of a
smooth surface (probabilities of specular reflection):

0<q;<1, 0=<qg,=sl

Thecaseof rv;> 0 (r v; < 0) correspondsto electrons
moving away from the core (towards the core).

For g; =0 (g, = 0), we have the conditions of diffuse
reflection of conduction electrons from the inner or
outer surface of the metalic layer of the particle, and
for g, = 1 (g, = 1) we have the conditions of purely
specular reflection. At g # 0 and g # 1, various types of
mixed (mirror—diffuse) reflection of electrons are real-
ized.

3. DISTRIBUTION FUNCTION

Transport equation (3) can be solved using the
method of characteristics[25]. The variation of f; along
atrajectory (characteristic)

dr = vdt
is determined by the equation

df, = —Hbf; +e(v EE)%‘Hdt, 9)

where

= -—-iw

1
Vv =
T

is the complex scattering frequency.

Boundary conditions (7) and (8) determine the vari-
ation in the function f,(r g, v, v,) dong the specularly
reflected trgjectory. At the point t =t,, of reflection (from
any surface), the function f,(t) is discontinuous:

fi(ta+0) = qf4(t,-0). (10)

The plus and minus sign denotes the limits (with
respect to the time of flight) immediately after and
before a reflection, respectively, of the function fy(r,
Vp, V) @ the reflection point t,,.

For specular reflection, the angular momentum
[ro, val =[ro, vi] isconserved; therefore, onthetrajec-
tory in question, we have

[ro, V] = const.
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The differencet, —t,,_, does not depend on the number

n of the reflection point:
t, = nT+const, nlZ,

where T is the transit time of an electron with velocity

v from the point r, _;; to the point r,; and
_ 2(Vop Orop)
T=——"""

Vo

The quantity v - E is also constant on the trajectory:

-
T

The solution to Eq. (9) is
f, = Cexp(-vt) + A,

[r,H]v = %’[r,v]H = const.

(11)

_e(vE)dfo
v 0t
The parameter t in EQ. (11) has the meaning of the

transit time of an electron moving along the trajectory
from the reflecting boundary to the point r ; with veloc-

ity v
Let ussolvethisequationintheinterval (t,_4, t,) for
the case where an el ectron moves along atrgjectory that

does not intersect the cylindrical dielectric core of the
particle after specular reflection.

At theinitial point (t = 0), we have
f,(t,_,+0) = C+A.

where A =

From this, we can find the constant C;
C = fl(tn—l + 0) _A

Now, we obtain the relation between the initial values
of the function f; on two neighboring segments of the
trajectory. Sincet,—0=t,_; + T, we have
f1(t,—0) = (f1(t,_1+0) —A)exp(-vT) + A
= A(l—-exp(-vT)) + fy(t,_, + 0)exp(-vT).
Using Eq. (10), we obtain
fi(t, +0)
= Q{ A(1—exp(-vT)) + fy(t,_1 + O)exp(-vT)} .
(12)
With recurrencerelation (12), we expressf,(t,_, +0) in
terms of f,(t,_, + 0) and so on and arrive at an expres-
sionfor fy(t, + 0) in terms of the sum of theinfinite geo-
metrical progression with the denominator g,exp(-vT).
After summing, we obtain
A(1—exp(-vT))

Ll 0) = g exp(T)

(13)
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To find a specific form of the solution to Eq. (9), we
useinitial condition (13). Att=0, wefind

L A(L—exp(-vT))
(1-0q.exp(-vT))

From this, we obtain

= C+A

[o,(1—exp(-vT)) O
C=A —

1 -quexp(vT) F
O q,—1 O

= A .
El—qzeXp(—vT)B

Therefore,
0 -

1 0
= D— —
fio(t) = A 7 —qzexp(—vT)% exp(-vty) + A

(14
(d,—1)exp(-vt,) .0
= A .
E 1-q,exp(-VvT,) * 1%

The parameters t, and T, can be related to the coordi-
nates of the point (r, V) in the phase space (at n = 0,
Voo = V) by the conditions

_ 2 2
g = rog+Voty, Volon<O, rog = Ry,

where r o is the component of the radius vector of an
electron in the plane perpendicular to the cylinder axis
a the instant of its reflection from the cylindrical
boundary of the particle. By eiminating r,; from these
expressions, we abtain

t, = {rovo +[(rg Vo) + (Re—r2)va] "} 1v, (15)

T, = 2[(ro )’ + (RE—ri)vil “IvE.  (16)
Relations (14)—(16) fully determine the function f,(r,
Vg, V,) in the case where electrons move along atrajec-
tory not intersecting the core of the particle.

Now, we pass to the case of double specular reflec-
tion of an electron (from the cylindrical core and from
the outer cylindrical boundary of the metal). We solve
transport equation (9) intheinterval (t,_, t,) by assum-
ing that, at some instant, an electron is reflected from
the boundary of the metallic layer (previoudly, the el ec-
tron was reflected from the core). In this way, we find
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the deviation f,,(t) of the electron distribution function
from the equilibrium function:

[g,(1—exp(—vT,) +g,exp(—vT;)) -1
f(t,) = A
2(t2) E 1-q,0,exp(-2vT,)

(17)
O
x exp(-vip) + 10
O

Likewise, we find the deviation f;(t) of the distribution
function for electrons reflected from the cylindrical
core of the particle. We directly write out the fina
result:

(g,(1—exp(-vT,) +q;exp(—vT,;)) -1
f(t) =A
u(t) =AD 1—0,0,8xp(~2vTy)

O
xexp(—-vt,))+10
O

(18)
The parameter t; in Eq. (18) is given by

ty = {rova—[(rg o)+ (RE—r2)vi "3 IvE. (19)

Indeed, this equation follows from the obvious vector
equality ro = rqog + Vity, Wherer is the radius vector
of the electron at the moment of reflection from the core
of the particle (réD = Rf). If we square both parts of
this equality and then solve it with respect to t;, we will
obtain Eq. (19).

The parameter T, (the period of motion of an elec-
tron at double reflection, i.e., the time after which the

electron is again reflected from the core or from the
outer boundary of the metal) can be found using the

vector equality rf =rq;+ vyTy, wherer g, =ry—vity,
Iroo] = Ry, and |r% | = R, (we assume that the electron
moves from the core to the particle boundary). Squar-
ing both sides of this equality, we obtain the quadratic
equation

VAT: +2(ro—vet VT, +(RE=R3) = 0,  (20)

whose solution (written out below) allows usto find the
parameter T,.

Relations (15) and (17)—<20) fully determine the
function f,(r, vg, Vv,) for the case where electrons are

doubly reflected from the cylindrical core and from the
outer cylindrical boundary of the particle.

4. ABSORPTION CROSS SECTION
The distribution functions found above alow us to
calculatethe current (4), the average dissipated power (2),
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and the cross section (6) for the absorption of the
energy of the external electromagnetic field.

When calculating integrals in Egs. (4) and (2), it is
convenient to passto cylindrical coordinates bothinthe
coordinate space (r, ¢, r,; zisthe polar axis coinciding
with the cylinder axis and parallel to the vector H,) and
in the velocity space (v, a, v,; the v, axisis the polar
axis).

In cylindrical coordinates, field (1) has only a ¢
component,

_ i
B = ¢
Accordingly, current (4) has only a¢ component (cur-
rent lines are closed circles lying in planes perpendicu-
lar to the z axis, with their centers on the z axis).

When integrating expression (4), we should bear in
mind that the point of reflection of electrons inside the

particle is determined by the angle a in the velocity
space. Let us consider different situations.

(i) If theinequality 0y < a < TT—ayissatisfied, where
the angle a, is determined by the expression

E = E46, roHoexp(—iwt). (21)

1195

then the electron tragjectory does not intersect the core
and the electron is reflected from the outer boundary of
the metallic layer of the particle. In this case, the elec-
tron scattering from the cylindrical surface is described
by the function f,o(r o, vp) (t=t,, T=T,) [see Eq. (14)].

(i) If T - 0, < a < 1, then the electrons move
towards the core of the particle and the function f,(r g,
V) becomesf,(ro, vp) (t=t, T=T,) [see Eq. (17)].

(iii) If 0< a < a, the eectrons move away from the
core of the particle and the function f,(r 5, v) becomes
f1(ro, vo) (t=t, T=T,) [see Eq. (18)].

The motion of electronsis symmetric with respect to
any plane that contains the axis of the particle and in
which lies the point of their position on a trajectory;
therefore, we can assume that the angle a in the veloc-
ity space changes from 0O to 1t and double the result of
integration with respect to this variable.

In terms of symmetry, the integration over the entire
range of the velocities v, can be replaced by integration
over the positive range and the result is doubled. There-
fore, taking into account that v, = vpsina and substi-
tuting the limits of integration, we arrive at the follow-

O, = arccos : (22) ing expression for the components of the vortex cur-
o ‘o 0O rent:
3’ i Hap-Depvty)
Ny ¢e Vi g, —1)exp(-Vvi,
lljsm adv da
nvmeor I [v? 251 Gexp(-vT,) . .
E : 1—exp(—vTy) + T
L 3No ¢eI I Vo ml( exp(-vT,) + q,exp(-vT,)) — exp(—vt2)+1|%sin2advmda 23)
v mv Avi- 2 1-0q,0.exp(-2vT,) 0
E ; 1- T,) + T
3n0 ¢e J-J— Vo qu( exf( —VT,) Q192Xp_|(_ vT,)) - exp(—vt1)+1|%sin2advmda.
mvimvdJ 2 2 0,9,exp(-2vT,) 0
Here, we assumed that the concentration of conduction  where
electronsin metalsis determined by Eq. (5).
The absorption cross section of electromagnetic 0 ViTT- g
radiation for the inhomogeneous particle is given by - Re D3”0‘9 e '—2 34
0, I O rDI I
18T[ 0 vime’ '\/Vf_VD
Re{ I ¢E¢d r}. 0
(25)
[
With Egs. (21) and (23), after simple transforma- [ (0,-1) exp(—vtz) } dv-d O
. i - sin‘adv da
tions, this expression reduces to the form V(= qexp(—vT,) D o
0 = 0,+0,+03, (29) 0
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O] Vi 1 3
EBnoe oL vy
0, = Reg——————2 derD
E meC J. '!,TJ.%,VV$—V5
y [Ch(l —exp(—vT,;) +g,exp(—vT;)) -1 (26)
V(1-0q,9,exp(-2vT,))
5
x exp(—vt,) + }}sinza dv,dag
v 0
ad
EB L e
menw
0; = Reg———5—2 derD
|:| V¢ mC I J’J' ,Vf VD
y [%(1 —exp(—vT;) +qg,exp(-vT;)) -1 27)
V(1-0.g.exp(—2vT,))
5
x exp(-vt,) + 1}sinZO(ddeO( O
v O
ad
Let usintroduce new variables:
-Io _ Yo
2’ V 1
R R
z= va ally: mgvf = x—iy, (28)
_ R
= R,

Here, x = Ry/Tv; istheratio of the particle radius R, to
the electron mean free path A (t is the electron relax-
ation time for the shell, v; is the Fermi velocity of the
electronsin the shell) and y = R,w/v; istheratio of the
frequency w of the external field to the frequency v;{/R,
of electron scattering by the particle surface. For exam-
ple, for an auminum particle (v; = 2.02 x 106 m/s) and
for R, = 10 nm, the dimensionless frequency y = 7 cor-
responds to the angular frequency of the external field
w=YyVv{/R,= 1.4 x 10*®* s (in this case, the dependence
of the absorption cross section on the reflectivities and
on the presence of an inner core is most pronounced).

Using Egs. (28), we transform Egs. (15), (16), (19),
and (22) to the form

t, = —Rg(Ecosa +A/1—Ezsin20() = —Rgr],

R
T, -——221 Esmor-——no,

t, = V—Z(Ecosa—A/K —&’sin‘a) = V—leJ
a ]
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Oy = arccos% 1 K
0 / %

Here, we used the relation r vy = rpvycosa (all elec-
trons at the Fermi surface inside the cylindrical metal
layer move with velocities equal to v;).

By solving Eg. (20), we determine the parameter T;:

R - . R
T, = V—Z(Jl—Ezsnza—«/Kz—Ezsnza) = V—2L|J0
O m]

Next, absorption cross section (24) can be rewrit-
ten as

0 = Oo(F + F,+Fy),

where
2 3
Oy = 3mmnye \/3fR2L’ (29)
mc
E 51 17— 0 3
= Y (g3 p
RS
(30)
(9, —1)exp(-zn/p) E
g —1)exp(-=Zn/p .2
| T qepCangp) * L5 owd
U
1 m 3
F, = Rezzyfz def [ =
0m— 0oy 1_p
y [ql(l —&P(20/P) * GP(-2Wo/P)) =1 4y
(1-9,0.exp(—2zyo/p))
. 2 [l
x exp(-zn/p) + 1}sm adpda
O
0 51 10, 3
F, = RefRL (e de [ [—2—=
i e
y [qzu —eP(-24y/p) + hexp(-ZW/p) -1 o)
(1-0,9,exp(-224,/p))

. O

x exp(-zy/p) + 1}sm2adpda O

|
Formulas (30)—(32) allow usto calculate the dimen-
sionless absorption cross section for the inhomoge-
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F(y) F(y)
0.8 0.8 T T
1
1
0.6 0.6r N .
II’ \‘\3
04 B T 04 - ll' \\\ :
........... 2 PP L L LT T TR, ,I \\_——————_~~~-_—‘—
’,' ........... 2
0.2 . 02r 7
:.:: 3 ...................
0 2 4 6 8 10 0 2 4 6 8 10
y y
Fig. 1. Dimensionless absorption cross section F as afunc- Fig. 2. Thesame asin Fig. 1, but for x = 0; k = 0.7; and (1)
tion of dimensionless frequency y = Ryw/vs at x = 0.1; k = g1=0andq,;=0,(2) gy =0and g, =1, and (3) g; = 1 and
0.7;and (1) g; =0and g, =0, (2) g; =0.5and g, = 0.5, and gp=0.
@ ar=1landg,=1.
F(x)
0.20 T G(K)
0.7
0.15
0.10 |
0.05
0 2 4 6 8 10
X
Fig. 3. Dimensionless absorption cross section F as afunc-
tion of the dimensionless inverse mean free path X = Ry/Tv; Fig. 4. The quantity G as a function of the ratio (k) of the
ay=1k=0.7and (1) g =0and g, =0, (2) g, = 0 and coreradiusto the particleradiusaty = 3; x=0; and (1) q; =
d,=1,and(3) g =1andqg,=0. O0andgy=0,(2)g;=0andgy=1,and (3) gy =1and g, =0.
and the dimensional absorption cross section,
0 = O0oF(X Y, K, 0y, 0p)- (34

Ask — 0 (ag — 0), i.e,, in the case where there is

neous cylindrical particle,
F(X ¥,K,0;,0,) = Fi(X Y,K,01,0) (33)

+ F2(X1 y! Kv qlv q2) + F3(X, yv K! ql! q2)
No. 7 2005
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Fgy)
0.04 | | I I I
. "/x\\\
LT
0.02 b 3// “‘
0.01 :”” : ‘ll
07 !
0 0.4 0.8 1.2
9

Fig. 5. Dimensionless absorption cross section F as afunc-
tion of the electron reflectivity g, of the inner surface of the
metallic layer of the particleaty = 1, x=0, k = 0.95, and
various values of g: (1) O, (2) 0.5, and (3) 1.0.

no corein the particle, it follows from Eq. (33) that

1 i

F(xy) = Rezey _[E e J’J’

3
P
A/l—p2

+ 1]sin2cxdpda E;
O

><[(qz—l)exlo(—zn/p)
(1-0g.exp(-zno/p))

This expression coincides with the result obtained in
[17] for a homogeneous cylindrical metallic particle.

The results of calculations of F(X, y, K, q,, ¢,) are
shownin Figs. 1-6.

5. DISCUSSION

In the limit of purely specular reflection of electrons
at the boundaries of the metallic layer of the particle
(g, =1, g,=1), using formulas (30)—«32), we obtain the
following expression for the dimensionless absorption
cross section F(x, v, K):

2

_ .0
F(z k) = Re%G(l K )D

Therefore, dimensional absorption cross section (34)
becomes

(35
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F(qy)
0.05 T T T T T

0.04

0.03

0.02

0.01

0.8 1.2
q2

Fig. 6. Dimensionless absorption cross section F as afunc-
tion of the electron reflectivity g, of the outer surface of the
metallic layer of the particleaty = 1, x=0, k = 0.95, and
various values of g;: (1) O, (2) 0.5, and (3) 1.0.

2
o(z K) = ooRe%G(l K )D

= Oog M-k Xy
X+y

(36)

In the case of a metallic particle without a core (K —
0), this expression reduces to the classical result for a
cylindrical particle (the Drude formula) [15]:

2

Tt XY
0(Z) = Op= .
( ) 06X2 y2

With Egs. (28) and (29), absorption cross section (36)
coincides exactly with the classical result for acylindri-
cal metallic layer. The reason for thisisthat, at q; = 1
and g, = 1, the boundaries of the metallic layer of the
particle have no effect on the el ectron distribution func-
tion f(r5, v, V,). The vortex current inside the specu-
larly reflecting metal layer [see Eq. (23)] satisfies the
local Ohm law for any relationship between the layer
thickness| and the electron mean free path A. Thus, for

specular reflection, there are no nonlocal (surface)
effects.

Irrespective of the character of reflection of elec-
trons from the boundaries of the metallic layer (i.e., at
arbitrary values of g, and ¢,), macroscopic asymptotic
expression (35) also becomes valid as the particle size
increases (at X > 1); in this case, we can disregard the
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terms with rapidly decaying exponential functions in
Egs. (30)—(32).

Figures 1 and 2 show the dependence of the dimen-
sionless absorption cross section F on the dimension-
less frequency of the external field y. Figure 1 corre-
sponds to the case of equal electron reflectivities of the
particle surfaces. For each curve, the ratio of the core
radiusto the particleradiusk isfixed. ItisseeninFig. 1
that, at low dimensionless frequenciesy (wherey < 1),
F can be greater for particles in which the reflection of
conduction electrons is purely specular. Aty > 1, the
dimensionless absorption cross section is greater for
particlesin which the reflection of conduction electrons
from each of the surfaces is purely diffuse. Figure 2
shows the datafor very small particles (as compared to
the electron mean free path), where R < A (x=0). The
curves correspond to different values of the reflectivi-
ties g, and g,. The appearance of oscillationsin thefre-
guency dependence is due to the fact that the energy
dissipation inside the metallic shell of the particle
depends on the ratio of the time of flight of an electron
between collisions with the surfacesto the period of the
external electromagnetic field. This effect is most pro-
nounced for diffuse reflection of electrons from the
boundaries of the metallic layer of the particle (g, =0
or g, = 0) and decreases with increasing surface reflec-
tivity. With an increase in the particle radius, the oscil-
lations of the frequency dependence become smoother
because of the enhancement of the effect of electron
collisions in the bulk. As the reflectivities increase, the
absorption cross section decreases, because the surface
effectsin energy dissipation become less important.

In Fig. 3, the dimensionless absorption cross section
F is plotted as a function of the dimensionless inverse
mean free path x. The curves correspond to the same
dimensionless frequency but various values of the
reflectivities g; and q,. Curve 2 starts virtually at the
origin and has a maximum. This dependenceis close to
the classical result (36), since the main contribution to
the absorption cross section comes from the electrons
specularly reflected from the boundary of the inhomo-
geneous particle. At intermediate values of the reflec-
tivities (g # 0, q # 1), the dimensionless absorption
Cross section is nonzero even for a highly pure metal,
where x = 0. As the particle radius increases, all curves
merge and we obtain the classical result. As the fre-
guency increases, the absorption cross section also
increases, since the intensity of the vortex electric field
isdirectly proportional to the frequency of the external
field.

To anayze the dependence of the dimensionless
absorption cross section F on the ratio K of the core
radius to the particle radius, we use Fig. 4. This figure
shows the dimensionless absorption cross section per
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unit volume of the metal G(k) (specific absorption
Cross section),

Fk)

2

G(K) =
1-k

for ametallic cylindrical particle with adielectric core.

We restrict ourselves to the case of purely metallic
particles (x = 0) and afixed value of the dimensionless
frequency of the external field y. For such particles
(electrons in pure metals have a large mean free path),
in a wide range of K values, the cross section can be
greater for specular reflection of electrons from the
outer surface of themetallic layer of the particle. At val-
ues of K closeto unity, the specific absorption cross sec-
tion is low at all frequencies and at all values of the
reflectivities, since the cylindrical metallic shell of the
particle is very thin and, during the flight between the
surfaces of the shell, electrons have no timeto be appre-
ciably accelerated by the external electromagnetic field
(thus, the current density in the shell tends to zero).

Figures 5 and 6 show the effect of the reflectivities
g, and g, on the dimensionless absorption cross section
F for a particle with athin metallic shell (k is close to
unity). In Fig. 5, we see that, in the absence of electron
scattering in the bulk of the metal (the size of the metal-
lic layer is extremely small), the dependence of the
dimensionless absorption cross section F on the reflec-
tivity g, is especialy complicated in the case of specu-
lar reflection of electrons from the outer boundary of
the metallic layer (g, = 1). In this case, the absorption
cross section tendsto zero for all values of y when elec-
tron scattering by the two reflecting surfaces of the
metal becomes purely specular (g, =1, ¢, = 1). Figure 6
shows how the dimensionless absorption section F
depends on the reflectivity g,. At almost any values of
g, (except in anarrow region near unity), the absorption
cross section increases as the reflection of electrons
from the inner boundary of the cylindrical metal layer
becomes more specular.
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Abstract—The dynamics of hydrogen atomsin Ta—H and Ta—O—H interstitial solid solutionsis anayzed. The
vibrational energies of hydrogen interstitial impurity atoms are determined, and the metal—impurity interaction
constants are calculated taking into account the atomic thermal vibrationsin the host lattice. It is found that, in
the Ta—O-H solid solution, as in the Ta—H solid solution, hydrogen atoms are located in relatively undistorted
tetrahedra and the distance between the hydrogen and oxygen atoms is no shorter than that in the third coordi-
nation shell of the octahedral interstices. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Ininterstitial ternary alloys, the dynamics and local
structure of the nearest hydrogen environment depend
on the concentrations of hydrogen atoms and p ele-
ments, the temperature, and the structure of the host |at-
tice. Oxygen atoms involved in metals can serve as
traps for hydrogen atoms. Capture of hydrogen atoms
by impurities leads to a number of interesting effects,
such as hydrogen stabilization of the a phase at low
temperatures, changes in the hydrogen location, etc.
For example, in solid solutions of the Ti—-O-H system
at a particular concentration of oxygen atoms, hydro-
gen atoms occupy octahedral interstices rather than tet-
rahedral positions. In this case, hydrogen remains in
octahedral interstices of the solid solution down to a
temperature of 5 K [1].

It has been found that, in Group Vatransition metals,
oxygen and nitrogen atoms serve as traps for hydrogen
atoms. This finding has been confirmed by various
experimental methods. Slow-neutron inelastic scatter-
ing has been used primarily for studying solid solutions
in the niobium-based system (see, for example, [2]). It
has been established that, in solid solutions of the Nb—
(O,N)-H system, oxygen and nitrogen atoms act as
traps capturing one hydrogen atom per p atom and, con-
sequently, suppress the hydride formation down to lig-
uid-helium temperature. Moreover, it has been demon-
strated that, in these solid solutions, both untrapped and
trapped hydrogen atoms are located in tetrahedral inter-
stices of the host lattice. Heene et al. [3] obtained sim-
ilar results for solid solutions in the Ta=N-H system.
Solid solutions in the Ta—O system have not been stud-
ied using slow neutron inelastic scattering. However,
such investigations are of undeniable interest. In the
present work, we studied interstitial solid solutions in
the Ta—H and Ta—O-H systemsin order to elucidate the
mutual influence of interstitial atoms of different types
on their location in the crystal structure. Necessary
information can be obtained from analyzing the struc-

ture of the local modes of oxygen and hydrogen atoms,
because the local vibrations of interstitial atoms are
very sensitive to variations in the type and size of the
interstices, as well as in the local environment of the
interstitial atoms themselves. This effect has been reli-
ably established for Me—H solid solutions and is espe-
cialy pronounced in solid solutions in which hydrogen
atoms can occupy both tetrahedral and octahedral inter-
stices (V-H [4-6], TI-O-H [1, 7]).

In the primary Ta—H solid solution, hydrogen atoms
occupy tetrahedral interstices (see, for example, [8]). In
order to determine the location of hydrogen atoms in
interstitial solid solutions of the Ta—O system, we mea-
sured the slow-neutron inelastic scattering spectra of
the TaOy osHg o and TaH o, compounds.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Samples of the TaH,, compound were prepared
through the saturation of tantalum plates with hydrogen
from the gas phase. Samples of the TaO y3Hp o cOM-
pound were prepared in two stages. At the first stage,
tantalum plates were saturated with oxygen from the
gas phase at atemperature T = 1100°C with subsequent
oil quenching after homogenizing annealing for 5 h.
According to x-ray diffraction analysis, oxygen atoms
are located in an interstitial solid solution with the lat-
tice parameter a = 3.314 + 0.002 A corresponding to the
composition TaOy, 45 (3.077 + 0.002 at. %), whichisin
good agreement with the amount of the absorbed gas.
At the second stage, the TaO,4; sample was divided
into two equal parts. Either of these two parts was sat-
urated with oxygen until it reached the composition
TaO, osHo 1. FOr this purpose, gaseous hydrogen was
preliminary accumulated in calibrated volumes and
was then supplied to the sample placed in aknown vol-
ume at a temperature of 1000°C. The gas pressure
exerted on the sample was increased to a saturation

1063-7834/05/4707-1201$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Slow-neutron inelastic scattering spectra of hydro-
gen atomsin the TaHg o, and TaOg g3Hg 1 alloys. Numbers
over the arrows are the transferred energies € given in mil-
lielectron-volts. Vertical and horizontal dashes indicate the
statistical accuracy and the half-width of the instrumental
resolution function, respectively. The solid lines correspond
to the smoothening of the experimental spectrum by the fast
Fourier transform method.

hydrogen vapor pressure P = 150 mmHg, which corre-
sponds to the composition TaH,,; at 1000°C. After the
homogenizing annealing, the sample was subjected to
oil quenching. The composition of thefinal product was
determined from the weight increment and corre-
sponded to the formula TaOg g3Hp0;. This composition
was confirmed by slow-neutron inelastic scattering
investigations.

The neutron scattering investigations were carried
out on a DIN-2PI time-of-flight direct-geometry spec-
trometer installed on an IBR-2 reactor [9]. The s ow-neu-
tron inelastic scattering spectra were recorded in a neu-
tron energy gain mode. In addition to the TaH,y; and
TaOy gsHo0p iNterstitial solid solutions, the neutron scat-
tering experiments were performed with samples of pure
tantalum and the TaO, ;3 solid solution. All the measure-
ments were carried out in the same geometry. The sam-
pleswere assembled into flat plates 100 x 100 x 1 mm in
size. The mean transmittance of these plates with
respect to the neutron scattering cross section was
approximately equal to 96%, which excluded notice-
able contributions of multiple scattering to the slow-
neutron inelastic scattering spectra. The initial energy
of neutrons incident on the sample was E; = 8.2 meV.
The scattered neutrons were detected in the angle range
70°-134°. Theinstrumental resolution was R~ 12 meV
in the energy transfer range € = E — E, = 0-120 meV,
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which corresponds to local vibrations of hydrogen
atoms.

By subtracting the fast-neutron scattering back-
ground (with due regard for the detector efficiency and
the attenuation of the primary and singly scattered neu-
tron beams) from the slow-neutron inelastic scattering
spectra, we obtained the double-differential scattering
cross sections for Ta, TaH 1, TaOg g3, and TaOp o3Ho 01
samples. Then, the spectra of the double-differential
scattering cross sections were processed using the sub-
traction method in the incoherent approximation. As a
result, we obtained the partial frequency spectraof oxy-
gen and hydrogen impurity atoms. Practical experience
shows that this technique works very well in the case of
low (<2-3 at. %) concentrations of impurity atoms and
accounts for the contribution of the multiphonon neu-
tron scattering by the host atoms.

3. RESULTS AND DISCUSSION

The slow-neutron inelastic scattering spectra of the
hydrogen-containing solid solutions TaH,, and
TaO, osHo 01 IN the energy transfer range €, = 115 meV
exhibit additional features with respect to the spectra of
pure tantalum and the TaOy 43 solid solution. Figure 1
shows the angle-averaged differences in the slow-neu-
tron inelastic scattering spectra (TaOg osHp 01—Ta0g 03)

The difference spectra correspond to scattering by
hydrogen atoms. It can be seen from Fig. 1 that, in the
spectra of both solid solutions, the location and shape of
the peak in the energy transfer range €, = 115 + 3 meV
coincide with each other. Thus, no noticeable effect of
oxygen atoms on the dynamics of hydrogen atoms is
observed. However, the dynamics of the interstitial
atom is very sensitive to variationsin itslocal environ-
ment. Hence, thisfinding indicatesthat hydrogen atoms
are located in undistorted tetrahedral positions. We can
also draw the conclusion that solid solutionsin the Ta—
O—H system are similar to solid solutionsin the Ta—N—
H system in terms of both structure and dynamics. The
above energy of the low-frequency vibrational mode of
hydrogen atoms is close to the value obtained for
hydrogen atomsin interstitial solid solutions of the Ta—
H and Ta—N-H systems (¢; = 113+ 1 meV) [3]. Aswas
shown in [3], the energy corresponding to the high-fre-
quency mode of hydrogen [¢, 3 = (160-163) + 1 meV]
does not undergo substantial variations either upon
addition of nitrogen to the Ta—H solid solution or upon
the phase transition of the Ta—H solid solution from the
o phase to the hydride phase. The main differencesin
the spectra of the high-frequency vibrations of hydro-
gen atoms in tantalum in the presence and in the
absence of impurity traps are observed in the linewidth
(Ag, 3 = 11.5 meV for the TaH gg solid solution, and
Ag, 32 20meV for the TaNg gosHo 003 SOlid SOlUtion [3]).

The high-frequency peak, which corresponds to the
doubly degenerate vibrations of hydrogen atomsin the
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tetrahedral positions, is almost entirely absent in the
difference spectra presented in Fig. 1. One can see only
an insignificant inflection at an energy € = 170 meV,
which corresponds to the predicted energy of high-fre-
guency vibrations of hydrogen atoms in the sample
under investigation. Thisisassociated with asmall pop-
ulation of the corresponding levels of vibrational ener-
gies at room temperature. Based on the above conclu-
sion that the shape of the hydrogen spectrum does not
depend on the presence of p-element impuritiesin the
aloy, we can summarize both spectra of slow-neutron
inelastic scattering in order to increase the statistical
accuracy. After this summation, the frequency spec-
trum of hydrogen atoms was calculated for the aver-
aged spectrum of neutron inelastic scattering by hydro-
gen atoms. The results of these calculations are pre-
sented in Fig. 2. The generalized partia frequency
spectrum of hydrogen atoms exhibits a high-energy
peak (€ = 175 meV). The calculated energy of the high-
frequency peak is higher than the energies of the hydro-
gen doublet reported both for the a phase of the Ta—H
solid solution (g, 3 = 154-164 meV) [3, 8] and for the
TaNg o06H0.003 SOlid solution (g, 3 = 160-163 meV) [3].
However, it isworth noting that the allowance made for
the Debye-Waller factor leads to a shift of the maxi-
mum toward higher energies. This effect also manifests
itself in ashift of the low-frequency singlet (at €, = 115
+ 3 meV in the dow-neutron inelastic scattering spec-
truminFig. 1 and at €, = 118 £ 3 meV in the spectrum
gy(€) in Fig. 2). The above effect is especially notice-
able in the case of broad peaks, which, asarule, occurs
when there are high-frequency modes of hydrogen
atomsin Group V transition metals.

Within the limits of experimental error, the ratio
between the obtained vibrational frequencies of hydro-

gen atoms €, 5/¢; = /2 corresponds to a splitting of the
vibrational modes in an undistorted tetrahedron of the
body-centered cubic structure. The atomic interaction
constant for the Ta—H bond was calculated taking into
account the vibrations of the host atoms (by analogy with
the calculation performed earlier in [10]) in both solid
solutions systems: f;, = (6.9 + 0.5) x 10*dyn/cm. The con-
stant of interaction between the nearest neighbor
atomsinvolved in the Ta—Tabond was estimated in the
Einstein approximation from the mean-square frequency
of vibrations of the host atoms 2= 257 meV?2. As a
result, we obtained the interaction constant f, = 6.7 x

10* dyn/cm. The closeness of the given values of the
interaction constants has a stochastic nature. Inthesim-
ilar Nb—H system, the vibrational energies of hydrogen
atoms (see, for example, [2]) and, correspondingly, the
interaction constant for the Nb—H bond almost coincide
with the values obtained for the Ta—H solid solution.
However, the interaction constant for the Nb—Nb bond,
which was also estimated in the Einstein approximation
from the mean-square frequency of vibrations of the host
atoms [?[= 360 meV? [11], gives the value f; = 4.8 x
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Fig. 2. Generalized partial frequency spectrum of hydrogen
atomsin tantalum and in the a-TaOgq o3Hq o1 Solid solution.
The solid line corresponds to the approximation of the spec-
trum by three Gaussian functions. The high-frequency wing
of the spectrum is attributed to the two-phonon processes.
The notation isthe same asin Fig. 1.

10* dyn/cm, which is inconsistent with the isotopic
approximation.

4. CONCLUSIONS

Thus, the behavior of hydrogen in solid solutions of
the Ta=O—H systemissimilar to that in solid solutions of
the Ta=N—-H system at least at atemperature T = 300 K.
The results obtained allow us to assert that, both in the
0-TaO, o3Ho 01 dloy and in the a-Ta—H alloy, hydrogen
atoms occupy tetrahedral positions. The similarity
between the low-frequency spectra of hydrogen atoms
in solid solutions of both systems indicates that hydro-
gen atoms are located in relatively undistorted tetrahe-
dra and that the distance between the hydrogen and
oxygen atomsis no shorter than that in the third coordi-
nation shell of the octahedral interstices. Otherwise, the
Ro_y distance would be either comparable to or less
than the Ry distance, which would inevitably lead to
a noticeable distortion of the spectrum of local vibra-
tions of hydrogen atoms as compared to the oxygen-
free sample.
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Abstract—Binary icosahedral and crystalline phases of the Zr;oPdy, alloy were obtained in crystallization
from the amorphous state during heat treatment. The specific heat and electrical resistivity of the icosahedral,
amorphous, and crystalline phases were measured and compared. An increase in the el ectronic density of states
on the Fermi surface, | attice softening, and an increase in the el ectron—phonon coupling constant were observed
to occur with decreasing structural order. Despite the high valence electron density in the icosahedral phase,
where the electronic densities of states are twice those in the crystal, the electrical resistivity of the icosahedral
phaseis~50 times as high. Superconductivity was observed for thefirst timein theicosahedral phase of abinary
system of transition metal atoms, Zr,yPdsy. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Theicosahedral phase has been observed to formin
anumber of Zr-based aloys in the course of metallic-
glass crystallization occurring under heat treatment.
Earlier studies assumed quasicrystalline phases in Zr-
based multicomponent alloys to be stabilized by some
elements, such as O, Pd, Ag, Au, Pt, and Ti [1-6].
Recent papers have reported the preparation of binary
quasicrystalline icosahedral phasesin Zr—Pd and Zr—Pt
aloys [7-10], thus suggesting that, in order for an
icosahedral phase to form, a system need not necessar-
ily be multicomponent.

The structure of the quasicrystalline Zr,,Pds, phase
obtained in the course of crystallization of a Zr,oPds,
amorphous alloy has been studied in considerable
detail [7—11]. A structural analysis of quenched and
annealed samples of the Zr,,Pd,, aloy showed that Zr
rather than Pd acts as a center of icosahedral clustersin
guenched alloys and that the fraction of icosahedra
clusters grows under annealing [8]. Note that the binary
icosahedral phase in Zr-based aloys is limited to the
Zr—Pd and Zr—Pt systems. This may be assigned to the
large negative enthalpy of a Zr and Pt mixture, a crite-
rion for the formation of quasicrystalline phasesin any
system [11]. Earlier studies of ZrsRh,s [12], Zr;oBeyy
[13], Zr;0Cosy, ZroNig, and Zrg,Cus, [10] aloys
revealed that icosahedral phases do not form in these
aloysin crystallization from the amorphous state.

The Zr;oPdy, aloy arouses interest for a number of
reasons. It was established in [9] that this alloy may
reside in three phase states, namely, amorphous, icosa

hedral, and crystalline, which permits one to study the
effect of a change in short-range order in the course of
transition from the amorphous to the icosahedral or
crystalline state without a simultaneous change in the
concentration of the components. Moreover, as found
in the present work, the alloy is superconducting in all
three phases, thus permitting one not only to determine
some phonon and electronic characteristics experimen-
tally but also to estimate the el ectron—phonon coupling.
The absence of complex concomitant magnetic effects
simplifies separation of the phonon and el ectronic char-
acteristics of the phases of interest.

To understand the conditions favoring the formation
and stabilization of a quasicrystalline structure and to
investigate the nature of many of the physical proper-
ties of quasicrystals, detailed information is needed
concerning the vibrational spectrum and electronic
density of states on the Fermi surface. No such infor-
mation was available on the samples for study.

Thus, this study was aimed at a comparative investi-
gation of the electronic, vibrational, and superconduct-
ing characteristics of quasicrystals and of their crystal-
line and amorphous anal ogs by measuring the temper-
ature dependence of the heat capacity and electrica
resistivity.

2. PREPARATION OF SAMPLES
AND THEIR CHARACTERISTICS

A Zr,Pdy, aloy was prepared from electrolytically
pure zirconium (99.99%) and pure paladium
(99.96%). To produce crystalline samples, the starting

1063-7834/05/4707-1205$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. X-ray diffractograms of (a) the amorphous phase,
(b—d) the icosahedral phase for T, equal to (b) 740 and
(c) 760 K and also for (d) Ty = 760 K with the sample
held for 2.5 min at thistemperature, and (€) the crystalline
phase of Zr;gPdszo. The Bragg peaks corresponding to the
icosahedral phase are indexed following the scheme pro-
posed in [14].

elements were melted in an induction furnace in an
argon ambient. To obtain amorphous samples, the start-
ing elements were placed in a boron nitride ampoule
and melted in an induction furnace at alow argon pres-
sure and then were quenched by spinning in the liquid
state on arotating copper disk. The quenching rate was
estimated to be ~106 K/s. Amorphous samples prepared
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in this way were ribbons 1.5- to 2.0-mm wide and
~0.03-mm thick. After measurements, amorphous sam-
pleswere annealed in ahelium gasflow in aquartz tube
mounted in aresistance furnace. To find the conditions
best suited for preparing a near-perfect icosahedral
sample, annealing was conducted at several tempera-
tures, followed by fast quenching.

The crystallization kinetics of a Zr,Pd,, alloy was
studied with adifferential scanning calorimeter. A heat-
ing thermogram obtained at arate of 18 K/min showed
that the crystallization passes through two exothermal
peaks. The first of them corresponds to a transition to
the icosahedral phase at T = 723 K, and the second, at
T =800 K, signas atransition to the crystalline phase,
in full agreement with the results reported in [8-11].

The structure of the samples thus prepared and the
effect of annealing on their state were determined,
using x-ray diffraction, on a DRON-2 diffractometer
(CuK, radiation). The phase assignment and lattice
parameter determination were performed from the dif-
fraction patterns. The diffraction pattern of a Zr,Pd,,
sample quenched from liquid state is displayed in
Fig. 1a. The overall shape of the curve istypical of an
amorphous metal and revealsthat thereisno long-range
order. The first broad maximum lies at about 20 = 37°,
and the second lies at 26 = 63°. To find the regime most
promising for obtaining as perfect an icosahedral sam-
ple as possible, the annealing was carried out at several
temperatures, more specifically, at 740 and 760 K and
also at 760 K with the sample held at this temperature
for 2.5 min followed by fast quenching. Theincreasein
the electrical resistivity of the icosahedral sample
observed after annealing up to 760 K and the negative
temperature coefficient of the resistivity result from the
improved quality of the icosahedra sample. After
annealing up to 760 K with the sample held at this tem-
perature for 2.5 min, however, the diffraction pattern
characterigtic of the icosahedral phase starts to reved
peakstypical of the crystalline phase. The x-ray diffrac-
tograms of the icosahedral phase presented in Figs. 1b—
1d reveal Bragg peaksthat correspond to an icosahedral
structure; these peaks are indexed in accordance with
the scheme proposed by Bancel et al. [14]. The value of
the six-dimensional hypercubic lattice parameter as
derived from the positions of the [100000] and
[110000] peaksis 7.624 A. Figure 1e displays an x-ray
diffraction pattern obtained for the crystalline phase.
This phaseistetragonal (space group J4/mmm) with the
lattice parameters a = 3.306 A and ¢ = 10.894 A
(according to [15]).

The heat capacity of the sampleswasmeasured inan
adiabatic calorimeter with pulsed heating [16]. The
experimental error in determining the heat capacity was
2% in the temperature interval 24 K, 1% at 4-10 K,
and 0.2-0.5% in the range 1040 K. The superconduct-
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ing transition temperature was derived fromthejumpin
the heat capacity.

The electrical resigtivity of the samples was deter-
mined using the four-probe method. Measurements
were conducted on ribbons about 0.03 x 1.5 % 9 mm in
size. The measuring current was small enough (<1 mA)
to preclude sample overheating. The temperature was
measured to within £0.01 K with a TSU carbon ther-
mometer. The value of T, wasfound from theresistivity
at the midpoint of the superconducting transition.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The temperature dependence of electrical resistivity
of the Zr,,Pds, alloy in the amorphous, icosahedral, and
crystalline states was studied within the temperature
range 2-300 K in different stages of structural relax-
ation occurring in the course of thermally induced
ordering (Fig. 2).

Heat treatment translates the p(T) curves toward an
increase in p, so they remain nearly paralel to one
another. This means that heat treatment has almost no
effect on the temperature-dependent components of
p(T). Therefore, the values of p thus found can be used
as ameasure of the carrier concentration, because p in
quasicrystalsis dominated by the concentrations of free
carriers and of structural defects.

The observed increase in p with an increase in the
annealing temperature and the negative temperature
coefficient of electrical resistivity for the icosahedral
phase (annealed up to 760 K) argue for the improved
quality of the icosahedral sample [17]. The electrica
resistivity of the icosahedral phase (T,,, = 760 K) is
considerably higher than that of the amorphous phase
and exceeds the resistivity of the crystalline phase by
~50 times at low temperatures.

The inset to Fig. 2 compares measurements of the
low-temperature electrical resistivity and of T, of the
amorphous and crystalline phases, as well as of the
icosahedral phase obtained by annealing up to 740 and
760 K and also at 760 K with the sample held at this
temperature for 2.5 min. These samples in al three
phases are superconducting. The superconducting tran-
sition temperatures T, are 2.97 K for the amorphous
phase and 2.54 and 2.05 K for the icosahedral phase
annealed up to 740 and 760 K, respectively. No super-
conducting transition was observed down to 1.5 K dur-
ing annealing of asampleto 760 K with the sample held
at this temperature for 2.5 min, a procedure in which
the icosahedral phase starts to convert into the crystal-
line phase and peaks typical of crystals appear in the
diffractogram. The resistivity jumps that are observed
to appear after annealing and precede the supercon-
ducting transition are apparently due to residues of the
amorphous phase in the icosahedral sample. Thus,
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Fig. 2. Temperature dependences of the electrical resistivity
of (a) the amorphous phase, (b, ¢) the icosahedral phase for
Tann €qual to (b) 740 and (c) 760 K, (d) the icosahedral
phase for T,,, = 760 K with the sample held for 2.5 min at
this temperature, and (€) the crystalline phase of the
Zr49Pd3g system in the range 2-300 K. The inset shows
anal ogous dependences near the superconducting transition
point.

improvement of the quality of an icosahedral sample
gives rise to an increased electrical resistivity, the
appearance of a negative temperature coefficient of
electrical resistivity, and a decreased value of T.. The
superconducting transition in the crystalline phase is
observed at T, = 1.5 K, which is lower than T, for the
amorphous and icosahedral phases. The above observa-
tions reflect the effect of the formation kinetics of the
binary Zr,,Pds, icosahedral phase in the course of crys-
tallization of the amorphous Zr,Pdg, aloy.

The measured temperature dependence of electrical
resistivity of the icosahedral-structure Zr,,Pdy, aloy
differsradically from that for the crystalline and amor-
phous structures; namely, the resistivity of the icosahe-
dral phaseissubstantially higher than that of itsanalogs
and increases with increasing structural perfection of
the quasicrystal.

Investigation of the evolution of the electronic
parameters of the Zr,,Pds, icosahedral phase with
increasing structural perfection sheds light on what
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Fig. 3. Temperature dependences of the specific heat of
(a) the amorphous, (c) icosahedral, and (€) crystalline
phases of Zr;gPd3y measured in the range 1.5-4.5 K and
plotted in the C/T vs. T2 coordinates. The curve notation is
thesameasin Fig. 1.

drives the transformation of a “good” metal to a high-
resistivity metal and allows one to draw the fairly gen-
eral conclusion that electron localization is the driving
force (this viewpoint is in qualitative agreement with
the cluster model of quasicrystal structure [17]).

The heat capacity of the Zr,yPd,, aloy with icosahe-
dral, amorphous, or crystalline structure was measured
in the temperature interval 1.5-40 K. Throughout this
temperature range, the specific heat of the icosahedral
phase is lower than that of the amorphous phase but
higher than that of the crystalline phase.

Figure 3 displays the behavior of the low-tempera-
ture specific heat of the three phases in the range 1.5
4.5 K plotted as C/ T versus T2 graphs. The amor-
phous phase exhibits a sharp superconducting transi-
tion at a temperature T, = 2.6 K, with a transition
width AT, = 0.2 K. The superconducting transitions in
the icosahedral and crystalline phases as derived from
the heat capacity data are broader and are observed at
similar temperatures: T, = 2.1 K (AT, = 0.6 K) for the
icosahedral phase and T, = 1.9 K (AT, = 0.7 K) for the
crystalline state. Each phase reveals a heat capacity
jump at about the same temperature as obtained from
resistivity measurements. This suggests a volume char-
acter of superconductivity. Note that the absence of a
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Fig. 4. Temperature dependences of Op(T) measured in the
range 3—40 K for (a) the amorphous, (c) icosahedral, and
(e) crystalline Zr;gPd3g phases. The curve notation is the
sameasinFig. 1.

second jump in the heat capacity associated with traces
of the amorphous phase (which was observed for the
resistivity) indicates that the amount of the amorphous
phase present in the icosahedral sampleis small (rough
estimates yield 1-2%).

The data derived from the electrical resistivity and
heat capacity measurements are given in the table. As
seen from the table, the characteristic parameters of the
icosahedral phase lie between those of the amorphous
and crystalline phases. A comparison of the electronic
heat capacity coefficientsfor theicosahedral phasewith
those of the amorphous and crystalline phases reveals
that the electronic density of states on the Fermi surface
in the icosahedral phase of Zr,yPd,, is less than that in
the amorphous phase but istwice that of the crystalline
phase.

The heat capacity data suggest that the phonon spec-
trum softens with decreasing structural order, which is
observed to occur as one goes over from the crystalline
to icosahedral phase and then to the amorphous phase
(Fig. 4).

Our results provided an estimate of the electron—
phonon coupling constant A and the electronic density
of states N(0) within the McMillan theory [18]. Both
quantities, A and Ng(0), increase with decreasing struc-
tural order. All three of the phases are weak-coupling
superconductors.

Our studies of the kinetic and thermodynamic prop-
erties of the amorphous, icosahedral, and crystaline
phases of the Zr,,Pdg, aloy alow us to make a sugges-
tion regarding the mechanism of formation of a
pseudogap in the electronic density of states near the
Fermi level in the icosahedral phase.

The existence of a pseudogap is certainly insuffi-
cient to account for the anomalously high electrica
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Parameters characterizing the amorphous, icosahedral, and
crystalline phases of the Zr,yPd;, system

Amor- |Icosahe- | Crystal-
Parameter phous dral line

phase | phase | phase
P300, MQ CM 250 310 70
P2 HQ €M 270 324 7
T, (from resistivity), K 297 205 15
AT, (from resistivity), K 0.05 0.15 0.1
y, m¥mol K? 525 475 2.45
B, m¥mol K* 0.195 0.114| 0.063
T, (from heat capacity), K 26 21 19
AT, (from heat capacity), K 0.2 0.6 0.7
Co/Cer(To) 198 115 115
Op, K 215 257 313
A 058 054 0.51
NH(0), states/eV atom 0.70| 0.66 0.34

Note: p4,and pagp areresistivitiesat 4.2 and 300 K, respectively;
coefficients y and 3 approximate the specific heat at low
temperatures by therelation C = yT + BT3; Ced/Cen(Ty) isthe
ratio of electronic specific heats in the superconducting and
norma states, ©p is the low-temperature characteristic
Debye parameter; Ne(0) isthe electronic density of stateson

the Fermi surface; and A is the electron-phonon coupling
constant.

resistivity. In actual fact, the reason lies in the anoma-
lously low electron mohility in a perfect quasicrystal,
which is associated with the lack of tranglational sym-
metry and the lack of universal short-range order in the
mutual arrangement of configurations. It is known [19]
that quasi-periodicity is capable of appreciably chang-
ing the electronic structure and that interaction of the
Fermi surface with faces of the Brillouin zone may give
rise to the formation of a pseudogap in the electronic
density of states.

Electron localization in a quasicrystal differs from
the Anderson localization, which occurs due to atomic
disorder in a system. In a quasicrystal, an electronic
state may become localized by a quasi-periodic poten-
tial [20].

Our results provide a positive answer to the question
of whether a valence electron system can be localized
in amedium that consists only of metal atoms (without
metalloid atoms) and isametal with astandard electron
concentration.

An analysis of the experimental data obtained pro-
vides support for the conclusion made by Gantmakher
[21] that a quasicrystalline system consisting only of
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metal elements and approaching ametal—insulator tran-
sition should support (despite its high valence-electron
concentration) the formation of stable atomic configu-
rations that could serve as deep potential wells (traps)
for the valence electrons.

4. CONCLUSIONS

For the first time, a comparative study of the elec-
tronic, vibrational, and superconducting characteristics
of aZr,yPdy, icosahedral quasicrystal and itscrystalline
and amorphous counterparts has been performed from
measurements of the heat capacity and electrical resis-
tivity.

The high electrical resistivity of the Zr,,Pd;, quasi-
crystal (~50 times that of the crystalline phase), the
negative temperature coefficient of resistivity, and the
electronic specific heat being twice that in the crystal-
line phase should be apparently assighed to electron
localization and the existence of a pseudogap in the
electronic density of states on the Fermi surface.

Superconductivity has been observed for the first
time in the icosahedral phase of Zr,4Pds, at the super-
conducting transition temperature T, = 2.1 K.
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Abstract—The local environment of fluorine atoms in Sr,Ca, _1Cu,Ox, 4 5F2 +y (N = 2, 3) high-temperature
superconductors (T, = 99 and 111 K) is studied using soft x-ray emission and absorption spectroscopy. The flu-
orine spectra of the samples studied are found to be similar to those of SrF,, which supports the conjecture that
fluorine atoms substitute for apex oxygen atoms and form double SrF layers. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Methods of  high-pressure  synthesis  of
Sr,Ca, - 1CU,Og 4+ 5F2+y (N = 2-5) compounds have
been developed recently. These superconductors have
critical superconducting transition temperatures T, up
to 111 K [1, 2]. The loca environments and chemical
bond configurations of dopant atoms are crucial for
understanding the nature of the superconducting and
transport properties of these materials.

According to [3], the tetragonal unit cell parameter
c of Sr,Ca,_;Cu,Oyy + 3y isequal to 20.4 A forn=2and
27.2 A for n = 3. These values significantly exceed the
parametersc=19.88 A (n=2)andc=26.17A (n=13)
obtained for Sr,Ca,_1CU,Oz+ 5F24+y (N = 2-5) in [1].
This disagreement makes plausible the assumption that
fluorine atoms substitute for certain apex oxygen atoms
of Srp,Ca,_1CUOypn 41y, With the formation of
Sr,Ca, - 1CU,O4 1 5F> + - Models proposed in [1] for the
structures  of  Sr,CaCu,0,,sF;., (0212-F) and
Sr,Ca,Cuy0s 4 5F3 4y (0223-F) are shown in Fig. 1. In
these models, it is supposed that the double “ SrF" lay-
erscontain interstitial fluorine atoms. It is expected that
the interstitial fluorine atoms can be partly substituted
for by oxygen (these structuresare not shownin Fig. 1).

In the present paper, we report results of studies of
the local environment of fluorine atomsin 0212—F and
0223-F performed using soft x-ray emission and
absorption spectroscopy, which is sensitive to the local
environment of excited atomsin complex compounds.

2. EXPERIMENTAL

X-ray fluorescence spectra of 0212—F and 0223-F
superconductors were measured using the fluorescent
endstation set on Beamline 8.0.1 of the Advanced Light
Source at the Lawrence Berkley National Laboratory
(USA). The technical specifications of the endstation
are well known (see, e.g., [4]). Fluorescence radiation
is directed into a Rowland-circle grating spectrometer
equipped with a photon-counting multichannel plate
area detector. The instrument resolution for x-ray fluo-
rine K, spectrais 0.9 eV. X-ray absorption spectrawere
measured in the total electron yield mode with an
energy resolution E/AE = 5000. All absorption and
emission spectra were normalized to the total number
of incoming photons by using a transparent gold mesh
installed in front of the sample.

Sampleswere prepared using only high-purity start-
ing materials: SrF, (99.9% pure), CaF, (99.9%),
SrCu0,, SrO,, Ca,CuO;, and CuO (99.9%). Theinitial
mixture was sedled in a gold capsule and kept at
1250°C under high pressure (5.5 GPa) for 3 h with sub-
sequent annealing at room temperature. The 0212
and 0223—F phases produced in thisway have T, values
of 99 and 111 K, respectively. X-ray diffraction mea-
surements were performed with a Philips PW-1800 dif-
fractometer (Cu K, radiation), and the crystal lattice
parameters were determined by the least squarefit. The
tetragona unit cell parameters for our samples are
found to be a = 3.843(1) A and ¢ = 19.88(1) A for the
0212—F phase and a = 3.840(1) A and ¢ = 26.17(1) A
for the 0223—F phase.

1063-7834/05/4707-1211$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Model structuresof the SroCaCuy04 + 5 + y (0212-F)
and Sr,CaCuz0g + 5F3 + y (0223-F) superconductors.

3. RESULTS AND DISCUSSION

X-ray emission spectroscopy (XES) and x-ray
absorption near-edge spectroscopy (XANES) are mutu-
aly supplementing methods and produce full informa-
tion about electron structure. XES makes it possible to
study radiative electron transitions from the valence
band to the vacant core levels created by synchrotron
radiation. XANES provides data concerning Xx-ray
absorption processes accompanied by excitation of
electrons from core levels into the conduction band.
Both methods have the advantage of being sensitive
mainly to the first coordination shell of the excited
atom; so they provide information on the structure of
the local electron environment and chemical bonds of
that particular atom. Emission and absorption spectra
studied using soft x-ray spectroscopy obey the single-
electron selection rules Al = £1. Therefore, XES F K,
spectraand XANES F 1s spectra characterize the distri-
bution of occupied and vacant 2p states of fluorine
atoms, respectively.

Nonresonance XES F K, spectra of 0212-F and
0223—F phases are shown in Fig. 2 together with spec-
tra of the reference compounds CuF,, CaF,, and SrF,.
The excitation energy of the spectrashown in Fig. 2 is
indicated by the letter d in the XANES spectra pre-
sented in Fig. 3. The emission spectra exhibit a strong

KURMAEYV et al.
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Fig. 2. Nonresonance x-ray F Ka emission spectra (XES) of
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Fig. 4. Resonance x-ray F Ka emission spectra (XES) of the 0212—F and 0223—F superconductors.

Kq,, Peak (corresponding to the KL electron transi-

tion) situated at approximately 677 eV and a satellite
Ky, , structure in the higher energy part of the spectra;

the intensity of this structure varies significantly as one
goes from CuF, to CaF, and SrF,. The satellite KL*
structures have been the subject of a number of studies
(areview can be found in [5]) and are attributed to the
KL transition in the two-hole atomic shell configura
tions 1s12p [6].

XANES F 1s spectra of the two compounds under
study and reference samples are shown in Fig. 3. The
XANES spectraof the CaF, and SrF, reference samples
have two peaks, a and b, situated near the absorption
edge. According to [7], the interband transition edgein
XANESF 1sspectraislocated at amuch higher energy
than the peak a; so this peak can be attributed to a core
exciton forming below the conduction band. The fine
structure of the CuF, spectrum is quite different; it hasa
low-intensity peak (&) at about 684 eV. It was found that
this peak is related to transitions to vacant 3d states and
that itsintensity progressively decreases in the sequence
of difluoridesof 3d metalsMn, — FeF, —= CoF, —=
NiF, — CuF; [8]. So, thispeak carriesinformation on
the number of holesin the d states.

Sincethe XES F K, and XANES F 1s spectra of the
reference samples differ qualitatively, they can be used

PHYSICS OF THE SOLID STATE Vol. 47 No. 7

to identify the features associated with the F—Cu, F—Ca,
and F-Sr chemical bonds in the samples under study.
The XES F K, and XANES F 1s spectra of the 0212—F
and 0223-F samples we measured are very similar to
those of SrF,. The 0212—F and 0223-F spectra differ
from the CuF, spectra in terms of their fine structure
and from the CaF, spectrain terms of the energy posi-
tions of maxima. It follows that fluorine is surrounded
by Sr atoms only; so it has to substitute for oxygen in
the apex positions according to the structure models
shownin Fig. 1.

It is suggested in [8] that the ratio of the intensities
of the satellite F KL! structure and the main emission
band decreases as the covalence of the chemical bonds
increases. Thistrend is well pronounced in the XES F
K, spectraof thereference samples (Fig. 2); indeed, the
KIL! satellite in the SrF, spectrum is weaker than that
in the CaF, spectrum and the satellite in the CuF, spec-
trum is the strongest. An increase in the covalence of a
bond results either in a decreased probability of radia-
tive relaxation of two-hole states or in adecreased cross
section of multiple ionization. Consequently, the low
intensity of the K!L! satellite in the spectra of 0212—F
and 0223—F suggests that there is a strong covalent Sr—
F bond in these compounds, which serves to addition-
ally confirm the models presented in Fig. 1.
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Fig. 5. Comparison of the resonance and nonresonance x-ray F Ka emission spectra (XES) of the 0212—F and 0223—F supercon-

ductors.

In attempt to verify that fluorine takes the apex oxy-
gen positionsin the 0212—F and 0223—F crystal | attices,
we studied resonant inelastic x-ray scattering (RIXS)
spectranear the F K, edge. It was shown previously [9,
10] that, for superconducting cuprates and related com-
pounds, it is possible to selectively obtain the x-ray
emission spectra of excited oxygen atoms located at
nonequivalent lattice sites by carefully choosing the
excitation energy. The full widths at half-maximum

(FWHM) of the fluorine K, , emission lines of refer-

ence samples are different (Fig. 2); so the resonance
spectra of fluorine atoms in the 0212—F and 0223—F
samples can be used to identify the F—Cu, F—Ca, and F—
Sr bonds.

The excitation energies for RIXS are chosen to cor-
respond to the energies of the featuresa, b, ¢, and d in
the F 1s absorption spectra of the 0212—F and 0223—F
samples (Fig. 3). The emission spectra obtained in this
way are shown in Figs. 4 and 5.

Notice that the F K!L* satellite does not appear at all
in the spectra near the threshold excitation. Therefore,
this satellite is indeed due to multiple ionization. The
FWHM of the main peak in the 0212—F and 0223-F
spectraisindependent of the excitation energy (Fig. 5)
and virtually coincides with the width of the SrF, spec-

PHYSICS OF THE SOLID STATE Vol. 47

trum, which confirms the assumption that fluorine
atoms form double layers in the 0212 and 0223-F
lattices as shown in Fig. 1.

4. CONCLUSIONS

High-temperature superconductors 0212-F and
0223 produced under high pressure have been stud-
ied using resonance and nonresonance x-ray F K emis-
sion spectroscopy and F 1s absorption spectroscopy. It
has been shown that fluorine atoms take the apex posi-
tions in the crystal lattices of these compounds and
form double SrF layers with strong covalent F—Sr
bonds. Hence, all our data confirm the structure models
of the 0212—F and 0223—F superconductors suggested
in[1].
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Abstract—Thethermal conductivity k and electrical resistivity p of a SiC/Si biomorphic composite were mea-
sured at temperatures T = 5-300 K. The composite is a cellular ecoceramic fabricated by infiltrating molten Si
into the channels of a cellular carbon matrix prepared via pyrolysis of wood (white eucalyptus) in an argon
ambient. The k(T) and p(T) relations were measured on a sample cut along the direction of tree growth. The
experimental results obtained are analyzed. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The SIC/Si biomorphic ceramics, presently also
called ecoceramics (environment-conscious ceramics),
have recently been attracting considerable attention
from technologists, physicists, and engineers on
account of their unusual physical properties, aswell as
because of their remarkable application potential.

Biomorphic composites are fabricated from cellular
carbon matrices abtained via pyrolysis (carbonization)
of various kinds of wood (pine, eucalyptus, mango, oak,
beech, maple, etc.), followed by infiltration of molten Si
into the empty through channels (~4 to 100 um in diam-
eter) of these matrices. Silicon reacts chemically with
the carbon matrix to produce a SIC/Si composite [1] 1

These composites have a cellular (channel-type)
structure depending on the actual technology employed
for their preparation and on the wood species. Most of
a composite sample (85 to 55%) may consist of SIC,
while the channels, which are extended along the direc-
tion of tree growth and either arefilled by Si or remain
empty, occupy 15 to 35% and 7 to 30% of the compos-
ite volume, respectively.

The SIC/Si ecoceramics feature a variety of unusual
properties, which make them promising for applica
tions and more cost-effective than the classical ceram-
ics. They exhibit a high mechanical strength [1-3], are
oxidation and corrosion resistant, and have low weight
(their density is~2.3 g/cmq). Among their technol ogical

Linformation on the fabrication, study of the structura and
mechanical properties, and application potential of the SIC/S
biomorphic composites can be found in review [1], which also
gives 60 relevant references.

advantages are a high rate of production at relatively
low temperatures and afairly low production cost.

A unique feature of biomorphic composites is the
possibility they offer of fabricating ceramic objectsof a
desired shape, which can be achieved by afairly simple
woodworking procedure. After the pyrolysis and Si
infiltration into such preforms, one obtains high-
strength, difficult-to-machine ceramic objects that
retain their original shape [1].

SiC/Si biomorphic ceramics can be employed to
advantage as a light, superhard materia in the aero-
space and car industries and in medicine (orthopedics),
as well as in the manufacturing of high-temperature
heaters, resistance thermometers, etc.

Investigation of the physical properties of this
unusual class of materialsisof fundamental importance
for solid-state physics. Regrettably, physical studies of
biomorphic composites have thus far been focused pri-
marily on their structural and mechanical characteris-
tics[1-3]. We have studied (in the range 10-300 K) the
behavior of electrical resigtivity of the SIC/Si biomor-
phic composite prepared from carbonized Sapele wood
(African Entandrophragma Cylindricum) [4].

Note that investigation of alarger number of physi-
cal properties of biomorphic composites may, in addi-
tion to being of considerable scientific interest, proveto
be of advantage (and even necessary) in the search for
additional potential applications.

A fundamental physical parameter that can be used
to obtain information on the phonon-assisted heat
transport and dissipation in composites is the thermal
conductivity. It is necessary to know the thermal con-
ductivity when carrying out engineering calcul ations of

1063-7834/05/4707-1216$26.00 © 2005 Pleiades Publishing, Inc.



THERMAL CONDUCTIVITY OF THE SIC/Si BIOMORPHIC COMPOSITE

heat |osses and flows in devices and constructions fab-
ricated from this unusual ceramic.

The thermal conductivity of the SIC/Si biomorphic
ceramic has not yet been studied. It is this subject that
the present communication addresses.

2. PREPARATION OF SAMPLES
AND THEIR CHARACTERIZATION

A sample of the SIC/Si biomorphic composite was
prepared by infiltrating molten Si in vacuum into a cel-
lular carbon matrix of white-eucalyptus wood obtained
by pyrolysisin an argon ambient at 1000°C [1].

Following infiltration, a2.2 x 1.5 x 3.4 mm parallel-
epiped-shaped sample was cut from arod of the SIC/Si
biomorphic composite. Thelong side of the samplewas
directed along the direction of tree growth. We also pre-
pared a sample of the carbon matrix of white-eucalyp-
tus wood for the study.

For these samples, we performed microstructural
and x-ray diffraction studies and measured their density
at 300 K.

The photomicrographs obtained with a Philips
XL30 scanning electron microscope are similar to
those presented in [2]. The microphotograph of the car-
bon matrix sample reveals a clearly pronounced cellu-
lar structure with channels extending along the direc-
tion of tree growth. On the end faces of both samples,
individual poreswith different diametersare observed.?

Diffractometric scans of samples of the SiC/Si bio-
morphic composite and of the corresponding carbon
matrix of white-eucalyptus wood obtained on a
DRON-2 (CuK, radiation) are displayed in Fig. 1. The
x-ray diffraction pattern of the SiC/Si biomorphic com-
posite shows that this composite consists of a mixture
of two phases. cubic 3C-SIC (lattice parameter a =
4.358 A) and Si (a = 5.430 A). Both phases are well
formed. Based on the x-ray diffraction datafor the com-
posite and silicon samples, the silicon content in the
SIC/Si sample is estimated to be ~15 vol %. The dif-
fraction pattern of the carbon matrix of white-eucalyp-
tus wood contains only diffuse halos typical of amor-
phous material (seeinset to Fig. 1).

The densities of the carbon matrix and SIC/Si com-
posite samples were 0.68 and 2.37 g/cm?, respectively.
Based on these values and on the density of the original
white eucalyptus wood (0.84 g/cm?), the conclusion was
drawn in [2] that a SIC/S sample contains ~6 vol %
excess silicon and 15-20% empty channels. Note the
appreciable difference between the contents of excess
S estimated from the x-ray diffraction and density
measurement data.

2 Electron microscope measurements performed on a large number
of carbon matrix samples of white eucalyptus established [1] that
small pores (with an average diameter of ~4 A) and large pores
(average diameter of ~62.5 A) occupy ~29 and ~14% of the total
sample volume, respectively.

PHYSICS OF THE SOLID STATE Vol. 47 No. 7
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Fig. 1. Diffractometric scan of a SiC/Si biomorphic com-
posite sample with reflections from (1) 3C-SiC and (2) Si.
Inset shows the diffraction pattern of the carbon matrix of
white eucalyptus.

3. EXPERIMENTAL RESULTS

The thermal conductivity Kom, and electrical resis-
tivity peomp Of @asample of a SiC/Si biomorphic compos-
ite were measured in the temperature interval 5-300 K
on a setup similar to that employed in [5] and are dis-
played in Figs. 2 and 3, respectively. Because the value
of peomp iSfairly large, the quantity K.y, Obtained in the
experiment is the lattice thermal conductivity (k).

Figure 2 also presents available experimental data
on the thermal conductivity of polycrystalline 3C-SiC.
Unfortunately, we have not succeeded in locating liter-
ature data on the thermal conductivity of 3C-SiCin the
temperature interval 40-300 K. For this reason, Fig. 2
represents a hypothetical curve (dashed curve 11) con-
necting the low- and high-temperature parts of the ther-
mal conductivity graph of 3C-SiC.

Figure 3 (see also insets to it) shows the peomp(T)
curve obtained for the sample under study without
regard for its porosity. We readily see that, in the low-
temperature range (5-20 K), peomp(T) = const, but for
T> 20 K the electrical resitivity increases with tem-
perature to fit the pem, ~ T3 scaling at T> 150 K.

4. DISCUSSION OF THE RESULTS

The sample of the biomorphic composite studied
here consists of a 3C-SIC polycrystalline base, silicon
filling the channels, and empty channels (accounting
for the sample porosity). Using the Litovskii formula
[12]

Keomp = Koomp(1—P)J1—P (D
the porosity P was taken into account and the thermal
conductivity Ki’omp relating to 3C-SIC and Si only
(curve 10 in Fig. 2) was isolated from the experimen-

tally measured K, In these calculations, P was
assumed to be 0.2.
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Fig. 2. Temperature dependences of the |attice thermal con-
ductivity (1) of a SIC/Si biomorphic composite sample
measured in the direction of tree growth; (2-8) of polycrys-
talline 3C-SiC samplestaken from (2) [6], (3) [7], (4, 6) [8],
(5, 8) [9], and (7) [10]; and (9) of high-purity silicon [11].
(10) Thermal conductivity Kgomp of a SIC/Si biomorphic
composite sample. (11) Hypothetical curveinterpolating lit-
erature data on the low- and high-temperature thermal con-
ductivity of 3C-SiC. Inset showsa SiC/Si biomorphic com-
posite sample (schematic).
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Fig. 3. Temperature dependence of the electrical resistivity
Pcomp Of the SIC/Si biomorphic composite measured (with-
out inclusion of porosity) on a sample cut along the growth
direction of white eucalyptus wood within the range 100—
300 K. Insets show the peom(T) dependence (a) at low-tem-
peratures (5-80 K) and (b) (drawn on alog scale) over the
range 50-300 K.
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A microstructural analysis of the carbon matrix of
white eucalyptus wood and the SiC/Si biomorphic
composite fabricated from this matrix shows that the
sample has a cellular structure made up of empty and
silicon-filled channels. These channels have various
diameters and are extended along the longer side of the
sample (i.e., along the direction of tree growth). In the
subsequent analysis of the experimental data on the
thermal conductivity, we assume these channels to be
parallel to the heat flow propagating into the sample
(seeinset to Fig. 2). To calculate the thermal conductiv-
ity of a system consisting of aternating parallel layers
of different materials, we use the Dul’ nev—Zarichnyak
formula[13]

Keomp = Ka(1—m) +K,m, 2
where K, and K, are the thermal conductivities of 3C-
SiC and Si, respectively, and mis the percentage of Si
in the sample.

calc

InFig. 4, Keomp ascalculated from Eq. (2) is plotted

(curve 4) together with avail able dataon the thermal con-
ductivitiesof 3C-SIC (k4, curve 2) and Si (K,, curve 3). It

was found that the values of Kgf,“;;p (T) in the low-tem-
perature region (curve 4) lie substantially above the

experimental Kfomp('l') values (curve 1).

Based on the behavior of Kgomp('D derived experi-
mentally for medium temperatures (200-300 K), one
might expect the calculations performed using the
above values of the thermal conductivity of 3C-SiC and
Si to be in better agreement with experiment at higher
temperatures, as suggested by Fig. 4.3

What could the reason be for the substantial dis-
agreement between the calculated and experimental
data for the low-temperature region and, possibly, for
there not being such a dramatic discrepancy at high
temperatures?

This is most likely due to the fact that the thermal
conductivities of the 3C-SiC making up the SIC/Si bio-
morphic composite and of the Si filling its channels dif-
fer considerably from (are lower than) the respective
literature datafor 3C-SiC and high-purity Si. The ther-
mal conductivities of these materials should differ
strongly from literature data at low temperatures,
whereas at high temperatures they can approach the
values given in the literature.

To substantiate this assumption, hypothetical curves
for the thermal conductivities of the 3C-SiC (curve 5)
and Si (curve 6) making up the SiC/Si composite are
constructed in Fig. 4 under the condition

cac 0
K comp =K comp* (3)

3 Unfortunately, we have to restrict ourselves here to the statement

“one might expect,” because experimental data on Kgomp (T) for
temperatures T > 300 K are lacking.
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Fig. 4. Temperature dependence of the lattice thermal con-
ductivity (1) for the SIC/Si biomorphic composite under

study (K0 0 ), (2) for 3C-SiC at low (curve 4 in Fig. 2) and

com

high (curves 5-8 in Fig. 2) temperatures, and (3) for high-
purity Si [11]; (4) Kcalc as calculated from Eg. (2); and

comp
(5, 6) hypothetical values of thethermal conductivity for the
3C-SiC and Si making up the SiC/Si biomorphic composite,
respectively.

The calculation was performed using Eg. (2) for m =
0.15. Condition (3) can also be satisfied at adlightly dif-
ferent ratio of the thermal conductivities of 3C-SIC and
Si (as compared to that in Fig. 4), but this would not
change the overall pattern markedly. The true value of
the thermal conductivity of the 3C-SIC making up the
ecoceramic can be obtained (and compared with the
hypothetical curve) only after measuring the thermal
conductivity of the SIC/Si biomorphic composite after
complete removal of Si from it by chemical means.

A decrease in the thermal conductivity of Si infil-
trated into the channels of a white-eucalyptus carbon
matrix at a high temperature appears to be areasonable
conjecture, because chemical analysis of such a matrix
revealed the presencein it of such impuritiesasAl, Cu,
Fe, S, Tl, and, most of all, Caand P, which (particularly
the latter) may act as a dopant that brings about a
decrease in the k and p of Si. The k of silicon in the
composite may also be reduced by specific structural
defects forming in the silicon in the course of its infil-
tration into the carbon matrix channels. Hypothetical
curve 6 for thek(T) of Si (Fig. 4) fitswell into the fam-
ily of curves plotting the thermal conductivity of S
with various degrees of purity [11] (Fig. 5).
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Fig. 5. Temperature dependence of the Si lattice thermal
conductivity. (1) Hypothetical Kyn(T) curve for Si in chan-

nels of the biomorphic composite sample under study
(curve 6 in Fig. 4) and (2-7) Kn(T) of Si samples with dif-
ferent carrier concentrations [11] (cm™): (2) p ~ 10%,
() p=22x10% (4) p=22x 10", (5 n=3x 109,
(6) n=1.7 x 10%°, and (7) p = 3 x 10%° (n and p specify the
conduction type of the material).

Theimpurities mentioned above may aso giveriseto
a decrease in the 3C-SIC thermal conductivity as com-
pared to the literature data. The k of 3C-SIC could also
be lowered by part of the 3C-SiC being present in the
biomorphic composite in the nanocrystalline state [1].

The SIC/Si biomorphic composite belongs to non-
oxide ceramics featuring a fairly high thermal conduc-
tivity for T = 300 K [14]. In the table, 300-K thermal
conductivity data are listed for ceramics based on the
6H-SiC polytype, which are used in industry [14]. The
therma conductivity of the SIC/Si ecoceramic sample
studied in thiswork is~80 W/m K at 300 K, which like-
wise makes this ecoceramic promising for practical use.

Let usturnto adiscussion of the above experimental
data on the electrical resistivity of the SIC/Si biomor-
phic composite sample studied here. This compositeis
specific in that its peym, iNCreases with temperature.
This is most probably due to the fact that, for Si and,
possibly, for the SiC making up the SIC/Si biomorphic
composite, the p(T) dependence becomes metallic in
character, because these materials are doped by the

2005

4 Samples of the SIC/Si biomorphic composite fabricated from the
carbon matrix of Sapele wood reveal the same behavior of

Pcomp(T) [4].
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above impurities present in the carbon matrix of white
eucalyptus wood.

The p(T) dependence acquires a metallic pattern in
crystalline carbon [15], but x-ray diffraction did not
reveal this carbon in the sample under study (Fig. 1).
The possible presence of amorphous carbon in the bio-
morphic composite sample [1] should have produced
the opposite effect, because the p of amorphous carbon
increases with decreasing temperature [16], as is also
the case with the p of nanoporous carbon [16]. This
leaves us with only one explanation, namely, that the
observed behavior of pe,m,(T) of the biomorphic SIC/S
composite is due to Si (and SiC) being doped by the
impurities present in the carbon matrix.

5. CONCLUSIONS

We have shown that the calculated lattice thermal
conductivity of 3C-SiC in the SIC/Si biomorphic com-
posite at temperatures of 5-100 K is much smaller than
that of a standard polycrystalline 3C-SIC sample,
which is apparently associated with the presence of
impurities and specific defects in the silicon carbide
contained in the biomorphic composite.

It should be pointed out, however, that the SiC/Si
non-oxide ecoceramic nevertheless has a sufficiently
high thermal conductivity at room temperature, which
makes it promising for several applications.
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Abstract—The electrical resistivity of TlInTe, chain-structure semiconductors in directions parallel and per-
pendicular to the chainsis analyzed as afunction of temperature. It isdemonstrated that, in both cases, the tem-
perature dependences of the electrical resistivity in the temperature range under investigation are characterized
by two portions associated with different mechanisms of electrical conduction. In the high-temperature range,
theelectrical conduction ispredominantly provided by thermally excited impurity charge carriersin theallowed
band. In the low-temperature range, the conduction occurs through charge carrier hopping between localized
states lying in a narrow energy band near the Fermi level. The activation energy for impurity conduction is
determined. The localization lengths and the density of localized states near the Fermi level, the spread in ener-
gies of these states, and the average carrier-hopping distances are estimated for different temperatures. © 2005

Pleiades Publishing, Inc.

1. INTRODUCTION

Single crystals of the TlIinTe, compound belonging
to p-type semiconductors have been extensively studied
as promising materials for a wide range of practical
applications. In particular, the TlinTe, compound and
its structural analog TlInSe, have been used in fabricat-
ing high-speed photoresists and x-ray detectors. The
theoretical interest expressed in TlInTe, single crystals
is associated with the specific features of their struc-
ture. Since TlInTe, single crystals have a chain struc-
ture, their investigation is of importance in revealing
the physical phenomena inherent in low-dimensional
systems.

The TlInTe, compound (like its structural analogs
TlIinSe, and TIGaTe,) crystallizes in a body-centered
lattice of the tetragonal crystal system and belongs to

space group Diﬁ —14mcm, which is characteristic of

crystals with an anisotropic lattice of the TISe type [1].
Indium ions form indium—tellurium chains along the
tetragonal c axis of the crystal. These chains are linked
together through univalent thalliumions. Thalliumions
are located in the tetrahedral environment of the tellu-
rium ions. Anisotropy of the crystal structure leads to
anisotropy of the bonding forces in the crystal, which,
in turn, isresponsible for the anisotropy of the physical
properties.

The electrical properties of TlInTe, single crystals
have not been adequately investigated. Guseinov et al.
[2] studied the electrical conductivity and the Hall
effect in TlInTe, single crystals at temperatures above

room temperature. The data obtained by those authors
are in good agreement with the band structure calcu-

lated for TlInTe, single crystals by Gashimzade and
Orudzhev [3]. According to the results of those calcula-
tions, the compound under consideration is an indirect-
band-gap semiconductor in which the direct transition
is forbidden by the selection rules. The numerical val-
ues of the minimum direct and indirect band gaps are
equal to 1.16 and 0.65 eV, respectively. In the present
work, we investigated the charge transfer in TlinTe,
semiconductors with a chain structure at low tempera-
tures.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Thedc electrical resistivity was measured by amod-
ified four-point probe method [4] in directions parallel
(p)) and perpendicular (pp) to the tetragonal c axis
(coinciding with the direction of the chainsin the crys-
tal) in the temperature range 80-300 K. The samples
for measurement were prepared in the form of 0.25- to
0.50-mm-thick rectangular plates, with the chains
being aligned with the plate plane. Indium contacts and
their sizes and arrangement satisfied the requirements
described in [4]. The strength of the applied electric
field (E = 10%-102 V/cm) corresponded to the ohmic
portion of the current—voltage characteristic.

3. SPECIFIC FEATURES OF THE ELECTRICAL
CONDUCTIVITY IN TlInTe, SINGLE CRYSTALS

The temperature dependences of the electrical resis-
tivity of TlInTe, single crystals in directions parallel
(curve 1) and perpendicular (curve 2) to the tetragonal
c axis of the crystal are plotted in the Arrhenius coordi-

1063-7834/05/4707-1221$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Temperature dependences of the electrical resistivity
inthedirections (1) parallel and (2) perpendicular to the tet-
ragonal ¢ axis of TlInTe, single crystals.

nates in Fig. 1. Both dependences p(T) are character-
ized by two portions with a different behavior upon
cooling. In the range of relatively high temperatures
(120 K < T < 300 K), the electrical resistivities p;(T)
and p(T) increase exponentially with a decrease in the
temperature. In this temperature range, the electrical
conduction is predominantly provided by thermally
excited impurity charge carriersin the allowed band. A
decrease in the temperature is accompanied by a rapid
decrease in the concentration of impurity charge carri-
ers (the so-called range of impurity carrier freeze-out).
The activation energies determined for impurity charge
carriersfrom the dataon the electrical resistivities p(T)
and p(T) are approximately equal to 0.35 and 0.34 eV,
respectively. These activation energies are in close
agreement with those obtained by Guseinov et al. [2].
According to [2], the activation energies determined for
acceptors from the data on the electrical conductivity
and the Hall effect in the TlIinTe, compound at high
temperatures (T > 300 K) are equal to 0.25 and 0.28 eV,
respectively. It should also be noted that a decrease in
the temperature by a factor of only three (from 300 to
100 K) leads to an increase in the electrical resistivity
of the TlInTe, single crystals in both directions by
amost eight orders of magnitude (from 10°-10* to
10%-10% Q cm). This renders the TlInTe, single crys-
tals promising for use as sensitive temperature sensors
or in systems of high-precision control and stabilization
of temperature.

It can be seen from Fig. 1 that, in the temperature
range 120 K < T < 300 K, the electrical resistivities sat-
isfy the relationship p; = pp. Thisis consistent with the
inference made from the cal culations of the band struc-
ture of TlinTe, single crystals [3] that the effective
masses of charge carriers in these crystals are charac-
terized by a weak anisotropy. However, with a further
decrease in the temperature (at T < 120 K), the electri-
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Fig. 2. Temperature dependences of the electrica resistivity
of TlinTe, single crystalsin the Mott coordinates (BOK < T <
120 K). Designations of the curves arethe same asin Fig. 1.

cal resistivity in the direction perpendicular to the crys-
tal chains becomes considerably higher than that along
the chains. The electrical conductivity in the direction
of the strong bonding substantially exceeds the conduc-
tivity in the direction of the weak bonding. A similar
result was obtained earlier for the InSe layered semi-
conductor [5], the TISe semiconductor [6] isostructural
to the TlInTe, compound, and many other anisotropic
crystals. This anisotropy of conductivity, which does
not correspond to the anisotropy of effective masses of
charge carriers, was explained in terms of defects and
didocations (typical of crystals characterized by weak
bonding) in rea crystal structures of the aforemen-
tioned compounds.

The electrical conductivity in the low-temperature
range (T < 140 K) is of special interest. As can be seen
from Fig. 1, the activation energy for electrical conduc-
tion gradually decreases in this temperature range. The
temperature dependences of the electrical resistivities
Py and p in the low-temperature range are plotted in
the Mott coordinatesin Fig. 2. It isclearly seen that the
experimental points in these coordinates fit a straight
line fairly well. This allows us to assume that, in the
temperature range under consideration, charge transfer
along and across the chains in the TlInTe, single crys-
tals occurs through charge carrier hopping between
localized states lying in a narrow energy band near the
Fermi level. In this case, the electrical conductivity can
be adequately described by the Mott relationship [7]

P = poexp(TJ/T)™, To = Plkg(wa’. (V)

Here, g(1) isthe density of localized states at the Fermi
level, aisthelocalization length of localized states near
the Fermi level, k is the Boltzmann constant, and B isa
number dependent on the dimension of the problem.

Most likely, the rapid freeze-out of impurity charge
carriersin the allowed band with a decrease in the tem-

No. 7 2005
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Fig. 3. Temperature dependence of the activation energy g, =

d(Inp”)/d(k‘ITl for charge transfer along the tetragona c

axis of the crystal at temperatures corresponding to vari-
able-range hopping conduction.

perature leads to the fact that, at a specific temperature,
the dominant contribution to the electrical conduction
is made by charge carrier hopping between individual
impurity states without activation into the allowed
band. Of course, the hopping mechanism of conduction
is characterized by avery low mobility of charge carri-
ers, because their hopping occursthrough dightly over-
lapped tails of the wave functions of the nearest neigh-
bor acceptors. However, the contribution of the hopping
conduction is larger than the contribution of the band
conduction. Actually, all the holes located at acceptors
can contribute to the hopping conduction, whereas only
an exponentially small number of holes in the valence
band can be involved in the band conduction.

The electrical conductivity governed by the Mott
law (1) isalso referred to as electrical conductivity with
a monotonically decreasing activation energy €q(T).
According to Shklovskii and Efros[8], the temperature
dependence of the activation energy can be described
by the relationship

(kT)3/4

[g(wal ™

Figures 3 and 4 depict the temperature dependences
of the activation energy €4(T), which were experimen-
tally determined as the derivatives d(Inp)/d(KT)* in the
range of hopping conduction at a temperature T. It can
be seen from these figures that, at temperatures corre-
sponding to variable-range hopping conduction, a
decrease in the temperature leads to a monotonic
decrease in the activation energy. In this case, the
dependences £,(T34) are approximated well by straight
lines.

Let usreturnto Fig. 2. The temperature T, = 1.06 x
107 K for the electrical conductivity in the direction
paralel to the chainsin the TlinTe, crystals was deter-

go(T) = )
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Fig. 4. Temperature dependence of the activation energy £ =
d(l npD)/d(k‘I')‘1 for charge transfer in the direction perpen-
dicular to the tetragonal ¢ axis of the crystal at temperatures
corresponding to variable-range hopping conduction.

mined from the slope of the straight line logp; (T4).

By setting 3 = 21 [8] and assuming that the localization
length of impurity states is equal to the characteristic

length of the Coulomb bound state in A"B"'C; ' crys-
tals (a, = 20 A) [9], the density of states |ocalized near
the Fermi level in the TlInTe, single crystals is esti-
mated as g(l) = 3 x 10'® eV~ cm=. Such ahigh density
of localized states in the band gap is characteristic of
AlBVI [5] and A'B''C,' [9] crystals with layered and
chain structures. The anisotropy of bonding forces in
layered structures encourages the formation of numer-
ous defects, interstitial impurities, vacancies, and dislo-
cations. This brings about a disturbance of the lattice
periodicity and the formation of localized states with
energies corresponding to the energies forbidden in an
ideal crystal. In our previous study [5] of charge trans-
fer in InSe layered crystals, it was demonstrated that
only the real-crystal model accounting for the crystal
structure imperfections has offered a satisfactory expla-
nation of the strong conductivity anisotropy, which is
inherent not only in A'"BY! layered crystals but also in
classical layered crystals, such as graphite [10].
At a specified temperature T, the relationship [8]

R _ 3 "
a ~ 8070 ®

gives an estimate of the average distance R of charge
carrier hopping between the localized states near the
Fermi level. It can be seen that, in the range of applica
bility of relationship (3), a decrease in the temperature
resultsin anincreasein the average carrier-hopping dis-
tance. This can be explained by the fact that the
decrease in the temperature leads to an increase in the
probability of charge carrier hopping between the cen-
ters of localization that are more widely spaced but
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have closer values of the energies. Asarule, the charge
carrier executes hopping to a state characterized by the
lowest possible activation energy €. According to Mott
and Davis [7], this activation energy, which is equal to
the width of the optimum energy band (in the vicinity
of the Fermi level) and whose contribution determines
the electrical conductivity asawhole at a given temper-
ature, can be estimated from the following expression:

3

= — (4)

4ATR°g(K)

From relationships (3) and (4), we obtained the aver-
age carrier-hopping distance R= 135 A and the spread in
energies of localized states € = 33 meV at atemperature
T =100 K. The same parameters at atemperature T =
80 K arefound to be R= 143 A and € = 27 meV. There-
fore, as the temperature decreases, the charge carriers
execute hoppings to the centers of localization that are
more widely spaced but have closer values of the ener-
gies. The activation energies cal culated from formula (4)
arein close agreement with the quantitiesd(Inp;)/d(kT)~*
presented in Fig. 3. It should also be noted that, in an
electric field, the average distance R is amost seven
times larger than the localization length a,.

Similarly, the temperature T, = 2.6 x 10° K for the
electrical conductivity in the direction perpendicular to
the chainsinthe TlInTe, crystals was obtained from the
slope of the straight line logp (T-Y4) in Fig. 2. Taking
into account the calculated density of localized states
g(n) = 3 x 10*® eV~ cm= and using formula (1), we
determine the carrier localization length a, ~ 1.6a; =
32 A for charge transfer in the direction perpendicular
to the chainsin the crystals. Thus, the wave function of
the localized state is anisotropic and has €llipsoidal
symmetry with the semiaxesa; = 20 A and a, = 32 A.
Note that the magjor semiaxis is aligned parallel to the
direction of strong bonding. From expression (3), we
obtained the average carrier-hopping distance R= 152 A
aT=100K and R=160 A a T =80 K. According to
formula (4), the spread in energies of localized states is
estimated ase =23 meV at T=100K and € = 19.5 meV
at T =80 K. These dataarein good agreement with the
quantities d(Inp)/d(KT) presented in Fig. 4. With a
decreasein thetemperature, charge transfer is provided
by charge carrier hopping between the localized states
(in the vicinity of the Fermi level), which are widely
spaced but energetically more favorable. As was noted
above, thisis a characteristic feature of variable-range
hopping conduction. In the case of conventional hopping
conduction, the average carrier-hopping distance is of
the order of the average distance between the impurities
and remains constant with temperature change.

Strong conductivity anisotropy at low temperatures
does not correspond to the anisotropy of the effective
masses of charge carriers and can be explained only in
terms of the real crystal structure of the compound
under investigation. The anisotropic arrangement of
defectsin the TlInTe, single crystals (thisis possiblein

€
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an anisotropic crystal structure) and the anisotropy of
thewave functions of the localized states can lead to the
observed considerable anisotropy of hopping conduc-
tivity [11].

4. CONCLUSIONS

Thus, the experimental results have demonstrated
that, in TlInTe, single crystals with a chain structure at
temperatures ranging from 300 to 140 K, the electrical
conduction in directions parallel and perpendicular to
the chains is provided by thermally excited impurity
charge carriers in the allowed band. The activation
energy for eectrical conduction in this temperature
range is equal to 0.34 eV. At lower temperatures, the
activation energy for electrical conduction decreases
monotonically. In thetemperaturerange 80 K < T <120
K, theelectrical conductioninTlInTe, singlecrystalsin
both directions is provided by charge carrier hopping
between localized states in the vicinity of the Fermi
level. At these temperatures, the electrical conduction
occurs through the variable-range hopping mechanism.
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Abstract—Structural imperfections were studied in Si; _,Ge, (1-9 at. % Ge) solid-solution single crystals
grown using the Czochral ski method. The studies were performed using x-ray diffraction topography with lab-
oratory and synchrotron radiation sources, x-ray diffractometry, and synchrotron radiation phase radiography.
In all crystals studied, irrespective of the Ge concentration, impurity bands (growth bands) were observed. An
increase in the Ge concentration in the range 7-9 at. % was shown to bring about the nucleation and motion of
dislocations on afew slip systems and the formation of slip bands. Local block structures were observed in the
places where dlip bands intersected. The most likely reason for the formation of slip bands is the inhomoge-
neous distribution of Ge atoms over the ingot diameter and along the growth axis. Therefore, the structure of
Si; - ,Ge, solid-solution single crystals can beimproved by making them more uniform in composition. © 2005

Pleiades Publishing, Inc.

1. INTRODUCTION

Currently, epitaxia Si;_,Ge, solid-solution layers
grown on silicon substrates are used in electronics, but
Si; _,Ge, single crystals a'so hold promise. To circum-
vent technological problems associated with the growth
of Si; _,Ge, solid-solution films, thick relaxed Si; _,Ge,
layers are used, on which, in turn, thin elasticaly
strained silicon layers are grown. These additional
operations in the fabrication of semiconductor struc-
tures increase their cost. For this reason, the idea of
growing elastically strained Si layers on Si; _,Ge, sin-
gle-crystal substrates is becoming more and more
attractive. However, these substrates have to have a
high Ge concentration (of up to 20 at. %) and alow den-
sity of structural defects.

Si; _,Ge, solid solutions are also used as an active
element in photoel ectric converters (solar cells) due to
their sensitivity to radiation in the long-wavelength
region of the visible spectrum. The quality of solar cells
based on epitaxia layers of gallium arsenide and
related |11-V compoundsislow dueto structural imper-
fections caused by the lattice mismatch between the
active layer and the silicon substrate. Replacing the S
substrates by Si;_,Ge, decreases this mismatch and
makes it possible to optimize the fabrication technol-
ogy of GaAs-based solar cells and enhance their reli-
ability.

Large Si;_,Ge, single crystals are usually grown
using the Czochralski method [1, 2]. In this case, the

spatial distribution of germanium is inhomogeneous.
Due to segregation of germanium in silicon, the germa-
nium concentration in these crystals varies over a cross
section and along the length of an ingot. By controlling
the growth conditions, ingots with the desired lattice
parameter gradient along the growth axis can be
obtained [3]. Si;_,Ge, crystals with lattice parameter
profiles hold promise for use in synchrotron radiation
optics. For example, acrystal monochromator in which
the interplanar distance varies along the surface enables
oneto decrease the beam divergence and to increase the
reflectance of the monochromator, with the reflected
beam remaining monochromatic [3].

The growth of Si; _,Ge, single crystals with a uni-
form spatia distribution of germanium poses severe
problems, which have not yet been overcome. Impurity
bands (growth bands) are always present in Czochral-
ski-grown Si; _,Ge, crystals [4]. These bands arise due
to microscopic fluctuationsin the growth rate, which, in
turn, are caused by nonsteady-state convective flowsin
amelt [5].

A changein the Ge distribution in silicon leads to a
changeinthelattice parameter and favorsthe formation
of structural defects. Since defects have an adverse
effect on the parameters of devices and the characteris-
tics of x-ray monochromators based on Si; _,Ge,, it is
of importance to develop a technology for producing
uniform crystals with desired properties. With thisaim,
the relation between the growth conditions and the
structural perfection of crystals should be investigated.

1063-7834/05/4707-1225$26.00 © 2005 Pleiades Publishing, Inc.
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To date, it has been established that (i) the Ge concen-
tration and the growth front curvature have an effect on
the distribution of growth bands and their structure [6],
(i) the amount of dislocationsin acrystal and their dis-
tribution in horizontal and vertical cross sections of an
ingot depend on the Ge concentration and the orientation
of thegrowth axis[1, 3], and (iii) the mobility of disloca
tionsis determined by microscopic inhomogeneities of a
solid solution [7, 8]. Micro-inhomogeneitiesin Si; _,Ge,
and Ge, _,Si, solid solutions aso have an effect on the
stress—strain curves of these materials[9].

The objective of this work is to comprehensively
study the formation of defects in Si;_,Ge, crystals
depending on the Ge content in the range 1-9 at. % for
crystals with various orientations of the growth axis.
We used different methods based on x-ray diffraction:
X-ray topography, diffractometry, and synchrotron radi-
ation phase radiography.

2. SAMPLES AND EXPERIMENTAL
TECHNIQUES

2.1. S, _,Ge SngleCrystals

Si;_,Ge, crystals (0.01 < x < 0.09) were grown
using the Czochralski method at the Crystal Growth
Ingtitute (Ingtitut far Kristallzichtung, Berlin, Ger-
many). Ingots up to 42 mm in diameter had aweak Ge
concentration gradient along the growth axis. The
growth direction was parallel to [1100) [111[] [M01[) or
[122[(the last growth direction arose after twinning of
acrystal grown aong [0010). Crystals (with n- or p-type
conductivity) were lightly doped with phosphorus and
boron to a concentration of approximately 10'°> cm=and
contained oxygen at aconcentration of 6 x 10 cm3, We
studied samples in the form of ~0.4-mm-thick plates
cut perpendicular to the growth axis, with both faces
polished using chemical and mechanical methods.

2.2. X-ray Images of Crystals

X-ray images of the plates under study provided
most of the information on crystal imperfections. The
images were obtained in three different ways: (i) x-ray
diffraction topography with a laboratory x-ray source,
(if) Bragg diffraction with a synchrotron source, and
(iii) Fresnd diffraction with a synchrotron source. Let
us describe each of the above means of obtaining
images.

(i) Laboratory x-ray topographswere obtained using
the Lang projection method in the Bragg or L aue geom-
etry with commercial equipment (Cuand Mo K, radi-

ation). The beam divergence was dependent on the radi-
ation wavelength and was of the order of afew minutes
of arc. The resolution of the method was a few
micrometers. The images were recorded using photo-
graphic plates with nuclear emulsion whose resolution
corresponded to the highest resolution of the method.
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(i) Synchrotron radiation topographs were obtained
using polychromatic radiation with an energy of 10 to
60 keV. The spatial beam divergence was 2 and 5 prad
in the vertical and horizontal planes, respectively. A
beam of radiation with small divergence and with a
large cross-sectional area on a sample can only be pro-
vided by a sufficiently remote source. A source of syn-
chrotron radiation satisfies these requirements and pro-
vides high-intensity beams. When radiation with a con-
tinuous spectrumisincident on asingle crystal, each set
of crystallographic planes* selects’ the wavelengthsfor
which the angle between the diffracting planes and the
beam satisfies the Bragg condition. As a result, there
appear many diffracted beams behind the crystal, with
each Laue spot being a high-resolution topograph [10].
The contrast of theimagesin polychromatic radiationis
dueto variationsin the orientation and extinction. In the
former case, the intensity varies from point to point
depending on the lattice misorientations. The extinction
contrast is due to local variations in the crystal imper-
fection: in the vicinity of a defect, x rays are scattered
in much the same way as in a mosaic crystal and the
integrated reflection intensity from thisregion is higher
than that from amore perfect region of the crystal [10].

The detecting device consisted of a 200-um-thick
CdWO, crystal scintillator, alensto magnify theimage,
and aCCD camera. Thefield of visonwas8 x 8 mmin
size, and the pixel size was 15 um. The sample-scintil-
lator distance was 8 cm. Experimentally, there was
room for only one Laue topograph on the CCD array.

(iii) The images were also obtained using synchro-
tron radiation phase radiography. The description of the
technique for producing x-ray phase images can be
found in [11-13]. We employed this technique to detect
inhomogeneities (e.g., Ge inclusions) in which the
material density differs from that in the matrix. The
images were recorded using a method similar to the
white-beam method, but the resolution of the CCD array
was significantly higher: the pixel sizewas0.14 um and
the sensitivity was 16 bit. The highest resolution of the
detecting device was 2 pm. The sample-scintillator dis-
tance was 8-10 cm.

Synchrotron radiation experiments were carried out
in Pohang (Republic of Korea) at Pohang Light Source,
station 7B2 (a third-generation synchrotron radiation
SOurce).

2.3. X-ray Diffractometry: Measurement
of the Lattice Parameter

The lattice parameter was measured using a triple-
crystal spectrometer [14]. The beam diameter in the
scattering plane was 0.5 mm. The sample could be dis-
placed within £20 mm in a horizontal direction. The
horizontal displacement and rotation of the sample
about the axis perpendicular to the sample surface
made it possible to measure the Bragg angle at various
points and determine the variation in the lattice param-
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Table 1. Parameters of several samples studied
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o L ) Rocking-curve
Sarr:(w)p.)l e Con?;rc):gw ty Re?) S(tilr\1/1l ty, Orientation re)fl( e:;,t%n lecgr\:\g gtzoaic afeo Af):oggerif%)
105-3 p 10 (110) 220 6 15
222-9 n 22 (110) 220 8-20 3.0-3.2
104-4 p 7.2 (110) 220 6.5
331 p 0.6 (001) 004 7 1.0
33-6 p 0.6 (001) 004 7 15
60-2 p 2.7 (122 244 4.4
16-14 n 25 (112) 111 8-12 4.1

eter over the crystal area. The lattice parameter was
measured with an accuracy of £0.00012 A (including
systematic error). The Ge concentration was deter-
mined with an accuracy of +0.1%.

According toVegard'slaw, thelattice parameter var-
iesin proportion to the Ge concentration:

Ad/dg = JC, )

where d istheinterplanar distance, C isthe Ge concen-
tration (in atomic percent), and J is a coefficient of pro-
portionality. However, it has been found that Si; _,Ge,
single crystals do not follow Vegard's law [3] and that
the coefficient J in Eq. (1) for small Ge concentrations
can be found from the empirical formula

J=367x10"+1x107"'C, ©)

Table 1 lists the values of the Ge concentration for
severa samples determined using Egs. (1) and (2).
Rocking curves were recorded by scanning near a
reflection angle using a double-crystal technique. By
comparing the measured and cal culated half-widths of
the rocking curves, aconclusion was drawn concerning
crystal imperfections. For comparison, the calculated
half-width of the rocking curve for the (220) reflection
from aperfect Si crystal is5.5 arc seconds.

3. EXPERIMENTAL RESULTS AND DISCUSSION
3.1.9;_,Ge (17 at. % Ge)

The main structural imperfections in crystals with
1-7 at. % Ge detected using x-ray topography are
impurity bands (due to variations in the Ge concentra-
tion) and dislocation dip bands. Figure 1 shows topo-
graphstaken of (110)-, (001)- and (122)-oriented plates
with various Ge contents. The topograph in Fig. lais
taken of asamplewith 1.5 at. % Ge. It can be seen that
there are impurity bandsin the form of concentric rings
and widely spaced dislocation dlip bands corresponding
to asingle dlip system, which look like thin linesin the

Bragg geometry. These lines are parallel to the [112]
direction, which is the line of intersection of the (111)
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dlip plane and the (110) surface of the sample. The posi-
tions of the slip planes and x-ray reflections on the ste-
reogram with respect to the (110) reflection are shown
in Fig. 2b. Figure 1b shows atopogram taken of asam-
ple with the same orientation with 3 at. % Ge. It can be
seen that there are dislocations on all three slip planes,

(1112), (111), and (111). In topograms obtained in the
Laue geometry, the dlip bands are seen to propagate
through the entire thickness of plates and are located,
for the most part, at the periphery of the plates. Individ-
ual dislocations with the least resolvable separation
between them can be seen in the dip bands, which
makes it possible to estimate the dislocation density to
be =10° cm™. At the intersection points of bands

B] 7o mm @R

Fig. 1. (a—d) Impurity bands in the form of concentric rings
and (a, b) slip bandsin Si; _ ,Ge, samples. (a) Sample 105-3
with a (110)-oriented surface and a Ge content of 1.5 at. %;
(b) sample 222-9 with a (110) surface and 3 a. % Ge;
(c) sample 33-6 with a (001) surface and 1.5 at. % Ge; and
(d) sample 60-2 with a (122) surface and 4.4 a. % Ge.

(a, c, d) Bragg geometry, Cu KO(1 radiation, and a Bragg
angle of 44.8°; and (b) Laue geometry, MoKml radiation,
and aBragg angle of 6.6°.
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Fig. 2. Structura imperfections (slip bands, a small-angle
boundary, sources of long-range stresses) in Si4 _ ,Ge, sam-
ples with Ge contents ranging from ~7 to 9 at. %. (8) X-ray
topograph taken of sample 104-4 with a (110)-oriented sur-
face and a Ge content of 6.5 at. % (the image of a source of
long-range stressesis indicated by an arrow); Bragg geom-
etry, CuK, radiation, and a Bragg angle of 44.8°. (b) Ste-
reogram of ' cubic crystal (the projection axisis [110]).

belonging to different slip systems, the dislocation den-
sSity is noticeably higher.

Table 2 lists the products |g - b x ||, where g is the
diffraction reflection vector, b isthe Burgersvector, and

Table 2. Product |g - b x || for 60° didocations lying in the
(111), (11 1), and (11 1) slip planes and x-ray reflection 1 11

. . Direction

wah | el | oty la b
, Y X

[011] [101] [111] !

(101] [110] [111] !

[(011] [110] [111] 3
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| isaunit vector dong the dislocation line. If this prod-
uct is nonzero, then the edge component of a disloca
tion with the given Burgersvector will be detected inan
x-ray topograph. According to this criterion, al dlip
systems will be observed with a high contrast in the

Laue diffraction spot with g = 111 from a (110)-ori-
ented sample. Thisisindeed the case and does not con-
tradict the assumption that slip bands consist, for the
most part, of 60° dislocations.

Theinhomogeneous intensity distributionin Fig. 1b
indicates the presence of unrelaxed elastic strains. Fur-
thermore, the rocking curves obtained using the two-
crystal technique are broadened, which indicates that
the crystal lattice is bent due to dip bands. The Ge con-
centration varies over the sample areawithin £0.2 at. %
(Table 1), which exceeds the measurement error.

In variously oriented samples with a uniform Ge
distribution over the sample area and Ge contents rang-
ing from 1to 7 at. %, slip bands are not observed at al
or correspond to a single dip system. Typical topo-
graphsfor (001)- and (122)-oriented samplesare shown
inFigs. 1a, 1c, and 1d. The[122] growth direction arose
dueto twinning of crystals grown along the [001] axis.
In plates cut perpendicular to the [122] new growth
axis, the main structural imperfections are impurity
bands, whereas dlip bands are not observed in x-ray
topographs at up to 7 at. % Ge. The structure of the
growth bands varies with increasing Ge content. By
comparing the images shown in Figs. 1a, 1c, and 1d, it
can be seen that, as the Ge content increases, the impu-
rity bands in the form of a regular oval ring progres-
sively broaden and become stepped. Analogous pat-
terns were observed in [6], but no explanation was pro-
vided for this phenomenon.

Thus, the density of dip bandsin Si; _,Ge, crystals
increaseswith Ge content and with increasing degree of
inhomogeneity of the Ge distribution over the crystal
area (see, eg., sample 222-9 in Table 1 and Fig. 1b).
The reason for the generation and slip of dislocationsis
most likely the inhomogeneous Ge distribution along
both the length and diameter of ingots causing achange
in the lattice parameter of the crystal. Moreover, the
evaporation of Ge from the melt surface and its deposi-
tion onthe crystal surface can bring about the formation
of misfit dislocations on the lateral surface of the crys-
tal. This effect increases in importance with increasing
Ge concentration in the melt. Under these conditions,
temperature gradients arising during both the growth
and cooling of a crystal produce strong thermoelastic
stresses. In the field of these stresses, asperities of the
free crystal surface become sources of dislocations.
The multiplication of dislocations during their motion
increases the didocation density in dip bands, and
when dislocations go into other slip planes, the dlip
bands broaden.

The dependence of the dislocation density on the
orientation of the growth axisin Si, _,Ge, crystals was
pointed out in [3]. In that work, the most perfect crys-
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tals with a Ge content of approximately 7 at. % were
produced in the case where the growth axis was [112[]
and the most imperfect crystals were grown aong the
[1100axis. To explain this result, the authors of [3]
assumed that the interaction of dislocationsin the bulk
of crystals grown along the [11000axis occurs in the

(111)and (111) dip planes parallel to the growth axis.
In contrast to crystals grown along the [1100axis, a
crystal grown along [11200has only one {111} plane
paralel to the growth axis. It should also be noted that,
under uniaxial loading, there is no shear stress in the
planes perpendicular and parallel to the loading axis,
because the shear stress T is equal to T = 0COSY COSA,
where o isthe applied stress and x and A are the angles
that the normal to the dlip plane and the dlip direction
make with the direction in which the external stressis
applied, respectively [15]. Although the stress distribu-
tion in the crystals studied is not uniaxial, the existence
of a lattice parameter gradient along the growth axis
suggests that the stresses in planes paralel (or nearly
parallel) to the growth axis are minimum. In crystals
grown along (1220]none of the {111} dip planesis par-

allel to the growth axis. Two of them, (111) and (111),
make alarge (74.2°) and asmall (11.1°) angle with the
growth axis, respectively; so the shear stresses in these
planes should be less than those in the planes making
angles close to 45° with the growth axis. These stresses
are likely to be insufficient to produce plastic strains
with the formation of dislocations.

3.2.9,_,Ge (79 at. % Ge)

In the Ge concentration range 7-9 at. % in samples
cut from crystals with all the orientations studied,
increased densities of dlip bands were observed for all
systems of {111} dlip planes intersecting the sample
surface. Furthermore, x-ray topography revealed struc-
tural defects that are sources of long-range stresses.
One of these defects is marked in Fig. 2 and is located
at a small-angle boundary that crosses the image from
the top down. Near this defect, the Bragg reflection
intensity is distributed very inhomogeneously, which
indicates that the defect causes strong distortions of the
lattice: misorientation, deformation, and bending of
crystallographic planes. Variations in the reflection
intensity near the defect obscure the details of its
image. It is noteworthy that the central region of the
defect hasazero contrast. This may suggest that the lat-
tice misorientation in this region is higher than the
divergence of the incident beam; therefore, the defect
has a block structure and a composition close to that of
the nearby regions. However, if the defect is an inclu-
sion of another material (e.g., germanium), then the
absence of reflection from it can be due to a change in
the interplanar distance; in this case, monochromatic
radiation satisfying the condition of Bragg reflection
for the surrounding matrix will not be reflected from the
inclusion. Based on topographs obtained with aweakly
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Fig. 3. X-ray topograms taken (in polychromatic synchro-
tron radiation) of the sample area marked with an arrow in
Fig. 2a. Images (a, b, ¢) differ in terms of the orientation of
the sample in the reflection region.

divergent monochromatic beam, these two cases cannot
be distinguished. For this reason, we used polychro-
matic synchrotron radiation to analyze the nature of
these defects.

Figure 3 shows synchrotron radiation Laue topo-

grams obtained in the (111) reflection from the region
marked with an arrow in Fig. 2a. It can be seen that the
central region of the defect has a zero contrast as before
and that there are small-angle boundaries around the
zero-contrast region of the defect. In the topogram,
these boundaries look like lines of high intensity. This
extinction contrast can only be due to a high density of
structural defects in these boundaries. Now, the zero
contrast can no longer be accounted for as being due to
the difference between the interplanar distances of the
inclusion and the matrix, because radiation is polychro-
mic and for each set of crystallographic planesthereis
awavelength satisfying the Bragg reflection condition.
Wesk | attice misorientationslikewise cannot be the rea-
son why the reflected rays are not detected by the crys-
tal scintillator. A misorientation of blocks of a few
degrees can cause a change in the direction of the
reflected rays and, hence, in the detected reflection
intensity but cannot cause this intensity to vanish.

Thereis also no reason to believe that these defects
are germanium inclusions. Indeed, these defects were
not observed in synchrotron radiation phase-radio-
graphic images, athough the resolution and sensitivity
of this method was sufficient to detect germanium
inclusions as small as a few micrometers in size via
absorption and refraction of radiation (the Ge density is
approximately 2.3 times greater than that of silicon).
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[110] (@ [110]

_ b
g=422N ®)

[112]

b [10T] b~

1[110]

[110]

Fig. 4. 60° dislocations (with Burgers vectors opposite in
direction) lying inthe (111) slip plane and piled up before
the large-angle boundaries of blocks (schematic). The
blocks are positioned within aregion shown as a black rect-
angle in the center of the figure. Bent atomic planes are
depicted by curved lines. (a) The plane of the figure is par-
alel to the sample surface and is perpendicular to [110]; the
(111) dlip planes are depicted by dashed lines, and atomic
planes are bent in the direction perpendicular to the sample
surface due to the edge components of dislocations. (b) The
plane of thefigureis paralel to the (111) dip plane; dislo-
cation loops are depicted by lines skirting the black rectan-
gle, and atomic planes are bent in the direction perpendicu-
lar to the sample surface due to the screw components of
didocations.

Thus, we arrive at the conclusion that the centra
region of the defect scatters x raysin all directions and,
therefore, consists of blocks separated by large-angle
boundaries. In this case, the fraction of the scattered
radiation falling on the scintillator is small and insuffi-
cient to form the image. The region of the crystal not
involved in the formation of contrast is several hun-
dreds of micrometersin size.

The noticeable variations in the scattering intensity
at a distance from the defect region shown in Fig. 2a
can be explained in terms of the following model.
Long-range elastic stresses are most likely caused by
didocationsthat are piled up before large-angle bound-
aries of the blocks inside the defect core. Sincethe dis-
location density in dlip bands is high (=10° cm™), the
dislocation pileups produce significant stresses. Let us
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consider the mechanism of dislocation pinning in more
detail.

Figure 4 schematically shows dislocations lying in

the (111) dip plane (only 60° dislocations are
depicted). The parallelepiped at the center (its rectan-
gular cross section is shown) has a block structure. In
order to explain the contrast observed in the Bragg
geometry, we assume that the region with ablock struc-
ture is located near the free surface of the sample. If a
dip plane intersects the large-angle boundaries of
blocks, dislocations are stopped at the boundaries and
form pileups opposite in sign along opposite sides of
the block-structured region [16]. The head dislocations
in the pileups can skirt the block-structured region via
the Orowan mechanism [17] and form closed dlip dislo-
cation loops around it. The dislocation pileups produce
strong €elastic stress fields, which cause the atomic
planes to bend. Since we consider only 60° disloca
tions, the atomic planes perpendicular to the sample
surface will be bent by the edge components of the dis-
locations, whereas the sample surface will be bent
along its normal by the screw components. The bent
planes are shown in Fig. 4.

The integrated intensity of a Bragg reflection
depends on the mutual orientation of the diffraction
vector and the curvature vector of the reflecting planes.
The integrated intensity is higher for reflection from
concave planes (g - N > 0) and is lower for reflection
from convex planes (g - N < 0) [18], where g is the dif-
fraction vector and N is the curvature vector directed
toward the center of curvature. In Fig. 4b, reflection

vector 422 isdecomposed into two components, one of
which is parallel to the sample surface and the other is
perpendicular to it. The higher and lower contrasts near
the source of strains shown in Fig. 2a are due to the
complicated topography of the bent atomic planes.

Studies into the crystal structure are insufficient to
reveal the reason for the formation of regions with a
local block structure in Si; _,Ge, crystals with a high
Ge content. However, x-ray images make it possible to
draw preliminary conclusions. Figure 5a shows a topo-
graph of aplate cut from acrystal for which the growth
axis was along [1110] From this topograph, it follows
that segregation bands are not observed in the central
part of the crystal but are clearly visiblein its periphery.
Therefore, the crystallization front was flat in the cen-
tral region and was concave at the periphery. It is aso
seen that there are didocation dip bands along the

(111), (111), and (111) planes. Various sources of
stresses are seen to be arranged in groups near the cen-
tral part of the sample. The sources are closely spaced,
and their images overlap. Asin Fig. 4, the defects are
seen to have reflectionless cores around which the
reflection intensity varies sharply. It may be assumed
that these defects form as follows. It was mentioned
previously that dlip bands consist of dislocations that
are generated by sourceslocated in the periphery of the
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(b)

Fig. 5. X-ray topograph taken of a Si; _ ,Ge, crystal (sam-
ple 16-14) and its interpretation. (a) Bragg geometry,
CuK,, radiation. (b) Dislocation loops moving away from
dislocdtion sources that are located at the crystal surface;
the slip planes form atetrahedron.

crystal and then (driven by thermoelastic stresses) pen-
etrate deep into it. At the intersection points of bands
formed by didocations gliding in the three {111}
planes, the dislocation density is high, which favorsthe
formation of regions with alocal block structure. The
arrangement of groups of these regions exhibits 60°
symmetry, as can be seen in Fig. 5a. This symmetry is
due to dislocations gliding from opposite sides of an
ingot, as shown schematically in Fig. 5h.

The half-width of the rocking curves of x-ray dif-
fraction peaks from various parts of the sample
depicted in Fig. 5 varies over a very wide range. For
clusters of defectswith alocal block structure, the half-
width of rocking curvesis 30 times as large as that for
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comparatively homogeneous parts of the crystal (Table
1), which supports the conclusion that these defects
have a block structure.

4. CONCLUSIONS

Structural imperfections have been studied in
Si; _,Ge, crystals (1-9 at. % Ge) with various orienta-
tions of the growth axis and with aweak Ge concentra-
tion gradient along the growth axis. Impurity bands
have beenfoundto existin al crystalsstudied, irrespec-
tive of the Ge content and the growth axis orientation,
which is consistent with the results of previous studies.
As the Ge content increases within the range from 7 to
9 at. %, didocations move away from dislocation
sources located at the free surface of acrystal and single
didocation dip transforms into multiple dip; dip bands
arise, and their density increases. In a number of sam-
ples, the Ge concentration is distributed nonuniformly
over the sample area. In these samples, the dip band den-
sity is high even for a small Ge content (3 at. %). The
conclusion has been drawn that the most likely reason
for the formation of the slip band is the nonuniform Ge
distribution along both the diameter and growth axis of
an ingot, due to which temperature gradients (which
occur during the growth and cooling of crystals) bring
about high thermoel astic stresses.

It has been established that, in crystals with Ge con-
tents ranging from 7 to 9 at. %, there appear regions
with a local block structure several hundreds of
micrometers in size. The formation of these regionsis
most likely due to the significantly increased disloca-
tion density at the points of intersection of dlip bands.
These regions can be barriers to the motion of new dis-
locations and, therefore, can be sources of long-range
stresses. Thus, a more uniform Ge distribution in sili-
con is a necessary condition for producing Si; _,Ge,
crystals with a reduced amount of structural imperfec-
tions.
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Abstract—Europium diffusion in samarium sulfide was studied in the temperature range from 780 to 1100°C.
Dataon the diffusion coefficient and activation energies for the diffusion of europiumin single-crystal and poly-
crystalline SmS samples were obtained. In single-crystal samarium sulfide, europium was shown to migrate
predominantly over lattice sites (D = 10°2-107° cm?/s). In SmS polycrystals, diffusion was found to exhibit a
complex pattern and have both a slow (D = 107°-10~° cm?/s) and a fast (D = 108-10~ cm?/s) component.
Europium diffusion in a polycrystal is primarily due to europium migration over the boundaries of single-crys-
tal grainsin the polycrystal, whose characteristic sizeis assumed to be that of x-ray coherent-scattering regions.

© 2005 Pleiades Publishing, Inc.

Theinterest in europium diffusion in samarium sul-
fide (SmS) has arisen in connection with studies of the
emf generation in this semiconductor material, because
the temperature of the onset of generation and the mag-
nitude of the emf depend on impurity concentration [1].
The most natural impurity to expect in this case is
europium, which neighbors samarium in the lanthanide
series and, thus, is similar to it in many characteristics.
There is a difference, however, in that europium does
not change its valence state (Eu?*) under heating,
whereas samarium does (Sm?* — Sm3*). However,
SmS and EuS crystallize in the NaCl structure with
extremely close lattice parameters, 5.967 and 5.968 A,
respectively. Note that semiconductorswith lattice mis-
fits less than 0.01 A are believed to be most promising
for the development of heterostructures [2]. The sub-
stantial difference between the band structures and, in
particular, in the depth of the 4f levels[3] coupled with
the close similarity of the thermal, electrical, and crys-
tallochemical properties accounts for the interest in
studies of SmS- and EuS-based heterostructures. Inves-
tigation of SmS-based heterostructures is made partic-
ularly attractive by the possibility of producing an
inverse level population in this semiconductor under a
comparatively weak physical action (heatingupto T ~
400 K), asisthe case with emf generation. In these con-
ditions, one can expect the generation of optical radia-
tion with photon energies of 0.03-0.06 eV [4]. Study-
ing mutual diffusion in heterostructuresis also of con-
siderable scientific interest.

SmS polycrystals were synthesized of elementa
ingredients (samarium and sulfur) and compacted, with
subsequent homogenization annealing performed at
different temperatures in sealed molybdenum cruci-
bles. SmS single crystals were prepared by zone melt-
ing of polycrystals [5]. Samples of single-crystal SmS

were plane-parallel plates cleaved aong the (100)
planes. The plates measured 8 x 5 x 3 mm. The plane
parallelism of the samples (2 um) was attained by dry
precision grinding with abrasive cloth and checked
with an IKV-1 vertical optometer to within 1 um.

Experiments were performed with the *5?Eu radio-
active isotope in the temperature interval 780-1100°C.
The radioactive europium isotope was introduced into
both single-crystal and polycrystalline SmS samples
during vacuum annealing. Concentration—-depth pro-
files were obtained by layer-by-layer removal of the
material. The gamma activity of the layers removed
was determined using a BDZA2-01 Nal(Tl) scintilla-
tion detector combined with the corresponding elec-
tronics. The measurements yielded profiles of the dis-
tribution of the 5?Eu radioactive isotope in SmS sam-
ples at different temperatures.

The europium penetration profiles in single-crystal
SmS samples obtained after annealings of single-crys-
tal SmS samples at temperatures of 950, 1000, and
1050°C (annealing time 1-21 h) are curves that fall off
smoothly (Fig. 1a). As should be expected, the profile
depth increases with temperature. The europium con-
centration is 10°-10% cm near the sample surface
and decays to 10°-10% cm deep in the bulk of the
sample.

Samples of polycrystalline SmS were annealed at
780-1100°C for 2-10 h. The diffusion profiles of
europium in polycrystalline SmS (Fig. 1b) are complex
in character; indeed, the europium concentration near the
surface is the same asin single crystals, 1019-10%* cm3,
and then decreases smoothly to 10'-10'" cm3, after
which the profile flattens out at a depth of more than
500 um. Studies reveaed that in polycrystalline sam-

1063-7834/05/4707-1233$26.00 © 2005 Pleiades Publishing, Inc.
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(8 single-crystal SmS: (1) 950°C and 21 h, (2) 1000°C and
10 h, and (3) 1050°C and 1 h; and (b) polycrystalline SmS:
(1) 780°C and 540 min, (2) 950°C and 280 min, and
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Fig. 2. Diffusion coefficient of europium in samarium sul-
fide plotted vs. temperature (1) for single-crystal SmS and
(2, 3) for polycrystalline SmS, the slow and fast diffusion
components, respectively.

ples europium diffuses considerably faster than in sin-
gle crystals.

We used the solution to the Fick equation to describe
the diffusion processes occurring in SmS samples. The
concentration profiles for single-crystal SmS can be
satisfactorily fitted by the erfc function. In the temper-
ature region covered, europium diffusion into single-
crystal SmS is characterized by a diffusion coefficient
D = 10?10 cm?/s. The activation energy is 7.4 eV.
The temperature dependence of D (Fig. 2) can be
described by the relation D = 6 x 10%exp(—7.4/KT) [6].

The concentration—depth profiles of europium in
polycrystalline SmS cannot be described by one erfc
function. To adequately describe diffusion in these
samples, we represented a concentration profile as a
sum of two erfc functions corresponding to the fast and
slow diffusion components. The diffusion coefficients
for the slow component in the temperature region of
interest are D ~ 1071°-10-° cm?/s. The activation energy
is0.83 eV, and the temperature dependence of D can be
fitted by the expression D = 1.4 x 10%exp(-0.83/KT).
We believe that the slow component of diffusion is
associated predominantly with impurity diffusion
inside the grains.

PHYSICS OF THE SOLID STATE Vol. 47 No.7 2005
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Fig. 3. Europium concentration profile in samarium sulfide
plotted against the size of coherent scattering regions for
(1) single-crystal SmS and (2, 3) polycrystalline SmS. The
size of coherent scattering regionsis(2) 1100 and (3) 650 A.

The values of the diffusion coefficient for the fast
component range from D = 4 x 108to 1 x 10" cm?/s.
The diffusion coefficient is only weakly dependent on
temperature.

The fast diffusion component is most likely associ-
ated with impurity migration only over the paths of
enhanced diffusion in polycrystals, namely, grain
boundaries and pores.

A characteristic feature of polycrystalsis the exist-
ence of grain boundaries, por%,1 and other defects, for
instance, dislocations, which may be present inside
grains (crystallites). In view of this multiplicity of
defects, one should have a criterion for characterizing
the extent to which apolycrystal isimperfect. We chose
for such a criterion the size of the coherent scattering
region (CSR) for x-ray radiation. This quantity deter-
mines the average size of defect-free single-crystal
regions[7]. Thedimensions of aCSR range from 10° to
10® A, which is one to two orders of magnitude less
than the dimensions of pores and crystallitesin a poly-

1 The existence of pores in polycrystalline SmS samples is borne
out by x-ray diffraction studies of the europium distribution over
the sample area. The diffraction patternsreveal afairly large frac-
tion of impurities built up in pores. The number and area of such
clusters decreased with depth.
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crystal. Accordingly, the total area of all CSR surfaces
exceeds the area of crystallites and pores by severa
orders of magnitude. Thus, when considering fast diffu-
sion, we may assume that the main contributionto it is
from diffusion over CSR surfaces; therefore, its rate
should depend primarily on the CSR size.

The validity of this assumption was verified experi-
mentally. Prior to diffusion measurements, the starting
polycrystalline SmS sampleswere annealed at different
temperatures and in different regimes (sample 1 at
1700°C and sample 2 at 1200°C). The CSR size asmea-
sured using standard x-ray techniques [7] was 1100 A
for sample 1 and 650 A for sample 2. In both samples,
europium diffusion was studied at a temperature of
950°C for 280 min. The concentration profiles obtained
aredisplayedin Fig. 3. Sample 1 showssignsof sow dif-
fusion only, with D = 5.6 x 1012 cm?/s. In sample 2, both
dow (D =5.5x 100 cm?/s) and fast (D = 4 x 108 cm?/s)
components of diffusion were observed. Wereadily see
that the smaller the CSR size, the faster the diffusion
rate.

This correlation between the values of the CSR size
and D suggests that diffusion of europium in polycrys-
talline SmS is dominated by migration over CSR sur-
faces. The low diffusion rate and the high activation
energy of europium in single-crystal SmS sampleslead
oneto concludethat in this case europium migrates pre-
dominantly over crystal lattice sites.
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Abstract—A model is developed according to which a hop of an electron (or hole) between two hydrogenic
donors (or acceptors) occurs only when their energy levels become equal due to thermal and/or electrostatic
fluctuations in a doped crystal. The main contribution to the real part of the high-frequency hopping electrical
conductivity is assumed to come from acceptor pairs in which the time of hole tunneling is equal to the half-
period of the external electric field and the phase of tunneling coincides with that of the field. In this case, the
imaginary and real parts of the hopping conductivity are approximately equal. The results of calculations based
on thismodel are compared to the experimental datafor p-Ge : Gawith an intermediate degree of compensation
of the main doping impurity. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

It is experimentally established (see, for example,
[1, 2]) that, in the case of electron (hole) hopping
between localized states in a doped semiconductor
crystal, the frequency dependence of thereal part of the
high-frequency electrical conductivity follows the law
Reo, (w) [ (0.6 <s<1)intheradio frequency range
(10?2 < w2 < 107 Hz).

To date, there is no analytical description of the ac
hopping electrical conductivity between the impurity
ground states in compensated covalent crystaline
semiconductors (see reviews [3-5]). In [6, 7], the para-
metric frequency and temperature dependences of the
hopping electrical conductivity were presented for the
case of an extremely low degree of compensation,
where electron (hole) hopping occurs only with the
absorption or emission of a phonon. The interaction
constant of phonons with charge carriers localized on
donors (acceptors) acts as a fitting parameter. For
example, for an n-type semiconductor, it was assumed
in [6] that the high-frequency hopping conductivity is
due to electron hopping between the ground states of
two nearest neighbor donors in charge states (0) and
(+1) located in the vicinity of an acceptor in charge
state (—1). In[7], the features of the temperature depen-
dence of the high-frequency hopping conductivity of
weakly compensated n-type crystals were described
with regard to the possible electron hopping between
two donors via a third (intermediate) donor located in
the vicinity of a negatively charged acceptor. It was
assumed that one ionized donor is the nearest neighbor
of the neutral donor and the energy of the other ionized

donor is closest to the energy of the neutral donor. Inthe
models proposed in [3, 6, 7], it was assumed that the
impurity band is “classical,” i.e., that the scatter in the
energy levels of the main aloying impurity is much
greater than the quantum-mechanical broadening of
these levels due to the finiteness of the time a charge
carrier spends on the impurity. In [8], the temperature
dependence of the high-frequency hopping conductiv-
ity of amorphous germanium and silicon was described
using amodel of electron transitions (hops) in pairs of
defects with deep levels lying in the band gap. This
model takes into account one excited state and the two
ground states of the defects of a pair, between which an
electron transition occursthrough itsthermal excitation
from one defect to the excited state of the pair and sub-
sequent tunneling to the other defect.

It isimportant to note that, in the models used in [3—
8], the energy of each one-electron state (an impurity
level) in doped covaent crystals was assumed to be
fixed; i.e., the energy does not change during hopping
of an electron (hole) between impurity atoms.

However, when describing small polaron hopping
over lattice sitesin ionic crystals, Holstein (see reprints
of his 1959 article in [9] and also [10-12]) introduced
the concept of the “coincidence event” for polaron
potential wells. A polaron energy level is a function of
the positions of the atoms nearest to it. Due to thermal
vibrations of the atoms, their positions vary in time; so
the energy of a conduction electron captured by the lat-
tice polarization created by the electron itself also var-
iesin time. At some instant, a situation can arise where
the energy of the site with a bound electron becomes
equal to the energy of the nearest neighbor free site of

1063-7834/05/4707-1236$26.00 © 2005 Pleiades Publishing, Inc.
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the crystalline lattice. This instantaneous coincidence
of the energy levels is referred to as the “coincidence
event.” Inthemodel considered in [9], polaron hopping
was assumed to occur when the energies of the initial
occupied state and the final free state coincide. In this
case, the lattice deformation in the final stateis not nec-
essarily the same as that in the initial state. Therefore,
in an individual hopping event, the phonon energy is
either released or absorbed by the lattice; however, on
the average, the polarization energy is not transferred
with a moving polaron.

In [13], a model of fluctuation-caused coincidence
of the energy levels of localized states (of impurity
atoms) was used to describe the dc hopping conductiv-
ity of doped semiconductors.! It was assumed that tem-
pora fluctuations in the energy of localized states are
caused by hopping diffusion of electrons via these
states. However, the formulas derived in that study
agree only qualitatively with the avail able experimental
data.

In[15, 16], the dc hopping conductivity and thermo-
electric power were described in terms of a model in
which the majority impurity (acceptors) and acompen-
sating impurity (donors) form a common simple cubic
“impurity lattice” in the crystalline matrix. Hopping of
holes occurs when the energy levels of acceptors
become equa due to thermal fluctuations, whereas
donors block the corresponding sites of the lattice of
impurity atoms. L et the acceptors be labeled with index
a or 3. We note that the coincidence of the levels of two
closely spaced acceptors can occur due both to the elas-
tic strain of the crystalline | attice near the acceptorscre-
ated by phonons and to the effect of Coulomb fluctua-
tions arising because of hole hopping between other
acceptors. At the instant of coincidence of the levels? of
a neutral and a negatively charged acceptor, a “reso-
nant” two-site cluster isformed: the hole on an acceptor
o becomes bound to a negatively charged acceptor 3
and belongs simultaneously to these two acceptors.
After some time, the resonance conditions are no
longer satisfied and the hole can become localized on
the acceptor [3 or again on the acceptor a. After that, the
acceptorsa and 3 can again form aresonance cluster or
be joined to other resonance clusters (pairs). For the
regime of hopping between the nearest neighbor impu-
rity atoms, a quantitative description of the concentra-
tion dependence of the activation energy and preexpo-
nential factor for the hopping conductivity wasgivenin
[15], with application to p-Ge : Ga. The results of cal-
culations based on the model developed in [16] agree
with available experimental data on the low-tempera-
ture hopping thermoelectric power and thermal capac-

1The model of the fluctuation-induced formation of a barrier
through which an atom (or a molecul€) can tunnel made it possi-
ble to explain the main characteristics of solid-phase cryochemi-
cal reactions (see, e.g., [14]).

2 To within quantum-mechanical broadening of the acceptor levels
due to the finite time of hole localization on these levels.
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ity on the dielectric side of the insulator—metal phase
transition.

Theaim of thisstudy isto extend the model [15, 16]
of fluctuation-caused coincidence of acceptor energy
levelsin the band gap of acrystal to the high-frequency
hopping conductivity in the pair approximation. We
analyze the case where the concentrations of acceptors
in the (0) and (-1) charge states are approximately
equal, i.e., the case of a moderate degree of compensa-
tion. We consider relatively low doping levels of p-type
samples (far from the insulator—metal transition) at
temperatures where hole hopping between nearest
neighbor acceptors (nearest neighbor hopping, NNH)
dominates.

2. HOPPING CURRENT DENSITY
AND ELECTRICAL CONDUCTIVITY

Let us consider a p-type crystalline semiconductor
with aconcentration N = N, + N_; of hydrogenic accep-
tors (the indices indicate their charge state) and a con-
centration N,; = KN of donorsin the (+1) charge state,
where K is the degree of compensation of acceptors by
donors.3 Theelectrical neutrality condition iswritten as
N_; = KN. We assume that the temperature is suffi-
ciently low for the exchange of holes between acceptors
in the (0) and (-1) charge states to occur only by hop-
ping (without involving the states of the valence band
and the excited states of the acceptors) and that the dop-
ing level islow; so the Bohr radius for a hole localized
at an acceptor ismuch smaller than the average hopping
distance.

Let an ac electric field € = €,sin(wt) be applied to
a macroscopic three-dimensional semiconductor sam-
ple along the x axis (2w is the period of harmonic
oscillations, tistime).

The time-dependent probability f, that an acceptor
o isinthe (0) charge state satisfies the rate equation [3]

ddftu = Z[fB(l_fu)qu_fd(l_fB)ruB], (1)
B

wheretheindicesa, B =1, 2, 3, ... labd all acceptors
in the sample and I" g is the probability (per unit time)
of hole hopping from acceptor a to acceptor B (hole
transition rate).

The ac hopping current density J,, is determined by
the time variation of the projection of the electric dipole
moment (per unit volume of a crystal with equal num-

3 We refer to a compensation degree as moderate if 0.1 < K < 0.9;
these values of K do not belong to the ranges of low (K < 1) and
high (1 — K < 1) values. At a moderate degree of compensation,
the dc hopping conductivity is maximum [17].
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bers of ionized acceptors and donors) onto the x axis
(cf. [18]):
df,

e d(1-f;)

T = E{ZX“E‘%XB & | @
a

Here, eisthe elementary charge, V is the volume of the

sample, and X, is the coordinate of the acceptor a. By

substituting Eg. (1) into Eq. (2) and following [3, 19],

we obtain

e
Jy = WZ%(XB_XG) 3)

X[fa(1=1Fp)lap—fp(1—fo)lpal,

where (Xg —X,) = I g C0SB,g isthe projection of the vec-
tor r,s connecting acceptors a and [3 onto the x axis
(parallel to the external electric field) and 6,4 is the
angle between the vector r s and the x axis.

We assume that, in an external homogeneous €l ec-
tric field € = €,sin(wt), the frequency of hole hopping
between acceptorsis

Xp—Xq)é
A expg—e—(——%—?—)—g, @)

where the superscript (eq) denotes the equilibrium

value Fffg) (at €, = 0) for acceptors a and B separated
by adistance Faps kg isthe Boltzmann constant, and T is
temperature.

With regard to Eq. (4), in the case of aweak electric

field (le(xg —Xq)&ol < ksT), wheref, = £, we obtain
from Eq. (3) the following expression for the real part

of the hoppi ng, conductivity (similar to the Titeicarela
tion [20, 21]):*

2
_ (eq) (eq)y - (eq)
Reo, = ks TZZ(XB %) f (1 - fg ) ap - (5)

In what follows, we omit the index (eq) since we con-
sider only equilibrium quantities.

It should be noted that, in Egs. (1)—(5), we assume
that the acceptor coordinates X, and x; are fixed; actu-
ally, they are not known and, therefore, formulas of this
type cannot be directly applied to quantitative descrip-
tion of the experimental data on hopping electrical
transport.

Now, we pass from the discrete description of hop-
ping transport of holes inside pairs of acceptors to a
continuous description. To replace summation over o
and (3 in Eq. (5) by integrating with respect to continu-
ous variablesr and 0, where r,g — r and 6,5 — 6,

4Harmonic oscillations of the hopping current density Jy, shifted
in time with respect to the oscillations of the electric field € are
determined by the imaginary part of the electrical conductivity oy,
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we find the density of the distribution of the distance r
between the acceptors in the (0) and (—1) charge states
and of the angle 6 specifying the orientation of acceptor
pairs with respect to the x axis.

In a moderately compensated semiconductor, we
can assume that the distribution of charge states of
impurity atoms over the sites of the crystalinelatticeis
random even at rather low temperatures. Then, the
probability that there are | acceptorsin the (1) charge
state in a volume v does not depend on the shape and
location of the volume v and is given by a Poisson dis-
tribution [22-25],

P(,VNL) = f(VN) eV, (©)

where N_; = KN is the concentration of ionized accep-
tors averaged over the crystal.

Let us consider an acceptor in the (0) charge state
and choose a spherical system of coordinates with the
origin at the acceptor. Between the spheres of radii r
and r + dr, we choose a ring with radius r sin@, width
rde, and thickness dr. Using Eq. (6) with | = 1, we
obtain the probability that there is an acceptor in the
(-1) charge statein aring of volume v = 2msinBr2dodr:

P(r,8)dedr = 2msin &r2KNdedr, 0

where0<0<T

We assume that only the pairs of acceptorsin the (0)
and (1) charge states contribute to the real part of the
high-frequency hopping conductivity. The distance R,
between the acceptors of a pair should be such that the
duration of hole tunneling between them isequal to the
half-period of harmonic oscillations of the external
electric field, since hole transitions with both smaller
and greater times do not contribute to Reg;(w). This
meansthat it is necessary to multiply the density P(r, 6)
of the distribution of pair distances by the dimension-
less delta function &(1 —r/R,), which satisfies the rela

—r/R,)dr = R, Therefore, the prabability

tion (l‘” (1

that (for an arbitrary pair) the acceptors are in the vol-
ume 2msinBr2dédr and the distance r = R, between
them liesin therange (r, r + dr) isequal to P(r, 8)&(1 —
r/R,)drd0, where the density of the distribution of the
angle 6 between the x axis and a vector of length R,
uniformly distributed over the sphere is (1/2)sin6 [22,
25]. Thus, the probability that there is an acceptor at a
distancer = R, from a given acceptor in the interval (r,
r +dr) inthe solid angle 2rsin6do is

Lsnep(r, 6)6%[

5 dedr (8)

where P(r, 8) is given by formula (7).
According to the above arguments, we make the sub-

gtitutions fy —= (1 =K), (1 =fg) — K, (X3 =Xz) —
rcos, and IMyg(rqg) —= Mi(r) in Eq. (5) and pass from
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the summation over [3 to integration over the volume V
of the crystal. The remaining sum over a contains (1 —
K)NV identical nonzero terms, where (1 — K)NV is the
number of acceptorsin the (0) charge state. Therefore,
from Egs. (5) and (8) in the pair approximation, the real
part of the high-frequency hopping conductivity can be
found to be

_e K(l K) N smB
Reo,(w) = 21tsin &r°KN
KgT
O
x 3 — ——E(r c0s8)°T,(r)drdo 9)
e NiRy(Ra)
Akg T

where N, = NgN_;/N = K(1 — K)N is the effective con-
centration of acceptors involved in hopping conduction
and ' (R,) is the frequency of hole hopping between
the acceptors in the (0) and (—1) charge states, which
will be found bel ow.

3. FREQUENCY OF HOLE HOPPING
BETWEEN ACCEPTORS

We consider the case of a Gaussian (normal) density
0.(E,— Ea) of thedistribution of acceptor energy levels

E, with respect to the average value E,. Let fy(E,) be
the probability that an acceptor with energy level E, is
in the (0) charge state. By averaging over energy,” we
find the probability that an arbitrary acceptor in the
semiconductor is neutral:

+o00

fo J’ f00ad(E, — Ea)
(10)

+00

exp(-u’/2y”)
" Ty Trew--u™

whereg, = (/21W)Lexp[—(E, — Ea)2/2W?] isthe den-
sity of the distribution of acceptor energy levelsin the
band gap; Wisthe effective width of the acceptor band,;
(1—fo) =4 ={1+ Baexp[(Ea + Ep)/ksT]} * isthe prob-
ability that the acceptor with an energy level E, > 0 is
ionized; (3, isthe energy level degeneracy; Er < 0isthe
position of the Fermi level in the band gap measured
from the top of the valence band; E, > O is the center

of the acceptor band; and u = (E, — Ea)/kgT, { = (Ef +

5In the case of an intermediate degree of compensation, the corre-
|ation between the acceptor positions at the sites of the crystalline
lattice and their energies can be disregarded.
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Ea + kg TINB/ksT, and y = WIk T are dimensionless
parameters.

Thewidth of the classical acceptor band Wismainly
determined by the Coulomb interaction of only the
nearest neighbor charges (ionized acceptors and
donors) and, according to [26], is equal to®

[ 1/2

W = %’U P(r)er ~164e EB"KI\H (12)

meld3

where |U| = e/4mta isthe modulus of the Coulomb inter-
action energy of two ions; € = g,&, isthe static permittiv-
ity of the crystalline lattice; €, is the permittivity of free
space; P(r)dr = 4rr3(N_; + N,)exp[—(41v3)r3(N; +
N.,)]dr is, according to Egs. (6) and (7), the prabability
that the impurity ion nearest to an acceptor in the (1)
charge stateislocated at a distance lying in the interval
(r, r +dr); and N_; + N,; = 2KN is the total concentra-
tion of ionized acceptors and donors.

Thus, according to Eq. (10), the concentrations of
neutral and ionized acceptors averaged over the crystal
(without regard for the excited states) are

Ny = Nfo = N(1-K), N_ = N(1-1fo) = KN.

From the electrical neutrality condition f_; =1 —

fo =K, with regard to Eq. (11), we can find the depen-
dence of the Fermi level Er on thetemperature T, com-
pensation degree K, and acceptor concentration N =
NO + N_l.

Due to thermal (absorption or emission of phonons)
and Coulomb (hol e hopping between acceptors) fluctu-
ations, the positions of acceptor energy levels with
respect to the top of the valence band of the semicon-
ductor change in time. Following [13, 15], we assume
that hopping of ahole between two acceptorsin the (0)
and (1) charge states can occur only if the energy lev-
els of these acceptors coincide.”

The number of transitions of a hole between accep-
torsinthe (0) and (—1) charge states per event of fluctu-
ation-caused coincidence of their levels E; = E, +
U kg T and E,, = Ea + Uks T isequal to theintegral part
of the ratio of the duration t;(u) of one coincidence
event of thetwo levels (u; = u, = u) to thetunneling time
T(u, r). We assume that, during a time interva t, the
total duration of al events where the levels of two
acceptors coincide isty(u) = ) , tj(u) . The probability

that, during the period of time over which the acceptor
levels separated by a distance r remain coincident, j =

2005

6 We consider samples on the insulator side of the insulator—metal
phase transition.

7 Dueto hole hopping, the (~1) charge states of immobile acceptors
migrate over the crystal.
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Fig. 1. Frequency dependence of the hopping conductivity.
Points are experimental data for p Ge: Gaa K = 0.4
(@ T=4K, N=32x 10" cm3 [34]; () T=4K,N=
7.8 x 10% cm3[34]; and () T= 2.3K, N= 3.4 x 101°cm™3
[35]. Curves 1-3 are calculated using Eq (21) for data (a—
c), respectively.

0,1, 2, ... holetransitions occur can be approximated by
a Poisson distribution [22—-25, 27],

P() =

Ll g L)

j! T(u,r)l’

where t,(u)/t(u, r) = g‘;": 01 P(j) isthe average num-
ber of transitions of ahole between the nearest neighbor
acceptors. The frequency of hole hopping between two
acceptors in the (0) and (1) charge states in the case
wheretheir energy levelsremains coincident (E,; = E,, =
E,) over timetis[15]

Mu,r) = (23

— | =

= tg(u)
ZOJQ)(J) - t.[(u'r)'

From the Markov chain theory [22, 27], it follows that,
if the hole transitions between two acceptors are
observed over along timeinterval (t > t(u, r), then the
fraction of time t(u)/t spent by the acceptors in one of
two possible states (where their energy levels are coin-
cident and noncoincident, respectively) is approxi-
mately equal to the stationary probability % (u, ¢) of the
acceptors being in these states. Therefore, the ratio
t(u)/t is approximately equal to the probability that the
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Reo,(w), Q' cm™!
10°°F 2

0O a
A b

1077

1078

1 —10 1 1 1 1 1
0 0.3 0.5 1.0 20 3.0

Nx 1015, cm™3

Fig. 2. Gallium concentration dependence of thereal part of
the hopping conductivity of germanium crystalsat K = 0.4
and T=33 K Points are the @(perlmental data from [34]:
(a) w2n= 10° Hz and (b) w2l = 10° Hz. Curves 1 and 2
are calculated using Eq. (21) for data (a, b), respectively.

energy levels of the two acceptors in the (0) and (-1)
charge states coincide [15]:

fo(u, ) fa(u, Q)
K(1-K)

“(T“)z@(u,z) = (14)

Here, fo(u, {) =[1 + exp(—{ —u)]* isthe probability that
one of the acceptors of a pair with an energy level E; =
Ea + uksT isoccupied by ahole; f;(u, {) =[1 + exp(u +
)]t isthe probability that the other acceptor of the pair
with the same energy level E, isinthe (—1) charge state,
i.e., isionized; fo = (1—-K); and f_; =K (seeformula
(20)).

By analogy with the theory of amolecular hydrogen
ion (H5), the hole tunneling time between two accep-
torsinthe (0) and (1) charge states at adistancer from
each other in the case where their energy levelsare ran-
domly coincident (u, = u, = u) can be estimated as[15,
28, 29]

(15)
where 8E(r) isthe energy splitting (broadening) of the
holeinter-acceptor tunneling level E, = E, + uks T mea-
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sured from the top of the valence band of the undoped
crystal and a, = €%/(8meE,) isthe Bohr radius for ahole
localized on an acceptor.

Using the quasi-classical approximation and disre-
garding the acceptor excited states, in the case of
OE(r) < E,, wefind[29, 30]

SE.(r) = 4E,
< P(1+p)exp(—p)—[1— (1+p)e><p(—2p)]S (16)
p(1-5)

where p =r/a, and S=[1+ p + (p%3)]exp(-p).

Let usaveragel (u, r) over thedistribution g, = g,(u,
y) of tunneling energy levels u = (E, — Ea)/kgT in the
acceptor band of width y=W/kgT. Using Egs. (13)—15)
and (10), the average frequency I, (r) of hole hopping

between two acceptors separated by adistancer can be
written as

Fa(r) = [T (u.r)ga(u,y)du
L (17)
_ 2w Q)ga(uy)
I T(u,r)

—00

du,

where g,(u, y) = (/2ty)texp(—u?/2y?).

It follows from Egs. (15) and (16) that the tunneling
time t(u, r) increases monotonicaly as the tunneling
level E, is displaced into the band gap of the crystal,
i.e., with increasing u. If the temperature is sufficiently
Iow so that W > kBT then the function P (u, {)g.(u, y)
has aharrow peak at u=—-C. Therefore, in Eq. (17), we
can take the monotonic function t(u, r) (at u = —() out
of theintegral. In this case, the average equilibrium fre-
guency of hole hopping between the acceptors at adis-
tancer is[15]

Mp(r) = (18)

Th(r)Eh

where 1,(r) = 1,(u =, r) isthe time of hole tunneling
between the acceptors in the (0) and (—1) charge states
with equal energy levelsE, = E, — ks T (coinciding to
within 8E; < E;). With alowance for Egs. (10) and

8 In the case of a narrow impurity band (W <€ kgT), the function
ga(u, ¥) 2(u, ¢) has amaximum at u = 0 and the tunneling energy

level for holesisE; = Ej.
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(14), the dimensionless parameter &,, is defined by the
relation [31]

_ 1 1
K(1-K). /21t

Iexr)( u’/2)exp(q +V“)du
[1+exp(Z +yu)]’

1
&n

(19)

For the case where the acceptor band is narrow as com-
pared to the thermal excitation energy (y = WikgT < 1)
or iswide (y = WkgT > 1), formulas (10) and (19) for
¢ and &;, can be smplified:

(i) fory< 1, wehave { =-n[K/(1-K)], &, = 1;

(ii) for y> 1, we have

K = 1-f‘0~1[1 erfalz_zu}

2

= yK(1- K)Fnexp[zm’m]

where {lyistheratio of the energy corresponding to the
Fermi level position to the acceptor band width.

4. REAL PART OF THE AC HOPPING
CONDUCTIVITY

We assume that only the pairs of acceptorsin which
the hole tunneling time 1,(r = R,) is equal to the half-
period TVw of the external electrlcfleld contributeto the
real part of the ac conductlwty, i.e, (R, = Ww In
this case, ' (R,) = w/(21&) and, from Egs. (9) and
(18), the real part of the high-frequency hopping con-
ductivity Reo,(w) can be found to be

nezNﬁRf,

Rl = TgTe,

(21)

where R, = p.a; isthe distance of hole hopping between

the acceptors of a pair, a, = e¥/[8ngEa — LkgT)] is the
Bohr radius, and p,, is the solution to the equation

2005

9 In this approximation, the imaginary part of the hopping ac elec-
trical conductivity isequal to itsreal part.
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T Pu(1-S5)

with §,=[1 + p, + (pf)/3)]exp(—pw). The quantities

(kT = Ep + Ea + kgTInB, and &, > 1 are found from
Egs. (10) and (19). The values of  and &, for a narrovw
and wide acceptor band are given by relations (20)1°
and N, = K(1 — K)N.

From Eq. (22), we seethat R, depends on the angu-
lar frequency w, the energy position of the center of the

acceptor band E,, the Fermi level position Eg (with
respect to the top of the valence band), and temperature.
The quantity R, depends on the acceptor concentration

N and compensation degree K via E, and Er. We esti-
mate the effect of R, on the Rec,,(w) dependencein the
frequency range 107 < w¥2m < 10’ Hz at K = 0.5 and

low temperatures (E, > |C|kgT) for gallium-doped
germanium crystals (N = 105 cm=3, E; = 10meV, g, =
15.4). Under these conditions, from Eq. (22), we obtain
the approximation R, = 155 — 11.3log(w/21) , where
R, is measured in nanometers and w/2rtin hertz. Thus,

from Eg. (21), we have Rea, (w) O Rf,w O w’, where

the value s = 0.76 is close to the experimental values
(Fig. 1).

In Eq. (22), the energy E, of thermal ionization of a
neutral hydrogenic acceptor (disregarding the shift and
fluctuations of the top energy of the valence band) aver-
aged over the crystal can be found to be [26]

= 3¢’

E, = |a—m, (23)

wherel, istheionization energy of anisolated acceptor,
d = 0.554[(1 + K)N]"“? is the average distance between
theimpurity atoms, and Agisthelength (radius) of elec-
trostatic screening of the Coulomb potential by holes
migrating over the acceptors. According to [31], the
screening (Debye-Huickel) length

ekgT¢E,

N. =
° &N,

(24)

is determined by holes with concentration N, = K(1 —
K)N hopping in the acceptor band. We note that the
ratio of the diffusion coefficient to the hopping dc drift
mobility of holes exceeds the classica value kgT/e of
thisratio by afactor of §, > 1.

10A ceordi ng to Egs. (20) and (11), the quantity kﬁTEh for awide
acceptor band (W > kgT) is determined only by the acceptor con-
centration and the compensation degree.

w
m 22)

The shift of the center of the acceptor band E; > 0
towards the top of the valence band described by
Eqg. (23) isdetermined by the decreasein the hole affin-
ity of an ionized acceptor due to static screening of
impurity ions by holes hopping over the acceptors[26].
At high temperatures (kT > W), by substituting
Eqg. (20) into Eq. (24), we find the screening length [32,
33] A =[eksT/e?N,] V2. At low temperatures (kg T < W),

wefind [31] A, = [eW./2T1/(€2N)]Y2exp({%4y?), where
theratio {/y is determined from the equation 2K = 1 —

erf(Zly2).

Thus, by finding from Eg. (22) the average distance
R,, between the acceptors involved in hopping conduc-
tion at a frequency w/2m, we can calculate Rea,(w)
from Eq. (21) using Egs. (10), (11), (19), (23), and (24).

We notethat, from Egs. (21) and (22), it follows that
Reo,(W)|, .o — 0; i.e, Reo,(w) is the difference
between the rea part of the ac hopping conductivity
and the dc hopping conductivity.

5. COMPARISON OF THE CALCULATIONS
WITH EXPERIMENTAL DATA

In [34, 35], experimental data on the hopping con-
ductivity of gallium-doped p-Ge crystals (K = 0.4)
obtained by neutron irradiation were reported for vari-
ous temperatures and electric field frequencies.t With
the results of this study, we try to describe those data
quantitatively without any fitting parameters.

Figure 1 compares the results of simulation of the
frequency dependence of the ac hopping conductivity
Reo(w), using Egs. (21) and (22)—(24), with experi-
mental data from [34, 35]. The following parameter
values were used in the calculations for p-Ge: Ga: €, =
glep=15.4,1,=11.32meV, and 3, =4. From Fig. 1, we
see that, on the whole, the results of the simulation
based on our model of the high-frequency hopping con-
ductivity agree with the experimental data from [34,
35] over awide range of electric field frequencies.

The experimental [34] and cal cul ated dependences of
Reo,(w) on the concentration N of Ga atoms in
p-Ge: Ga crystals at K = 0.4 are shown in Fig. 2 for
w/2m = 10° and 10° Hz; the agreement is seen to be
quite satisfactory.

Figure 3 shows the experimental temperature depen-
dences of the ac hopping conductivity of p-Ge : Ga at

PHYSICS OF THE SOLID STATE Vol. 47

1t has been subsequently shown [36] that the degree of compen-
sation of germanium with natural isotope composition changesin
the range from K = 0.3 to 0.6, depending on the energy of the
reactor neutrons. In particular, the value K = 0.35 corresponds to
the samples studied in [35].
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Reo,(w), Q' cm™!

A q a ¢
S ob xd X
107+
= 4
X
10—6_
_ o
——o 3
l:,Ij:‘
0+ — 6 o o
o ©0°
OOO
1
10—8_ A AAA A A A A
1 1 1 1
1 2 3 4 T, K

Fig. 3. Temperature dependence of the high-frequency hop-
ping conductivity in neutron transmutation-doped germa-
nium crystals. Points (a—c) are the experimental data for
p-Ge: Ga(K = 0.4, w/2m=10° Hz) [34]: (a) N = 3.2 x 1014,
(b) 7.8 x 10 and (c) 2.14 x 10 cm™3; (d) K = 0.4,
w/2m=10° Hz, N = 3.4 x 10'® cm™3 [35]. Curves 14 are
calculated using Eq. (21) for data (a—d), respectively.

frequencies w/2mt = 10° and 10° Hz [34, 35]. Cacula
tions of the high-frequency hopping conductivity
(Figs. 1-3) were performed in the range between the
low-temperature (T,) and high-temperature (T,,) bound-
aries of the region of the dc NNH conduction regime.
The experimenta datafor T, and T, for p-Ge : Gain the
range2 x 10¥<N<2x 10 cm=3and K =0.3[37, 38]
can be approximated by the expressions T, = 2.67 x
10*N%2* and T, = 7.6 x 10*N°2% where T, and T, are
measured in kelvinsand N in cm3. We see that, accord-
ing to the calculations based on our model, Reo(w) is
virtually independent of temperature both at T = T, and
a T = T,. However, the experiment shows a tendency
toward a decrease in the high-frequency hopping con-
ductivity at T<T,.

In the case of awide acceptor band (W > kgT), the
decrease in Reo,(w) at T < T, even for an intermediate
compensation degree (K = 0.5) is probably caused by
the correlation between the spatial distribution of
acceptors and their energies (the variable range hop-
ping regime). This correlation implies that the averag-
ing over the distance between acceptors and over the
distribution of their energy levels cannot be performed

separately [see Egs. (9), (17)].

2As the temperature decreases (at T < Tj), the NNH regime is
transformed into the hole variable range hopping regime. At T =
Ty, the hopping conductivity in the NNH regime is equal to the
band electrical conductivity of holesin the valence band.
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For anarrow acceptor band (W < kgT), formula(21)
predicts that the high-frequency hopping conductivity
of a compensated semiconductor should decrease with
increasing temperature, since in this case the effect of
an ac electric field of constant amplitude on the hole
hopping frequency becomes weaker (see the derivation
of formula (5)). Although this effect is weak, it can be
observed for very lightly doped samples at relatively
high temperatures. We note that, when calculating
Reagy, at temperatures T = T,, (i.e., in the region of satu-
ration of the dc hopping conductivity [37, 38]), it is
probably necessary to take into account the excited
states of the acceptors[39]. Itisalso possiblethat, even
for semiconductors with an intermediate compensation
degree, where the doping level approachestheisolator—
metal transition, it is necessary to take into account the
contribution from the acceptor A* band [40, 41] formed
by acceptors in the (+1) charge states to the high-fre-
guency conductivity.

6. CONCLUSIONS

To describe the high-frequency hopping conductiv-
ity of doped covalent crystalline semiconductors with
moderate compensation degree, we have suggested a
model of hole (or electron) hopping inside pairs of
hydrogenic acceptors (or donors) with a random distri-
bution of charge states. We have described the distribu-
tion of acceptor energy levelsin the band gap asa Gaus-
sian function and assumed that the width of the accep-
tor band is entirely determined by the Coulomb
interaction of the nearest neighbor ionized acceptors
and donors with a random (Poisson) distribution in the
crystal. Theideabehind the proposed model isthat only
the pairs of acceptors in the (0) and (1) charge states
with coincident energy levels give the main contribu-
tion to the ac hopping conductivity Reo,,(w). Withinthe
framework of equilibrium thermodynamics, we have
determined the probability of coincidence of the energy
levels of two acceptors under the action of thermal
and/or Coulomb fluctuations of hopping nature. An
important result for calculations is that the optimum
acceptor pairs appear to be located at such a distance
that the time of hole tunneling between them isequal to
the half-period of oscillations of the external electric
field. We have calculated the time of hole tunneling
between acceptors using the model of anionized hydro-

gen molecule (H,); i.e., we have assumed that hole

hopping occurs only if the levels of two hydrogenic
acceptors coincide. Analytical expressions have been
obtained that describe the relation between the fre-
guency of hole hopping in acceptor pairs, the acceptor
concentration, and the compensation degree. The cal-
culations of Reo,(w) agree with the experimental data
for the transmutation-doped p-Ge : Ga crystals.
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Abstract—A study was made of GaN crystals grown by HVPE and MOCVD. Thulium wasintroduced by dif-
fusion. It is shown that the Tm rare-earth ion acts as an acceptor in aGaN semiconductor matrix if the undoped
crystal contains deep-level defects. Intracenter f—f transitions characteristic of Tm were observed in the short-
and long-wavelength spectral regions. The short-wavelength emission intensity is higher in crystals obtained

by MOCVD. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Wide-bandgap semiconductors based on nitrides of
Group |11 elements enjoy broad application as a mate-
rial for fabricating light-emitting devices (lasers, light-
emitting diodes) intended for operation in the short-
wavelength spectral region. Light-emitting diodes for
the visible range have been recently developed using
quantum-confined INGaN/GaN structures[1, 2].

Earlier studies revealed that doping GaN crystals
with rare-earth metals (Er, Sm, Eu) givesriseto intrac-
enter f—f transitions with emission lines at wavelengths
of 0.54-0.56 (Er, Eu), 0.81 (Sm), and 1.54 um (Er) (vis-
ible, infrared, and far infrared spectral regions, respec-
tively) [3, 4]. It was also shown that a rare-earth (RE)
ion in GaN wurtzite-structure crystals can act both as a
donor and as an acceptor, depending on the total defect
concentration in the starting semiconductor matrix. The
intensity of the emission lines characteristic of the f—f
intracenter transitions of RE ionsin GaN crystals cor-
relates with the defect concentration in the starting
semiconductor matrix; more specifically, the lower the
defect concentration, the stronger the intensity of intra-
center transition lines.

It has also been established that the mechanisms of
RE diffusion and doping in crystals are governed by the
defect concentration and the Fermi level position in the
GaN semiconductor matrix. If the Fermi level liesinthe
bandgap at T = 77 K (for low defect concentrations of
less than <10 cm3), RE ions most likely enter the
original crystal lattice and change its bonding character
(from the covalent bond typical of Ga—N toanionic Er—
N bond), because RE ions are substitutional impurities
[4]. As the defect concentration in the host matrix
increases (up to n > 108 cm3, where the Fermi level is
close to the conduction band bottom a T = 77 K), RE
ions become apparently embedded in the space
between domains of the mosaic structure; in this case,

al changesinthecrystal parametersare associated with
changesin these regions.

Doping GaN crystals with RE ions to obtain struc-
tures suitable for devel oping light-emitting diodes may
be considered a more cost-effective aternative to the
InGaN/GaN heterostructure technology [5]. Thulium
emission lines deriving from intracenter f—f transitions
lie in the visible and near infrared regions of the spec-
trum. Tm has one charge state (3+), as does Er3*, while
the other two ions (Eu, Sm) are characterized by vari-
able charge states (2+, 3+). Defectsin the starting semi-
conductor matrix form both shallow (in the case of dop-
ing by Er) and deep (in the case of Sm doping) levelsin
the bandgap of GaN. The effect of the charge state of
impurity RE ions, namely, of Eu and Er (as substitu-
tional impurities), on the change in their position in the
host lattice (depending on the method of incorporating
these ions into the starting semiconductor matrix and
on the defect concentration and type) with respect to the
normal position of the Gaion was studied in [5].

In this paper, we report on a study of the effect of
Tm doping on the parameters of near-edge photolumi-
nescence (NEPL) in GaN wurtzite-structure crystals,
determination of the nature of impurity centers, and
observation of the gettering effect. We also studied the
dependence of the intensity of the f—f intracenter tran-
sitions characteristic of Tm that produce spectral lines
at 477 nm (*G,—H), 647 nm (*G,~H,), and 801 nm
(®F,~Hg) in the presence of defectsforming deep levels
in the starting semiconductor matrix.

2. EXPERIMENT

Asin[3, 4], to explore the possibility of a broader
variation in defect concentration in the starting semi-
conductor matrix, we used crystals prepared using two
different methods, namely, MOCVD, or decomposition
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Fig. 1. Photoluminescence spectra of (1) undoped and
(2) Tm-doped MOCVD-grown GaN crystals (type I) taken
aT=77K.

of metalorganic mixtures (type 1), and HVPE (type I1).
Unlikein the previous study [4] of the effect of Er dop-
ing on the NEPL spectra of GaN crystals with defects
forming shallow levelsin the bandgap, the GaN crystals
chosen for the present investigation were of different
types with defects producing deep levels.

Asin[3, 4], REionswereincorporated by diffusion;
the procedure consisted in thermal deposition of arare-
earth metal film on the crystal surface followed by
annealing of the sample in ammoniafor 1.0-1.5hat a
temperature of 1000-1050°C.

Most of the information on defect concentration in
the starting crystals, as in [3, 4], was extracted from
photoluminescence (PL) spectra and from the half-
width of the diffraction scattering curve (when using x-
ray structural analysis).

In the analysis of the PL spectra, attention was pri-
marily focused on theintensity of the NEPL lineand its
half-width (FWHM). This line is inhomogeneously
broadened, because the lines deriving from the radia-
tive recombination of carriers localized at different
shallow centers differ slightly in wavelength. The rea-
son for this difference lies in the dispersion of the val-
ues of the thermal activation energy of shallow donors
E_+ Thedispersion of E, 1, in turn, stems from different
values of the local potential V. at the sites of shallow
impurities. This means that various defects located
close to shallow impurities affect the crystal field and,
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through this, the emission wavelength. Therefore, the
noticeable difference in FWHM between the NEPL
lines in the starting samples should be assigned to the
different concentrations of various defects in these
samples. The intensity and FWHM of an NEPL line
depend on the density of radiative and nonradiative
states and carrier transport to them. The carrier trans-
port parameters are determined by the tails of the den-
Sity of statesfunction in the bandgap and the position of
the percolation level [3]. It follows that samples pro-
ducing different PL intensities under the same experi-
mental conditions differ primarily in defect concentra-
tion. These defects are responsible both for the deep
levels (which substantially reduce the free carrier life-
time) and for fluctuations in the density of band states.
It was shown in [4] that the FWHM of the NEPL linein
n-GaN crystalsat T = 77 K depends on carrier concen-
tration and should be no less than 30 meV for the sam-
ples under study (Ny — N, > 10 cm3).

Optical measurements were conducted on an SDL -
2 grating spectrometer with a reciprocal linear disper-
sion of 1.3 nm/mm in the edge luminescence region of
GaN. Photoluminescence was pumped by an LGI-21
pulsed nitrogen laser operating at a wavelength of
3371 A with apulse duration (FWHM) T = 10 ns. To be
able to accurately compare emission spectra of differ-
ent GaN crystals, the controllable parameters, such as
the beam incidence angle, pump light intensity, and
temperature, were kept constant.

3. RESULTS AND DISCUSSION

Figure 1 presents PL spectra of undoped and Tm-
doped GaN crystals (type ).

The undoped GaN crystal exhibits an emission line
(Epax =348 ¢V at T =77 K) shifted by 17 meV toward
shorter wavelengths relative to the line of the exciton
bound to aneutral donor D% (E, . = 3.463 eV, T=77K)
that is usually observed in MOCVD-grown GaN crys-
tals[3, 4]. It may be assumed that the former emission
line derives from free-exciton (FE) emission (A at an
energy E = 3.4789 eV or B at an energy E = 3.48 €V)
[6] of N-face GaN crystals. This shift of the emission
line may also originate from strainsin the crystal under
study. The FWHM of thislineis 29 meV, but its inten-
sity isfairly weak.

The NEPL spectrum undergoes substantial
changes after crystal doping with Tm. The position of
the NEPL peak remains unchanged (at 358 nm, i.e.,
3.48 eV) and, as before, it cannot be identified with
emission of the bound exciton involving a neutral
donor, D% (at 3.463 eV). Additional emission lines
appear: aline at 3.423 eV (362 nm) and a band deriv-
ing from donor—acceptor recombination (DAR) with
peaks at 3.264 and 3.170 eV (380 and 390 nm). The
spectrum contains emission lines characteristic of the
Tm intracenter f—f transition in the visible range at
477 nm (2.597 eV) and in the near IR range at 798.6,
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808, 813, and 820 nm. Studies of RE-doped MOCV D-
grown GaN crystals (GaNIEu,Sm,ErD) [3, 4] did not
reveal any changes in the shape of NEPL spectra; by
contrast, crystals grown by HVPE and doped by the
same impurities do exhibit changes. The line FWHM
measured in the present work on type-1 GaN crystalsis
smaller than that reported in [3, 4]; however, the NEPL
spectra of crystals doped by Tm (GaN[Tm[) changed.
The changesin the NEPL spectra caused by Tm doping
of type-l crystals having aline (with an FWHM of 29
meV that is weak in intensity) near the free-exciton
emission line (FE) are most likely due to doping-
induced transformation of the deep states present in the
starting semiconductor matrix into shalow levels.
Simultaneously, as in earlier studies, a gettering effect
is observed (an increase in NEPL intensity, formation
of the DAR band). Thus, RE metals exert the same
effect on the shape of NEPL spectra of the GaN semi-
conductor matrix, irrespective of the actual charge state
and ionic radius of the dopant.

Figure 2 shows PL spectra of undoped and Tm-
doped type-1l GaN crystals.

We immediately see that the main emission linein
undoped n-type crystals (with a high shallow-donor
concentration) is the A% line associated with the exci-
ton bound to aneutral acceptor (361 nm, 3.454 eV) and
that the emission band characteristic of DAR (peaks at
3.25and 3.17 eV) isweak (curve 1inFig. 2). Thetotal-
ity of our experimental data suggeststhat we withessin
this case a shift of the line of the bound exciton involv-
ing a neutral donor (D%) to longer wavelengths, an
effect induced by tensile stresses.

Tm doping of type-Il GaN crystals (curve 2in Fig. 2)
brings about a change in the shape of NEPL spectra.
The emission line does not change its position (as com-
pared to that of the undoped crystal), but one clearly
sees a broadening of this line and an increase in the
DAR band intensity, aswell as the appearance of emis-
sion lines characteristic of the Tm intracenter f—f tran-
sition in the short- (477 nm, 2.597 eV) and long-wave-
length (790, 808, 820 nm) regions of the spectrum. The
doping-induced increase in the DAR band intensity of
GaN[Tm[crystals may indicate that the dopant is a
shallow acceptor. Thisistypical of crystalswith defects
forming deep levelsin the bandgap of the starting semi-
conductor matrix, asis the case with Sm doping [4].

Note also the high intensity of the emission line typ-
ical of the Tm intracenter f—f transition in type-11 GaN
crystals as compared to the intensity of the same line
observed in type-l GaN crystals. Most probably, the
concentration of optically active Tm3* centers in type-
Il GaN is higher than that in type-l crystals because of
the difference in the local environment between these
centers [7], and this is what accounts for the enhanced
intensity of the lines produced in the Tm intracenter f—f
transitions.
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Fig. 2. Photoluminescence spectra of (1) undoped and (2)
Tm-doped HV PE-grown GaN crystals (typell) takenat T =
77 K.

Time-resolved spectra obtained by varying the gate
delay time in type-ll undoped crystals with deep
defects exhibit the same pattern asthose reported in [4],
i.e., for crystals with defects creating shallow levelsin
the bandgap of the semiconductor matrix. The pattern
of time-resolved spectra obtained by varying the time
delay for type-I crystals did not differ from that charac-
teristic of crystals having primarily shalow levels in
the bandgap [8].

4. CONCLUSIONS

It has been shown that the rare-earth Tm ion incor-
porated into GaN samples with defects forming deep
levels (irrespective of their concentration) acts as an
acceptor. We have observed intracenter f—f transitions
characteristic of Tm in the short- and long-wavelength
spectral regions. The emission intensity at short wave-
lengths is stronger in type-ll crystals, and that in the
long-wavelength region is the samein crystals of types|
and 1.
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Abstract—Our earlier experimental data on the thermal conductivity of porous glass and of the porous glass +
NaCl composite in the temperature interval 25-300 K are analyzed from adifferent standpoint. It is shown that
the thermal conductivity of sodium chloride filling randomly arranged nanochannels in porous glass behaves
exactly like that of a strongly disordered crystalline system and can be described in terms of Einstein’s model
of the thermal conductivity of solids. © 2005 Pleiades Publishing, Inc.

Our earlier study [1] of the thermal conductivity of
the porous borosilicate glass + NaCl composite (Kcomp)
carried out in the temperature interval 5-300 K yielded
an interesting result: the thermal conductivities of the
composite and of porous glass (k,,) in the interval 5
25 K turned out to be equal (Keomp = Kpg)-

An analysis of the experimental data revealed that,
in this temperature region, the thermal conductivity of
NaCl embedded in nanochannels of porousglass (Ky.a)
is substantially smaller than that of the matriX (Ky.c <<
Kpg) and, therefore, introduces only an insignificant
contribution to Ky 1N [1], we searched primarily for
the physical factors responsible for the small values of
Knac @ 525 K.

In the range 25-300 K, K ¢omp Was found to be larger
than k4, as should be the case in conventional compos-
ite materials. Therefore, the behavior of Kgqy,(T) within
this temperature interval was not adequately analyzed
in[1].

In [2], we aso studied the behavior of the thermal
conductivity of NaCl inthe opal + NaCl nanocomposite

(Knoe ) @ 5-300 K in the case where sodium chloride

filled al first-order voids in the opal; these voids form
a close-packed, face-centered cubic lattice.

Itisof interest to compare (within the same temper-
ature interval) the behavior of the thermal conductivity
of NaCl filling the regular voids in opal with that of
NaCl forming clusters in the randomly distributed
nanochannels of a porous glass. To do this, we make
here a more detailed analysis of the experimental data
reported in [1] on the thermal conductivity of porous
glassand of the porous glass + NaCl compositerelating
to the range 25-300 K.

The technique used to prepare the porous glass and
the porous glass + NaCl composite was described in

[1]. Figure 1 displays the temperature dependences of
their thermal conductivities abtained in [1]. We aso
took from [1] information on the structural features and
the values of some physical parameters of this compos-
ite, which turned out to be necessary in analyzing
experimental data on itsthermal conductivity.

Sodium borosilicate glasses consist of SiO,, B0,
and Na,0O,, with SiO, accounting for 80 to 96% of the
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Fig. 1. Temperature dependences of the thermal conductivity
of (1) porous borosilicate glass and (2) the porous glass +
NaCl composite[1].
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Fig. 2. Temperature dependence of the thermal conductivity
of porous borosilicate glass. Solid lines 1 and 2 are data
from [1] and [9], respectively; (3, 4) thermal conductivity
calculated for porous glasses using Eq. (2) [7] for porosities
of 30 and 20%, respectively; and (5) calculation from
Eq. (3) [11, 12] for 30% porosity.

sample volume. Chemical etching removes sodium and
boron oxides from the original material, leaving porous
glassin the form of an array of close packed spheres of
amorphous SIO, with various diameters. The space
between these spheres (porosity) may add up in glasses
to ~20-30% of the sample volume, and the diameters of
the randomly distributed pores (channels) may vary
from 30 to 150 A. The channel diameter in the porous
glass samples studied in [1] was~70 A.

The porous glass + NaCl composite was obtained in
[1] by immersing a sample of porous glassin an aque-
ous solution of NaCl. NaCl occupied 1/4 of the pore
volume of the sample.

The crystal structure of an opal is also made up of
amorphous SiO, spheres|2, 3]. There are, however, two
substantial differences from the case of porous glasses.

(i) The amorphous SiO, spheres forming the opal
arefairly complex in structure. The crystal structure of
the opal is made up of close-packed amorphous SiO,
spheres of the same diameter (most frequently, ~2000—
2500 A), usualy called first-order spheres. These
spheres contain an array of close-packed amorphous
spheres of a smaller size, ~300-400 A (second-order
spheres), which are likewise formed of close-packed
amorphous particles ~100 A in size (third-order
spheres).

PARFEN’EVA et al.

(i) First-order amorphous SiO, spheres form face-
centered cubic structures with giant lattice parameters
(~3000-4000 A).

The dimensions and arrangement of the voids
between the SiO, spheres in opals and porous glasses
are also substantially different. The opal lattice has
octahedral and tetrahedral voids interconnected by
horn-shaped channels with bottlenecks ~100 A in
diameter. By analogy with amorphous SiO, spheres,
the voids can a so be grouped as belonging to first, sec-
ond, or third order. The average diameters of octahedral
and tetrahedral voids and of channels of the first order
are 800, 400, and 300 A, respectively. First-order voids,
just as the amorphous SiO, spheres, form a face-cen-
tered cubic structure with alattice parameter of ~3000—
4000 A. First-order opal voids can be filled to 100%
of their volume by variousfillersusing avariety of meth-
ods [2, 3] to produce opal-based three-dimensional
opal + filler nanocomposites, which can be conceived
of as two nested cubic lattices of the matrix and the
filler.

In this study, we are interested only in the behavior
of the thermal conductivity of NaCl infiltrated into
voids of the opal + NaCl nanocomposite [2].

In the studies devoted to analyzing experimental
data on the therma conductivity of opals [4], opal-
based nanocomposites, and fillers embedded in first-
order opa voids (PbSe [5], HgSe [6], NaCl [1]), the
Litovskit formula[7] was used:

Kcomp/Kmat = (1—p)«/1—p+‘i/EJV, (1)

Where v = Koo /Kmay Keomps Kpon @Nd Ky @re the thermal
conductivities of the composite, the filler occupying its
pores, and the composite matrix, respectively; and p is
the filler concentration in the composite.

The value of Ky, Of the porous glass + NaCl nano-
composite was estimated in [1] using the fairly crude
Odeevskii formula [8], which is not very sensitive to
the structural features of a composite. In order to com-
pare the thermal conductivities of NaCl filling regular
first-order opal voids [2] and randomly distributed
nanochannels in porous glass, we have to estimate the
thermal conductivity of the latter also from Eq. (1), as
has been donein analyzing data on the thermal conduc-
tivity of NaCl in opal [2].

Figure 2 compares the experimental temperature
dependences of the thermal conductivities of samples
of porous glass studied in [1, 9] with those calculated
from the Litovskii formulafor porous solids[7]*

Kpg = KO(l_p‘)'\/l_ I! (2)

PHYSICS OF THE SOLID STATE Vol. 47

1 The calculation of the thermal conductivity of the porous glass
studied in [9] is presented here to illustrate (and verify) the possi-
bility of using Eq. (2) to describe the behavior of the thermal con-
ductivity of porous solids.
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Fig. 3. Temperature dependence of therma conductivity.
(1) NaCl in nanochannelsof porousglass (Knacy); (2, 3) NaCl

single crystal, pure and with the addition of 3 x 10 at. %
Ag, respectively, [10]; (4) NaCl infirst-order opal voids (the
case of 100% filling of the voids by NaCl) (kneq ) [21:
(5) (NaCl)g 14(NaCN)q 76 [13]; and (6) calculated “mini-

mum” thermal conductivity for bulk crystalline NaCl
(Kmin) [13].

where p' isthe glass porosity and K, is the thermal con-
ductivity of amorphous SO, [10]. The calculated and
experimental thermal conductivities of these samples
coincide, and the glass porosities derived using the data
from [1] and [9] turned out to be 30 and 20%, respec-
tively. The fact that the porosity of the sample studied
hereis 30% isalso supported by calculations of itsther-
mal conductivity based on the widely used Maxwell
formula[11, 12] (Fig. 2)

_ _(A-pP)ke
K9 = T pl(d—1) @
The calculation with Eg. (3) was performed assuming
d = 2, which corresponds to cylindrical pores.

Figure 3 presents the calculated thermal conductiv-
ity of NaCl clusters (Ky4c) located in randomly distrib-
uted nanochannel s of porous glass. The calculation was
performed with Eq. (1) assuming Kpg = Ko and Kpo =
Knaci- The quantity Keomp(T) was calculated with due
account of the porosity left as aresult of partia filling
of empty channels in the glass by sodium chloride.

For comparison, Fig. 3 also shows data on the ther-
mal conductivity of NaCl single crystals. pure NaCl,
NaCl with an Ag impurity [10], a strongly disordered

PHYSICS OF THE SOLID STATE Vol. 47 No. 7
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Fig. 4. Comparison of experimental data on the thermal
conductivity of amorphous Se and SiO, [13] (dashed lines)

and crystalline NaCl located in the form of clustersin ran-
domly distributed nanochannels of porous glass (points)
with the values of K, [13] calculated for the correspond-

ing crystalline solids (solid curves).

(NaCl)g14(NaCN)y 76 system [13], and NaCl in first-
order opal voids (under 100% filling) [2].2

The determination of Ky, in porous glass channels
yielded an unexpected and interesting result. In the tem-
peratureinterval 25-300 K, this quantity wasfound to be
close to the therma conductivity K,(T) for NaCl
obtained in[13] using amodified Einstein relation for the
thermal conductivity of solids [14] (see[13, Eq. (17)]).2

The modified Einstein model of the thermal conduc-
tivity of solids divides a sample into randomly distrib-
uted regions in which the atomic Einstein oscillators
are coherent but there is no coherence among these
regions. Einstein’'s model describesfairly well the tem-
perature dependence of heat capacity [15] but does not
fit the temperature dependence of thermal conductivity
of crystalline solids. This model is satisfied by amor-
phous (Figs. 4, 5) and strongly disordered crystalline
materials (Figs. 3, 5)* [13, 16]. It still remains unclear
why Einstein’s model of thermal conductivity fits well
the behavior of the thermal conductivity of NaCl filling

2005

2 Later on, we will discuss the data in Fig. 3 more comprehen-
sively.

3In [13], a brief account is given of Einstein’s theoretical study
published in 1911 [14].

4 For instance, the thermal conductivity of the strongly disordered
(NaCl)qg.14(NaCN)g 76 system (curve 5 in Fig. 3) at T > 100 K
approaches Kyn(T) for NaCl [13].
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values of the thermal conductivity at 300 K for some (1)
amorphous and (2) strongly disordered crystalline solids.
The data, except point 3 for NaCl (Kngcy), were taken from
[13, 16].

randomly distributed channels in porous glass. X-ray
data show NaCl in the porous glass sample under study
to be a clearly defined crystalline solid with a lattice
constant a = 5.641(1) A (the tabulated value of a for
sodium chloride is 5.6402 A). There is no information
suggesting that the NaCl in channels of porous glassis
strongly defective.

It might seem, at first glance, that Einstein’s model
fits well the behavior of the therma conductivity of
NaCl filling channels in porous glass. NaCl nanoclus-
terswith aregular lattice are randomly distributed over
the matrix channels. Thermal contact among the clus-
tersisestablished through the glass matrix. A more sub-
stantiated conclusion on the reasons behind the unusual
behavior of Ky, (T) can apparently be drawn only after
the fine crystal structure of the NaCl clusterslocated in
the porous glass channels has been studied (after their
dimensions and geometric arrangement in channels of
porous glass have been determined).

Figure 4 compares experimental thermal conductiv-
ity data obtained for NaCl in channels of porous glass
with those for amorphous Se and SiO, [13]. The ther-
mal conductivities of these three materials behave in
approximately the same way with respect to the corre-
sponding values of K.,,(T). Note, however, a certain
difference in the course of the thermal conductivity of
Seand SIO, from that of Ky, (T). Asthetemperatureis
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lowered (T < 50 K), the thermal conductivities of Se
and SiO, deviate from the values for the corresponding
Kmin(T). Aspointed out in [13, 16], thisbehavior isasso-
ciated with the phonon mean free path | in these mate-
rials increasing with decreasing temperature. By con-
trast, Kyaci(T) in channels of porous glass remains close
t0 Ky,in(T) for NaCl down to the lowest temperatures
covered. This behavior of Ky,q(T) can apparently be
assigned to the fact that the mean free path | for NaCl
in porous glass channel s does not grow with decreasing
temperature, because phonons are scattered from the
walls of the channelsfilled by sodium chloride (or from
NaCl nanocluster boundaries).

InFig. 5, the experimenta thermal conductivities at
300 K for some amorphous and strongly disordered
crystalline solids [13, 16] are compared with the values
of K., calculated for the same temperature from Ein-
stein’s relation. The values of the thermal conductivity
of NaCl confined to nanochannels of porous glass are
seen to group together with the classes of materials
mentioned above.

Based on a different theoretical model, Slack [17]

obtai ned values (let us denote them by Kﬁm (T) closeto
Kmin(T) as calculated with Einstein’s model [13, 16].

The values of Kf,'m (T) are reached when the mean free

path of phonons becomes comparable to the phonon
wavelength, i.e., when the loffe-Regel criterion [18,
19] is satisfied. According to the calculations per-
formed by Slack [17], the thermal conductivity of pure
alkali halide crystals approaches the corresponding val -
ues of K., only at temperatures close to the melting
points of these materials.

One of the aims of the present study wasto compare
the behavior of the thermal conductivity of NaCl con-

fined to regular opal voids (Kna ) With that of NaCl

occupying randomly distributed nanochannels of
porous glass (Kyaal)-

Let us return to the plots of thermal conductivity
presented in Fig. 3. Curves 1 and 4 represent Kyc(T)

and Ko (T). Thethermal conductivities of NaCl in the

opal and in porous glass are seen to differ strongly in
terms of magnitude and temperature behavior. Itiseven
more significant that their behavior in these two porous
mediais governed by different physical mechanisms.

Indeed, at low temperatures (T < 20 K), Knag (T) is
governed by phonon boundary scattering from bottle-
necks (~100 A in diameter) of regularly spaced horn-
shaped channels interconnecting first-order octahedral
and tetrahedral voidsin opal filled by sodium chloride,
whereas in the high-temperature range (50-300 K)
phonon scattering is due to specific defects that formin
sodium chloride because of its being confined to opal
voids[2].
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Sodium chloride in randomly distributed nanochan-
nels of porous glasses apparently behaves like a
strongly disordered crystalline structure whose thermal
conductivity can be described in terms of Einstein’s
model.

In closing, we note that the values of Ky,q(T) calcu-
lated in this work are not in conflict with experimental
data obtained for the temperature interval 525 K and
with the conclusion [1] that K is equal t0 Ky, in this
temperature region because Kyqc < Ky in the compos-
ite. The results of the present study do indeed suggest
that Kyacl << Kpg (Figs. 2, 3).
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Abstract—Tetragonal paramagnetic centers with spin S = 7/2 were detected in x-ray-irradiated BaF, : Fe
(cee = 0.002 at. %) crystals using the EPR method. Electronic transitions between the |+1/2[states of aKramers
doublet were observed in the X and Q ranges. In the EPR spectra of the tetragonal centers, aligand hyperfine
structure (LHFS) was observed corresponding to the interaction of the electron magnetic moment of the tetrag-
onal center with eight equivalent ligands. The large spin moment, significant anisotropy of the magnetic prop-
erties, and the characteristic LHFS indicate that the tetragonal center is a Fel>*—Fe'>* dimer in which the two
iron ions are bound via superexchange interaction. It is assumed that, before crystal irradiation, this dimer was
in the Fe>*(3d°)—Fe*(3d") state. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Theiron impurity centers in fluorite-structure crys-
tals have been studied by several research teams. The
authors of [1, 2] studied CdF, : Fe and CaF, : Fe crys-
tals using the EPR method. At a frequency of 9.3 GHz
and T = 4.2 K, they observed the EPR spectra of tetrag-
onal paramagnetic centers. These spectra were attrib-
uted to electronic transitions |[Mg= +2[—= |[Mg=—-2[1In
impurity Fe?*(3d®, °D) ion clusters with an effective
electron spin S= 2. The authors of [1, 2] assumed that
other EPR transitions do not take place dueto largeini-
tial splittings, which arise in the system of the cluster
spin levelsdueto the static Jahn—Teller effect. CdF, : Fe
crystals have al so been studied using optical [3, 4] and
M 6ssbauer [5, 6] spectroscopy. In those studies, it was
shown that the Jahn—Teller effect is much more pro-
nounced in the excited orbital triplet T,, of the
[FeFg](0y) cubic cluster, which formsinthe CdF, : Fe
crystal during its doping. In addition to clusters of indi-
vidual impurity Fe?* ions, the authors of [6] observed
clusters of individual Fe** ions associated with charge
compensation defects and Fe?* ion dimers. It was indi-
cated that a large amount of Fe** dimers are contained
in CdF, : Fe samples with a high content of impurity
iron. It turned out [6] that the concentration of impurity
iron dimers significantly deviates from the Poisson dis-
tribution. This fact obviously suggests that condensa-
tion of individual iron centers into dimers is energeti-
cally favorable.

In this paper, we report on the results of an EPR
study of BaF, : Fecrystals. Asshownin our preliminary
study [7], the diffusion coefficient of impurity ironions
in BaF, crystals at temperatures close to their melting
points is so high that impurity clusters with a regular

structure can be synthesized. Asin CdF, : Fe [6], the
tendency of complexes of individua iron ions toward
condensation into multinuclear clusterswas detected in
the crystals under study. However, the case considered
in this paper differs from that in [6] in the fact that the
synthesis of impurity clusters is possible not only in
powders but also in single-crystal samples. This offers
great opportunities for studying the structure and mag-
netic properties of synthesized clusters using the very
informative method of EPR.

2. EXPERIMENT AND RESULTS

BaF, : Fe crystals were grown using the Bridgman
method in graphite crucibles in a helium atmosphere
with fluorine impurity introduced in the form of afine-
dispersed metal powder. The temperature gradient in
the crystallization front region was 10 deg/mm. The
grown samples were studied using the EPR method in
the X and Q ranges at temperatures of 4.2 and 77-80 K.
EPR spectraof at least two types of centerswith integer
spins and tetragonal symmetry of the magnetic proper-
ties were observed in grown (but not irradiated) sam-
ples of BaF, : Fe crystalswith an impurity iron concen-
tration of 0.2 mol % at 4.2 K. Thelines of these spectra
have no hyperfine structure and are not observed at
77 K and above.

After 30-min room-temperature irradiation with x
rays, the spectra of another three types of centers fea-
turing half-integer spins appear in addition to the
above-mentioned spectra. Thelineintensities of centers
with integer spins appreciably decrease after sample
irradiation. All the new (radiation-induced) centersfea-
ture an allowed ligand hyperfine structure (LHFS). It
was established in [7] that two types of radiation cen-

1063-7834/05/4707-1254$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. EPR spectraof type-I1l paramagnetic centersin aBaF, : Fe crystal for various orientations of an external dc magnetic field:
(8 010| Bg |l z, (b) 10| Bg U z and (c) 1000| By Uz T =4.2 K and vgpg = 37.1 GHz.

ters are formed by individual impurity ions Fe**(3d°,
69) associated with a compensator of an excess positive
charge (an interstitial fluorine ion). The differences
between their magnetic properties are caused by the
difference in the relative positions of the Fe** ion and
the charge compensator.

In this study, we expand on the third type of centers
(111). In some samples, the concentration of these cen-
ters appeared higher than the concentration of centers
of individual impurity Fe** ions. The resonant magnetic
field of the central line of the group corresponding to
magnetically equivalent type-l11 centersvariesin avery
wide range as the vector B, rotates in the [1100and
[0010crystal planes. The minimum values of the reso-
nant magnetic field in the X and Qrangesat T =77 K
correspond to effective g factors of 8.243 and 8.224,
respectively. The maximum value of the resonant mag-
netic field corresponds to an effective g factor of 2.002
(in the X and Q ranges). Three magnetically honequiv-
alent ensembles of type-111 centers are observed simul-
taneously. Their EPR spectrareveal an LHFS (Fig. 1),
which explicitly indicates ligand hyperfine interaction
(LHFI) with the magnetic nuclei of eight equivalent flu-
orineions (I = 1/2). The angular dependences of reso-
nant magnetic fields of the central lines of the EPR
spectra of the three groups of magnetically nonequiva-
lent type-11l centersin the BaF, : Fe crystal are shown
inFig. 2. Curves 14 and 5 show the centroid positions
of the groups of nondegenerate and doubly degenerate
EPR lines, respectively. The angle 9, defines the orien-
tation of the external dc magnetic field (By) during its
rotation in one of the [MO1Ccrystallographic planes of
the sample, and the angle 8, corresponds to one of the
[110Cplanes. The shape of these curves gives reason to
state that these centers are tetragonal .
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3. DISCUSSION
OF THE EXPERIMENTAL RESULTS

Based on the values of the components of the effec-

tive tensor g&f (gﬁf "' =2.002, ggﬁ = 8.243) and the shape
of curves 1-5 in Fig. 2, the spin of the type-111 center
can be determined. Above all, it seems obvious that the
spin of this center is half-integer and the observed spec-
trum corresponds to EPR transitions between the |[Mg =
+1/2(0and |Mg = —1/2[Etates. It is also clear that theini-

By, T

Fig. 2. Angular dependences of resonant magnetic fields of
the central lines of the EPR spectra of three groups of mag-
netically nonequivalent type-111 centersin aBaF, : Fecrys-
tal. T=4.2K and vgpr = 37.1 GHz.
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tial splitting of the spin levels is much larger than the
energy quantum corresponding to the Q range of an
EPR spectrometer. It can be shown that the spin of the
type-11l center cannot be smaller than S = 5/2. More-
over, it is reasonable to argue that the most probable
value is 7/2. Indeed, the effect of states |[Mg = +3/2[]
Mg = £5/2[] etc. on the magnetic properties of the
|[+1/20Kramersdoublet at alargeinitial splitting is gen-
erally reduced to increasing the actual value of g, by
factors of approximately 2, 3, and 4 in the case of S=
3/2, 5/2, and 7/2, respectively. It is clear that the value

ggﬁ = 8.243 is amost improbable at S = 3/2, because
the actua value of gy would be greater than 4 in this
case. If we assume that S= 5/2, then it is unclear why
the electron Zeeman interaction is highly anisotropic
(in this case, the actual value of g5 should be approxi-
mately equal to 2.7). The reason for this anisotropy is
very difficult to explain, at least in the case where asin-
gle impurity Fe™ ion is in the neighborhood of eight
equivalent fluorine ions (n is an odd integer in this
case). Furthermore, experimental statistics associated
with the doping of ionic crystals should be taken into
account. From the viewpoint of this statistics, it seems
unlikely that the effective charge of the F€™ ion can dif-
fer significantly from the charge of the Ba?* ion substi-
tuted for it (the Ba?* chargeis closeto 2+), since thelat-
tice energy should strongly increase in this case.

Let us discuss this situation in more detail. Among
the cases possible, we first mention the Fe** ion, which
isin the ground state with electronic configuration 3d°.
In the free state, its ground term is ®Sand the total spin
is S= 5/2. Since the orbital angular momentum of the
free Fe** ion isalmost zero, there is no reason to expect
large deviations of g from 2.0023. Thus, the case with
Fe** in the 3d°(69) state is excluded. Now, let us con-
sider the case where the impurity Fe** ion in the crystal
is in the state with electronic configuration3d*4s. We
assume that the Hund rule is satisfied. In this case, the
5D term will most likely be the ground state. In the
cubic crystal field, the ground state will be the orbital
doublet °E,. Therefore, in the impurity cluster formed,
the static Jahn—Teller effect is possible, which is asso-
ciated with the interaction of the impurity ion with tet-
ragonal-symmetry nuclear vibration. However, the
spin—orbit coupling in the Fe*(3d*4s) ion isunlikely to
be much larger than 100 cm™. Therefore, the effect of
this coupling on the °E, ground-state doublet is only a
second-order correction of the perturbation theory. For
this reason, the value g5 = 2.7 seems unlikely. More-
over, the static Jahn—Teller effect should be considered
in this case. Due to this effect the eight ligands of the
iron ion become nonequivalent, which contradicts
observations.

Let us consider the possibility that S= 7/2. Here, it
should be emphasized that this value of the total spin
seems impossible for iron-group ions. However, there
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is a low probability that the electronic configuration
3d°4s4p with parallel electron spins can be the ground
state of the Fe" ion under the crystal field. The monov-
alent state itself is not unexpected for the impurity iron
ion in crystals. However, the probability that this con-
figuration is the ground state in the crystal field seems
low. Although it was shown in [8, 9] that the ground
state of the Mn* ion in CaF, and SrF, crystals is the
3d°4s configuration with spin S= 3, it seems more prob-
able that the type-1ll center is the exchange-coupled
pair Fe**(3d%—-Fe*(3d"). Let us consider this assump-
tion. It is known that the ground state of the free Fe**
ion is the °D term. In a cubic field, the ground state is
the orbital doublet °Ey, hence, the static Jahn-Teller
effect is possible. Since the matrix elements of the
spin—orbit coupling operator for the °E, representation
are zero, the static Jahn—Teller effect can bring about
the formation of a system of five ground levels sepa-
rated from the other states of the Fe** ion by a wide
energy interval. Asisknown, the magnetic properties of
this system of levels can be described in terms of the
effective spin Sy = 2 and the spin Hamiltonian of tet-
ragonal symmetry.

The ground state of the free Fe*(3d’) ion is the *F
term. In a cubic field, this term is split and the ground
state becomes the orbital singlet “A,. In this case, the
vibronic interactions cannot be efficient. Therefore, the
four ground states corresponding to the different pro-
jections of thetotal spin S= 3/2 form aspin quadrupl et.
Under the influence of the axial component of the crys-
tal field induced by aneighboring Fe?* ion, this quadru-
plet is split into two Kramers doublets, [Mg=+1/2and
Mg = £3/20] Thus, under steady-state conditions, the
low-temperature magnetic properties of the Fe?*(3d°)—
Fe*(3d") pair can be approximately described by the
spin Hamiltonian

Hs = S, 0[5, + B.S; [0, By + BSO(Z)(Sl)

+BeS; [0, [By + B,05(S),

where S; and S, are the electron spin operators of the
fragments of the impurity dimer formed by individual
Fe*(3d%) and Fe*(3d") ionswith S, =2 and S, = 3/2,
respectively; J is the tensor of the exchange interaction
between the fragments of thispair; g, and g, aretheten-
sors of the electron Zeeman interaction of the pair frag-
ments with an external magnetic field; 3. is the Bohr
magneton; B, is the external magnetic field; and

o;’ (S) and o;’ (S,) are the Stevens spin operators.

The experimental facts we obtained suggest that the
exchange interaction in the dimer is ferromagnetic and
much stronger that the interaction with the external
magnetic field. The ground states in the dimer are eight
states whose transformation properties can be approxi-
mately described by the total spin S = 7/2. The EPR

)
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spectra shown in Fig. 1 also suggest that the electronic
state of the Fe?*(3d®)—Fe*(3d’) dimer is not stationary.
Indeed, inthe cubic BaF, crystal, an electron jump from
the Fe* to the Fe?* ion can result in the formation of the
energetically equivalent Fe*(3d")—Fe?*(3d°) state of the
dimer. It seemsthat the barrier to electron transfer from
one dimer fragment to the other is insufficiently high;
therefore, the frequency of electron jumps is higher
than the EPR frequency. Thisresulted in the EPR spec-
tra representing an averaged pattern in which both
impurity ions (dimer fragments) are in the (1.5+)
valence states (with a mixed valence) and the dimer
molecular structure features D 4, symmetry. In this case,
the sixteen fluorineions belonging to thefirst coordina-
tion shells of the two iron ions are separated into two
groups (with eight equivalent F-ionsin each group). It
is clear that the bond between theironionsin the dimer
caused their displacement towards each other. The
LHFI with one group of ligands became stronger than
the interaction with the other group. As a result, the
LHFS corresponding to the LHFI with the group or
more distant ligands is not resolved and only the
resolved LHFS caused by the interaction with the other
eight ligandsis observed.

Thus, in the case of the half-integer spin, the equiv-
alence of the eight fluorine ions in orientations [0010])|
B, || zand [0100]| B, O z clearly indicates that the ions
of the impurity pair rapidly exchange electrons and that
each event of such exchange (superexchange) corre-
sponds to a tunneling transition of this pair from one
well of the adiabatic double-well potential [correspond-
ing to the Fe?*(3d®)—Fe*(3d") state] to the other well
[corresponding to the Fe*(3d")—Fe**(3d°) state]. Hence,
the averaged molecular structure of the radiation-
induced Fe'5*—Fe'®* dimer has the form shown in
Fig. 3 (bold lines represent the bonds of iron ions with
the ligands for which the LHFI is detected in the EPR
spectra).

As mentioned above, the crystal contains tetragonal
centers with an integer spin that transform into type-I11
centers under irradiation. If our interpretation of the
type-11l centersis correct, one of the ensembles of cen-
ters with an integer spin corresponds to the Fe**—Fet
impurity pair. The high concentration of these pairs in
the crystal is explained by the fact that the Coulomb
interaction of uncompensated charges of two individual
centers (Fe**, Fe*) favors the formation of these impu-
rity pairs. An example demonstrating that the forma-
tion of pairsfrom impurity centerswith unlike uncom-
pensated charges can be favorable is the formation of
titanium ion dimersin SrF, : Ti crystals [10]. In some
SrF, : Ti crystal samples, thetitanium dimer concentra-
tion was tens times higher than that of centers of single
titanium ions.
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Fig. 3. Molecular structure of the Fe->*—Fel>* dimer in a
BaF, : Fecrystal.
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Abstract—The advantages and disadvantages of the method of automatic analysis of electron backscattering
diffraction (EBSD) patterns for studying spatial orientation distributions are considered as compared to trans-
mission electron microscopy (TEM). A misorientation spectrum in atest alloy (Kh20N80 alloy) having ahigh
content of annealing twins is experimentally studied using both TEM and EBSD, and the results obtained are

compared. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Until recently, two radically different materials sci-
ence approaches to the description of polycrystalline
microstructures had been conventionally distinguished.
In one of them, the morphology of crystalites is
described, their characteristic sizes are measured, and
so on; such methods can conventionally be called “ met-
allographic” [1]. As arule, such experiments are per-
formed with optical and scanning (or, less often, trans-
mission) electron microscopy. The aim of the other
approach is to study a crystal lattice, namely, its pre-
ferred orientation (texture), internal stresses, etc.; such
studies, asarule, are conducted using x-ray diffraction.
The methods used in this approach can conventionally
be called “x-ray diffraction” methods [2]. For a long
time, these two approachesto the integrated description
of a microstructure were employed independently and
they helped make it possible to achieve significant
progress in studying structural evolution during heat or
mechanical treatment.

However, to refine the knowledge of certain pro-
cesses occurring in solids (e.g., martensitic transforma-
tions, twinning, fragmentation), it isnecessary to obtain
gualitatively novel information that could not be
obtained by using these two approaches separately. A
technique is needed that combines these two
approaches and allows the determination of local crys-
tallite orientations. Until recently, this problem had
been solved using only one method, namely, transmis-
sion electron microscopy (TEM). A fundamentally new
method for microstructura studiesin which the spatial
orientation distributions are examined makes it possi-
ble to measure aradicaly new microstructural charac-
teristic, the misorientation of neighboring crystallites.

This method, alongside other factors, has given impe-
tusto the rapid development of the concepts of plastic
flow of metals at the stage of large (developed) defor-
mation [3].

The recently developed method of automatic analy-
sis of electron backscattering diffraction patterns
(EBSD analysis) likewise enables one to study spatial
orientation distributions. In this respect, this method
competes with TEM. Currently, EBSD is being more
and more extensively applied to investigate the micro-
structure of crystalline materials. However, we believe
thereisalack of publicationsin Russiadealing with the
analysis of the specific features, advantages, and disad-
vantages of this new method as compared to the tradi-
tional TEM method. This circumstance makes it diffi-
cult to interpret EBSD data and compare them with
TEM results.

Thegoa of thiswork isto compare the EBSD-scan-
ning method and TEM as applied to investigate spatial
orientation distributions. We hope this information will
prove useful in studieswith an EBSD attachment and in
interpreting experimental data obtained with this
attachment.

2. EXPERIMENTAL

We studied a germanium single crystal, nichrome
alloy Kh20N80 (20% chromium, 80% nickel), and
commercial-purity Grade 2 titanium.

With the germanium single crystal, we determined
the EBSD-measurement error for the misorientation
angle. The nichrome and titanium were used to experi-
mentally determine the limiting permissible error in
determining the orientation by using EBSD. We chose
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Table 1. EBSD-scanning conditions
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Material

EBSD-scanning parameters

Kh20N80 germanium single crystal grade 2 titanium
Microscope type Philips XL-30 JSM-840A JSM-840A
JSM-840A

Software for EBSD scanning TexSEM Lab.(TSL)

INCA Crystal 300

Accelerating voltage, kV 20
20
Scanning grid Hexagonal
Square
Number of scanned regions 1
1
Scanning area, pm? 100 x 100
131 x 61.5
Scanning step, pm 0.2
1
Total number of scanned 288711
points 7620

INCA Crystal 300 INCA Crystal 300

20 20
Square Square
4 1
72 x 47 260 x 80
1 2
3220 4953

titanium and nichrome as the objects of investigation
for this purpose, since they differ significantly in terms
of their lattice symmetry. The choice of the Kh20N80
alloy wasdictated by thefact that it containsahigh den-
sity of annealing twins (and special >3 60°[111[bound-
aries) after a certain thermomechanical treatment. This
feature makesthisalloy very convenient for performing
comparative experimental determination of amisorien-
tation spectrum by using TEM and EBSD.

The Kh20N80 alloy was hot-rolled at room temper-
atureto a 70% reduction and then annealed at 993 K for
2 hin asdt bath. As aresult, the aloy underwent pri-
mary recrystallization with the formation of a uniform
structure with an average grain size of 6 um and alow
dislocation density, which is characteristic of primary
recrystallization. The commercial-purity titanium was
in the form of a hot-rolled rod, and its structure con-
sisted of equiaxed grainswith an average size of 20 um.

TEM measurements of spatial orientation distribu-
tions in the Kh20N80 alloy were performed on a Tesa
BS540 microscope at an accelerating voltage of
120 kV. A detailed description of the experimental pro-
cedure can be found in [4]. To determine misorienta-
tions, we used a single-reflection technique. A detailed
description of this technique and its adaptation to a
Tesla BS-540 can be found in [3] and [4], respectively.
The essence of the single-reflection technique consists
in measuring the laboratory coordinates of several (at
least two) reciprocal lattice vectors and calculating the
orientation matrix for each crystallite using the infor-
mation obtained. We determined the orientations of 54
grains and then used them to cal cul ate the misorienta-
tions of 134 grain boundaries.

The procedure of EBSD analysis is described in
detail in [5]. In generdl, it consists in the following. A
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sample (inclined at an angle of 70°) is placed in ascan-
ning electron microscope. An eectron beam in the
microscope is contracted to its minimum size, and the
surface under study is subjected to automatic step-by-
step scanning from point to point. Backscattered dif-
fracted electrons at each scanned point form a Kikuchi
pattern on afluorescent screen located inside the micro-
scope chamber; the image from this screen is trans-
ferred to a digital video camera. Diffraction patterns
taken at each scanned point are averaged, digitized, and
automatically identified. Then, the following data are
calculated and saved to computer: three Euler angles
characterizing the crystallite orientation, the (x, y) coor-
dinates determining the position of a point on the sam-
ple surface, acoefficient characterizing the sharpness of
Kikuchi lines, a coefficient specifying the probability
of correct orientation determination, and the phase of
the material. This process is repeated until the given
surface areaof asampleis scanned. Inthisway, wefind
the spatial distribution of crystallite orientations on the
polished-section surface to be studied. The conditions
of EBSD scanning of the materials under study are
givenin Table 1.

In al cases, we described misorientations using a
description with the minimum misorientation angle of
al crystallographically equivalent descriptions. To
attribute a misorientation to a special boundary, we
used the Brandon angle criterion.

3. RESULTS AND DISCUSSION

3.1. Analysis of the Advantages and Disadvantages
of EBSD Scanning as Compared to TEM

When studying spatial orientation distributions,
EBSD anaysis has a number of advantages, which
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make it not only competitive with TEM but even pref-
erable in some cases. The most substantial advantages
and our comments are given below.

3.1.1. Advantages of the EBSD Analysis

3.1.1.1. Lesslabor-intensive preparation of sam-
ples. In many cases, the requirements imposed on sam-
ples for EBSD analysis are not much more stringent
than those for ordinary metallographic examination.
Emphasisisusualy placed on threefactors. Firgt, there
must not be any oxide film on the sample surface, since
this film can substantially hinder or even fasify scan-
ning results. Second, surface-roughness reguirements
are more stringent, since a sampleisinclined at a sig-
nificant angle during EBSD recording and even asmall
relief can significantly hinder examination. Third, a
surface to be studied must not be damaged during the
preparation of the sample for the experiment. This
requirement is especialy important for materials that
can easily generate twins, e.g., for titanium; ahigh con-
tent of twins forming upon polishing can substantially
change the misorientation spectrum. However, even
under these restrictions, a sample for EBSD analysisis
much easier to prepare than a thin foil in many cases.
Another advantage of the EBSD analysis is the possi-
bility of studying bulk samples, since a significantly
larger surface area to be examined provides more rep-
resentative results from a statistical standpoint. More-
over, awider range of samples, from thin foils to bulk
samples, can be investigated.

3.1.1.2. Simplicity and accessibility. Complete
automation of both the process of obtaining informa-
tion and its processing facilitates investigations.
Decreasing the amount of human labor substantially
decreases the qualifications required for an operator.
Even recently, misorientation studies have been rather
rare and have been considered an art because of the
strict skills required by the researcher for the obtain-
ment and processing of data. The increased number of
recent publications dealing with misorientation mea-
surements (mainly performed using EBSD) suggests
that such investigations are gradually becoming a regu-
lar occurrence and will eventually become routine.

3.1.1.3. High objectivity upon obtaining primary
information (by analyzing electron diffraction pat-
terns). This advantage stems, first, from the exclusion
of the human factor (error) and, second, from the more
comprehensive analysis of the electron diffraction pat-
terns. For example, in many cases, a large number of
Kikuchi lines and poles are present in the electron dif-
fraction patterns. Although it suffices to identify two
Kikuchi polesin order to determine the orientation of a
crystallite, a software program can analyze al of their
possible combinations (by extrapolating the Kikuchi
lines that intersect beyond the electron diffraction pat-
tern). Therefore, as arule, afew solutions are obtained
and arranged according to their probahilities. The solu-
tion with the maximum probability is chosen. Thiscir-
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cumstance also ensures relatively high objectivity for
subsequent data processing, e.g., for the rejection of
low-probability results. In [5], orientations were deter-
mined both by several independent operators and using
asoftware program. The computer determination of the
orientations was found to be more accurate.

3.1.1.4. High productivity. Complete automation
of the process, the use of high-speed processors, and
modern methods of image processing (subtraction of
the background of an electron diffraction pattern, the
Hough transforms of Kikuchi patterns [6], etc.) ensure
a data-processing rate of 1 to 25 points (electron dif-
fraction patterns) per second. Moreover, itispossibleto
operatefor along timewithout abreak. In principle, the
scanning time is only limited by the life of a cathode
(this is especially important for thermionic cathodes)
and by the extent of contamination of a sample surface
during an experiment. As shown in [7], the use of
microscopes with field-emission cathodes allows scan-
ning for afew days without a break.

3.1.1.5. Significantly larger statistical sample of
experimental results. Thisadvantage isaconsequence
of the advantages described in Subsections 3.1.1.1 and
3.1.1.4 and is one of the key advantages, since many
structural characteristicsare statistical in nature; alarge
sample means a better approximation to reality. This
statement refersto comprehensive study of the distribu-
tion of structural characteristics rather than to calculat-
ing their average values. For the description of such a
distribution to be most accurate, the relation between
the number of intervals nin a histogram and the size of
the experimental sample (the number of measurements)
N should be n ~ N¥3[8]. In other words, for asample of
1000 measurements, the most correct histogram should
contain 10 intervals. Thus, an increase in the sample
size leads to decreased intervals in a histogram (and to
an increased number of intervals) and, as a conse-
guence, to the possibility of describing a distribution
more accurately. For example, the maximum misorien-
tation anglein a titanium is about 93.8° for the descrip-
tion with aminimum angle. A sample of 3000040000
grain boundaries (whichisimpossiblefor TEM studies)
allows a distribution to be constructed in steps of 3°,
which makes the description fairly accurate. It should
be noted that EBSD scanning describes misorientation
distributions using the boundary length rather than the
number of boundaries, which is better grounded from a
physical standpoint in some cases.

3.1.1.6. Large amount of diverse information
obtained in one scanning. This advantage isaresult of
the statistical samplebeing relatively large and the stan-
dard software used with an EBSD attachment; in the
case of TEM, this information is either used in single
instances or is not used at all. Above all, we note the
possibility of not only obtaining microtexture data but
also comparing the orientations measured using EBSD
and x-ray diffraction (XRD). We also note a number of
advantages of the EBSD analysis as compared to stan-
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dard XRD analysis. First, since EBSD scanning pro-
vides complete information on a crystallite orientation
in a scanned area, full pole figures can be constructed
for any plane of interest. Werecall that polefigures con-
structed using XRD (the tilt method), as a rule, are
incompl ete (up to 65°—75°) and that constructing apole
figure for each plane would requires a separate experi-
ment. Second, the possibility of constructing inverse
pole figures (IPFs) for a few external directions is an
advantage. As arule, the software makes it possible to
construct them for at least three directions. the normal
to asample surface and two preferred directionsin this
plane. However, since there is complete information on
the orientation, one can processthisinformation for any
external direction. Note that constructing an IPF for a
new direction using standard XRD analysis would
require an additional experiment and is not always pos-
sible. For example, it isimpossible to construct an 1PF
for afoil sampleinthe rolling direction. Third, the ori-
entation at each scanned point is determined experi-
mentally during EBSD analysis. Therefore, the orienta-
tion distribution function plotted from these data is
more correct than in the case of XRD (where the orien-
tation distribution function is calculated rather than
measured directly) [5].

Given the spatia orientation distribution, one can
derive information on the size of building blocks; that
is, one can determine the average grain size and con-
struct the size and specific-area distributions of grains
for ascanned surface. Asarule, the concept of a“grain”
can vary; that is, one can vary the minimum misorien-
tation angle of a boundary that completely borders a
crystallite. The grain size is frequently taken to be the
diameter of a circle whose area is equal to the grain
cross-sectional area[the so-called equal circle diameter
(ECD)] rather than the length of a random secant,
which is usualy applied in metallography. The use of
the ECD is especially convenient in cases where a
change occurs both in the grain shape (e.g., its longa-
tion) and in the grain size during structural evolution;
the use of ECD instead of the length of arandom secant
allows one to detect the instant of grain refinement
more reliably.

3.1.1.7. Lesslabor-intensive separ ation of phases.
EBSD analysis offers this advantage when studying
multiphase materials (e.g., simultaneously analyzing
up to six different phases with INCA Crystal 300).
Owing to its large statistical sampling, EBSD analysis
can aso be used to determine the percentage ratios of
phases.

It should be noted that these studies can also be per-
formed using TEM and, as shownin [9], even unknown
phases can be identified in certain cases.

3.1.2. Disadvantages of EBSD analysis

Apart from its obvious advantages, EBSD analysis
also has disadvantages, which are discussed below.
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Table 2. Determination of the measurement error for the
misorientation angle measured by EBSD scanning

Maximum per-
missible error in | Number of misori- | Maximum misori-
orientation deter- | entations above 0° entation, deg
mination, deg
1 5954 0.79
2 3049 141
3 3789 1.06
4 1529 1.65

3.1.2.1. Lower accuracy of orientation determi-
nation. As has been indicated in the literature, this
accuracy is 1°. Thus, the error in determining the mis-
orientation angleis about 2° (for comparison, the error
in determining the misorientation angle by using the
single-reflection technique (TEM) is about 0.5° [4]).
The main problem resulting from thislarge error isthat
one cannot reliably detect grain boundaries with amis-
orientation angle of less than 2°; as a rule, misorienta
tion angle distributions of boundaries are constructed
starting from 2° or above. Therefore, the EBSD exami-
nation of low-angle boundaries and the EBSD determi-
nation of the relation between low-angle and high-
angle boundaries are rather conventional. For this rea-
son, we believe that it is more helpful to use EBSD
analysis to study variations in these structural parame-
ters (rather than their absolute values) when a material
is subjected to an external action (e.g., deformation).

In certain EBSD attachments (e.g., INCA Crystal
300), this problem can be solved by decreasing the per-
missible error for determining the orientation (or by
increasing the level of confidence for determining the
orientation) upon scanning. The points at which the ori-
entation is determined with an insufficient confidence
probability (so-called black points) are rejected
(excluded from further consideration). To revea the
error in determining the misorientation angle, we car-
ried out EBSD scanning of a germanium single crystal
a different tolerances for orientation determination.
Theresults are givenin Table 2.

Theresultsof scanning areshowninFig. 1. Itisseen
that, at the minimum error of orientation determination,
the most probable error for the misorientation angle is
0.05° and the maximum error does not exceed 0.75°.
An increase in the tolerance does not change the most
probable error of orientation determination, and the
maximum error shifts gradually to reach approximately
1.5°. Thus, our experiment shows that, with EBSD
scanning, a misorientation can be determined with an
accuracy comparable to that of TEM. However,
decreasing the tolerance for orientation determination

2005

1 When the maximum permissible error of orientation determina-
tion was less than 1°, the software program could not determine a
misorientation; at a permissible error above 4°, high-angle mis-
orientations appeared.
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Fig. 1. Effect of the maximum permissible error in orienta-
tion determination 6 on the misorientation angle distribu-
tionin agermanium single crystal (EBSD scanning).

isfraught with the rejection of alarge number of points
and, thus, with the loss of a significant body of poten-
tially important information. Hence, in each specific
case, a researcher should either find a compromise
between the measurement accuracy and the body of
information obtained or perform several scanningswith
different tolerances.

3.1.2.2. Lower spatial resolution. Upon TEM
examination, a crystal lattice can be resolved directly
and orientations can be determined for crystallites (as
small as several nanometersin size) that are capable of
generating single reflections [4, 9]. The resolution of
EBSD analysisis specified by the volume of a material
that backscatters electrons having an energy sufficient
for them to reach a detector. In turn, this volume
depends on both the microscope parameters (the accel -
erating voltage, the cathode heater current, the current
through a sample) and the materia (the larger the
atomic number of an element, the smaller the volume).
The spatia resolution can be roughly estimated as fol-
lows. If a structure revealed during EBSD scanning is
similar (in morphology and size) to the structure
revealed by other methods (e.g., TEM), the spatial res-
olution is satisfactory. Otherwise, the resolution is most
likely unsatisfactory. An analysis of the data from [7,
10] indicates that, for thermionic cathodes, the spatial
resolution varies from 0.5 to 0.1 um while, in the case
of field microscopy, this resolution is several tens of
nanometers. Thus, in most cases, EBSD scanning can
be used to study a structure with a characteristic size of
down to afraction of amicron. For example, submicro-
crystalline materials were successfully investigated in
[7, 10].

3.1.2.3. Discreteness in orientation determina-
tion. During EBSD scanning, as noted above, the crys-
tallite orientation is measured at certain points on asur-
face to be studied, which are specified by the scanning
grid and the scanning step. Asarule, the surfaceisthor-
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oughly polished and structural features (especialy fine
features) are invisible; therefore, choosing the correct
scanning step is a problem. If the scanning step is large,
certain boundaries can be omitted; thisis especialy true
of low-angle boundaries, which are not spaced far apart.
At arelatively small scanning step (e.g., 0.05-0.1 um), it
ishighly probable that all boundaries (with a misorien-
tation angle of higher than 2°!) would be recorded in a
selected area. However, as the scanning step decreases,
the area to be studied also decreases (at the same
recording time). When a relatively coarse-grained
structure is examined, the entire area of scanning can
fal inside either one grain or one grain boundary.
Therefore, the fraction of high-angle grain boundaries
can be overestimated (or underestimated, respectively).
Moreover, scanning results are unlikely to be statisti-
cally representative in this case, since they are substan-
tially determined by the orientations of this grain and
the neighboring grains. Examination of an area a a
minimum scanning step requires a long time and,
hence, cannot always be accomplished (e.g., because of
alimited cathode life).

In these cases, it seems reasonable to perform afew
scannings at different steps for the same structure and
to use the totality of information to analyze the struc-
ture. In particular, to study the relation between the
fractions of low-angle and high-angle boundaries and
to examine an array of low-angle boundaries, it is rec-
ommended that data obtained at a minimum scanning
step be used. When an array of high-angle grain bound-
aries or of special and near-special boundaries (which
areusually high-angle) isanalyzed, it is better to usethe
results of scanning at a step at which the number of
high-angle grain boundaries becomes statistically rep-
resentative.

3.1.2.4. Significant deterioration of the scanning
quality with increasing lattice microstrain. This
deterioration occurs due to the smearing of Kikuchi
lines and results in a decreased probability of correct
orientation determination (or even in incorrect determi-
nation) and, correspondingly, in a significant increase
in the fraction of the so-called wrong points and black
points. Because of this, accurate interpretation of the
experimental data becomes difficult.

However, thisfact does not mean that such materials
cannot be studied using EBSD. Our experience and the
data from [7, 10] indicate that these materials can be
analyzed in many cases. The methods for obtaining
information can conventionally be divided into three
groups.

First, experience suggests that there is a substantial
potential for increasing the quality of EBSD informa-
tion at the stage of recording. This potential consistsin
the following:

(a) scanning an as-prepared surface that has been
thoroughly polished immediately before scanning;

(b) choosing a compromise combination of the
accelerating voltage, the cathode heater current, and the
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sample current to reach the minimum beam size that
provides for a still sufficient intensity of backscattered
electrons (field-emission microscopy is highly desir-
ablein thiscase);

(c) averaging images of several Kikuchi patterns
taken from the same scanned point;

(d) increasing the time it takes for an orientation to
be determined at each scanned point; and

(e) using modern achievementsin image processing
(subtraction of the background of an electron diffrac-
tion pattern, the Hough transform, etc.), which allow a
computer to detect even rather weak and smeared Kiku-
chi patterns that cannot be detected by the human eye.

Second, the efficiency of scanning results can be
enhanced even at a relatively high content of black
points and wrong points.

Vorhauer et al. [10] proposed a method for extract-
ing information on the average grain size under condi-
tions with a relatively high content of black points.
They proposed constructing amisorientation angle dis-
tribution as afunction of the distance between scanned
points. In other words, they proposed measuring mis-
orientations not only between neighboring points but
also between second, third, and more distant neighbor
points. It was found that, as the distance between
scanned points increases, the content of low-angle
boundaries gradualy decreases and virtually disap-
pears at a certain distance between the points. Thisdis-
tance was considered in [10] to be the equivalent of the
average grain size. It was emphasized in [10] that, with
this method of data processing, the information
obtained can be used more completely. We would like
to add that, in this case, it is also useful to consider the
misorientation spectrum obtained for the misorienta-
tions of al possible permutations of scanned points (so-
called uncorrelated distribution). Its comparison with a
real spectrum (involving misorientations only between
neighboring points) will enable one to determine the
relation of the uncorrelated distribution to texture.

Unlike black points, which carry no information on
the structure, wrong points carry distorted information.
Therefore, wrong points are much more dangerous
from the standpoint of interpreting results; hence, it is
desirable to eliminate these points. However, thisis not
easy, since, in contrast to black points (which are
clearly visible in EBSD-scanning maps), wrong points
can only beidentified from indirect signs. The criterion
for their determination could be acertain error in orien-
tation determination during the interpretation of a
Kikuchi pattern. To estimate this error, we carried out
the following experiment: the software was adjusted to
titanium (hcp lattice) but was applied to scans of
nichrome (fcc lattice). In addition, we performed an
inverse experiment in which titanium was scanned
using software adjusted for nichrome. In this way, we
modeled a situation where the computer solution was
wrong in advance. Orientations were determined by the
software program with arelatively large error. The error
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Fig. 2. Frequency distribution of the inaccuracy in orienta-
tion determination: (&) nichrome EBSD scanned as “tita
nium” and (b) titanium EBSD scanned as “nichrome.”

distribution isshown in Fig. 2. It is seen that, beginning
from an error of 3.5°—4°, the EBSD-scanning results
are extremely questionable. Note that this finding cor-
relates with the data given in Fig. 1; specifically, if the
tolerance is higher than 4°, high-angle misorientations
are detected during scanning of the single crystal (i.e.,
the result is obviously wrong). Thus, the scanned points
with this error were qualified as wrong points in orien-
tation determination and were rejected (eliminated
from consideration).

Apart from rejecting points, the software program
can also automatically change the orientations of ques-
tionable points. During this operation, to each question-
able point is assigned the orientation of one of the adja-
cent points whose orientation is determined with amin-
imum error. A similar procedure can also be used to
eliminate black points. However, it should be remem-
bered that this procedure actually entailsfalsification of
the experimental data. Therefore, wherever possible,
this procedure should be avoided, and questionable
points should simply be rejected.

Third, in extreme cases (when information cannot
be obtained using other methods), it isrecommended to
subject a material to a low-temperature annealing to
relieve internal stresses. In some cases, this approach
gives excellent results [7]. However, it is necessary to
carefully choose the heat-treatment conditionsin order
to exclude changes in the spatial orientation distribu-
tion (e.g., dueto recrystallization).
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Fig. 3. Microstructure of aKh20N80 alloy: (a) TEM and (b)
EBSD map.

3.1.2.5. Conventionality of the computer repre-
sentation of a real structure. (i) Depending on the
scanning grid, a certain shape (e.g., asquare or a hexa-
gon) is assigned to each scanning point; thus, a rea
structureis “reconstructed” from these geometrical fig-
ures. If the scanning step is small as compared to the
crystallite size, thisreconstructionisvirtualy invisible;
however, if they are comparabl e, the representation of a
real crystallite shape is distorted.

(i) The misorientation spectrum obtained can
depend on the scanning grid chosen (quadratic, hexag-
onal, etc)), i.e., on the number of neighbors near each

Table 3. Relation between low-angle and high-angle grain
boundaries in nichrome examined by TEM and EBSD

Boundary type TEM EBSD
L ow-angle boundaries (misorienta- 0.50 3.55
tion angles up to 15° inclusive)
High-angle boundaries (misorien- 99.5 96.45
tation angles above 15°)
Total boundary length, um 240 23813.8
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Fig. 4. Misorientation angle distribution of boundaries in
nichrome: (@) TEM and (b) EBSD. The distribution is over
the number of boundaries for TEM and over the boundary
lengths for EBSD.

point. In order to obtain as much information as possi-
ble, it isrecommended that a scanning grid be used that
provides the maximum number of neighbors for each
point.

EBSD scanning is still an unusual method for struc-
tural studies. Its specific features and disadvantages
necessitate experimental verification on a rea poly-
crystalline structure. In the next subsection, we com-
pare the misorientation spectra of the Kh20N80 alloy
constructed using TEM and EBSD. Unless otherwise
specified, the misorientations are reduced to the total
boundary length.

3.2. Experimental Study of the Misorientation
Spectrum of a Test Material by Using EBSD
Scanning and TEM

The microstructure of the Kh20N80 alloy, observed
in a transmission electron microscope, and its EBSD-
scanning map are shown in Fig. 3. It is seen that these
images are very similar. In both cases, the microstruc-
ture consists of approximately equiaxed grains (metal-
lographic texture is absent) with clear, relatively
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straight-line boundaries. The microstructure also fea
tures asignificant number of crystallites approximately
rectangular in shape (annealing twins) located inside
coarser equiaxed grains. As is seen from Table 3, the
misorientation spectra in both cases are characterized
by predominant high-angle grain boundaries, whose
content exceeds 95%. It should be noted that the total
length of low-angle boundaries revealed with TEM is
dlightly lower than that revealed with EBSD (approxi-
mately 1 and 5%, respectively).

Asfollowsfrom Fig. 4, the misorientation angle dis-
tributions of boundaries measured using these two dif-
ferent methods are qualitatively very similar. The two
histograms are characterized by a sharp peak near a
misorientation angle of 60° and a weaker maximum
near 40°, which is revealed more clearly by TEM.
Small quantitative differences should be noted: the
peak at about 60° is more pronounced in the EBSD
spectrum, and the peak at about 40° is better defined in
the TEM spectrum.

The contents and ranges of special and near-special
boundaries revealed by both methods are given in
Table 4. The results obtained using these two experi-
mental methods are seen to be very similar both quali-
tatively and quantitatively. Indeed, the total contents of
special boundaries virtually coincide, misorientation
>3 dominatesin al cases, and the content of misorien-
tations 29 and 227 iselevated. However, there are small
guantitative discrepancies: the contents of 23, 29, and
227 asrevealed by TEM aredlightly higher, and, on the
contrary, the contents of the other misorientations are
lower (most of them are atogether absent).

Thus, the mi sorientation spectra obtained with TEM
and EBSD are qualitatively similar and are character-
ized by the following common features. a predomi-
nance of high-angle grain boundaries; similar shapes of
the misorientation angle distributions of boundaries;
and high contents of special boundaries, in particular,
23 boundaries. Moreover, the quantitative characteris-
tics of the spectra determined using both methods are
also quite similar. The slight discrepancies (in therela
tions between low-angle and high-angle boundaries
and the contents of special boundaries) arelikely dueto
the much larger statistical sampling in EBSD or to the
procedures used for constructing misorientation angle
distributions (distributions over the number of bound-
aries for the case of TEM and distributions over the
boundary length in the case of EBSD).2 However, these
differences are unlikely to be fundamental; therefore,
we can conclude that both methods for examining
microstructures give reproducible results. On the one
hand, thisfinding suggeststhat our experimental results
reflect the real state of things, and, on the other, these
results imply that EBSD analysis can be used to study
real polycrystalline structures.

2When morphologically anisotropic (e.g., fibrous) structures are
studied, the results obtained using these two procedures will be
likely to differ much more strongly.
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Table 4. Percentage of special boundariesin nichrome mea-
sured by TEM and EBSD

Specia boundary TEM EBSD
>3 50.7 49.55
5 0.30 0.36
7 0.00 0.39
39 49 2.85
211 0.00 1.00
13 0.00 0.75
15 0.00 0.21
17 0.00 0.32
19 0.00 0.46
321 0.00 0.35
323 0.00 0.11
325 0.00 0.29
x27 3.2 1.38
29 0.00 0.56

Total content of 59.6 62.56

boundaries

Note: The boundaries whose content exceeds 1% are in boldface.

4. CONCLUSIONS

We have compared the advantages and disadvan-
tages of EBSD scanning as compared to TEM when
studying spatial orientation distributions. The advan-
tages of EBSD analysis are the following: the possibil-
ity of examining bulk samples, less labor involved in
the sample preparation, awider range of samples, sim-
plicity and accessibility for users, high objectivity of
the analysis of electron diffraction patterns, high pro-
ductivity, the possibility of operating for a long time
without abreak, a significantly larger statistical sample
of experimental results, the possibility of studying ori-
entation distributions over grain boundary lengths, the
possihility of obtaining alarge amount of diverse infor-
mation in one scanning, and less labor required to sep-
arate phases when studying multiphase materials. The
disadvantages of EBSD analysis are the following: a
lower accuracy of orientation determination, a lower
gpatia resolution, discreteness in orientation determi-
nation, significant deterioration of the scanning quality
with an increase in lattice microstrain, and the conven-
tionality of the computer representation of area struc-
ture. The misorientation spectrum of a test Kh20N80
aloy has been studied using TEM and EBSD. The
reproducibility of the results obtained by both tech-
niguesimpliesthat EBSD analysis can be used to study
real polycrystalline structures.
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Abstract—The structure of a CaMnO; _ 5 perovskite single crystal was studied for the first time using thermal
neutron diffraction in the temperature range 300840 K. It was detected that oxygen vacanciesin the crystal are
ordered into two types of superstructure. A phase with arelative number of vacancies 4 = 1/4 occupiesthe larg-
est volume fraction of oxide (~75%); the other volume is occupied by a superstructure with a lower vacancy
content (& = 1/5). The oxygen deficiency in the crystal lattice was determined to be & = 0.238. The mechanism
of oxygen vacancy ordering in the oxideis discussed taking into account its charge state. © 2005 Pleiades Pub-

lishing, Inc.

The compounds CaMnQO; _ 5 belong to a wide class
of nonstoichiometric ABO; _ 5 oxides with a perovskite
structure. In these compounds, excess electrons are
donated by oxygen vacancies rather than by an isova-
lent impurity. Relatively long ago [1], it was indicated
that oxygen vacancy ordering can occur in oxygen-defi-
cient perovskites (with respect to the stoichiometric
composition). At small values of the parameter &, oxy-
gen vacancies are randomly arranged in the lattice of
these oxides. However, as o increases, an interaction
between vacancies arises and an ordered arrangement
of these defects in the lattice becomes energetically
favorable. In this case, the electrical neutrality of an
oxide with defectsis provided by an adequate decrease
in the valence of transition-metal ions. Currently, the
values of & in the CaMnO;_ 5 compound near which
superstructures of oxygen vacancies can exist are
known. By using electron powder diffraction, these val-
ues were determined in [2] to be

5, =02, &,=025 & =0333, 3§, =05.(1)

The main objective of thiswork isto study order param-
eters of oxygen vacanciesin a CaMnO;_ 5 single crystal
with arelatively low oxygen deficiency (0.2 <6< 0.25).
In this case, the required experimental sensitivity,
namely, a sharp contrast of oxygen vacanciesin the lat-
tice, was achieved by using thermal-neutron diffrac-
tion. Indeed, the amplitude of nuclear scattering of neu-
tronsfor oxygen ionsislargest among the chemical ele-
mentsin the oxide: by = 0.58 x 10712 ¢cm, by, =-0.37 x
10*2 cm, and b, = 0.47 x 1072 cm [3].

The CaMnO;_; single crystal for neutron diffrac-
tion studies was grown in the Energy Research I nstitute

by using float-zone melting in aURN-2-ZM furnacein
an argon atmosphere, which is reducing, in contrast to
air and oxygen. Polycrystalline samples needed to grow
the crystal were prepared using a solid-phase reaction
from CaCO; and Mn;O, in stoichiometric ratio. The
initial synthesis was carried out at a temperature of
1100°C for 10 h. The ceramics obtained was ground,
sifted, and pressed into a cylindrical rod. Final anneal-
ing was performed at 1250°C for 10 h. The single crys-
tal growth ratewas 9.5 mm/h at 1000°C in an annealing
furnace placed immediately below the crystallization
front. The grown crystal was annealed again at 1000°C
for 3 h and then was cooled slowly (for 5 h) to room
temperature. The crystallization chamber atmosphere
during the growth and annealing was maintained by
high-purity argon flowing at arate of 10 I/h. The crys-
talline samples used for measurements were cylinders
with linear sizesd = 3mm and | = 6 mm. The cylinder
axis was approximately paralel to the [001] crystallo-
graphic direction.

Experiments with elastic scattering of thermal neu-
tronswere carried out using a special multichannel dif-
fractometer for studying single crystals [4]. The inci-
dent neutrons were formed by a double-crystal mono-
chromator made of pyrolytic graphite and deformed
germanium, and their wavelength A was 1.567 A.
Highly monochromatized primary beams and an opti-
mum selection of the wavelength of monochromatic
neutrons made it possible to amost completely sup-
press the effects of multiple diffraction harmonics in
the neutron diffraction pattern of the single crystal,
which significantly improved the sensitivity of thetech-
nigue. For example, the relative intensity of Bragg

1063-7834/05/4707-1267$26.00 © 2005 Pleiades Publishing, Inc.



Fig. 1. Positions of (I) structural and (11, I11) superstructural
reflectionsin (a) the (110) and (b) (001) planes of the recip-
rocal lattice of the CaMnO; _ 5 perovskite crystal at 300 K.

reflectionsin the x-ray diffraction pattern of areference
oxide crystal, which correspond to the wavelength A/2,
was only 0.02% of the intensity of the main Bragg
reflections.

We note once again that appropriate choice of the
technique and the use of a single-crystal sample in
experiments significantly increase the reliability and
accuracy of determination of the periods of possible
oxygen vacancy ordering.

Neutron scattering patterns of the CaMnO;_ 5 crys-
tal were taken at T = 300 K. It is known [5] that the
compound to be studied is in the paramagnetic state in
this temperature range. This circumstance significantly
simplifies the interpretation of experimental results,
since the diffraction patterns of the crystal do not con-
tain any magnetic Bragg reflectionsin the paramagnetic
region.

Figures 1a and 1b schematically show the neutron
diffraction pattern of the crystal in planes of two sym-
metric sections of its reciprocal lattice, i.e., (110) and
(001), respectively. Solid circles (1) correspond to the
positions of main structural reflections. The other sym-
bols (I1, I11) correspond to positions of additional
reflections. As an example, Figs. 2a and 2b show two
actual diffraction patterns measured at 300 K along the
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Fig. 2. Neutron scattering pattern of the CaMnO5 _ 5 crystal
measured at 300 K (@) in the [110] direction with respect to
the (110) reciprocal lattice point and (b) in the [100] direc-
tion with respect to the (030) reciprocal lattice point.

crystallographic directions indicated by straight lines 1
and 2 in Fig. 1b, respectively (the scanning direction is
indicated by arrows). As can be seenin Figs. 2aand 2b,
all additional maxima are positioned strictly halfway
between the main Bragg reflections corresponding to
the perovskite cubic structure. In other words, the posi-
tions of additional peaks in the scattering pattern coin-
cide with the positions of reflections corresponding to
half the wavelength, A/2 = 0.7835 A. As mentioned
above, the relative intensity of multiple reflections is
g A2/ (A) = 0.0002; i.e., it is very small. Under
actual conditions of exposure, the strongest multiple-
reflection signal does not exceed two counts and cannot
be detected in the diffraction pattern. Thus, all addi-
tiona reflectionsin Figs. 1laand 1b are not multiple dif-
fraction harmonics and should be considered to be
superstructural. This superstructure is characterized by
the system of wave vectors

q, = (U2,1/2,0)21Ma,, g, = (0,0, 1/2)21V/a,,
a. = 3.73A.

The superstructural reflections, such as g, in the (001)
reciprocal lattice plane (Fig. 1b), indicate the existence
of structural domains in the CaMnO; _ 5 crystal. Vector
relations (2) uniquely define the unit cell size of the

)
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observed superstructure. Figure 3a (solid lines) shows
the cell size in the (x, y) plane. As can be seen in
Fig. 3b, the unit cell parameter c is 2a. in the z direc-
tion. Figures 3a and 3b show the positions of manga-
nese ions (1) and oxygen anions (I1); calcium ions are
not shown, since they are not involved in the super-
structure formation. Physically, the superstructure unit
cell in the crystal can be indicated only by oxygen
vacancies (111 in Fig. 3). Thereis only one vacancy per
twelve oxygen ions in this cell. Since the unit cell
includesfour oxide formulaunits, the number of vacan-
cies per formula unit is obviously 8, = 0.25.

Thus, the fact that the ordered arrangement of
vacancies with density &, = 1/4 can exist in the bulk
CaMnO;_; crystal follows even from symmetry con-
siderations. Below, we will substantiate this prediction
by directly analyzing the intensities of superstructural
and structural reflections.

To substantiate the formation of superstructure (2),
it isinstructive to consider its temperature dependence
in the bulk CaMnO;_5 crystal. Two mechanisms of
thermal destruction of the oxygen vacancy superstruc-
ture are possible. One of them is associated with reduc-
tion of the sample stoichiometric composition in oxy-
gen (i.e., with a decrease in the parameter & caused by
an increase in temperature). For example, according to
the data from [5], the parameter d becomes zero after
annealing of a polycrystalline CaMnO, g, samplein the
presence of oxygen at a temperature of 1000 K. This
effect is irreversible. The other mechanism is associ-
ated with oxygen vacancy mobility at high tempera-
tures. There is an empirical relation between the start-
ing temperature Tg of vacancy motion and the melting
temperature of amaterial T, [6]:

Ts00.3T,,. (3

In our opinion, the second mechanism is dominant in a
bulk CaMnO;_ 5 single crystal. Thisis confirmed by the
temperature dependence of the peak intensity of the

(12, 3/2, 0) superstructural reflection in the range
300-840 K (Fig. 4). We can see from Fig. 4 that the
superstructural reflection intensity in the diffraction
pattern decreases when the crystal is heated above
530 K. Thistemperature is closeto Tg determined from
Eq. (3), where T,,= 1770 K isthe temperature at which
the liquid phase appears in the phase diagram of
CaMnQO; [7]. Figure 5 shows rocking curves of the

CaMnO;_ 5 crystal measured inthevicinity of the (1/2,
3/2, 0) reflection at 300 (curve 1) and 780 K (curve 2).
We can see from Fig. 5 that only the peak intensity
depends on temperature, while the reflection width
remains unchanged over the temperature range 300—
780 K. Moreover, the superstructure reflection intensity
recoversitsinitial value (to within experimental error)
after low cooling of the sample from T = 840 K. Thus,
the facts presented above count in favor of the conclu-
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Fig. 3. Oxygen vacancy ordering in the CaMnO, 75 perovs-
kite crystal (a) in the (110) plane (the unit cell dimensions
are indicated by solid lines) and (b) in the [001] direction
(with respect to the 1-3 line in panel (a)). |-V are Mn*,
0%, oxygen vacancy, and Mn**, respectively.
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Fig. 4. Temperature dependence of the peak intensity of the

(201),, superstructural reflection in the neutron scattering
pattern of the CaMnOj3 _ 5 crystal.
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Fig. 5. Rocking curves of the CaMnOjg _ 5 crystal measured in the vicinity of the (1/2, 3/2, 0) superstructural reflection at (1) 300

and (2) 780 K.

sion that the superstructure in the bulk CaMnO; _ 5 Sin-
gle crystal is destroyed at not very high temperatures
due to oxygen vacancy diffusion.

It should be noted that the oxygen vacancy super-
structure described aboveisthe main superstructure but
is not the only one in the CaMnO; _ 5 crystal. We inten-
tionally did not complicate Fig. 1 and did not indicate
the reflections from another superstructure, whose
intensities are much lower than those from the main
superstructure. Let us determine the unit cell and the
volume fraction of the weaker superstructure in the
crystal under study. This seemsto be instructive, since
the result could identify the mechanism of the concen-
tration-induced transition in CaMnO;_ 5 between the
ordered states specified in EQ. (1).

Figure 6 shows the neutron scattering pattern of the

crystal obtained at 300 K in the [130] direction with
respect to the (020) reciprocal lattice point. In Fig. 1b,
this direction isindicated by line 3. As can be seen in

Fig. 6, the pattern containsthe (0.3, 2.9, 0) superstruc-
ture peak in addition to already known structural and
superstructural peaks. The wave vector of the second
phaseis

s = (030)—(0.3,2.9,0) = (0.3,0.1,0)2a,.. (4)

We note that it is practically impossible to determine a
wave vector like that in Eqg. (4) from neutron powder
diffraction data because its orientation in the crysta
reciprocal lattice is asymmetric. Using Eq. (4), we can
construct the unit cell of the second superstructure. Its
dimensionsin the (110), plane are indicated by dashed
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linesin Fig. 3a. The cell parameter of the second super-
structure in the (xy) plane is a = [(3a.)? + (a,)?%® =
3.162a; i.e., it isincommensurate with the perovskite
cube parameter. This cell istetragonal, since its param-
eter ¢ in the [001]. direction is identical to the perovs-
kite cube parameter. It can be easily concluded from
Fig. 3athat the cell includes 30 oxygen sites (ten for-
mula units), two of which are vacant: oneis at a corner
of the cell and the other is at the center of abasal face.
Thus, the vacancy density per formula unitis d;, = 0.2.
Two conclusions follow from this fact. First, the exist-
ence of two superstructuresin one sample suggests that
phase separation occurs in the oxide in the case where
the parameter & is not equal to one of the values in
Eqg. (1). Therefore, the transition from the structure
with 8, = 0.2 to the superstructure with &, = 0.25 occurs
via the formation of nuclei of the new phase and their
further growth as the oxygen vacancy concentration
increases in the crystal. Second, it is reasonable to
assume the existence of a vacancy superstructure with
the minimum parameter &, = 0.1. For this ordering, the
basic periods are the same as those in Eq. (4). The dif-
ference is that oxygen vacancies are arranged only at
the corners of the cell bounded by the dashed lines in
Fig. 3a.

The volume fraction of the ordered phases in the
crystal can be estimated using thesimplerelation 1(1/2,
7/2,0)/1(0.3, 2.9, 0) = 45 0v35 /(1 —v) 8-, wherev is
the fraction of the main superstructure. Thus, the value

of v in the sample is [075% and the average density of
oxygen vacanciesin the crystal under study is given by
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0 =0.750, + 0.250, = 0.238. Now, we can calculate the
intensities in the neutron diffraction pattern of the
CaMnO;_5 crystal in order to describe in more detail
the unit cells of superstructures (2) and (4). Asan exam-
ple, let uscarry out thisprocedure for the superstructure
corresponding to an oxygen vacancy content o, in the
oxide.

The unit cell dimensions for superstructure (2) are
shown in Fig. 3, and the atomic coordinates for the unit
cell are listed in the table. It is convenient to compare

the intensities of the (110), structural peak and the

(12, 3/2, 0), superstructural reflection. These reflec-
tions are closely spaced in the scattering plane and have
dlightly different intensities in the scattering pattern
(Fig. 2a). The experimental ratio of their intensities is

1(110)./1(1/2, 3/2, 0). = 3.3. Let us compare this value
with calculations. Inthe basis of the superstructure cell,
the indices of these reflections will be (200) and (210),
respectively. The structure amplitudesfor the (200) and
(210) reflections can be calculated using the well-
known relation

Fra = Zb;Z,y,cos2m(hx + ky +12), (5)

where b, are the nuclear scattering amplitudes of oxy-
gen, manganese, and calcium. For the (200) structural
reflection, the quantity in Eq. (5) is Fx) = (3 % 0.58 +
4x0.37-4x0.47) x 10?cm=1.34 x 102 cm. From
the expanded form of F,q), it is evident that we took
into account the existence of an oxygen vacancy in the
cell and that the small structure amplitudeis caused, in
particular, by the fact that the nuclear scattering ampli-
tudes of manganese and calcium are close in magnitude
and correspond to neutron scattering in antiphase. The
structure amplitude F ) isequal to—1 x 0.58 x 10*2cm
if only the oxygen vacancy is taken into account in

Eq. (5). In this approximation, we have 1(110)./1(1/2,

3/2, 0)s = Fioy/VF(o10y = 7.1, which substantially
exceeds the experimental value. To attain better agree-
ment with experiment, we complicated the unit cell
model. The modification is associated with a partial
change in the electronic structure of manganeseionsin
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Fig. 6. Neutron scattering pattern of the CaMnO5 _ 5 crystal

taken at 300 K in the [130] direction with respect to the
(020) reciprocal lattice point.

the CaMnO, 4, crystal with oxygen vacancies. Indeed,

beginning from the stoichiometric Ca?*Mn** O§_ per-
ovskite, the generation of one anionic vacancy results
in the reduction of 2Mn* to 2Mn®. Simultaneously,
two Mn*Og octahedra are transformed into two
Mn3*QOg pyramids in which the Mn®* ion is obviously
not aJahn-Teller ion. Thus, the fraction of Mn®* ionsis
two times greater than the fraction of oxygen vacancies
in CaMnO, 45 (Fig. 3). In order to fit the calculated
intensities to the experimental data, we assumed that

Mn3* ions are displaced into the pyramid by 0.02./2.
The displacement directions are indicated in Fig. 3 by
arrows. In our opinion, these displacements reduce the

Atomic coordinates in the basis of the unit cell of the superstructure described by Egs. (2)

Oxygenions Manganese ions Calciumions
nos. X y z nos. X y z nos. X y z nos. X y z

1 0 0 0 7 0 0 12 1 v4 | V14 0 1 34 | v4 | 14
2 0 12 0 8 0 vz | 12 2 34 | 34 0 2 va | 34 | 1/4
3 vz | 12 0 9 v2 | 12 | 12 3 V4 | 14 | 12 3 34 | Y4 | 34
4 12 0 0 10 12 0 12 4 34 | 34 | 12 4 v4 | 34 | 3/4
5 va | 14 | 1/4 11 va | v4 | 3/4

6 34 | 34 | 14 12 34 | 34 | 34
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local stresses caused by oxygen vacancies in
CaMnO, 5. Thus, the structure amplitudes and struc-
ture factors calculated within our model are Fyq) =
-1 x0.58-c0s292° x 0.37 —c0os292° x 0.37 = 0.85 and

Feao) = 0.72; 50 F o0y /VF (a10) = 3.3, which isin good
agreement with the experimental data.

The established fact of Mn3* ion displacements is
fundamental, since it indicates that, in the CaMnO; _ 5
paramagnetic crystal, there occurs charge ordering,
which is closely related to oxygen vacancies. Indeed,
ontheone hand, Mn3* ionsarisein the oxide only inthe
presence of oxygen vacancies and, on the other hand,
cause their long-range Coulomb interaction, via which
superstructures (2) and (4) form. Under these condi-
tions, it seems quite natural that separation into two
superstructures occurs in an imperfect crystal with an
arbitrary value of d. These superstructures strictly cor-
respond to the o, and &, levels, and even partial disorder
in the arrangement of vacancies, which necessarily
existsin asingle phase, is energetically unfavorable.
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Abstract—Spatial localization of deformation bands in LiF and KCI single crystals caused by instability of
plastic flow in the strain rate range from 5 x 109 to 2 x 10 s was studied experimentally. The geometrical
parameters of localized shift bands (LSB) were studied as a function of strain rate and temperature. To study
the L SB relief, asurface profilometry technique was used for the first time, which made it possible to determine
the LSB parameters at the early stages of plastic flow (for strains in the range from 0.5 to 2%). The formation
and branching of LSB steps on the surface of a deformed crystal due to the generation and motion of disloca-
tionswerefound to be scaled. It was shown experimentally that the L SB formation isathermally activated pro-
cess that occurs through dislocation glide and is limited by dislocation creep. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

It is well known that a growing nonuniformity of
strain can cause instability of plastic flow followed by
localization of deformation [1]. The beginning of the
localized flow is usually accompanied by ayield drop
in the stress—strain curve. A yield drop can appear due
to “geometrical softening” caused by rotation of aglide
plane; “physical” softening caused by intense disloca
tion multiplication, which occurs when a certain stress
is reached; and dynamic strain-induced aging [1, 2].
Under these conditions, localized dlip bands (LSBs)
associated with slight strengthening were observed in
metals and alloys.

In alkali halide crystals, strain localization has been
studied in compression tests at a constant strain rate in
the range 10#-102 s [3-5] or under a constant |oad
[6, 7] at temperatures above 0.5T,, (where T,, is the
melting point) and for strains in the range 5-15%.
Rough traces forming in this case are commonly
referred to as localized shift bands (LSBs) [3-8]. The
LSB parameters for deformation at a constant rate are
listed in Table 1. In thiswork, we study the regularities
of LSB formation in pure KCl and LiF crystals as a
function of strain rate (unlike in previous studies[3-8],
wherethe L SB parameterswere studied as afunction of

strain and stress). To investigate these objects, we used
surface profilometry for the first time, which made it
possible to study localization of plastic flow at strains
from 0.5 to 2% and to establish the range of strain rates
at which the L SB formation occurs for these small total
strains.

2. EXPERIMENTAL

Pure LiF and KCI single crystals were chosen for
the studies. The content of metal impurities in both
crystals was measured using the inductively coupled
plasma (ICP-MS) technique and was found to be lower
than the detection threshold. Therefore, the concentra-
tion of the tested impurities (Ca, Mg, Mn, Cu, Sr, Cd,
Ba, Cs) was lower than 10~ wt %.

Specimens were cleaved along the {100} cleavage
planesin the form of rectangular prisms3 x 3 x 15 mm
in size, compressed in an Instron test machine at con-
stant rates ranging from 5 x 10°%t02 x 104 st uptoa
strain € = 0.5-2% in the temperature range 20-750°C
(0.26-0.91T,,) for LiF and 20-650°C (0.28-0.88T,,) for
KCI, and then cooled in the furnace in steps of 50°C.

Table 1. LSB parametersin LiF under various deformation conditions

Deformation Strain : Step height, | LSB width, | LSB spacing,
Ty K type rate, s Strain, % um um um Reference
>600 Compression 10 14-15 >100 10-50 100-500 [3]
573-1123 | Compression, | 1073 1072 12-30 10 [4]
tension
673-1073 | Compression 10 15 10-160 5-20 50-100 [5]

1063-7834/05/4707-1273$26.00 © 2005 Pleiades Publishing, Inc.
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Table 2. Step heights H, g5 left by LSBs on a face where
screw dislocations end

vaeia| oS st | oew | T

KCl 723(0.70) | 5x10° 1 1.2
923(0.88) | 5x10° 1 1.8

LiF 573 (0.50) 10°° 0.5 1.1
993 (0.88) 1075 1 8
993(0.88) | 5x10° 1 20

In order to study the microstructure and to analyze
the LSB relief, we used surface profilometry and light
microscopy.

The surface microstructure was studied using Docu-
val and Neophot optical microscopes. The surface
topography of the deformed specimens was studied at
room temperature using a Talystep profilometer (Tay-
lor—Hobson) in accordance with atechnique developed
in [9]. To analyze the surface relief quantitatively, the
{100} faces of the deformed specimens were scanned
using a standard conical diamond stylus designed for
measurements of step heights. A styluswith aradius of
curvature of 12.5 um moved automatically at a rate of
25 um/s normally to a defect line and covered a dis-
tance of 100-250 pum. A step profile was simulta-

Fig. 1. Microphotographs of LSBs on faces where screw
didocationsend in (%) LiF and (b) KCI compressed at Ty =
0.88T,, andv=10°s>
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neously recorded by a plotter pen on a paper sheet and
also displayed on a monitor. The measurement accu-
racy depended on the chosen magnification scale of
vertical movement of the stylus and was either £0.1 pm
(for amagnification of 5 x 103) or +0.01 um (for amag-
nification of 5 x 10%). The choice of the scale was con-
ditioned by the mean step height, which was different
for LiF and KCI.

The accuracy of step height measurements was no
worse than 5%.

3. EXPERIMENTAL RESULTS

It was found experimentally that localization of
plastic deformation beginsboth in LiF and KCI crystals
at the same homologous temperature 0.51T,,, which is
300 and 260°C, respectively. Strain rates at which this
phenomenon was observed liewithin therange 5 x 1075~
10* s1. At higher compression strain rates beyond
these limits, the deformation was observed to develop
in the conventional way, with dip bands propagating
throughout the specimen volume.

In what follows, we will consider the specific char-
acter of LSB formation on the faces where screw dislo-
cations end (in generally accepted terms|[7]) within the
temperature and strain rate ranges indicated above.

Experimentally, it was shown that the regul arities of
L SB formation with variations in the temperature (T),
strainrate (v), and strain (€) in LiF and KCl are similar.
Thus, the height of the L SB steps on aface where screw
didlocations end increases with deformation. For exam-
ple, if T;=0.88T,, and v = 10°s%, then the mean LSB
height in LiFis3umat € = 05% and 10 ym at € =
1.5%, which agrees well with the observed changesin
LSB height in LiF at larger strains [5]. It follows from
Table 2 that, for afixed strain, the step height increases
with temperature and with a decrease in the strain rate.
It also followsfrom Table 2 that LSB heightsin KCl are
several timeslower thanin LiF, with all other deforma-
tion parameters being equal .

The number of dislocations involved in the forma-
tion of an LSB could be estimated using the measured
height of steps left on the surface after passage of the
LSB. In [1], the following formula was derived:

y = nsbpéjzlz, (D)

wherey = h/d = 5-10 is the localized-shift deformation
(the height-to-width ratio of a step); nisthe number of
dislocations involved in the step formation; b = 2.85 x
108 cm is the Burgers vector; p, is the initial disloca-
tion density; and z is the number of possible dip sys-
tems, which is equal to 12 in an fcc lattice. For LiF
compressed at 720°C to a strain of 0.5% at a strain rate
of 10° s (10 pm/min), wefind that n = 100-150 if the
initial dislocation density is 106 cm™.

Figure 1 shows microphotographs of LSBs on faces
where screw dislocations end taken for LiF and KCI

No. 7 2005
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Fig. 2. Dependence of (1) the distance between LSBs and
(2) the L SB linear dislocation density on temperature Ty for
KCl crystals deformed at v=5x 10 °s T uptoe = 1 %.

crystals. It can be seen from Fig. 1 that the LSBsin KCl
arefar wavier thanthosein LiF. Itislikely that the LSB
waviness on crystal facesis caused by cross dip in the
bulk of a specimen. This difference is probably due to
the fact that, under the same external conditions, cross
dip is more intense in a softer KCI crystal than in a
harder LiF crystal. It should be noted that LSBs
become wavier with an increase in T, in both types of
crystals. The volume fraction of the materia
deformed due to LSB generation and propagation
increases with Ty (curve 2 of Fig. 2). The strain rate
also affectsthe L SB shape significantly. Asisseen from
Fig. 3a anincreasein v causes L SBsto branch. Figure
3b shows the profile of a branched step in LiF. It was
found that the sum of the branch heightsis equal to the
step height before branching. This result is consistent
with the results reported in [7]. This behavior is
observed both in LiF and in KCI crystals.

Asthe strain rate increases, the number of branches
in a group increases (as seen in Fig. 4), while the dis-
tances between LSBs in a group decrease (Fig. 5). It
follows from Fig. 2 (curve 1), Fig. 5, and Table 2 that
an increase in temperature and a decrease in strain rate
have a similar effect on LSBs. Indeed, the distances
between LSBs and the heights of surface steps caused
by the passage of an L SB increase with adecreasein v
or anincreasein T,. The LSB density varies nonmono-
tonically with the strain rate: it first increases and then
decreases (curve 2 of Fig. 4). Theincreasein LSB den-
sity isassociated with LSB branching within a separate
group, while the decrease in LSB density is due to the
fact that not only LSB expansion contributes to the
deformation. Indeed, as the strain rate v increases, the
deformation becomes more homogeneous over the bulk
and develops in the conventional way through the
expansion of glide lines and slip bands.

PHYSICS OF THE SOLID STATE Vol. 47 No. 7

2005

1275

.

Fig. 3. Branched LSB in LiF at Ty = 0.88T,,,, v=5x 10°s™,
and € = 1%. (a) Microphotograph and (b) profilogram
(numerals indicate the LSB step heights in micrometers
measured with a profilometer).
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Fig. 4. Dependence of (1) the number of LSB branches
and (2) LSB density in LiF on strain rate at Ty = 0.88T,
and € = 1%.

4. DISCUSSION

The observed effects of the deformation tempera-
ture and strain rate on the formation of LSBs (an
increase in the LSB step heights, variations in the LSB
density with an increasein T or adecreasein v) indi-
cate that inhomogeneous deformation caused by LSB
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Fig. 5. Dependence of the distance between LSBs in a
group on strain rate for a LiF crystal deformed at Ty =
0.88T,,, uptoeequal to (1) 0.5and (2) 1%.
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Fig. 6. Didocation configuration associated with LSB
branching (schematic).

development in alkali halide crystalsisathermally acti-
vated process. This conclusion is consistent with the
data [4] on the temperature dependence of the strain
rate, which indicate that localized deformationin LiF is
adiffusion-controlled processand islimited by disloca-
tion creep. The experimental data obtained in the
present study enable usto estimatethe strainratein LiF
crystals at the stage of deformation localization in the
absence of strengthening. According to [1], the strain
ratein this caseis given by

e* = poobl:‘/LSBl:l (2)

where, in our case, p,, = 10° cm2 isthe dislocation den-
sity far from LSBs, b = 2.85 x 108 cm is the Burgers
vector in LiF, and OV, ;s[0= hit is the cross-dlip rate of
LSBs(histhe LSB width, tisthe LSB expansion time).
Taking into account the linear dependence of the LSB-
generated surface step height on the total deformation
[5], we assume, asin [10], that an L SB propagates dur-
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ing the entire time of loading. In this case, at € = 0.5%
and v =10 um/min, thetime of LSB expansionis400 s;
the measured mean value of his 10 pm. Consequently,
we have [V, gs[F= 2.5 x 102 um/sand e* =7 x 10° s,
According to [1], this strain rate corresponds to defor-
mation through creep-limited dislocation glide.

Special attention should be paid to the observed
branching of LSBsin which the sum of branch heights
is equal to the step height before splitting. A possible
mechanism of this LSB branching (Fig. 3) isillustrated
inFig. 6. It should be noted that single dislocationswith
kinks resulting from dislocations cutting through one
another have a similar configuration [11]. This result
agrees with the conclusions drawn from examining a
surface relief with a tunneling microscope [12].
According to the data from [12], the formation of sur-
face steps caused by didocation generation and motion
in deformed crystalsis scaled. Itisclearly seenin Fig. 6
that, after intersecting, the branches move at different
levels, which meansthat theintersection of dislocations
belonging to different slip systems leads to step gener-
ation. The motion of steps is not conservative and is
limited by the diffusion of vacancies[1].

5. CONCLUSIONS

(2) It has been shown experimentally that, in alkali
halide crystals at temperatures exceeding 0.5T,,, plastic
flow instability leadsto localization of plastic deforma-
tion if the total strain is small (0.5-2%) and the strain
rate lies in the range from 2 x 106 to 10 s, It has
been found that localization of plastic deformation is
observed in LiF and KCI crystals under the same exter-
nally imposed deformation conditions.

(2) It has been shown that an increase in strain rate
causes LSB branching and the generation of steps,
whose number increases with strain rate. From our
experiments, it follows that the surface step formation
in deformed crystalsthat isrelated to dislocation gener-
ation and motion is scaled.

(3) The experimental results indicate that LSB for-
mation isthermally activated and is controlled by dislo-
cation creep.

ACKNOWLEDGMENTS

This study was supported by the Russian Founda-
tion for Basic Research, project no. 04-02-17140.

REFERENCES

1. M. A. Shtremel’, Srength of Alloys (Mosk. Inst. Stali
Splavov, Moscow, 1997), Part 2, p. 55.

2. E.Rizzi and P. Héhner, Int. J. Plast. 20, 121 (2004).

3. G. V. Berezhkova, N. P. Skvortsova, P. P. Perstnev, and
V. R. Regdl’, Fiz. Tverd. Tela (Leningrad) 26 (4), 1074
(1984) [Sov. Phys. Solid State 26 (4), 654 (1984)].

No. 7 2005



INSTABILITY OF PLASTIC FLOW IN THE MICROSTRUCTURE 1277

4. N. P. Skvortsova, Fiz. Tverd. Tela (St. Petersburg) 37 9. A. G. Melent’ev, Kristallografiya 40 (4), 736 (1995)

(11), 3347 (1995) [Phys. Solid State 37 (11), 1839 [Crystallogr. Rep. 40 (4), 681 (1995)].
(1995)]. 10. G. V. Berezhkovaand N. P. Skvortsova, Fi
. . . G.V. .P. a, Fiz. Tverd. Tela
5. B.l.Smirnov, R. S. Chudnova, and V. V. Shpeizman, Fiz. ; ;
Tverd. Tela (St. Petersburg) 34 (6), 1759 (1992) [Phys. g%eg;gzrgg)(fgg(fﬁj 400 (1991) [Sov. Phys. Solid State

Solid State 34 (6), 936 (1992)]. | _
6. G.V. Berezhkovaand N. P. Skvortsova, Fiz. Tverd. Tda 11 M. A. Shtremel’, Strength of Alloys (Mosk. Inst. Stali

(St. Petersburg) 36 (6), 1724 (1994) [Phys. Solid State 36 Splavov, Moscow, 1999) [in Russian].
(6), 943 (1994)]. 12. V. |. Vettegren', S. Sh. Rakhimov, and V. N. Svetolov,
7. B. . Smirnov, Fiz. Tverd. Tela (St. Petersburg) 36 (7), Fiz. Tverd. Tela (St. Petersburg) 37 (4), 913 (1995)
2037 (1994) [Phys. Solid State 36 (7), 1112 (1994)]. [Phys. Solid State 37 (4), 495 (1995)].
8. G.V. Berezhkova and N. P. Skvortsova, Kristallografiya )
39 (3), 567 (1994) [Crystallogr. Rep. 39 (3), 507 (1994)]. Translated by E. Borisenko

PHYSICS OF THE SOLID STATE Vol. 47 No.7 2005



Physics of the Solid Sate, Vol. 47, No. 7, 2005, pp. 1278-1281. Translated from Fizika Tverdogo Tela, \ol. 47, No. 7, 2005, pp. 1237-1240.

Original Russian Text Copyright © 2005 by Golovin, Dmitrievskii, Suchkova, Badylevich.

DEFECTS, DISLOCATIONS,
AND PHYSICS OF STRENGTH

Multistage Radiation-Stimulated Changesin the Microhardness
of Silicon Single Crystals Exposed to L ow-Intensity f Irradiation

Yu. l. Golovin*, A. A. Dmitrievskii*, N. Yu. Suchkova*, and M. V. Badylevich**
* Tambov Sate University, Internatsional’ naya ul. 33, Tambov, 392622 Russia
e-mail: dmitr2002@tsu.tmb.ru
** |ngtitute of Solid State Physics, Russian Academy of Sciences, Chernogolovka, Moscow oblast, 142432 Russia
Received August 6, 2004

Abstract—Radiation-stimulated and postradiation changes in the microhardness of silicon single crystals
exposed to irradiation with alow-intensity flux of B particles (I = 9 x 10° cm™2 s, W= 0.20 + 0.93 MeV) are
studied. It is established that the inversion of the radiation-induced plastic effect occurs at a characteristic irra
diationtimet.=75min; i.e,, irradiation of silicon single crystalsfor atimeTt < 1. leadsto nonmonotonic revers-
ible hardening, whereas nonmonotonic reversible softening is observed under irradiation for atimet > 1. It is
demonstrated that there exists a correlation between the nonmonotonic dependences of the microhardness and
the concentration of electrically active defects at acceptor levels with energies E. —0.11 eV, E. —0.13 eV, and
E.—0.18 eV on theirradiation time. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Irradiation of single-crystal silicon by electrons
with an energy higher than the defect-producing thresh-
old (W > 170 keV) provides a means for selectively
modifying the electrical properties of this material [1,
2]. At present, the majority of electrically active radia-
tion-induced defects have been reliably identified. Irra-
diation at temperatures T = 300 K is of most interest.
Thisisassociated with the thermal stability of electron-
generated defects at temperatures close to room tem-
perature [3]. It is known [4, 5] that, at T = 300 K, the
microhardness of silicon single crystals is primarily
governed by the mobility of nonequilibrium point
defects and, quite possibly, by phase transitions occur-
ring under an indenter. Therefore, the microhardness
can serve as an indication of the states of intrinsic and
radiation-induced structural defects. Actually, in our
previous work [6], we revealed nonmonotonic revers-
ible changes in the microhardness of silicon single
crystals under [ irradiation with low doses (at fluences
F < 1.2 x 10" cm™?) at room temperature. It was found
that, in the range of fluences F from 3 x 10 to
1.2 x 10* cm?, the microhardness regains its initial
value H,. Relaxation of the microhardness H to the
initial value Hy was a so observed when theirradiation
was terminated after the fluence reached a value F =
3x 10 cm™. It is interesting to note that, in both
cases, the rates of recovery of the microhardness coin-
cide with each other (within the limits of experimental
error). On this basis, it was assumed [6] that there can
exist acritical fluence (at an earlier stage of irradiation)
responsible for the subsequent evolution of the sub-
system of structural defectsin silicon crystals.

It should be noted that, in contrast to spectroscopic
methods, microhardness testing does not allow one to
identify the particular type of point defects involved;
hence, it is expedient to record, for example, the deep-
level transient spectra simultaneously with the micro-
hardness measurements. In this respect, the purpose of
the present work was to determine the particular stages
of irradiation initiating further changes in the micro-
hardness and to reveal a correlation between the radia-
tion-stimulated changes in the microhardness and the
concentration of electrically active defects.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Experiments were performed with dislocation-free
single-crystal silicon samples of two types. Fz-Si
(BIGE-600) crystals grown using crucibleless zone
melting and Cz-Si (KEF-10) crystalsgrown by the Czo-
chralski method. The concentration of oxygen in these
samples differs by two orders of magnitude. However,
it was demonstrated earlier in [6] that, under (3 irradia-
tion, the changes in the microhardness of both types of
samples occur in much the same manner.

The samples were irradiated with the use of aradio-
active source ©Sr + LY with an activity A = 14.5 MBq.
The mean energy of emitted electrons was equal to
0.20 MeV for 2Sr and 0.93 MeV for 2V, and the irra-
diation intensity was | = 9 x 10° cm s, Irradiation
was performed in air at room temperature in the range
of fluences F from 10° to 1.2 x 10* cm2. The Vickers
microhardness H of the (111) surfaces was measured
on a PMT-3 microhardness tester. The state of deep-
lying levels generated by radiation-induced defectswas

1063-7834/05/4707-1278$26.00 © 2005 Pleiades Publishing, Inc.
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controlled by recording the deep-level transient spectra
[7]. For this purpose, a Schottky-barrier diode was pro-
duced on the (111) surface of the studied sample (this
series of experiments was performed with Cz-Si single
crystals in which the contents of oxygen and carbon
were usualy of the same order of magnitude) through
the deposition of a 2- to 3-um-thick gold layer under
vacuum at aresidual pressure of no higher than 102 Pa.
The deep-level transient spectra were obtained accord-
ing to the standard technique. In order to test the micro-
hardness and to measure the deep-level transient spec-
tra, the samples were periodically withdrawn from the
irradiation chamber. Subsequently, the time spent to
measure the microhardness (~30 min) was taken into
account (i.e., it was subtracted from the total time of the
experiment) when constructing the dose dependence of
the microhardness.

3. RESULTS AND DISCUSSION

It isfound that the behavior and kinetics of the radi-
ation-stimulated variations in the microhardness H of
Fz-Si single crystals depend on the dose of 3 irradiation
(Fig. 1). Exposure of thesilicon singlecrystalsto irra-
diation for atime T = 20 min leads to nonmonotonic
reversible hardening of the samples (Fig. 1a). The
results of microhardness testing of two different sam-
ples irradiated under the same conditions are repre-
sented by squares and rhombusesin Fig. 1a. As can be
seen from this figure, the time dependences of the
microhardness H(t) measured for two samples coincide
with each other. Thisindicates that the manifestation of
the postradiation hardening effect at such low doses is
quite reliable, even if unexpected at first glance. Expo-
sure of the samplesto irradiation with 3 particles for a
time 1. = 75 min results in suppression of the postradi-
ation hardening effect, and further variations in the
microhardness of the samples are not revealed (within
thelimits of experimental error) (Fig. 1b). Irradiation of
the samples for 2 h leads to reversible softening
(Fig. 1c). It follows from these findings that, in the
vicinity of the characteristic irradiation time t., there
existsapoint of inversion of the radiation-induced plas-
tic effect. In the case of continuous irradiation for
413 h, the microhardness H nonmonotonically
decreases with subsequent recovery of the initial value
Hy (Fig. 1d). The time dependence of the microhard-
ness H(t) in the case of continuousirradiation for 400 h
was aso examined for two samples. The results
obtained indicate that, even at the early stages of irradi-
ation (F ~ 10° cm), long-term processes affecting the
microhardnessH areinitiated in the subsystem of struc-
tural defects. Most probably, the nonmonotonic charac-
ter of the postradiation changesin the microhardnessis
dueto variationsin the concentrations of different com-
plexes of radiation-induced defects with time.

Since the radiation-stimulated changesin the micro-
hardness could also be caused by electricaly active
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Fig. 1. Dependences of the relative change in the micro-
hardnessAH/Hg (AH = H; —Hg, where Hg and H; are the ini-
tial microhardness and the microhardness measured at the
instant t, respectively) on the time (including the irradiation
time 1) for Fz-Si samples irradiated for times t = (a) 0.3,
(b) 1.25, (c) 2, and (d) 413 h.

complexes of radiation-induced defects, we carried out
the second series of experiments in which the micro-
hardness was tested simultaneously with the recording
of the deep-level transient spectra characterizing the
concentration of acceptor complexes N as a function of
theirradiation time 1.

It is known [8, 9] that, as a rule, irradiation with a
fluence F > 10** cm™ and an intensity | = 10> cm? s
at room temperature brings about the generation of
donor and acceptor complexes, which are identified as
divacancies, A centers, E centers, K centers, €tc.

Figure 2 shows a typical deep-level transient spec-
trum obtained under the conditions of our experiment
(1=9x10°cm™?s?, F=4x 10" cm™). It can be seen
from this figure that the spectrum exhibits only three
peaks (as opposed to the case of high-intensity irradi-
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Fig. 2. Typical deep-level transient spectrum obtained under
thefollowing conditions: frequency v = 164 Hz, pulsewidth
T,=0.1ps, blocking voltage Uy, = 4.0V, inverted-pul sevolt-
ageU, =35V, andirradiation timet = 137 h.

ation up to fluences F in the range from ~10 to
10% cm?, in which there appear additional peaks asso-
ciated with divacancies and vacancy—impurity com-
plexes). The results presented in Fig. 3 demonstrate a
correlation between radiation-stimulated variations in
the concentration N of acceptor complexes with ener-
giesE; =E.-0.11eV,E,=E.,-0.13eV,and E; = E. -
0.18 eV (Fig. 3a, curves 1-3, respectively) and the
microhardness H of Cz-Si single crystals exposed to
irradiation with  particles (Fig. 3b).

Interstitial silicon atoms can displace carbon atoms
(located at lattice sites) into interstitial sites according
to theWatkinsreaction Si; + C,— Sig+ C,. Interstitial
carbon atoms correspond to an acceptor level at an
energy E. — 0.11 eV [8]. The carbon atoms displaced
into interstitial sites can form bonds with carbon atoms
located at lattice sites [10]. The acceptor level corre-
sponding to the C,—C, complex is characterized by an
energy E. —0.17 eV [8, 10]. It is known [11] that free
vacancies generated in a silicon single crystal under
irradiation diffuse over the crystal and are most actively
captured by isolated oxygen atoms to form complexes
of the acceptor type V + O — V-0 (the depth of their
location correspondsto an energy E.—0.17 eV). There-
fore, the peaks observed at energies E, — 0.11 eV and
E.—0.18 eV in our experiment can be assigned to inter-
gtitial carbon C; and an A center or a C—C, complex,
respectively. The acceptor level at anenergy E.—0.13 eV
is usually attributed either to interstitial boron [8] or an
FeAl pair [12], or, in proton-irradiated silicon, to a
hydrogen-containing complex [13]. The samples and
the type of irradiation used in the present work rule out
the possibility that the last three radiation-induced
defects can be formed in amounts sufficient for identi-
fication. For this reason, we cannot determine the
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Fig. 3. Dependences of the changein (a) the concentration N
of acceptor complexes with energies (1) E; = E. —0.11 eV,
(2) E, =E;—-0.13 eV, and (3) E3= E.—0.18 &V and (b) the
microhardness H of Cz-Si single crystals on the irradiation
time 1. Roman numerals | and |l indicate the dependences
H(t) measured with two samples of different types.

nature of the observed defect at an acceptor level with
anenergy E.—0.13 eV.

The concentrations of two identified defects can
vary as aresult of many reactions proceeding with the
formation of electrically inactive products:

V+Oi4>VO, Sii+VO—>Oi,
V+Ci*>CS, Sii+C34>SiS+Ci,
Ci +ng> CiCS, Sii +V4> Sis, etC.

It seems likely that the high mobility at room tem-
perature and relatively low concentrations (at an irradi-
ationintensity | =9 x 10° cm s) of generated vacan-
cies and interstitial atoms lead to a nonmonotonic
change in the concentrations of the aforementioned
complexes, aswell asto the generation of more compli-
cated aggregates. In our opinion, the nonmonotonic
dependences of the concentration N(t) and the micro-
hardness H(t) are associated with the multistage com-
peting reactions with the participation of radiation-
induced defects.
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4. CONCLUSIONS

Thus, in the present work, we studied the kinetics of
radiation-stimulated variations in the microhardness of
Fz-Si single crystals exposed to 3 irradiation. The
transformation of the subsystem of structural (intrinsic
and radiation-induced) defects was found to occur
through multistage competing reactions. It was
revealed that the inversion of the radiation-induced
plastic effect is observed at acritical irradiation time 1,
(irradiation intensity | = 9 x 10° cm™ s). It was dem-
onstrated that, upon exposure of Cz-Si single crystalsto
low-intensity irradiation, the concentration of intersti-
tial carbon atoms, as well as the concentration of oxy-
gen—vacancy complexes or complexes consisting of
interstitial carbon atoms and carbon atoms located at
lattice sites, change in a nonmonotonic manner. As the
fluence increases, the nonmonactonic changes in the
concentration of the aforementioned defects and in the
microhardness H of the silicon single crystals under
investigation occur in the antiphase.
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Thelnfluence of a Static MagneticField upto 15T
on the Manifestation of the Portevin—L e Chatelier Effect
in NaCl : Eu Crystals
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Abstract—The influence of a static magnetic field on the instability of plastic flow (the Portevin—Le Chatelier
effect) isrevealed in NaCl : Eu quenched crystals. It isfound that, in an external magnetic field, the yield stress
of the crystalsisreduced, the probability of plastic strain jumps and their amplitude decrease, and the amplitude
distribution of the plastic strain jumps becomes random. The number of shear bands formed on the surface of
crystals strained in the magnetic field is halved as compared to that observed without a magnetic field. © 2005

Pleiades Publishing, Inc.

1. INTRODUCTION

The first reliable experimental evidence supporting
the existence of the magnetoplastic effect in ionic crys-
talswas obtained by Alshitset al. [1], who revealed that
a static magnetic field with an induction of ~1 T ini-
tiates displacements of individual dislocations under
internal stresses. More recently, it was established that
the magnetoplastic effect in ionic crystals can manifest
itself as a decrease in the microhardness [2], the inter-
nal friction [3], theyield stress[4], and the strain hard-
ening coefficient [5] (comprehensive reviews of the
existing literature on the magnetopl astic effectsinionic
crystalsaregivenin[6-8]). All these macroscopic char-
acteristics of plasticity arerelated in an intricate ambig-
uous fashion to the mobility of individual dislocations
and the elementary processes occurring in a magnetic
field. Hence, it isimportant to investigate the magneto-
plastic effect on the mesoscopic level under conditions
where plastic deformation manifests itself as jumpsin
the stress—strain curves, steps on the crystal surface,
shear bands, dislocation dlip bands, etc. As is known,
jerky plastic flow, i.e., the Portevin—Le Chatelier effect,
has been observed in NaCl : Eu crystals at a specific
impurity concentration [9]. This effect is associated
with the dynamic aging of dislocations; in other words,
itiscaused by the formation of Cottrell or Snoek impu-
rity clouds around the dislocation cores. This processis
accompanied by the clustering of individual impurity—
vacancy dipoles. Earlier [10-13], it was shown that an
external magnetic field affects the structure of Eu?*
small-sized clustersformed in NaCl : Eu crystalsin the
course of impurity aggregation or dislocation motion.
Therefore, we can assume that the Portevin-Le Chate-
lier effect should be sensitive to variations in a mag-
netic field. Inthisrespect, it isof interest to examinethe

Portevin—Le Chatelier effect in magnetic fieldswith the
aim of revealing a correlation between the structure of
europium impurity clusters and the dislocation motion.

The purpose of thiswork wasto create the appropri-
ate experimental conditions for studying the Portevin—
Le Chatelier effect in a static magnetic field and to elu-
cidate the influence of the magnetic field on the mesos-
copic characteristics of plastic flow and on the motion
of large-sized ensembles of disocations in NaCl : Eu
crystals.

2. SPECIMEN PREPARATION
AND EXPERIMENTAL TECHNIQUE

The influence of a magnetic field on plasticity was
studied with NaCl : Eu crystals (600 ppm) 2 x 2 x 5 mm
in size. The crystals were quenched using isothermal
treatment at a temperature of 770 K for 2 h and subse-
guent rapid cooling on ametal plateto 293 K. Then, the
crystals were subjected to uniaxial compression in two
regimes. (1) on an Instron hard compression testing
machine, which made it possible to specify the strain
linearly increasing with time (€ ~ t) and to measure the
mechanical stress g; and (2) on a soft compression test-
ing machine, which made it possible to specify the
mechanical stress linearly increasing with time (o ~ t)
and to measure the strain €. It is known that the soft
machine has significant advantages over the hard
machine for studying the Portevin—Le Chatelier effect,
because the experimental data obtained in the former
case can be analyzed without regard for the character-
istics of the machine itself and the noise level of the
machine is considerably lower [14]. We specially
checked that the eigenfrequency of vibrations of the
soft compression machine is two orders of magnitude
higher than the mean frequency of plastic strain jumps

1063-7834/05/4707-1282$26.00 © 2005 Pleiades Publishing, Inc.
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characteristic of the Portevin—Le Chatelier effect in the
crystals under testing. The time constant of the strain
gauge is approximately equal to 1 ms, which is three
orders of magnitude shorter than the expectation time
(~1 ) for the appearance of strain jumps. The gauge
resolution with respect to the displacement magnitude
was 0.1 um. This corresponds to the strain e = 2 x 10
for crystals 5 mm in height.

The Instron hard compression machine was
equipped with an electromagnet producing a magnetic
field with a maximum induction of 0.9 T. During com-
pression of the crystals, the magnetic field was
switched on for short times ranging from 10 to 100 s.
The soft compression machine was mounted on a
JMTD-LH15T40 superconducting magnet, which pro-
duced a magnetic field with a maximum induction of
15T at room temperature. Since the time required to
create a magnetic field in the superconducting magnet
was as long as a few hours [this time considerably
exceeded the time (~30 min) spent to strain the studied
crystals], the check experiments without a magnetic
field were carried out on the compression machine
remounted from the superconducting magnet to an iso-
lated frame. In the measurements performed at differ-
ent inductions B < 15 T, the rod length was varied so
that the specimen appeared to be in a vertical bore of
the superconducting magnet at a point with the known
magnetic induction.

Moreover, particular care was taken to exclude arte-
facts associated with the influence of the magnetic field
on the operation of the compression machine. The com-
pression machines of both types were equipped with
guartz rods in order to keep movable parts of the
machine from pulling in the magnetic field and to
insure against an uncontrollable change in the effective
load on the crystal. It was verified that, in the experi-
ments with the soft machine, the displacement of the
upper quartz rod, which was freely suspended by soft
springs and was loaded with a linearly increasing
weight, did not depend on the magnetic field (Fig. 1).
During loading the upper rod mounted on the fixed
lower brass rod, the magnetic field also did not affect
the dependence (o), which, in this case, characterized
the elastic properties of the machine (Fig. 1). These
findings and the absence of differences between the
stress—strain curves obtained for unquenched as-grown
crystalsin the magnetic field and without it (see below)
indicate that any changes revealed in the stress—strain
curves of the specimens in the magnetic field cannot be
explained in terms of the influence exerted by the field
on the operation of the compression machine and dis-
placement gauges. Furthermore, asis seen from Fig. 1,
the elastic characteristics of the soft compression
machine cannot lead to substantial changes in the
stress—strain curve whose mean slope differs signifi-
cantly from the slopes of the reference stress—strain
curves obtained in the check experiments without spec-
imens. The spatial inhomogeneity of the plastic defor-
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Fig. 1. Dependences of the displacement AL of the upper rod
on the load G in the soft compression machine: (1, 4) the
loading upper rod in the absence of a specimen rests firmly
againgt the fixed lower rod, and (2, 3) the loading upper rod
in the absence of a specimen is freely suspended by soft
springs. The measurements are performed in (1, 2) the mag-
netic field with an induction of 15T and (3, 4) zero magnetic
field. (5) Stress—strain curve for the NaCl : Eu specimen.
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Fig. 2. A typical fragment of the stress—strain curve mea-
sured for the NaCl : Eu as-quenched crystal in the Instron
hard compression testing machine. Arrows indicate the
instants of time when the magnetic field with an induction
of 0.9 T is switched on and switched off.

mation on the surface of the strained crystalswas exam-
ined with a Neophot-32 optical microscope.

3. RESULTS AND DISCUSSION

The experiments with the hard compression
machine were performed using NaCl : Eu as-quenched
crystals at a strain rate of 5 x 10° s, It can be seen
from Fig. 2 that, above theyield point, the stress—strain
curve is characterized by jumps in the compressive
stress, i.e., the Portevin—Le Chatelier effect. Upon
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Fig. 3. Averaged stress—strain curves for (a) NaCl : Eu as-
quenched specimens and (b) NaCl : Eu aged specimens (not
subjected to specia heat treatment) in (1) zero magnetic
field and (2) the magnetic field with an induction of 15 T.
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Fig. 4. Typical stress—strain curvesfor NaCl : Eu specimens
in (1) zero magnetic field and (2) the magnetic field with an
induction of 15 T.
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application of a static magnetic field with an induction
of 0.9 T, the amplitude of stress jumps decreases and
the stress—strain curve becomes smoother (Fig. 2). This
manifestation of the magnetoplastic effect can be
repeated several times under compression of the same
crystal. The magnetoplastic effect was revealed in other
specimens.

The experiments with the soft compression machine
were also carried out using NaCl : Eu as-quenched
crystals. The mean strain rate was approximately equal
to ~10°s. Theyield point was determined taking into
account the specimen shape; i.e., the yield stress was
normalized to the length-to-width ratio of the specimen
base. A comparison of the stress—strain curve obtained
by averaging over ten curves measured in the magnetic
field with an induction of 15 T and the stress-strain
curve obtained by averaging over ten curves measured
without a magnetic field showed that the yield stressis
halved in the magnetic field (Fig. 3a). Thisis compara:
ble to the change in the yield stress of NaCl : Eu crys-
talsin magnetic fieldswith aninductionB< 1T [4]. For
NaCl : Eu unguenched crystals, the averaged stress—
strain curves obtained in zero magnetic field are identi-
cal to those measured in the magnetic field with an
induction of 15T (Fig. 3b).

The manifestation of the Portevin-Le Chatelier
effect revealed in the experiments performed with the
soft compression machine differs from that reveaed
with the hard compression machine[14]. In the former
case, the Portevin—Le Chatelier effect manifests itself
in the form of a serrated deformation (Fig. 4). It should
be noted that, in an external magnetic field, the param-
eters of the serrated deformation change significantly.
Figure 4 showstypical stress—strain curves measuredin
amagnetic field and without it. The application of the
magnetic field leads to a substantial decrease in the
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Fig. 5. Dependence of the fraction of the specimens free of
Portevin—Le Chatelier instabilities on the magnetic induc-
tion B.
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probability of plastic strain jumps. Figure 5 presentsthe
ratio between the number of crystals characterized by a
smooth stress—strain curve (Ngnoor) @nd the total num-
ber of specimens (N, = 10) as afunction of the mag-
netic induction. It can be seen from this figure that, in
the magnetic field, the ratio Ngpoom/Niota iNCreases by a
factor of four.

However, for anumber of specimens strained in the
magnetic field, the stress—strain curves exhibit jumps. A
comparison between the portions of the serrated stress—
strain curves for the specimens strained in the magnetic
field and those for the specimens strained without a
magnetic field (Fig. 6) showsthat, in the magnetic field,
the size distribution of the steps in the stress—strain
curve depicted in Fig. 6b becomesrandom; i.e., thedis-
tribution of the expectation time for the appearance of
astrain jump (which is proportional to theincrement of
the mechanical stress Ao) and the distribution of the
strain amplitude As become less regular. The depen-
dence of the average strain amplitude [Ac[J(obtained by
averaging of individual jumps over ten specimens) on
the magnetic induction B is shown in Fig. 7. As can be
seen from this figure, the average strain amplitude
decreases by a factor of approximately two with an
increase in the magnetic induction and reaches satura-
tion in magnetic fields with an induction B> 10 T.

As arule, an increase in the inhomogeneity of the
plastic deformation with time is accompanied by the
gpatial inhomogeneity of the deformation of the speci-
men, which frequently manifests itself in the form of
deformation steps or shear bands on the surface of the
strained crystal [15]. Since the amplitude of strain
jumpsin the stress—strain curves obtained in our exper-
iments falls in the range 1-10 um, these jumps should
correspond to spatia inhomogeneities with the sizes
lying in approximately the same range. Examination of
the surfaces of the strained crystals under the optical
microscope revealed alternating regions (bands) of
plastic deformation with a mean width of ~20 um
(Fig. 8d). These bands are aligned parallel to the (001)
plane to which the mechanical load is applied. The
crystals strained in the magnetic field with aninduction
of 15 T are characterized by a decrease in the number
of deformation bands (cf. Figs. 8a and 8b). Taking into
account that the number of bands refl ected the deforma-
tion prehistory of the crystal, the total number of inho-
mogeneous deformation bands was determined for six
pairs of specimens (in each pair, one specimen was
strained in the magnetic field, whereas the other speci-
men was strained without a magnetic field). It was
found that the number of deformation bands on the sur-
face of the crystals strained in the magnetic field, on
average, is halved as compared to that of the crystals
strained without a magnetic field.

The results obtained in the experiments with the soft
compression machine were analyzed using the follow-
ing procedure. First, for the specimens characterized by
Portevin—Le Chatelier instabilities, we determined the
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Fig. 8. Micrographs of the surface of the NaCl : Eu crystals
strained in () zero magnetic field and (b) the magnetic field
with an induction of 15 T. Fragments of the stress-strain
curves for these specimens are shown in Fig. 6.

derivative of the stress—strain curve. As a result, we
obtained the curve do/de with maxima (instead of the
monotonic stress-strain curve), which is more conve-
nient for counting and anayzing the strain jumps.
Then, the coordinates of all peaks in the curve do/de
were determined and the histograms of the distribution
of separations between the peaks, i.e., the histograms of
the distribution of the strain amplitudes Ag, were con-
structed with the use of acomputer. The obtained histo-
grams of the distributions of strain jumps over their
amplitude were averaged for al the crystals strained
under identical conditions. It can be seen from Fig. 9a
that, in the check experiments at B = 0, the averaged
histogram exhibits a maximum at Ac = 0.15%. How-
ever, for crystals strained in the magnetic field, the
maximum in the histograms is either altogether absent
or shifted toward the range of very small strain ampli-
tudes (Fig. 9b).

The probability densities p of amplitude distributions
of strain jumps in the crystals strained in the magnetic
field and without a magnetic field also differ from each
other (Fig. 10). The probability density of the amplitude
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Fig. 9. Averaged histograms of the distribution of strain
jumps over their amplitude Ae in (8) zero magnetic field and
(b) the magnetic field with an induction of 15 T.

distribution of strain jumps was calculated from the for-
mulap = N; (A€)/ (g —&; _ )N, Where N; (A€) isthe num-
ber of strain jumps in the range €; — €;_;. The curves
depicted in Fig. 10 allow us to assume that the proba-
bility density of the amplitude distribution of strain
jumps can be represented as the sum of two compo-
nents, namely, the Gaussian distribution with amplitude
A, and anoiselike distribution described by thefunction
A,/Ae with amplitude A,. To put it differently, plastic
deformation in the crystals can occur through two addi-
tive flows of events: (i) motion of correlated ensembles
of dislocations and (ii) independent noiselike motion of
dislocation groups. Under this assumption, the proba-
bility densities of amplitude distributions obtained
were approximated by the sum of the two aforemen-
tioned functions. As can be seen from Fig. 10, the cal-
culated curves adequately describe the experimental
data obtained both from the measurements in the mag-
netic field and from the check experiments without a
magnetic field. This made it possible to construct the
dependences of the amplitudes A, and A, on the mag-
netic induction B (Fig. 11). It can be seen from Fig. 11
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1
0 0.3 0.6
Ag, %

Fig. 10. Probability density p of the distribution of strain
jumps over their amplitude Ae (symbols) and the approxi-
mation of the probability density (solid line) by the sum of
the Gaussian function with amplitude A; (dashed line) and
of the function Ay/Ae with amplitude A, (dashed line) in
(a) zero magnetic field and (b) the magnetic field with an
induction of 15T.

that the magnetic field decreases the contribution from
the correlated component of the dislocation motion and
increases the contribution from the noiselike compo-
nent. Thisimpliesthat, in the magnetic field, the ampli-
tude distribution of strain jumps becomes noiselike in
character. The dislocation slip bands revealed on the
surface of the NaCl : Eu crystals (Fig. 8) are located at
an angle of 45° with respect to the [001] direction of the
deformation. It is quite probable that these bands corre-
spond to the contribution from the noi selike component
of the amplitude distribution of strain jumps. The bands
aligned with the (001) plane, whose number decreases
in the magnetic field, are most likely associated with
the contribution of the Gaussian component to the
amplitude distribution of strain jumps.

In[10-13], it was shown that the influence of amag-
netic field on the plasticity of NaCl : Eu crystals can
manifest itself, among other factors, through changes
both in the spin state and in the atomic structure of
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Fig. 11. Dependences of the amplitudes in the decomposi-
tion of the probability density of the strain amplitude distri-
bution into (8) the Gaussian function (A;) and (b) the func-
tion Ay/Ae (Ay) on the magnetic induction B.

obstacles to dislocation motion, namely, small-sized
europium nonequilibrium clusters, which can be
formed either upon aggregating individual impurity—
vacancy dipoles into complexes or upon cutting large-
sized precipitates by dislocations. The magnetic field
favors the formation of precipitates from nonequilib-
rium clusters arising in the course of plastic deforma-
tion. Moreover, it was found [9] that the presence of
precipitates in NaCl : Eu crystals leads to suppression
of the Portevin—L e Chatelier effect. Taking into account
the fast formation of precipitatesin a magnetic field in
our experiments, the suppression of the Portevin-Le
Chatelier effect can be explained by the fact that the
time required for depinning of dislocations from obsta-
cles (large-sized clusters) changes and that the plastic
strain of the crystals no longer exhibits instabilities.
However, it is not ruled out that, in strong magnetic
fields, the plasticity of crystals can be affected by the
magnetic field through other factors, such as aggregates
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of paramagnetic ions moving along the dislocation
cores due to a magnetic-field gradient, the effect of the
Lorentz force on mobile charged dislocations, etc.

4. CONCLUSIONS

Thus, it was established that a static magnetic field
with aninduction of upto 15 T partially suppresses the
Portevin—Le Chatelier effect in NaCl : Eu quenched
crystals. This manifestsitself in the fact that the proba-
bility of plastic strain jumps and their amplitude
decrease, the amplitude distribution of the plastic strain
jumps becomes random, and the number of shear bands
on the surface of the strained crystals decreases. The
Portevin—Le Chatelier effect is observed in many met-
alsand aloysimportant for practical applications. Asa
rule, this effect plays anegative role: it leadsto a heter-
ogeneous plastic flow and a premature fracture of the
material. In this respect, one of the applied problems
associated with the Portevin—Le Chatelier effect is to
devise efficient methods for suppressing serrated plas-
tic deformation. In the present work, it was demon-
strated that serrated plastic deformation can be sup-
pressed by applying a static magnetic field.
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Abstract—Didl ocation-kinetics equations are used to consider the effect of precipitates and disperse particles
on the conditions of formation of defectless channels and the appearance of ayield drop and ayield plateau in
the stress—strain curves of neutron-irradiated metals and aloys. It isfound that, at a volume particle concentra-
tion higher than acertain critical value depending on the radiation dose, channels do not form and theyield drop
and yield plateau in the stress—strain curves disappear. A high concentration of disperse particles in a metal
strongly decreases the uniform strain above which plastic instability in the form of a neck appearsin atensile
specimen. The theoretical results areillustrated by available experimental datafor copper and copper aloys.

© 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The effect of radiation hardening on the stress-
strain curves and the plastic-deformation stability of
pure fcc metals was theoretically considered in [1].
Using akinetic equation for adislocation density, it was
shown that deformation instability and the appearance
of ayield drop and ayield plateau in the initial stage of
the stress—strain curves of irradiated metals are related
to strong deformation localization at a microscopic
level due to the transformation of radiation defects
(vacancy and interstitial loops) into mobile disloca-
tions. Because of their high density, dislocations anni-
hilate partly to form defectless channels (along disloca
tion-slip planes) with awidth AA = 0.1-0.5 pm and a
spacing A = 1-5 pm between them, and these channels
deteriorate the strength properties of an irradiated
material.

Experiments have shown that, if amaterial hasasuf-
ficiently high volume fraction of precipitates or other
disperse particles before irradiation, then its plastic
deformation after irradiation does not cause the forma-
tion of defectless channels and its stress—strain curves
have no yield drop or yield plateau. For example, this
situation was reported in [2, 3] to be observed in a cop-
per CuNiBe alloy if the volume fraction of Be particles
in it was rather high and comparable to the radiation-
defect density. A similar situation was also detected in
an irradiated Cu-Al,O; aloy containing a few percent
of aluminum dioxide particles[2]. Itisobviousthat dis-
perse particles in these alloys are obstacles to disloca
tion motion and violate the conditions of formation of
defectless channelsin irradiated materials.

The authors of [4] found that defectless channels
form in a CuCrZr alloy containing Zr precipitates
whose volume density is an order of magnitude lower
than the radiation-defect density and that the stress—
strain diagram of the irradiated aloy contains a yield
drop. It should be noted that, near rather coarse zirco-
nium particles, defectless channels are formed; thisfor-
mation is likely related to a relaxation of local stresses
dueto the differencein the el astic constants or the ther-
mal expansion coefficients of the zirconium particles
and the copper matrix.

In the copper alloys studied in [2-4], precipitates
and oxides in channels remained unbroken (no cutting
or decrease in their size was detected) despite intense
dislocation motion along them. This phenomenon,
however, takes place in neutron-irradiated austenitic
stee [5]. When deformation is localized in 0.05- to
0.10-um-wide channels, precipitates and vacancy voids
are obstacles to dislocation motion and fail as a result
of deformation localization in the channels.

The short review of experimental data given above
indicates that precipitates and other disperse particles
substantially affect the strength and deformation prop-
erties of irradiated materials. Their most important
action isthe effect on deformation localization and sta-
bility in both theinitial and final deformation stages; in
the latter case, a neck that forms in atensile specimen
upon tension is a deformation localization zone. The
strain at which a neck forms decreases as the radiation
dose and volume fraction of precipitates increase. The
purpose of thiswork isto theoretically study these phe-
nomena.

1063-7834/05/4707-1289$26.00 © 2005 Pleiades Publishing, Inc.



1290

Fig. 1. Regions of values of the parameters g and Y, in

which defectless channels form according to Egs. (3) and
(6) at volume concentrations of disperse particles of (2, 5)

1023 and (3, 4) 107 and disl ocation immobilization coeffi-
cientsof (2, 3) 1.5and (4, 5) 0.5.

Asin [1], we use a kinetic equation to describe the
didlocation density. In Section 2, we apply thisequation
to consider the effect of the volume concentration of
disperse particles on the formation criterion for defect-
less channels. In Section 3, we analyze the effect of
these particles on the appearance of ayield drop and a
yield plateau in the stress-strain curves of irradiated
and precipitation-hardened metals. Finaly, Section 4
dealswith an analysis of the effect of disperse particles
on the uniform strain before the beginning of formation
of aneck-type plastic instability during tension of such
materials.

2. DISPERSE PARTICLES AND A CRITERION
FOR CHANNEL FORMATION

With allowance for kinetic interaction between dis-
locations and disperse particles, the kinetic equation for
the density of radiation-induced dislocations p; = T N;
(where d; is the diameter of radiation vacancy or inter-
titial dislocation loops and N, is their current volume
density) hasthe form [1, 6]

dp Wik p
B Y it
pigy * (E-DF ¥

Here, n = n(p;o) is the volume density of dislocation
sources; pip = T, N, and N, are the initial densities of
radiation dislocations and radiation defects, respec-
tively; ky, = /bl 1, = (d,N,) 2 isthe mean path of dis-

= E+ (1= Bim) ki = kapr- (1)
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locations between incoherent and uncuttable disperse
particles with a volume density N, and an average size
d,; b isthe Burgers vector; 3, is the coefficient of dis-
location immobilization due to particles; k, isthe dislo-
cation annihilation coefficient; A, is the characteristic
dislocation diffusion distance in the direction normal to
the plane of dislocation motion; & > 1 is the coefficient
of signinversion of the dislocation diffusion flux dueto
strain hardening [6]; and y; is the local shear strain in
the channels.

For further analysis, it is convenient to put Eq. (1) in
dimensionless form,

(28)

3wa‘“ 222V - s 2pp-39?
0Y

where the following dimensionless variables and
parameters are introduced:

3
qJ—_ M = KaYis Y:l, Yo = nz,
Pio Ao 505
3B, _ [BE-DA
¥n = S M= | Tp

As is seen from the structure of Eq. (2a), its solutions
depend on two parameters, namely, U, and ),. Defect-
less channels appear when the following relation
between these parametersis satisfied [6, 7]:

o< 1-3(1+ )" 3

When this condition is met, Eq. (2) describes the
motion of the Luders front in the direction normal to a
didocation dlip plane; this motion is accompanied by
the formation of a system of defectless channelswith a
width AA and an average spacing Abetween them [6,
7]. In the case of polycrystals, the direction of motion
of the Luiders front coincides with the tensile axis of an
irradiated sample and channelsingrainsarisealong slip
planes with the maximum Schmid factor.

Criterion (3) of channel formation can aso be
rewritten in the form ,, < +2(1 — Y)¥? — 1. According
to thiscriterion, curve 1 in Fig. 1 confines the region of
values of the parameters i, and ), where defectless
channels can form. Negative values of the parameter ,,,
mean that the coefficient of dislocation immobilization
due to disperse particles 3, is larger than unity; that is,
the particles mainly act as dislocation stoppers rather
than dislocation obstacles at which dislocations can
multiply (in the latter case, B, < 1).

It follows from condition (3) that, in the absence of
disperse particles (§,,, = 0), channels appear if Y, < 3/4.
Since the volume density of dislocation sources in

Eq. (2b) isn = §yl; (wherel = Pio 2 is the average

length of dislocation segments forming Frank—Read
disdlocation sources and o, < 1 isthe relative fraction of

No. 7 2005



EFFECT OF DISPERSE PARTICLES ON THE FORMATION

effective sources), we arrive at the conclusion that
channels will appear if the initial density of radiation
didocations p,y and, hence, the initial density of radia-
tion defects N, exceeds the critical values p;; =
(40,/bk,)? and N, = p;./Td;, respectively. These critical
values are specified by the balance of the processes of
dislocation generation and annihilation during plastic
deformation of an irradiated material. The initial den-
sity of radiation defects depends on the radiation dose
@ according to the expression [1]

Nio = N.m[l expErEgE } (4)

Therefore, in the absence of disperse particles, chan-
nelswill form when the dose exceeds the critical value

0 0 32
o 1 0O

@ = @ InDTD : (5)
3-89
Nim|:|
For copper [1, 8], Ni, = 7 x 10% cnmr3, @, = 3 x 10%° cmr?,
d =2nm, 8, =5 x 102, k, = 3.5, and b = 0.256 nm.
Using the equations given above, we obtain p;; = 5 X
10 cm, N, = 8 x 10 cmr3, and @, = 1.2 x 10%° cm?;
these values are closeto the experimental valuesfrom [1].

According to the notation introduced in Eqg. (2b), the
parameter Y, depends not only on the radiation-defect
density but also on the volume density of disperse par-
ticles. Since the volume concentration of particlesisf =

3 . . .
nd,N,/6, the average interparticle distance can be

written as|,, = dy(Tv6f )Y2. Therefore, the parameters Y,
and ,,, depend on the radiation dose ¢ and the particle
concentration f as

Wo = — 7~
bkaplo ((p) (6)
o = 3B (677 e
" 2bkadppio((p)EH:' .
According to Eg. (6), we have Y, = 0 f”qug This

relation between the parameters Y, and Y, is plotted in
Fig. 1 (curves 2, 3) at two values of the particle concen-
tration f (10~ and 10°°, respectively), particle size d, =
5nm[2, 3], ,, = 8 x 10° and dislocation immobiliza-
tion coefficient B3;,, = 0.5, with the radiation dose vary-
ing from 108 to 10?2 cm™. The values of the other
parameters are given above. Curves 4 and 5 illustrate
the relationship between the parameters ,,, and Y in
the case of predominant dislocation immobilization due
to disperse particles (3, = 1.5). The arrow near curve 3
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Fig. 2. Dependence of the critical radiation dose for the for-
mation of defectless channels ¢, on the volume concentra-

tion of disperse particles f; at dislocation immobilization

coefficients of (1) 1.5 and (2) 0.5. The dashed line demon-
strates the critical dose in the absence of particles.

shows the direction in which the radiation dose
increases for curves 2-5.

The points of intersection of curves 3-5 with curve 1
in Fig. 1 (points a—d) specify the critical values of the
parameters i, and Y, and, hence, the critical dose @,
and the critical particle concentration f; for the forma-
tion of defectless channels and the appearance of a
yield drop and ayield plateau in the stress—strain curves
of radiation- and precipitation-hardened copper aloys.
Point b corresponds to the absence of disperse particles
in amaterial. Asis seen from Fig. 1, curve 2 does not
intersect curve 1; therefore, at the volume particle con-
centration f = 10 (where particles mainly act as cen-
ters of dislocation multiplication), channels do not
form. Thisbehavior resultsfrom thefact that, according
to Eq. (4), the density of radiation defects reaches the
saturation value N, at high doses; hence, there exists a
limiting value of the parameter Y, (which is y); = 0.25
in the case considered) at which the curves do not inter-
sect and, hence, condition (3) is not satisfied.

Using Eq. (6) and criterion (3), we can represent the
relationship between the critical values of f and @ in
implicit form as

(= 2_11[12(—%(%»”2—

27 1-Bim

Figure 2 shows this dependence for the parameter val-
ues given above and with the dislocation immobiliza-
tion coefficient equal to 0.5 (curve 2) and 1.5 (curve 1).
The plus and minus signs in Eq. (7) correspond to the
former and latter curves, respectively. It is seen that the

1} KCd2po(@). ()
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Fig. 3. Stress—strain curves calculated from Egs. (8) and (9)
for pure copper irradiated to various doses @ [1].

higher the concentration of disperse particles, the
higher the radiation dose required for the channel for-
mation. The volume concentration of precipitatesin the
CuNiBe aloy was 3.3 x 102 [2, 3]. As follows from
Fig. 2, thisconcentration is significantly higher than the
critical particle concentration for the formation of
defectless channels in this alloy. In the case of the
CuCrZr dloy, the concentration of Zr particles was an
order of magnitude lower (2 x 10-°) and, in agreement
with theory, the formation of channelswas observed in
thisalloy [2, 4]. The radiation dose for both alloys was
the same (0.3 dpa), which corresponds to the limiting
concentration of radiation defects in copper N,,, (see

Eqg. (4)) and to the dose = 3 x 10?2 cm2[§].

3. YIELD DROP AND YIELD PLATEAU

In [1], we used Eq. (1) to analyze the mechanism of
formation of ayield drop and ayield plateau in neutron-
irradiated copper in the absence of disperse particles,
i.e, for k,=0in Eq. (1). Figure 3 shows the cal cul ated
stress—strain (0—) curves for copper irradiated to vari-
ous doses ¢. The calculation is based on a linear sum-
mation of stresses:

o(e, @) = 0i(¢, 9) + 04(¢), (8)

where o; = mO(i'bupil/2 and g4 = mmbupff2 are the
stresses induced by radiation and strain hardening,
respectively; o [1] and a are the corresponding inter-
action constants; W is the shear modulus; and mis the
Taylor factor. Curve 1 in Fig. 3 illustrates the stress—
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strain curve of unirradiated copper according to the
law [1]

oi(e) = o 1-eplgmkd], @

wherec; = ma bupgl,/2 istheflow stressat the end of the
third stage of the stress-strain curve (the stage of
dynamic recovery), p; = (ki/k,)? is the dislocation den-
sity at the end of this stage, and k; is a coefficient that
determinesthe intensity of dislocation multiplication at
forest dislocations during multiple slip (bk; = 1072). In
our calculations, we used the following relation
between thelocal shear strainin channelsy; and theten-
sile strain €: € = (AAN/A)y./m, where AN/A = 0.1 is the
volume fraction of channels in the material [6, 7]. As
can be seen from Fig. 3, ayield plateau in the stress—
strain curves for copper appears at doses above
10%° cmr2,

To analyze the effect of disperse particles on the
character of the stress—strain diagrams of an irradiated
metal, we need to know the dependence of the stress o;
not only on the radiation dose ¢ but aso on the volume
particle concentration f. To this end, it is necessary to
solve Eq. (1) with the coefficient k,, # 0. As follows
from Eqg. (2), the dimensionlessform of thisequationin
auniform approximation is

R R RTRRTS (10
The parameters @i, = /3 and i, = 2y,,/3 are given
by Egs. (6). By solving Eq. (10), we obtain the depen-
dence of the dislocation density in channels Y = p;/p;o
on the local strain y; in the implicit form

0= 5( W+ )

1o _ (1)

D@ ) = [Ta(o ) +4To(@)]

The dependence of the dislocation density in chan-
nels on the strain in them isillustrated in Fig. 4 in the
absence of disperse particles (curve 1) and for the case
where their concentration increases (curves 2-4) in a
copper aloy irradiated to adose of 10°° cm (the dislo-
cation immobilization coefficient is (3, = 0.5). The
dashed line demonstrates the initial density of radiation
didocations. It is seen that, at the given radiation dose
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Fig. 4. Dependence of the radiation-dislocation density p;
on the shear strain in channelsy; (1) in the absence of dis-
perse particles and (2—4) at a volume concentration f equal
to (2) 107, (3) 107, and (4) 1073, The dashed line demon-
strates the initial dislocation density.

and a particle volume concentration below 104, the
dominating processin thealloy (asin the pure metal) is
dislocation annihilation, which brings about the forma-
tion of defectless channels and softening of the irradi-
ated material. At higher particle concentrations, dislo-
cation multiplication is dominant, channels do not
form, and the material is additionally strain-hardened.

Apart from the fact that disperse particles contribute
to the strain hardening, they are al so obstaclesthat limit
dislocation mability. Dislocations can bypass particles
during their motion in adlip planeif the shear stressis
equal to [9]

b 1, In
Tor = Borl—}l_—d_v Bor = —_lnB
m~— Yp

>mt (12)

Here, |, = d,(106f)V2 is the interparticle distance intro-
duced in Section 3. With inclusion of the Orowan stress
O, = N, the flow stress of a precipitation-hardened
and irradiated alloy is equal to

o(e, ¢, f) = 0i(e, @, f) + 0,,(f) +o4(e).  (13)
Formula (13) implies alinear law of summation of the
stresses 0, and a. Figure 5 showsthe flow stressescal-
culated from Eq. (13) for copper irradiated to a dose of
10?° cm™ at various concentrations of disperse parti-
cles. It is seen that, at a particle concentration below
1074, the stress—strain curves have a yield drop, which
indicates softening of the irradiated alloy. The dashed
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Fig. 5. Stress—strain curves caculated from Eq. (13) for
copper irradiated to adose of 10%° cm™ at various values of
the concentration of disperse particlesf: (1) 107, (2) 107,
and (3) 1073,

linein Fig. 5 demonstrates the level of ayield plateau
plotted using the equal-area rule [1]. The length of the
yield plateau (Luders strain €,) is 3%. For a particle
concentration equal to or higher than 104, the results of
calculations shown in Figs. 2 and 4 indicate that the
yield drop and yield plateau disappear and that the flow
stressesincrease substantially dueto precipitation hard-
ening.

4. UNIFORM STRAIN AND ULTIMATE
STRENGTH

When calculating the stress—strain curvesin Fig. 5,
we did not take into account that, as the radiation and
precipitation hardening increase, the uniform strain to
necking €, (to the beginning of plastic instability and
deformation localization in the form of a neck)
decreases significantly. As a result, segments with a
decreasing stress appear in the stress—strain curves.
Their appearance and the value of the strain €, are dic-
tated by the well-known Considére criterion do/de < 0.
By substituting stress (13) into this criterion, we find
the dependence of the strain g, and the ultimate tensile
strength o, = o(g,) on the particle concentration and
radiation dose:

5 1+%m&
™ (X L )
O3
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Fig. 6. Dependence of the uniform strain g, on the concen-
tration of disperse particles f in copper irradiated to a dose

of 102 cm (solid line) and in the absence of irradiation
(dashed line). Experimental points correspond to Cu [10],
CuCrZr, and CuNiBe [2, 3].

%mka
Gu((p! f) = —i—_[03+ Gim((pv f) + 0-or(f)]a
1+ émka (15)
, f) +A(g, £)7Y2
(@, 1) = o(q)] Lol T AR DT

The stresses 0, and o;,,, entering into Egs. (14) and (15)
correspond to the initia (p;p) and the limiting (at y; >
0.5, € > 1.7%) densities of radiation dislocations

(Fig. 4).

In Fig. 6, the solid curveillustrates the strain €, cal-
culated from Eq. (14) for copper irradiated to a dose of
10%° cm as a function of the volume concentration of
disperse particlesinit. The dashed line demonstrates an
anal ogous dependence in the absence of irradiation. It
is seen that, at particle concentrations above 1%, the
uniform strain in the irradiated copper does not exceed
1%. Irradiation additionally decreases this strain, and
the drop increases with radiation dose (Fig. 3). The
results of calculations agree with the experimental data
obtained for pure copper and the copper alloys indi-
cated in Fig. 6. Figure 7 shows the stress—strain curves
calculated with allowance for deformation localization
(necking) for copper irradiated and hardened by dis-
perse particles. At a particle concentration of 4 x 1073,
deformation localization begins at a uniform strain of
0.7% (curve 4 in Fig. 7).
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Fig. 7. Stress—strain curves for copper irradiated to a dose

of 10%° cm™ calculated with allowance for deformation
localization in aneck at various values of the concentration

of disperse particles f: (1) 107, (2) 104, (3) 1073, and
(4) 4 x 1073, The dashed line is the stress—strain curve of
copper in the absence of irradiation and particles.

From Eq. (15) and theresults shown in Fig. 7, it fol-
lowsthat, as the radiation dose and the particle concen-
tration increase, the stress g, at which a tensile speci-
men loses its plastic stability and begins to fragment
plastically (i.e., begins to fail) increases. According to
Eg. (15), thisis mainly caused by the increased yield
strength ay(@, f) = oo (f) + G;o(@). Inthiscase, theratio
0,/0, decreases and tends to a vaue close to unity,
which indicates a loss of the plasticity margin and the
embrittlement of a radiation- and precipitation-hard-
ened material under tension conditions. This situation
should lead, for example, to unstable propagation of
plastic microcracks in structural materials irradiated at
high radiation doses, which makes these materias
(ductile in their structure and nature) brittle and unreli-
ablein operation.

In conclusion, we note that cal cul ations of the defor-
mation and strength properties of crystalline (in partic-
ular, metallic) materials using physical microscopic
(involving dislocation) rather than phenomenological
relations between stresses and strains allow one to nat-
urally take into account the effect of structural factors
(inour case, radiation defects and disperse particles) on
the strength and deformation properties of these mate-
rials.
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Abstract—Theinfluence of preliminary treatment of KH,PO, (KDP) crystalsin astatic magneticfieldof 0.5 T
for 1 h on the microhardness is revealed. It is found that, for a sample subjected to magnetization, the micro-
hardness as a function of time t exhibits a nhonmonotonic behavior with a sharp maximum at t = 4 days. The
time required to reach the maximum microhardness decreasesto three days when the sampleis quenched before

magnetization. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The first paper [1] concerned with the influence of
preliminary magnetic treatment on the microhardness
of LiF crystals was published in 1987. The scheme of
the experiment was as follows: (i) preliminary mag-
netic treatment, (ii) storage for a certain period of time,
and (iii) measurement. These experiments demon-
strated that the microhardness of as-magnetized LiF
samples was no different from that of the initia
(unmagnetized) crystal. Then, the microhardness
increased, passed through a maximum within approxi-
mately two days of the magnetic treatment, and gradu-
ally vanished. Unfortunately, in [1], similar experi-
ments were not performed with areference sample that
had not been subjected to magnetic treatment. Nonethe-
less, it was apparently first shown in the aforemen-
tioned work that the microhardness is responsive to
magnetic treatment; i.e., the microhardness increases
with an increase in the magnetic field strength and the
magnetic treatment time. In [1], it was assumed that
paramagnetic centers transform in response to a mag-
netic field. This assumption was experimentally con-
firmed by Golovin and Morgunov [2] and Tyapunina
et al. [3], who managed to separate the magnetic and
mechanical effects.

Earlier [4], we studied the influence of preliminary
magnetization on the yield strength of NaCl crystals
containing nickel paramagnetic impurities. Analysis of
the dependences of the yield strength on the duration of
preliminary magnetic treatment and on the time el apsed
from this treatment demonstrated that, in both cases,
the impurity subsystem undergoes a magnetic transfor-
mation with time.

More recently, the influence of preliminary thermo-
magnetic treatment on the yield strength of NaCl : Eu
[5] and NaCl : Ni [6] crystalswas studied using the fol-

lowing scheme: (i) thermal treatment, (ii) storage for a
certain period of time, (iii) magnetic treatment, and
(iv) measurement. For example, in our previous work
[6], sampleswere annealed at 1000 K for 3 h, quenched
inliquid nitrogen, and allowed to stand at room temper-
ature over different periods from 0 to 240 h, with the
yield strength being measured at regular intervals. It
was found that the yield strength varies honmonotoni-
cally: as the storage time increases, the yield strength
first remains constant, then decreases significantly after
storage for ~40 h, and again increases.

Obviously, the above phenomena are determined by
the magnetic memory of the materials: magnetic or
thermomagnetic treatment results in the formation of
an impurity structure that evolves with time and whose
response to a magnetic field can be revealed from a
change in the microhardness or the yield strength of the
crystal. The effects observed exhibit arelaxation nature
due to the redistribution of the internal energy in the
crystal.

The purpose of the present work was to elucidate
how the preliminary magnetic and thermomagnetic
treatment affects the microhardness of KH,PO, (KDP)
crystals grown from a solution at the Shubnikov Insti-
tute of Crystallography of the Russian Academy of
Sciences.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

The initial microhardness of aged, sawed out,
mechanically ground, and polished samples (5 x 5 x
1 mm in size) was determined with a PMT-3 micro-
hardness meter at a load of 5 g. The samples were
divided into two groups.
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Inthefirst series of experiments, one of two samples
with a known initial microhardness was magnetized in
amagnetic field of 0.5 T for 1 h. Then, the microhard-
nesses of this sample and the reference (unmagnetized)
crystal were measured again. These samples were
allowed to stand for 14 days, during which their micro-
hardnesses were measured at regular intervals. The
spread of microhardnesses about a mean value was
+4 kg/mm?.

In the second series of experiments (thermomag-
netic treatment), the magnetic treatment of one of two
samples with a known initial microhardness was pre-
ceded by annealing (437 K, 1 h) and subsequent
guenching to room temperature. The conditions of ther-
mal treatment are determined by the brittleness of the
KDP crystals, specifically by their instability against
heating and thermal shock.

3. RESULTS AND DISCUSSION

Figure 1 shows the time dependences of the micro-
hardness of a magnetized KDP crystal (curve 1) and a
reference (unmagnetized) sample (curve 2). It can be
seen that the microhardness of the reference sample
dlightly increases with time. The microhardness of the
preliminarily magnetized sample remains nearly con-
stant and closeto theinitial value for thefirst two days,
then increases considerably, and reaches a maximum
within four days of the magnetic treatment. With afur-
ther increase in the storage time, the microhardness
decreasesto the background values obtained for theref-
erence sample.

A similar dependence is observed in the second
series of experiments (Fig. 2), with the only difference
that, after the thermal treatment, the maximum of the
hardening effect is shifted to theleft by oneday; i.e., the
maximum microhardness is reached within three days
of the treatment but its magnitude remains the same as
in thefirst series of experiments (cf. curves Lin Figs. 1
and 2). Moreover, the microhardness of the reference
sample (heat treated but not exposed to a magnetic
field) does not change with time (curve 2). This can be
explained by the fact that mechanical treatment (cutting
with awater jet saw, grinding, polishing) of the samples
leads to the formation of a surface crystalline layer sat-
urated with water. During thermal treatment, the water
evaporates and thus ensures a constant microhardness
of the crystal. The evaporation of water from the sample
not subjected to thermal treatment (curve 2 in Fig. 1)
proceeds over an extended period; as a result, the
microhardness of the sample increases gradually.

It is assumed that the conditions responsible for the
sensitivity of nonmagnetic crystals to a magnetic field
and those favorable for a spin transition removing the
forbiddenness of an electron transition can arise only
when the initial impurity structure is nonequilibrium.
Thiscan be achieved through preliminary thermal treat-
ment of the crystals. As a consequence, the impurity
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Fig. 1. Comparison of the time dependences of the micro-
hardness H for (1) the sample subjected to magnetic treat-
ment and (2) the reference (unmagnetized) sample.
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Fig. 2. Comparison of the time dependences of the micro-
hardness H for (1) the sample subjected to thermomagnetic
treatment and (2) the reference (unmagnetized) sample.

subsystem probably evolves with an earlier formation
of magnetically sensitive states, i.e., point defect com-
plexes that respond to subsequent magnetic action.
Annealing causes the decay of impurity complexes,
whereas quenching “freezes’ centers formed after the
decay. The newly formed impurity structure evolves
through diffusion in such a way that small paramag-
netic centers increase in size. This manifests itself in
the fact that the microhardness as a function of time
exhibits a nonmonotonic behavior, with a maximum
being reached in three days (Fig. 2). A similar depen-
dence is observed without thermal treatment; however,
in this case, the maximum of the hardening effect is
reached in alonger time, t = 4 days (Fig. 1).
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Abstract—X-ray studies of perovskite manganites (Lag gSrg.1)0oMNOz and La; _,Sr,MnO5 (x = 0.1, 0.15, 0.2,
0.25) are reported. The atom positions and interatomic distances and angles are calculated as a function of Sr
doping at room temperature using the FullProf software. The temperature dependences of the crystal lattice
parameters and unit cell volume areinvestigated. The effects of structural and magnetic phase transitions on the
crystal lattice parameters are studied in detail. The bulk magnetoelastic contribution to thermal expansion is
studied experimentally and calculated. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Rare-earth manganites La, _,Sr,MnO; have three
different lattice structures at room temperature depend-
ing on the Sr or oxygen content: monaoclinic (P2,/c),

orthorhombic (Pnma), and rhombohedral (R3c) [1-6].
All these | attices are derived from the perovskite cubic
lattice. The orthorhombic unit cell is constructed asfol-
lows: two of its three primitive vectors point in the

[110] and [110] directions of the cubic cell, and the
third isdirected along the[001] cubic axis. Inthe Pnma
settings, the [001] cubic axis coincides with the orthor-
hombic axis b. The monoclinic cell differs from the
orthorhombic cell in that one of the angles between its
facesisnot equal to 90°. The basic axes of the rhombo-
hedral cell coincide with the [110], [101], and [011]
directions of the cubic cell. The angles between these
directions are equal to 60° in aperfect cubic lattice, but
they deviate from thisvaluein the rhombohedral setting

(space group R3c). When a rhombohedral lattice is
described in the hexagonal setting, the hexagonal axisc
is chosen to be along the [111] cube body diagonal. In
afirst approximation, all these lattice types of perovs-
kite manganites can be considered a distorted cubic lat-
tice. Usualy, the following two types of distortion are
discussed: rotations of MnQOg octahedra relative to one
another and Jahn—Teller deformations, for which octa-
hedra themselves are distorted. In the latter case, there
are six different values for the Mn—O bond lengths (the
bond lengths are stretched or shortened depending on
their direction). Depending on the type of deformation,
Q, or Qg Jahn—Teller modes are considered (see, e.g.,
[1, 2, 5, 6] for details).

Two modifications are distinguished in the orthor-
hombic structure: the pseudocubic (O*) phase, where
the lattice parameters are close to each other, a= c =

b/./2, and the O' phase, where a, ¢, and b/./2 differ
considerably. The Jahn-Teller mode Q, is usualy
present in the O' phase [1, 2]. This mode shifts oxygen
ionsinthe MnOg octahedron in such away that all three
kinds of Mn-O distances become different. The O*
phase is affected by the Q, mode to a much lesser
degree. In several papers, another rhombohedral phase
(O™ has been reported. This phase is distinguished by
complete suppression of Jahn-Teller deformations
[7,8].

Apart from the reasons discussed above, the lattice
can be significantly affected by various kinds of order-
ing, such as charge ordering of Mn** and Mn*2 ions,
dopant alignment, and magnetic ordering. In order to
understand the properties of perovskite manganites, it
is important to study how orderings affect the lattice
parameters. This influence can be detected by studying
the temperature dependences of the parameters. The
most complete data on the variation in structure with
temperature were obtained by using neutron diffraction
on powder samples and can be found in [4]. In the
present work, adetailed study onthe crystal structure of
single crystals and powders of (LaySrg1)esMNO; and
La _,Sr,MnO; (x=0.1, 0.15, 0.2, 0.25) was performed
using x-ray analysis in the temperature range 80—
600 K; theinfluence of magnetic ordering onthelattice
parametersisfound. Currently, there are very little data
concerning the magnetoel astic contribution.

1063-7834/05/4707-1299$26.00 © 2005 Pleiades Publishing, Inc.
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polycrystals.
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Lay - 3Sr,MnO3 as afunction of Sr content for orthorhom-
bic (circles) and rhombohedral (triangles) lattices.

2. SAMPLE PREPARATION
AND EXPERIMENTAL SETUP

Polycrystalline samples were obtained by sintering
La, Sr, and Mn oxides in a standard procedure. Next,
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single crystals were grown from ceramic preforms by
the fl oating zone method using axenon lamp for sample
heating [9]. The orientation and composition of single
crystals were controlled using x-ray methods. Needle-
shaped single crystals about 0.3-mm thick were studied
in RKU and RKV x-ray diffraction cameras using a
photographic method for recording diffraction patterns.

The crystal | attice parameters were determined from
the diffraction patterns of powders made from the sin-
gle crystals. Powders with grains 32-64 um in size
were prepared by milling some of the crystals and bolt-
ing through the appropriate sieves. The diffraction pat-
ternswere taken at room temperature by means of auto-
matic DRON x-ray diffractometers (CrK, radiation).
Temperature-dependent x-ray studies were performed
in aspecia vacuum chamber using filtered FeK, radia-
tion. The atom positions and the angles and distances
between them were calculated using the Full Prof 2001
software package [10].

3. RESULTS AND DISCUSSION

3.1. Crystal Sructure of Manganites
at Room Temperature

According to the phase diagram [1, 2, 6, 11], man-
ganites (LaygSrg1)ogMNO; and La, _,Sr,MnO; (x=0.1,
0.15) have an orthorhombic Pnma structure or (for x =

0.2, 0.25) arhombohedral R3c structure at room tem-
perature. All of our single crystal samples proved to be
twinned; that is, they contained structural domains ori-
ented relative to each other in a certain way. The twin-
ning structures typical of orthorhombic manganite sin-
gle crystals were described in [12]. We observed twin-
ning structures in the smallest single crystals, which
were rods ~0.3 mm in diameter; all three types of
domains were simultaneously present in these orthor-
hombic samples. Therefore, we can conclude that the
size of the structural domains does not exceed 100 pm.
A similar value of the structural domain size was
obtained for LaMnO; samples from magnetic measure-
ments of textured and nontextured samples. More spe-
cifically, we failed to produce textured samples of
LaMnO; for powders with grains smaller than 100 pm,
whereas powders with large grains were easily textured
[13].

An example of calculated and measured diffraction
curves for orthorhombic (Lay ¢St 1) MNO; and rhom-
bohedral La,75Sry25MNO; powdersis shown in Fig. 1.
Solid lines below the diffraction patterns show the dif-
ference between the measured and calculated intensi-
ties, and bars indicate cal culated positions of the Bragg
peaks. Diffraction patterns of all other compositionsare
similar to one of the two patterns shown in Fig. 1. It is
clearly seen from Fig. 1 that the samples under study
are single-phase. The calculated atomic positionsin the
lattice and the total and isotropic temperature factors
for all compositionsaregivenin Tables 1 and 2 together
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Tablel. Crysta lattice parameters, atomic coordinates, total
(O) and isotropic atomic (B) temperature factors, and conver-
gence parameters (Rp, R,p) as calculated for the orthorhom-
bic (Pnma) lattice, where the atomic positions for mangan-
ites (La,Sr)MnO; are the following: the La/Sr positions are
4c (x, 1/4, 2), the Mn positions are 4a (0, 0, 0), the O1 posi-
tionsare 4c (x, 1/4, 7), and the O2 positions are 8d (X, Y, 2)

1301

Table2. Crystal lattice parameters, atomic coordinates, total
(O) and isotropic atomic (B) temperature factors, and conver-
gence parameters (Rp, R,p) as calculated for the rhombohe-

dral (R3c) lattice, where the atomic positions for manganites
(La,Sr)MnO; are the following: the La/Sr positions are 6a
(0, 0, 1/4), the Mn positions are 6b (0, 0, 0), and the O posi-
tionsare 18e (x, 0, 1/4)

(Lay _,Sr)MnO4
(LapgSro.1)0gMnO;
x=0.1 |x=0.15
La/Sr X 0.9761 0.9822 | 0.9998
z 0.5025 0.5038 | 0.4934
B (A?) 0.0236 0.6220 | 0.0429
Mn B (A? 0.0218 0.1725 | 0.0019
o1 X 0.5060 0.5062 | 0.5666
z 0.4130 0.4684 | 0.4970
B (A?) 0.0161 0.8014 | 0.0018
02 X 0.2722 0.2462 | 0.2193
y 0.9778 0.9649 | 0.9656
z 0.2473 0.2830 | 0.2668
B (A?) 0.0391 0.0690 | 0.0500
a, A 5.550 5548 | 5.545
b, A 7.780 7.748 | 7.790
(b/J2,A) (5.501) (5.479) | (5.508)
c, A 5.542 5576 | 5.506
V, A3 239.30 239.69 | 237.84
0, A2 0.1313 0.1168 | 0.01416
Re (%) 7.25 5.35 4.81
Ryp (%) 8.4 7.35 6.35

(Lay _,Sr,)MnO4
x=02 x=0.25
La/Sr B (A? 0.11315 0.02501
Mn B (A? 0.10096 0.03228
o) X 0.44898 0.44520
B (A? 0.18854 0.33117
a A 5.532 5.522
c, A 13.368 13.370
c/A 0.414 0.413
vV, A3 351.83 350.61
0,A2 0.00763 0.0696
Ro (%) 454 5.4
Ryp (%0) 55 7.35

Asfollows from Table 1, the crystal lattice parame-

with the crystal lattice parameters. The unit cell volume
per formula unit (Fig. 2) decreases with growing X,
since the Sr ionic radius is smaller than that of La
Mitchell et al. [3] constructed the P—x structure phase
diagram and presented dataon the crystal |attice param-
eters of all the phases that occur in the system depend-
ing on the oxygen pressure P during the synthesis of
polycrystals. From those data on the | attice parameters,
it followsthat the lower the oxygen pressure (that is, the
lower the oxygen concentration in the sample), the
larger the unit cell volume. Unfortunately, the authors
of [3] did not discussthis fact and did not even give the
values of the unit cell volumes.

In our case, the wunit cel volume of
(LaygSro1)ogMnO; is  smadler than that of
L&y gSrg1MnO;. From comparing the crystal lattice
parameters (Tables 1, 2) to the data from [3], we con-
clude that our samples are similar in composition to
those obtained in [3] at an oxygen pressure of 1 mbar.
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ters a, b/./2, and ¢ of orthorhombic LaygSr;MnO;
samples at room temperature are very different due to
the Jahn—Teller effect, which istypical of the O' phase.
In (L&ggSro1)0oMNO; samples, the parameters a and ¢
are closeto each other, and in La, gsSrp 1sMNO5; samples

the parameters b/ /2 and c are similar. These composi-
tions can also be attributed to the O' phase[14, 15]. The
lattice parameters we obtained are in good agreement
with the previously published data (see, e.g., [4, 7]).

Calculated values of the interatomic Mn-O dis-
tances and the Mn—O-Mn and O-Mn-O angles in the
MnOg octahedron for all compositions are shown in
Fig. 3. It can be seen that, as the Sr concentration
increases at room temperature, the differences in the
interatomic distances decrease and finally vanish in the
rhombohedral phase. In the rhombohedral lattice, the
oxygen and manganese atoms each occupy only one
crystallographic position, (18e) and (6b), at the (x, O,
1/4) and (0, O, 0) points, respectively; so thereis only
one interatomic Mn—O distance (Tables 2, 3). The
MnOg octahedra in the rhombohedral lattice are
dightly distorted, and, according to our calculations,
the O-Mn-O angleis about 91°. Furthermore, the octa-
hedrain the rhombohedral phase are rotated relative to
each other through 164° (the Mn—-O—-Mn angles; see
Fig. 3).
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3.2. Temperature Dependence
of the Lattice Parameters

All samples studied undergo structural phase transi-
tions in the temperature range 80-600 K. For
L&y 9Sro1MnO; manganites, the orthorhombic O' phase
existsin the temperature range 100 K < T < 330 K and
transforms into the pseudocubic O* phase both below

GAVIKO et al.

and above this interval (Fig. 44). It was established in
[5] that the O'-O* phase transitions are induced by the
Jahn-Teller deformation mode Q,, which arises in the
temperature range where the O' phase exists. For the
L&y oSrp1MNnO; composition, the low-temperature O*—
O' transition occurs in a narrow (3°- to 5°-wide) tem-
perature range and is first-order. The high-temperature
O'-O* transition occurs gradually over a temperature
interval 40°- to 50°-wide (Fig. 4a). Both transitions
entail a change in the unit cell volume (Fig. 5). The
Jahn-Teller phase O' has a significantly larger unit cell
volumethan the O* phase. A similar transition fromthe
O' to the O* phase was observed in manganites
L&y ggSro1:MNO; in [4] as afirst-order phase transition
occurring via a mixture of phases. We did not observe
coexisting phases in our samples.

Another type of structural phase transition is
observed in samples with x = 0.15 and 0.2, namely, the
transition from the low-temperature orthorhombic
Pnma phase to the high-temperature rhombohedral

R3c phase. This transition takes place at T ~ 360 and
115K for x = 0.15 and 0.2, respectively (Figs. 4b, 4c).
In both cases, this transition isfirst-order and thereisa
temperature range where the orthorhombic and rhom-
bohedral phases coexist. For x = 0.2 manganites, this
range (about 5-K wide) is considerably narrower than
that for x = 0.15 (about 20-K wide). Thereisaclear ten-
dency of the transition region to be wider where the
structural phase transition takes place at a higher tem-
perature irrespective of the transition type. The transi-
tion from the orthorhombic to the rhombohedral phase
is accompanied by a decrease in the unit cell volume

(Fig. 5). Published data concerning the Pnma—R3c
transition in manganites La, _,Sr,MnO; are scarce, and

there are no data on the phase coexistence during this
transition or data on variations in the unit cell volume.

Table 3. Interatomic distances Mn—O (in angstrom) and Mn—-O—-Mn and O-Mn-O angles for manganites (La,Sr)MnO;

(Lag gSty)o.oMnO; La _,SryMnO,
x=0.1 x=0.1 x=0.15 x=0.20 x=0.25
Distance, A
2.014 1.970 1.982
Mn-O 2.022 2.070 1.995 1.966 1.964
1.930 1.919 1.957
Angle, deg
150 160 159
Mn-O-Mn 165 161 163 164 164
98 93 91
O-Mn-O 92 83 91 91 91
91 91 90
PHYSICS OF THE SOLID STATE Vol. 47 No.7 2005
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Fig. 4. Temperature dependence of the | attice parameters of
manganite polycrystals for the orthorhombic (open sym-
bols) and rhombohedral phases (close symbols). Dot-and-
dash lines show the phonon contribution to the lattice ther-
mal expansion.

The temperature dependences of the lattice parame-
ters exhibit clear features (kinks) related to magnetic
ordering. The Curietemperatures T, are shown in Fig. 4
by arrows. It is clearly seen that these features start at
temperatures somewhat higher than the Curie tempera-
tures. Thisis due to the fact that magnetically ordered
clusters are formed in the paramagnetic matrix at tem-
peratures much higher than T.. Thus, the crystal lattice
parameters are sensitive not only to long-range order,
which appearsat T = T, but also to short-range order,
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Fig. 5. Temperature dependence of the molar unit cell vol-
ume of manganite polycrystals. Dot-and-dash lines show
the phonon contribution to the volume thermal expansion.

which appears at a temperature much higher than the
Curie temperature.

The magnetoelastic contribution can be found by
comparing the measured temperature dependence of
the unit cell volume to the cal culated phonon contribu-
tion. We calculated the phonon contribution from an
equation derived using the Debye theory and the Grii-
neisen law [16]:

Z(T) = 2o+ A, TR(TL/T),
where z is a lattice parameter or the unit cell volume,
F(To/T) = %ﬂ C,dT, C, isthe specific heat at constant

volume, A, isaconstant, z,isthevaueof zat T=0 (we
found this value by extrapolation), and T isthe Debye
temperature. In our calculations, we assumed that the
temperature dependence of the lattice parameters coin-
cides with that of the phonon contribution at tempera-
tures much higher than the magnetic ordering tempera-
ture. The values of the Debye temperatures are taken
from [17]: Tg = 390K for x=0.15and T =400 K for
x =0.2. In Fig. 4c, the phonon contribution for the case
of x=0.2 is shown by adot-and-dash line. It is clearly
seen that the magnetoel astic contribution is anisotropic
for LaygSry,MnOs; i.e., the deviations of the lattice
parameter temperature dependence from the calculated
Debye-Griineisen curve for the parameters a and ¢ are
different. The magnetoelastic contribution measured
along the c axis is significantly larger than that along
the a axis.

The temperature dependencies of the unit cell vol-
umeVfor x=0.1,0.15, and 0.2 areshownin Fig. 5. The
V(T) curvesfor x=0.15and 0.2 clearly indicate ajump
in the unit cell volume due to the first-order phase tran-

sition from the high-temperature rhombohedral R3c
phase to the low-temperature orthorhombic Pnma
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Fig. 6. Temperature dependence of the magnetoelastic con-
tribution y = AV/V(t) (t = T/T,) of La; _,Sr,MnO3 for x =
0.15 and 0.2 (triangles and circles, respectively). The dot-
and-dash line is extrapolation of yto t = 0. The inset shows

y asafunction of m? (m=M/M(t)) for x=0.15.

phase. The calculated phonon contribution for these
compositionsis shown in Fig. 5 by a dot-and-dash line.
The difference AV between the measured unit cell vol-
ume V and the phonon contribution normalized to the
experimentally measured volume (i.e,, y = AV/V) is
shown in Fig. 6 as function of t = T/T.. The dot-and-
dash linein Fig. 6 isextrapolation tot = 0. The inset to
Fig. 6 shows the y(n¥) dependence (here, m= M(H =
10 kOe)/Mg, M is the magnetization, My is the satura-
tion magnetization). It is clearly seen that the y(n¥)
dependence is approximately linear for n? > 0.015,
which istypical of the magnetoel astic contribution.

The deviation of the y(nm?) curve from astraight line
at low ¥ is due to a nonuniform state forming in the
vicinity of the magnetic phase transition, because the
magnetic short-range order has a significant effect on
the magnetoelastic contribution to the thermal expan-
sion of the crystal lattice. This contribution is notice-
able up to t ~ 1.25; therefore, clusters possessing short-
range magnetic order are preserved up to these values of
t in the paramagnetic matrix of manganites (Figs. 4-6).

By extrapolating y(t) to t = O for samples with x =
0.15 and 0.2, we estimated the maximum magnetoel as-
tic contribution to thermal expansion to be ~3.7 x 1073,
It is important to stress that the manganites with x =
0.15 and 0.2 have different crystal structures near T:
their structure is orthorhombic for x = 0.15 and rhom-
bohedral for x = 0.2; nevertheless, the y(t) dependences
areidentical.

Itiswell known (see, e.g., [6]) that acharge-ordered
state appears in manganiteswithx=0.15at T < 200 K.
Our measurements show that the charge ordering does
not have a significant influence on the volume temper-
ature dependence.
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4. CONCLUSIONS

The crystal structure of rare-earth manganites
(LageSrp1)ooMnO; and La _,Sr,MnO; (x = 0.1, 0.15,
0.2, 0.25) has been studied. The crystal |attice parame-
ters, atomic coordinates, and interatomic distances at
room temperature have been found. The degree of dis-
tortion of the MnOg octahedron was shown to be differ-
ent for (LaygSrg1)ooMNO; and La, _,Sr,MnO; samples
with x = 0.1 and 0.15, which have an orthorhombic
structure at room temperature (space group Pnma). The
distortion is the strongest in (L& oSrg1)ooMNO; sam-
ples and is the weakest in LaygsSrp 1sMNO; samples.
The orthorhombic phase of Layg5Sr,1sMnO; is closer
(in distortion magnitude and degree of rotation of the
octahedra relative to each other) to the rhombohedral

phase (space group R3c), which exists in manganites
with x = 0.2 and 0.25 at room temperature.

X-ray studies at low temperatures have been per-
formed to determine the temperature dependences of
the crystal lattice parameters and the volume changes
caused by structural phase transitions. The magne-
toelastic contribution to therma expansion has been
calculated. It has been shown that the bulk magne-
toelastic contribution y is independent of the crystal
structure and is approximately 3.7 x 102 at T~ 0 K.
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Abstract—The temperature dependence of the average anisotropy field of ananocrystalline barium hexaferrite
powder was studied by treating remanent-magneti zation curves with inclusion of thermal fluctuations. The con-
tribution of surface anisotropy wasisolated; its nonstandard temperature dependence isintimately related to the
specific features of formation of near-surface regions in ultrathin particles. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The recent rise in research interest in nanocrystal-
line magnetic materials has been spurred, on the one
hand, by the specific features of their magnetic proper-
tiesand, on the other hand, by their obvious application
potential in nano- and microelectronics. A fundamental
parameter of a magnetic material isits anisotropy field
H,. Because particles of any real highly dispersed sys-
tem, irrespective of the method by which it was pre-
pared, are distributed in size, these systems are charac-
terized not by one value of H, but rather by a distribu-
tion in anisotropy fields. It follows that investigation of
the magnetic anisotropy and, in particular, of the anisot-
ropy field should be performed separately for systems
in different states of dispersion.

The goal pursued by this study was to establish the
temperature dependence of the parameters characteriz-
ing the magnetic anisotropy of highly anisotropic bar-
ium hexaferrite with the particle size reduced to the
nanometer scale.

2. OBJECT OF STUDY

The object of study was a highly anisotropic mag-
netically uniaxial ferrimagnet, hexagonal barium fer-
rite, with an unsubstituted magnetic matrix (BaFe;,0,)
featuring the following main room-temperature mag-
netic parameters. the magnetocrystalline anisotropy
field H, = 17.8 kOe, anisotropy constant K; = 3.3 x
10° erg cn3, saturation magnetization | = 358 emu cn3
(300 K), and Curie temperature T = 733 K [1].

The sample to be studied was a nanocrystaline
powder with cryochemical prehistory synthesized at
T =800°C. A detailed description of the technology of
its preparation can be found in [2].

The powder particles were platelets ranging from
d= 10 to 100 nm in diameter (Fig. 1). An important
morphological parameter governing the anisotropy-
field distribution is the particle thickness. As seen from
Fig. 1, the powder sample under study is dominated by
5- to 10-nm-thick particles (2—4 unit cell parametersc).

The decisive role in the creation of the magnetic
anisotropy in such particlesis played by the open sur-
face, which accounts for the formation of a structurally
imperfect near-surface region in acrystal.

Layer-by-layer diagnostics of the elemental compo-
sition of aBaFe;,0,4 Single crystal along the hexagonal
axis c performed by us earlier [3] revealed the presence
of a near-surface region of finite thickness in which the
deviation of elemental composition from stoichiometry
decreases exponentially with distance from the surface
into the bulk of the crystal. We succeeded in estimating
the thickness of this near-surface region with a magnet-
ically perturbed structure by using depth-selective con-
version Mossbauer spectroscopy [4]. It was shown that
this thickness is only 2-5 nm for a highly anisotropic
BaFe;,0,4 crystal, at 300 K [5]. For platelet-shaped
particles (with both faces paralel to the (001) basal
plane), the total thickness of the near-surface region
turns out to be comparable to the thickness of the
nanocrystals under study.

Another essential factor to bear in mind in analyzing
experimental data is that the particles of the powder
sample under study are small Stoner—Wohlfarth parti-

1063-7834/05/4707-1306$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Particle-size distribution in ananocrystalline powder: d, h, and V are the diameter, thickness, and volume of particles, respec-
tively, and c is the lattice parameter. Sampling contains N = 520 particles.

cles; i.e., they meet the criterion V < 100V, [6]. This
substantiates the particle-volume distribution displayed
inFig. 1 (V1130 x 1078 cm?®) for acritical (superpara-
magnetic) value of the volume Vg, (300 K) = 0.5 x
108 cmd.

Thus, an analysis of anisotropic properties of the
nanodisperse powder under study should take into
account both surface effects and the influence of ther-
mal fluctuations [6].

3. EXPERIMENTAL TECHNIQUE

Finding the distribution in anisotropy fieldsin asys-
tem of small particles is a challenging task. The distri-
bution function f(H,) for an ensemble of randomly ori-
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ented particles was first derived analytically in [6] by
solving the integral equation

1
dm(H) _ 1l.cH0d
dH h' OnOgnt
05

(h)dh. (1)

Here, m, is the averaged isothermal specific remanent
magnetization reduced to the magnetization value for
an infinitely high magnetic field, h is the external mag-
netic field reduced to the anisotropy field H, and
H(h) = m(H).

Because the experiment reported in this paper was
aimed at determining the average anisotropy field asan
integral characteristic of a nanodisperse powder, we
restricted ourselves to the zero approximation to the
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H, kOe

Fig. 2. Field dependence of the isothermal remanent mag-
netization at various temperatures: (1) 300, (2) 360, (3) 550,
(4) 590, (5) 610, and (6) 620 K.

solution of Eq. (1), whichyieldsasimple expression for
the particle anisotropy-field distribution function [7]:

f(Ha) = %—E%szzl @

The m(H) relation for a close-packed (packing fac-
tor p = 0.4), thermally demagnetized powder sample
with randomly oriented particles was found by measur-
ing hysteresis loops as the maximum field was
increased gradually up to H = 20 kOe. The measure-
ments were run in the temperature range 300630 K.

4. EXPERIMENTAL RESULTS
AND DISCUSSION

Figure 2 plots m(H) graphs whose differentiation
yielded the particle anisotropy-field distribution
(Fig. 3). Wereadily see that the distribution is symmet-
ric with respect to the maximum and fairly broad at al
temperatures. Also, the anisotropy field range tends to
narrow with increasing temperature. Indeed, at 300 K,
the half-width of the distribution function is 3.5 kOe,
whileat 621 K it dropsto one-half thisvalue. The aver-

age anisotropy fields IZI:|,,D were identified with the
fields corresponding to the maximum in the distribution

function N = f(Ha).

Figure 4 presents an experimental temperature
dependence of the average anisotropy field. Thisdepen-
dence was obtained with inclusion of the effect of ther-
mal fluctuations, for which purpose we made use of the
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Fig. 3. Anisotropy field distribution of particlesin a nanoc-
rystalline powder at various temperatures: (1) 300, (2) 360,
(3) 550, (4) 590, and (5) 610 K.

expression from [6] relating the true anisotropy field
[H,Owith the experimentally found value [H{l:

HOT) = Z(T) HL(T), ©)

(Z2-1)Z% = (50kT/IHD Y VT, (4)

Here, Z isthe thermal fluctuation coefficient, Vs the
average volume of particles in the powder sample, and
k is the Boltzmann constant.

20

H,, kOe

4L

1 1 1
500 600 700
T,.K

1 1
300 400

Fig. 4. Temperature dependence of the average anisotropy

field and of its components for a nanocrystalline powder.
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Note that the experimental data were treated disre-
garding thefact that, starting from T 0400 K, the small-
est particles undergo atransition (induced by the exter-
nal magnetic field) from the magnetically stable to a
superparamagnetic state; in other words, the average
volume was cal culated taking into account all particles
of the system.

The temperature dependences of H{] and M, in

Fig. 4 are compared with that of the magnetocrystalline
anisotropy field H, of a bulk crystal. We readily see

that the [H{0 = f(T) graph follows the same behavior as

Ha(T). Note, however, that [H{] vanishes at T =
670 K, which is about 60 K below the Curie tempera-
ture of the bulk crystal. Taking thermal fluctuationsinto
account changes both the pattern of the relation (in the
range 300450 K, H_[rises slightly) and the value of
the temperature at which the anisotropy field vanishes.
As should be expected, [H,[(T) extrapolates to the
Curie point of the nanocrystalline powder under study,
Ty = 710K.

The values of [H,[obtained in the temperature inter-
val covered lie approximately 10-20% |lower than those
for the bulk crystal. Indeed, at 300 K, we have [H,[1=
14.8 kOe, whereas H,, = 17.8 kOe. This discrepancy
cannot be accounted for by only the negative contribu-
tion provided by the shape anisotropy field, which is
NI ;[ 1.4 kOe for particles of the system under study
at the given temperature. Therefore, in contrast to the
approach employed in [6, 8], where the magnetocrys-
talline and particle shape anisotropies were taken into
account, we al so included the surface anisotropy, which
is characteristic of ultrasmall particles.

The contribution of surface anisotropy (H,o) to the
average anisotropy field was estimated from the rela-
tion

(HO= H, — MHI{+ H,. (5)

TheH(T) relation thus obtained isplotted in Fig. 4.
Note the anomal ous behavior of the temperature depen-
dence of H,, as compared to that of H,,, which becomes
particularly evident if we recall that surface anisotropy
is also magnetocrystalline in origin. The only differ-
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ence consists in the fact that the surface anisotropy is
due to single-ion contributions of Fe** ionslocalized in
positions with lower symmetry relative to the analo-
gous positions in the bulk of the crystal. As shown in
[9], lowering of the local symmetry of crystallographic
positions may give rise to a nonstandard temperature
dependence of the parameters characterizing the aniso-
tropic properties of crystals.

ACKNOWLEDGMENTS

This study was carried out within a bilateral agree-
ment on scientific cooperation between Kharkov
National University (Kharkov, Ukraine) and the loffe
Physicotechnical Institute, Russian Academy of Sci-
ences (St. Petersburg, Russia), and was supported by
the Ministry of Education and Science of Ukraine
(Basic Research Program, project no. 0304U004181)
and the Russian Foundation for Basic Research (project
nos. 02-02-39006, 05-02-17791).

REFERENCES
1. J. Smit and H. P. J. Wijn, Ferrites (Wiley, New York,
1959; Inostrannaya Literatura, Moscow, 1962).

2. L.P.Ol'khovik, N. M. Borisova, T. G. Kuz' micheva, and
V. P. Shabatin, Funct. Mater. 3 (1), 84 (1996).

3. A. S. Kamzin, V. L. Rozenbaum, L. P. OlI’khovik, and
E. D. Kovtun, J. Magn. Magn. Mater. 161, 139 (1996).

4. E. Moall and E. Kankeleit, Nukleonik 7, 180 (1965).

5. A. S Kamzin, B. Shtal’, R. Gellert, G. Klingel’khover,
E. Kankeleit, L. P. OI’khovik, and D. Vcherashnii, Fiz.
Tverd. Tela (St. Petersburg) 42 (5), 873 (2000) [Phys.
Solid State 42 (5), 897 (2000)].

6. H. Pfeiffer, Phys. Status Solidi A 118, 295 (1990).

7. H. Pfeiffer and W. Schiippel, Phys. Status Solidi A 119,
259 (1990).

8. E. C. Stoner and E. P. Wohlfarth, IEEE Trans. Magn. 24
(4), 3469 (1991).

9. Yu.A.Mamalui and L. P. Ol khovik, Ukr. Fiz. Zh. 33 (2),
287 (1988).

Trandated by G. Skrebtsov



Physics of the Solid Sate, Vol. 47, No. 7, 2005, pp. 1310-1315. Translated from Fizika Tverdogo Tela, \Vol. 47, No. 7, 2005, pp. 1265-1269.
Original Russian Text Copyright © 2005 by Gatal skaya, Shiryaev, Barilo, Szymczak, Baran.

MAGNETISM

AND FERROELECTRICITY

L ow-Temperature Magnetic Properties
of HoMn,:Co,:0; Single Crystals

V. |. Gatalskaya®?, S. V. Shiryaevt2, S. N. Barilo', R. Szymczak?, and M. Baran?
Lnstitute of Solid State and Semiconductor Physics, National Academy of Sciences of Belarus,
ul. Brovki 17, Minsk, 220072 Belarus
e-mail: v_gatal @ifttp.bas-net.by
2 |nstitute of Physics, Polish Academy of Sciences, Warsaw, 02-668 Poland
Received September 21, 2004

Abstract—The magnetic behavior of a HoMng 5sCo, 505 single crystal grown by electrochemical deposition
was studied by measuring magnetization in the temperature range 5-300 K in magnetic fields of up to 50 kOe.
Theresults obtained are treated within amodel of the two-phase magnetic state of acrystal. A comparative anal-
ysis of the magnetic properties of HoMny 5C0,y 505 and LaMng 5Co, 505 single crystalswas carried out. © 2005

Pleiades Publishing, Inc.

1. INTRODUCTION

Substitution of magnetic or nonmagnetic ions for
manganese in pure LaMnO;, which is an antiferromag-
netic (AFM) insulator, is one of the reasons for the
appearance of the metallic ferromagnetic (FM) state.
Pure LaMnO; has been studied in considerable detail
(see review [1] and references therein). A number of
publications dealing with investigation of the structural
and magnetic properties of LaMn;, _,Co,0, were aimed
at establishing the source of ferromagnetismin thissys-
tem [2-8]. Studies of the La~-Mn-Co-O (LMCO) sys-
tem have been performed, with the exception of [7, 8],
on polycrystalline samples and have yielded contradic-
tory results. The FM statein LM CO was assumed to be
associated with, for instance, monovalent Mn*-O-
Mn3* [2] or positive superexchange Mn*—Co?* [3-9]
interaction. However, RMnO; compounds, where R
stands for arare-earth ion, have been studied compara-
tively poorly. There are a few studies of PrMnO; and
NdMnO; [10] and HOMNnO; [11]. As far as we know,
the HOMnO; system with partial substitution of cobalt
for manganese has not yet been studied at all. Thereis
a publication dealing with the structural and magnetic
characteristics of polycrystalline RMn,sCo,s0; and
RMng sNiy 505 for anumber of rare-earth elements[12].
Preparation of high-quality HoMn,sCoy50; (HMCO)
single crystals and measurement of their magnetic
characteristics will provide a firm basis for our under-
standing of the competing interactions in the Mn(Co)
and Ho sublattices. A comparative analysis of the mag-
netic properties of HMCO and LMCO single crystals
(the results of our measurements of the latter have been
published recently [7, 8]) will permit interpretation of
the specific features of these two magnetic semiconduc-

tor systems within a model of the two-phase magnetic
state of acrystal (an AFM matrix with embedded FM
clusters) at low temperatures.

2. SAMPLES AND EXPERIMENTAL
TECHNIQUE

HMCO single crystals with acobalt content close to
0.5 were obtained by electrochemical deposition in
100-cm? platinum crucibles from amelt solution of the
Cs,MnO,~M00O; binary systemina2.2: 1 molar ratio.
The crystal-forming compounds were introduced into
the melt in the molar ratio Ho,O5; : Mn,Os : Cos0, =
1:0.14:0.31. Crystalswere grown at acurrent density
of 5-10 mA cm for 80-100 h at a temperature of
1000°C. The cation composition of asingle crystal was
determined using x-ray fluorescence on an x-ray spec-
trometer, which was equipped with a Si(Li) semicon-
ductor detector with a resolution of 200 eV at the
5.9keV line. The x-ray fluorescence analysis estab-
lished the crystal composition as HoMn, 5,C0g 430s.
The phase composition, lattice parameters, and single-
crystal orientation were determined using x-ray diffrac-
tometry. The Laue diffraction patterns confirmed that
the samples obtained were single crystals with a small
content of twins. X-ray measurements performed on
crystalline powders showed the HMCO single crystals
to be single phase and to have orthorhombic structure
witha=526 A, b=557 A, and c = 7.45 A (space
group Pbnm). Table 1 lists the crystallographic charac-
teristics of the HMCO single crystal, including the dis-
tances m(Mn—0O,) between Mn(Co) ions and an apical
oxygen ion and the short (s) and long (I) distances
between Mn(Co) and Oy, ionsin the MnO, plane. The

1063-7834/05/4707-1310$26.00 © 2005 Pleiades Publishing, Inc.
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values of m, s, and | were calculated from the expres-
sions[13]

m’ = (a2 +b’+ c2)/32; s =c/i8-m:
1? = b°s’/(165°—b%).
Toillustrate Jahn—Teller distortions of the structure, we

chose R = /s, aswas donein [14].

The magnetization of single crystals was measured
with a SQUID magnetometer (Quantum Design,
MPMS-5) in magnetic fields H of up to 50 kOe and at
temperatures from 5 to 300 K.

(D

3. EXPERIMENTAL RESULTS

Figure 1 plots the temperature dependence of recip-
rocal susceptibility x* = H/M for an HMCO single
crystal. At high temperatures, x(T) obeys the Curie—
Weiss law and deviates from it at temperatures below
~80 K. The Curie constant C in the temperature region
80-300K is16.48 emu K Oe* mol-2, and the paramag-
netic (PM) Curietemperatureis ©, = 10.94 K for fields
above 50 Oe. The effective PM moment of the Ho®* ion,
p«i(HO), was cal culated from the Curie constant by sub-

tracting the contributions from the Mn* and Co?* ions:

Par = 0.579" Sunceay(Sungeay + 1)
+ 0.43928C0(+2)(SC0(+2) +1)+ psff(Ho)!

where pgﬁ = SCkB/(Nué ); g = 2; kg isthe Boltzmann
constant; N is the Avogadro number; pg is the Bohr
magneton; and Syn:4) and Sq(+2) are the spin quantum
numbers for the Mn** and Co?* ions, respectively. The
experimental value of Py 1S 10.71g, Which is very
closeto thetheoretical value of 10.6y for the free Ho®*
ion.

Figure 2 presents temperature dependences of the
susceptibility x = M/H for an HMCO single crysta
measured at various values of the magnetic field in the
FC and ZFC modes. For H = 0.1 kOe, the PM—FM tran-
sition occursat T, = 74 K. Thevalue of T, growsweakly
with magnetic field; indeed, for 1 kOe, we have T, =
76 K and, for 10 kOe, T, = 78 K. Thus, T increases by
4 K as the field increases from 0.1 to 10 kOe, but the
PM—FM transition becomes diffuse (Fig. 2a). At low
temperatures (T < 30 K), x(T) is seen to deviate from
the typical FM behavior (saturation at low tempera-
tures); more specifically, the susceptibility (magnetiza-
tion) of the single crystal increases, which is due to the
contribution from the PM holmium ions. The deviation
from the typical FM behavior increases with magnetic
field; indeed, the deviations of the magnetization M(T)
are ~1, ~2.7, and 25 emu/g in fields of 0.1, 1, and
10kOe, respectively. This appears only natural,
because the ratio of the magnetization of the FM man-

)
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Table 1. Structural data for RMn, _,C0,05 single crystals
(R=Ho, La; x=0.5)

Single crystal HMCO LMCO
Space group Pbnm Pbnm
300K a A 5.26 5.451
b, A 5.57 5.509
c, A 7.45 7.742
Viz, A3 54.57 58.23
Structure 0] 0]
300K m(Mn(Co)-0,), A 1.89 1.937
(Mn(Co)-0,), A 1.834 1934
I(Mn(Co)-05,), A 2.14 1.962
R =I/s 117 1.014
ra A 1.072 1.216
t 0.86 0.91

2005

ganese and cobalt ionsto that of the PM ion of holmium
decreases with increasing magnetic field.

A comparison of Figs. 2aand 2b suggests the exist-
ence of aclearly pronounced temperatureirreversibility
(particularly in weak fields) between X rc(T) and
Xec(T). The susceptibility Xzrc(T) startsto deviate from
Xec(T) near T; as the temperature decreases, a maxi-
mum forms in the Xzec(T) curves, with its position
dependent on the applied magnetic field. As the field
increases, the maximum in X,e(T) shifts toward lower
temperatures: from 69 K at 0.1 kOeto 60 K at 1 kOe.
In afield of 10 kOe, this maximum becomes very dif-
fuse (Fig. 2b). Below ~30 K, the susceptibility rises
steeply, with the major contribution to x(T) being due
to the holmium PM ions. Note that, in fields H >
10 kOe, there is practically no thermomagnetic irre-
versibility between X,e(T) and Xc(T) of HMCO.

4
=1
E3f
X3
9
o
on
T 2r
=
X
<L
H=0.1kOe
| | |
50 100 150 200 250
T,K

Fig. 1. Temperature dependence of the reciprocal suscepti-
bility of an HMCO single crystal.
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Fig. 2. Temperature dependence of the susceptibility of an
HMCO single crystal measured in different magnetic fields
in (a) the FC and (b) ZFC modes.

100

50

0

M, emu/g

-50

—-100
<

1 1 1 1
-50 —-40 -30 =20 -10 0
H, kOe

1 1 1 1
10 20 30 40 50

Fig. 3. Field dependences of the magnetization M(H) of an
HMCO single crystal measured at temperatures of (1) 65
and (2) 5 K. Inset: M(H) dependence in the range of weak
fields.
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The field dependences of magnetization M(H) of an
HMCO single crystal were measured in the tempera
tureinterval 5-100 K; for illustration, Fig. 3 plots M(H)
isothermsfor 5and 65K in thefield interval -50 < H <
50 kOe. At 65 K, the magnetization varies with field
practically linearly, except in the low-field region
|uoH| < 1.5 kOe (inset to Fig. 3), where thereisa small
hysteresis in the M(H) graph, with a loop width of
~290 Oe along the H axis. Thus, the FM component in
HMCO isobserved inthelow-field region for T< 65 K.
At lower temperatures (T = 5 K), the hysteretic behav-
ior of M(H) persists up to fields |pyH | < 15 kOe, but the
magnetization does not saturate up to 50 kOe. The
high-field susceptibility at 5 K as derived from the
M(H) curve for the HMCO single crystal is X = 2.4 X
102 emu/(g Oe).

It should be pointed out that the hysteresis loops
measured in the FC mode shift along the H axis by AH.
For instance, a 5 K, the value of AH is 10 Oe, with the
loop width being ~290 Oe (inset to Fig. 3). The results
obtained are listed in Table 2, which also contains, for
comparison, the magnetic characteristics of the LMCO
single crystal (with similar manganese and cobalt con-
tents: Mg 46, COps4) taken from our earlier publications
[7, 8]. Note that LaMn,sCoy50; features two FM
phases with different structures and different T,, more
specifically, a rhombohedral structure with a high T,
(220-240 K) and an orthorhombic structure with alow
T, (150-170 K) [4, 5, 9]. The LMCO single crystals
studied in [7, 8] had an orthorhombic structure with
T.=170K (Table 1).

4. DISCUSSION OF THE RESULTS:
COMPARATIVE ANALY SIS OF THE MAGNETIC
PROPERTIES OF HMCO AND LMCO SINGLE
CRYSTALS

We used the values of the cation radii r, and rg and
of the anion radius r, to calculate the tolerance factor

t=(rp+ro)/ 42 (rg +ro) for perovskiteswith the general
formula ABO;, which is a measure of the deviation of a
given structure from an ideal cubic perovskite witht =
1. The values assumed for the calculation were r, =
1.072 (for Ho®*) and 1.216 A (for La®*) and rg = 0.530
(for Mn**) and 0.745 A (for Co?*) [15]. For HMCO, we
have t = 0.86, and for LMCO, t = 0.91 (Table 2). The
values of T, at which the PM—FM transition occurs dif-
fer markedly for the two crystals, which is in good
agreement with the data from [12, 16]. This difference
between the two systems under study should be
assigned to the fact that, as the largest trivalent lan-
thanideion, La**, isreplaced by the holmium ion (hav-
ing a substantially smaller radius), the value of t
decreases. The B-O-B bond angle depends on the size
of theion in the A position (and, hence, on thetolerance
factor t); namely, as t decreases, the distortion of the
structure increases and the bond angle decreases by
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Table 2. Magnetic characteristics of HMCO and LMCO single crystals
; alc. 2H AH
Single exp. calc. c exp. 2 Xhi
ToK | ©,K Mn—Co), 5K 5K Je/ Ja/
crystal | P Pers Ms | Pair M | P Ue )| g g (kOe) (Oe) emul(goe) | Jke | ke
HMCO 74 | 1094 | 1064 10.7 3.00 241 029| 10 24x10°3 425 | -6.3
LMCO | 170 | 173 0 0 3.00 184 |~20 250 8x10%* | 17.15| -0.3

deviating by a progressively greater amount from the
ideal value of 180° (for t = 1). The distortion givesrise
to increased stresses caused by the replacement of La®*
by the Ho** ion, which reduces T, noticeably (Table 2).
Note that, while the PM Curie temperature ©, for
HMCO is positive (like that for LMCO [7, 8]), it is
lower by ~162 K. Interestingly, for HOMnO; and
HoCoO,, the values of ©, are negative and equal to -17
[11] and —15.8 K [17], respectively, which indicatesthe
AFM character of these compounds, in contrast to
HMCO and LMCO. Note that there are common fea-
turesin the behavior of the M(T) relationsfor these sys-
tems. (i) thermomagnetic irreversibility between
Mec(T) and Mze<(T) which is particularly pronounced
in weak fields; (ii) the presence of a maximum in the
M_zec(T) curves, whose position depends on the field;
(iii) the absence of this maximum in strong fields; and
(iv) the persistence of thermomagnetic irreversibility
up to high fields. The observed effects suggest that
these crystalsreside in a two-phase magnetic state. The
difference between these systems consists in the fact
that the irreversibility between Mzc(T) and Mg(T)of
LMCO persistseven in fields as high as 50 kOe at tem-
peratures below 50 K [7, Fig. 2], whereas for HMCO
this difference is observed in substantially weaker
fields (H ~ 10 kOe). For both crystals, the temperature
dependences M(T) in high fields are described by the
Langevin function with an effective cluster magnetic
moment of 10p; (HMCO) and 15ug (LMCO) [7, 8].
These values refer to the effective magnetic moment of
clusters containing severa formula units.

Extrapolating 1/H to zero in the M versus 1/H graph
yields the saturated magnetic moment in the strong
field limit to be Yg op = 2411 per formula unit for
HMCO and g o, = 1.84 pg for LMCO (Table 2). Inthe
case of LMCO (where the La** ion has zero magnetic
moment), we associate the value of |, with the total
contribution of the Mn** and Co?* ions[7, 8]. However,
the expected value of g ., associated with FM order-
ing of the Mn** and Co?* ions (the pure spin value
Hs, cac = 9SUp, Where g = 2 and S= 3/2 for bothions) is
3ug/f.u., which is substantialy larger than g . This
fact also argues for the two-phase magnetic state of the
crystals. Note that the difference between g ¢, and
Hs, cac for LMCO was attributed in [18] to adecreasein
the Mn/Co ratio (for the cobalt concentration X, = 0.5)
and to enhanced Mn(Co)d-Op hybridization causing a
decrease in the magnetic moment of the manganese and
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cobalt ions. The value of g calculated in [18] for
LMCO practically coincides with the observed val ue of
1.84p. Another situation is encountered in the HMCO

system, where the Ho®" ions possess a magnetic
moment. Assuming the average moment of the Mn—Co
sublattice to be the same in both systems (i.e., FM
ordering of the Mn** and Co?* ionsat T < T,), we con-
sidered the following two possible versionsfor HMCO:
the (Mn*—Co?*) and Ho®* spins are ordered (i) ferro-
magnetically or (ii) antiferromagnetically. The pure
spin value of the Ho** magnetic moment is 4. Thus,
the total magnetic momentis7 and 1 pg/f.u. for thefirst
and second versions, respectively, which isinconsi stent
with the observed value of 2.41; (Table 2).

The field dependences of M(H) of the HMCO and
LMCO crystals follow noticeably different patterns.
The hysteresis loop measured on LMCO at 5 K has
H. = 10 kOe, and the isotherms remain nonlinear up to
200K (T,=170K) [8, Fig. 4]. The high values of H, at
low temperatures suggest a heavy contribution of
domain effects in this material. A similar pattern was
observed in LaMn,5C0o, 505 [9]. In the case of HMCO,

the magnetization of Ho®*" ions becomes appreciable
only at low temperatures (below ~30 K) and is superim-
posed on the magnetization of Mn* and Co?*. Far from
T, for instance, at 5K, the magnetization of 3d ions sat-
urates in relatively low fields, whereas the magnetiza-
tion of Ho** isinduced by the applied magnetic field; as
a result, the high-field susceptibility X, in HMCO is
considerably higher than that in LMCO (Table 2).

The shift AH of the hysteresisloop along the H axis
inHMCO at 5K isof theorder of 10 Oe, which is about
~5% of the loop width, and for LMCO, AH = 250 Oe,
i.e., ~1%. A shift of hysteresis|loops wasfirst observed
in partially oxidized cobalt [19], CuMn, and AgMn
[20]. Hysteresis shift in CoO was observed only at tem-
peratures below the Néd point Ty, where the material
wasintheAFM state. For CoO, Ty~ 300K and theloop
shift increases with decreasing temperature. The shift
AH was attributed in [19] to exchange interaction of
FM cabalt particles with their AFM CoO shells. This
new type of anisotropy is termed exchange anisotropy.
The shift AH was aso observed in single-crysta
L&y oSrp1MnO; and thin R, gBa, ,MnO; epitaxial films
(R=La, Pr, Nd, Gd) [21, 22]. Knowing AH, one can
derive the exchange anisotropy constant K, = AHM,,
where M, is the saturated magnetization in a crystal



1314

[19]. For HMCO and LMCO crystals, K, ~ 10* erg/cm?,
which is consistent with the data quoted in [21, 22].

The shift of the hysteresis|oop supports the validity
of the model of the two-phase magnetic state in crys-
tals. As in [19], the exchange anisotropy constant for
our single crystalsisameasure of the exchangeintegral
J describing the Mn(Co)—O-Mn(Co) coupling through
the interface separating the FM and AFM phases. The
estimate |J| ~ 106 eV obtained in [21, 22] istwo orders
of magnitude smaller than the magnitude of the nega-
tive exchange integral between FM layersin LaMnQO;,
which was derived from neutron diffraction measure-
ments [23]. In our study [24] of magnetic ordering in
LaMnO;, 5 single crystals with various oxygen con-
tents, we estimated the exchange constants associated
with positive interaction in the ab plane (Jg) and nega-
tive interaction along the ¢ axis (J,) [23]. For this pur-
pose, we used the measured values of T, and ©, and the
following relations [25]:

T, = 2/3S(S+ 1)(4]Je| + 2|3 n)/Ks, -
O, = 23S(S+1)(4Jp +2J,)/ks.

Thevalues of J-/kz and J,/kg calculated for HMCO and
LMCO are presented in Table 2. The observed differ-
ence between the exchange coupling constantsfor these
two systems can be assigned to the differences between
the LaMnO; and HOMnO5; magnetic structures studied
in [11]. As suggested by neutron diffraction measure-
ments, in the case of a large-radius cation (i.e., L&),
magnetic interaction between neighboring manganese
ions in the Mn—O layers perpendicular to the ¢ axis
(space group Pbnm) is ferromagnetic, while adjacent
layers are coupled antiferromagnetically. This means
that there are four FM and two AFM bonds for each
manganese ion. In the case of a cation with a smaller
radius (Ho%*"), magnetic interaction in the Mn-O layers
can beidentified asAFM with two manganese ions and
FM with the other two manganese ions. Adjacent layers
along the c axis are coupled antiferromagneticaly,
which implies, according to [11], two FM and four
AFM bonds for each manganese ion. The magnetic
structure of both LaMnO; and HOMnNO; is treated in
terms of orbital ordering of &, orbitals in each Mn-O
plane. The deviation of the Mn—O—-Mn bond angle from
180° in HOMnQO; is large compared to that in LaMnOs,,
as already mentioned, and equals 141.1, and the tilt of
the MnOg octahedra w = (180 — Mn-O-Mn0)/2

increases from 24.8° for La** to 36.5° for Ho** [11].

5. CONCLUSIONS

An analysis of the totality of magnetic measure-
ments of HMCO and LM CO single crystals with cobalt
contents closeto 0.5 allows one to conclude that, at low
temperatures, both systems reside in a two-phase mag-
netic state. In other words, at low enough temperatures,
these crystals can be described as an AFM matrix with
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embedded FM clusters (drops) [26, 27]. This conclu-
sion is substantiated by the following experimental evi-
dence characteristic of HMCO and LMCO single crys-
tals. (i) thermomagnetic irreversibility is observed
between the Mc(T) and M,(T) curves; (ii) the mag-
netic moment per formula unit is noticeably below the
theoretical value for complete FM ordering; (iii) the
temperature dependences of M(T) in strong magnetic
fields are described by Langevin functions with a clus-
ter moment of 10p; and 15p; for HMCO and LM CO,
respectively; and (iv) the hysteresis loops are shifted
along the magnetic field axis. The observed differences
between the magnetic properties of the two systems
should be assigned to the specific features of the
HMCO and LMCO magnetic structures.
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Abstract—The magnetization and magnetically induced elastic strains of rare-earth Ising antiferromagnets
DyAIlO; and ThAIO; are shown to exhibit an unusual behavior associated with low-temperature metamagnetic
phase transitions. As an external magnetic field is applied and then removed slowly, the state of the magnetic
system in these compounds follows quite different paths on the H—T diagram. Small alternating-sign variations
in the field magnitude cause the magnetic system to switch reversibly from one path to another, which isaccom-
panied by sharp changes in the magnetization and elastic strains. The observed anomalies are shown to be due
to the magnetization process being quasi-adiabatic in character in the compounds under study. Thisfact should
be taken into account in interpreting the data on the magnetization and magnetostriction in Ising antiferromag-
nets undergoing metamagnetic transitions at low temperatures. Experimentally, quasi-adiabatic magnetization
makesit possibleto determine the critical fields for metamagnetic transitions very exactly and to investigate the
H-T phase diagram at temperatures that are far bel ow the minimum temperature of a helium bath and are unat-

tainable under strictly isothermal conditions. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Rare-earth oxides DyAlO; and TbAIO; are four-
sublattice antiferromagnets with a distorted perovskite
structure [1]. Below the Néel temperature (3.52 K for
DyAIO; and 3.8 K for TbAIO;), the rare-earth ions in
these compounds become ordered in the ab plane and
form the ' antiferromagnetic (AFM) structure (AFM
cross) shown in Fig. 1a[2, 3]. In this case, the Dy and
Th ions can be treated as Ising ions, with their anisot-
ropy axis lying in the ab plane and making angles of
57° (Dy) and 35° (Tb) with the a axis and with their
magnetic moments being close in magnitude to the
maximum possible values for these ions, 10 and 9,
respectively.

Our studies have shown that these compounds
behave in a qualitatively similar way under a magnetic
field to within a 90° rotation of the field. In particular,
the observed patterns of anomalies are the same for
TbAIO; inthe case of H ||a and for DyAlO;in the case
of H || b. For this reason, we consider only dysprosium
orthoaluminate (except in Fig. 3), to which all experi-
mental and theoretical results presented here arerelated
and for which most measurements were made. Dyspro-
sium orthoaluminate is a pure dipole model metamag-
net, for which all parameters can be calculated exactly
and varied by changing the form of the crystal [4]. This
allows us to avoid uncertainties when elucidating the
nature of the observed anomalies and interpreting them
theoretically, which is the main objective of this study.

In dysprosium orthoaluminate, the total internal
magnetic field H,, acting on the magnetic moments of
Dy ionsinthel s structure at zero temperatureis5.6 T,
which agrees well with the Néel temperature observed
experimentally in [4], Ty = 3.5 K. Thisfield is calcu-

(a) (b)
AFM FM
M, M, M
_H > % b
b M,
57° \ \\
M, a M a M,
C
© ", ",
e ’MVZ Mi ] a
~ v
. b
—~ 57° -
M, a M

Fig. 1. Magnetic structures of Dy®* ions in dysprosium
orthoaluminate. (a) I"5 antiferromagnetic structure in a zero

magnetic field, (b) high-field ferromagnetic structure in a
field H > H,,,/cos33° applied along the b axis of the crystal,

and (c) model two-sublattice structure with M; = (My +
My)cos33° and M, = (M + Mg)cos33°.

1063-7834/05/4707-1316$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 2. Field dependences of magnetically induced strains in DyAlOj3 at various temperatures. Arrows indicate the direction of the
magnetization process (increase or decrease in the external magnetic field).

lated by directly summing the dipole fields exerted on
anion by all magneticions of the crystal. Theintra- and
intersublattice fields H;; (where i, j are the sublattice
indices) are calculated by summing only the dipole
fields exerted on a magnetic moment of sublattice j by
all magnetic moments of sublattice i; these fields
depend on the shape of asample and can vary over wide
limits and even change sign for a pair of sublattices
(under the condition that thetotal fieldH,,=H;; + Hyp +
H,3 + Hy, remain unchanged). For this reason, the H-T
phase diagram of a metamagnet can vary widely. An
external magnetic field applied in the ab plane of a
crystal induces metamagnetic (single-or two-step) tran-
sitions from the initial AFM configuration to a high-
field ferromagnetic (FM) configuration [1]. For exam-
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ple, a magnetic field H > H,,/cos33°, when applied
along the b axis of a crystal, causes a single-step mag-
netization reversal of sublattices 2 and 3 aong the
respective Ising axes. As aresult, ametamagnetic tran-
sition occursto an FM configuration in which the mag-
netic moments of sublattices 1 and 2 have the same
magnitude and direction, as do the magnetic moments
of sublattices 3 and 4 (Fig. 1b).

Metamagnetic transitions in rare-earth Ising antifer-
romagnets have been studied using various methods
[4-6], and in almost all cases the changes in the mag-
netic characteristics (magnetization, torques, etc.)
caused by these transitions have been explained in
terms of the conventional models of the isothermal
magnetization reversal of two- or four-sublattice meta-



4 T T T T

Strain, 107°

-2 1 1 1 1

0 1 2 3 4
Magnetic field, T

Fig. 3. Field dependence of magnetically induced strainsin
TbAIO.

magnets. For the first time, we measured the field
dependences of eastic strains in DyAlO; and TbAIO;
that cannot be described in terms of the existing models
of the changesin the magnetostriction of rare-earthions
associated with the transition from the AFM to the FM
structure.

2. EXPERIMENTAL

The unusual behavior of magnetically induced
strains caused by metamagnetic transitions was first
observed in the field dependence of the magnetostric-
tion of dysprosium orthoaluminate measured for vari-
ous orientations of the external magnetic field in the ab
plane of a crystal. Measurements were performed over
the temperature range 1.54.2 K in magnetic fields of
upto 4T in order to determine the magnetoel astic con-
stants of rare-earth ions. Since the anomalous behavior
of strains was observed to be most pronounced for a
crystal magnetized along the b axis, we used this sym-
metrical orientation of the field, which simplifies the
interpretation of the experimental data and makes it
possible to use the two-sublattice model of the Ising
antiferromagnet. The crystal for measurements had a
special form for which the intra- and intersublattice
interactions in the two-sublattice approximation were
approximately equal in magnitude. In this case, the
mathematical description of the magnetic system and
of the effect of amagnetic field on thissystem is signif-
icantly simplified (see Section 3).

Magnetically induced €l astic strains were measured
using astrain-gage dilatometer with abridge circuit and
wire strain sensors fabricated from an alloy exhibiting
a low galvanomagnetic effect. An X=Y recorder was
used to record the strains induced by an external mag-
netic field, which wasfirst increased from zero and then
decreased. A magnetic field was produced by a super-
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conducting system and was varied at rates ranging from
0.05 to 0.5 kOe/s. The maximum magnitude of thefield
was 4.3 T. The strain sensitivity of the experimental
setup was better than 5 x 10~7.

Figure 2 shows field dependences of magnetically
induced strains along the b axis of a DyAlO; crysta
measured at various temperatures in the range 1.5—
4.2 K. The following anomalies can be seen:

(i) According to theory (see Section 3), the deriva-
tive of the magnetostriction with respect to thefield can
change sign only once during a metamagnetic transi-
tion driven by isothermal magnetization of a two-sub-
lattice Ising antiferromagnet. Our measurements show
that this derivative changes sign twice during a phase
trangition that occurs as the external field increases
from zero or decreases to zero.

(ii) The graphs of the magnetically induced elastic
strain versus field obtained for afield increasing from
zero and for a field decreasing to zero differ radically
from each other and are, to a certain extent, mirror
images of each other in the abscissa axis. The mirror
symmetry is more pronounced for TbAIO; (Fig. 3).

(iii) A reversal in the sign of the change in the field
magnitude at any moment during an increase or a
decrease in field causes the magnetic system to switch
rapidly from one branch of the graph of the magneti-
cally induced strain versus field to the other. In this
case, very small dynamic variations in the field magni-
tude produced by repeated reversals of the sign of the
change in the current passing through the solenoid
bring about a reversible switching of strains.

(iv) Asthe temperature decreases from T = Ty in the
range where Dy ions are ordered, the observed anoma-
lies first increase rapidly and then, below T = 2.2 K,
decrease sharply to vanish amost completely at the
lowest temperature attained in our experiments (about
1.5K).

Additional experiments were carried out in which
the amplitude of cyclic magnetic-field sweeping was
varied (Fig. 4). It was shown that the difference
between the elastic strains measured in the case where
the magnetic field increases from zero and in the case
where the field decreasesto zero is not due to the exist-
ence of metastable states of the magnetic system. At
any (even very small) value of the maximum to which
the field increases from zero, the change in the sign of
the field variation (i.e., a decrease in the field value)
causes the system to switch to the decreasing-field
branch of the entire field-sweeping curve(i.e., the curve
that is obtained for the maximum field value attained in
our experiments, 4.3 T).

Analogous changes in the magnetic state have been
observed in hard type-lIl superconductors with strong
pinning [7]. For this reason, our preliminary interpreta-
tion of the observed anomalies was based on the
assumption that they are associated with the mesos-
copic structure of the AFM compound under study over
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Fig. 4. Variations in magnetically induced strainsin DyAlO3 in a magnetic field increasing from zero and then decreasing to zero
for various values of the amplitude of the field. The temperature of the liquid-helium bath is T = 2.69 K.

the entire range where Ising Dy ions are ordered. The
magnetocal oric effect was taken into account at the out-
set, but the quasi-adiabatic magnetization seemed at
first to be impossible, because the rates of the increase
and decrease in the external magnetic field werefar less
than those in pulsed-field experiments, where the mag-
netocaloric effect isindeed of fundamental importance.

An adequate interpretation of the observed anoma-
lies was made on the basis of the magnetization curves
(Fig. 5) and of the field dependences of the magneti-
cally induced strains measured for various rates of an
increase in the field (Fig. 6). It can be seen from Fig. 5
that the magnetization curves are also anomalous in
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character; these curves are radically different in the
case where the field increases from zero and in the case
wherethe field decreasesto zero. |n both cases, thereis
an elbow near which the magnetization variation
changesin character. For example, asthefield increases
from zero, the magnetization values before the elbow
are similar to those measured at temperatures signifi-
cantly lower than the temperature of the liquid-helium
bath, whereas above the elbow the values of magnetiza-
tion are similar to those measured at significantly
higher temperatures (and, as a consequence, the satura-
tion occurs in fields much higher than the saturation
field calculated for isotherma magnetization of the
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Fig. 6. Field dependences of magnetically induced strains
for various values of the rate of field increase dH/dt:

(1) 0.84, (2) 1.5, (3) 4.2,

and (4) 9.1 kOe/min.

crystal). In the case where the field decreases to zero,
the situation is reversed; a decreasein field in the satu-
ration range at first even causesasmall increasein mag-
netization. What is more important, small field varia-
tions bring about switching between the increasing-
and decreasing-field branches (asis the case for strain—
field curves); namely, a small decrease in field on the
increasing-field branch causes a jumplike increase in
magnetization, whereas an increase in field on the
decreasing-field branch causes a jumplike decrease in
magnetization. Therefore, these processes are quasi-
adiabatic rather than isothermal .

Another argument for the magnetization process
being quasi-adiabatic is the effect of the rate of the
increase or decrease in field on the field dependence of
the magnetically induced elastic strains. It can be seen
from Fig. 6 that, for ahigher rate of field increase from
zero (i.e., for ahigher degree of adiabaticity of the mag-
netization process), the anomalies in the field depen-
dences become noticeably more pronounced (and the
same is true for a higher rate of decreasein the field to
Z€ro).

3. THEORY

Our interpretation of the observed magnetization
anomalies associated with the AFM—FM metamagnetic
transition occurring in the DyAlQO; Ising antiferromag-
net takes into account the geometry of the experiment
and the results obtained and is based on the following
assumptions:

(i) The Ising two-sublattice model of an antiferro-
magnet can be used in which one sublattice replaces
sublattices 1 and 4 and the other replaces sublattices 2
and 3 (Fig. 1c). Infact, this approximation is equivalent
to the assumption that an externa magnetic field is
directed exactly along the b axis of the crystal, because
in this case the four-sublattice model of dysprosium
orthoaluminate reducesto the two-sublattice model (for
the actual values of the intersublattice interactions dic-
tated by the sample geometry chosen). Obviously, in
the two-sublattice model, the Ising axis of the antiferro-
magnet is the b axis of the crystal.

(ii) At low temperatures, the magnetic Dy** ionsin
dysprosium orthoaluminate can be considered two-
level quantum-mechanical systems, because the energy
separation between the ground-state Kramers doublet
and the excited levelsislarge (of the order of 50 cm™2).

(iii) Due to the still unclear slowing of the heat
transfer from the spin system of the crystal to the lig-
uid-helium bath (thermostat), the magnetization of the
Ising antiferromagnet is quasi-adiabatic even in very
slowly varying magnetic fields.

(iv) The temperature of the spin system has a ten-
dency to approach the temperature of the liquid-helium
bath, which is characterized by a single parameter, the
heat-transfer coefficient between the spin system and
the thermostat.
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(v) The conventional quantum-mechanical (phe-
nomenological) model of magnetostriction of rare-
earth ions can be used (seg, e.g., [1, Chap. 12)).

Based on assumptions (i, ii), the nonequilibrium
thermodynamic potential (per ion) of dysprosium
orthoaluminate in an external magnetic field H || b can
be written as[1]

101 2
®(my, my) = By + éD—E)\nMo (mf‘*' m§)
U
+ )\12M(I)2m1m2 - H M(’)(ml + mz) (1)

T[S(my) + S(my)] E&

where @, is the nonmagnetic part of the potential;

my , = My ,/M, are the reduced magnetic moments of
the sublattices of the model two-sublattice system;
Mj, are defined in the capture to Fig. 1, My =
M3 , (T = 0); Ay; and Ay, are the intra- and intersublat-
tice interaction parameters, respectively, which can be
calculated exactly and are considered positive (the FM
character of interactions within sublattices 1 and 2 and
the AFM character of the intersublattice interaction are
taken into account in the thermodynamic potential
itself); and S(m) is the entropy of the two-level system,
which is given by the well-known formula

S(m) = In2—J'arctanhmdm
0 )
- In2—%(1+m)In(1+m)—%(1—m)In(1—m).

We introduce the following dimensionless quanti-
ties: the FM moment m = (m; + m,)/2, the AFM
moment | = (m, — m,)/2, the magnetic field h = H/H,,
the temperature t = T/Ty, and the parameter 1, =
Ma/(A 1+ Agp), which characterizes the relationship
between the intra- and intersublattice interactions. In
our case, asmentioned above, H,,=5.6 T and Ty, =3.5K.

Since Ty = MgH,, = M;,Z (A11 + App), the magnetic part
of the potential in Eq. (1) can be rewritten as

2 1.2

oMy, M) _ —mh-3(2t,-1)m
™ 2 ©)
_%t[S(m"' )+ S(m-1)].

For the samples used in our experiments, we have
T.= 0.5-0.7. Over this range of t, vaues, the H-T
phase diagram does not change qualitatively. There-
fore, for the sake of simplicity, we present analytical
expressions only for the simpler case of 1. = 0.5inwhat
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Fig. 7. H-T phase diagram of the DyAlO3; sample under
study drawn for reduced magnetic field and temperature.
(1) Line of a second-order phase transition; (2) line of a
first-order phase transition; (3, 4) lines of the loss of stabil-
ity of the AFM and FM phases, respectively; i) andiq , are
isotherms; a; , areisentropic curves (adiabats); O isthetri-
critical point; ty is the temperature of the liquid-helium
bath; and t, isthe A point of helium.

follows. In this case, the second term in Eq. (3) for the
thermodynamic potentia is equal to zero. Computa-
tions for specific samples are performed using numeri-
cal methods.

Minimizing thermodynamic potential (3) with
respect to mand | at 1. = 0.5 gives the following equa-
tions for the equilibrium values of these parameters:

arctanh(m+1) + arctanh(m—1) = 2h/t, 4
arctanh(m+ 1) —arctanh(m—1) = 2I/t.
These equations can be rewritten in asimpler form,
m, = tanh(h,/t), m, = tanh(h,/t),
where h; and h, are the effective interna magnetic
fields acting on sublattices 1 and 2, respectively:
h, = 0.5(m—m,) +h, h, = 0.5(m,—m,) +h.

In addition, the following condition of stability
should be satisfied:

(m+ 12+ (m=1)><2(I -t). (5)

The corresponding H-T phase diagram of the Ising
antiferromagnet is shown in Fig. 7. From Egs. (4) and
(5), the equilibrium value of mand the hgy, = Hpy(t) line
along which stability of the FM phase is lost can be
found in explicit form to be

m = tanh(h/t), hq, = tarcctanh(1-t)*%.  (6)

Above the curve corresponding to the loss of stability
(curvelinFig. 7), thesystemisin aparamagnetic state,
which is the consequence of the condition t. = 0.5.
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Under this condition, the intra- and intersublattice
interactions are equa in magnitude in the FM phase
and, therefore, the total internal dipole field acting on
the magnetic momentsis equal to zero.

For the AFM phase (I # 0), Egs. (4) can bewrittenin
the form

SOV I 111 I S
Hanh(1/t) = ltank®(11t)” ~ (7)
m = tanh(h/t)[1—Itanh(I/)].

In this case, the equilibrium values of mand | can be
found in a*“semiexplicit” form asfollows: at given val-
uesof | and t, the value of hisdetermined from the first
of eguations (7) and then the value of m can be found
from the second equation.

The phase diagram has a tricritical point with coor-

dinatest, = 2/3 and h, = (2/3) arctanh(1/./3) = 0.44. At
t > t,, the AFM—FM metamagnetic transition driven by
an external field is a second-order phase transition. The
line of these phase transitions is described by the sec-
ond of equations (6). Att < t,, the AFM—FM metamag-
netic transition is first-order. The line of first-order
phasetransitions (curve 2 in Fig. 7) isalmost parallel to
the temperature axis. Note that, as the parameter t,
increases, the tricritical point shifts to higher tempera-
tures and to lower fields and the line corresponding to
the loss of stability of the FM phase crosses the temper-
ature axis; so, at very low temperatures, the FM phase
becomes stable (metastable) evenin a zero field.

In systems similar to that considered here, in the
region of the H-T phase diagram bounded by the lines
corresponding to the loss of stability of the AFM and
FM phasesatt <t, (curves 3, 4in Fig. 7, respectively),
an intermediate state generally occurs in which the
crystal is broken into domains of the coexisting AFM
and FM phases. This state corresponds to aminimum of
the magnetostatic energy, which isusually not included
in the initial thermodynamic potential. In the case of a
pure dipole antiferromagnet considered here, this
energy isincluded automatically; the shape of the H-T
phase diagram is determined only by the dipole—dipole
interaction, which depends on the specific form of sam-
ples. Clearly, the dipole fields acting on the Dy ions
include the demagnetizing field. Nonetheless, there is
good reason to believe that, in the intermediate region
mentioned above, the transition from the low-field
AFM configuration to the high-field FM configuration
can occur via an intermediate state consisting of lay-
ered many-sublattice (in fact, micromagnetic) struc-
tures, which are mesoscopic in the direction perpendic-
ular to the layers (i.e., aong the ¢ axis of the crystal).
This inhomogeneous state proves to be energetically
favorable. However, in order to analyze this state theo-
retically, we have to go beyond the Ising two-subl attice
model of aferromagnet and even beyond the model of
a ferromagnet with afinite number of sublattices. This
is a separate, very complicated problem. Since it is
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planned for the near future to compare our theoretical
results with experimental magnetic neutron scattering
data, we will use the statement made above as a hypoth-
esis, which does not contradict the observed anomalies
in magnetically induced strains but, of course, is not
necessary for explaining these anomalies (see below).

Based on assumption (iii) concerning the quasi-adi-
abatic magnetization of the system under study, we
constructed §(h, t) = const isentropic curves calculated
from the equations presented above and isothermst =
const on the H-T diagram in Fig. 7. As might be
expected for the Ising antiferromagnet magnetized adi-
abatically at afixed liquid-helium bath temperature, the
isentropic curve in the H-T plane first deviates sharply
to very low temperatures (far less than the liquid-
helium temperature) and then, at fields above the criti-
cal field for the phase transition, goes to higher temper-
atures (above the liquid-helium temperature). This
behavior can be explained as follows. | sothermal mag-
netization of the AFM phase is accompanied by a
decrease in the magnetization of one of the sublattices
(my) and an increase in entropy. Therefore, for the
entropy to remain unchanged during adiabatic magne-
tization, the temperature of the spin system has to
decrease (adiabatic demagnetization). |sotherma mag-
netization of the FM phase is accompanied by a
decreasein entropy; therefore, during adiabatic magne-
tization, the temperature of the spin system has to
increase. The change in the sign of entropy variations
for an isotherm or in the sign of variations in the tem-
perature of the spin system for an isentropic curve
occurs at the AFM—FM phase transition point. In the
latter case, the phase transition temperature is signifi-
cantly lower than the temperature of the liquid-helium
bath.

Note aso the following important fact. From
Eq. (2), it follows that, if the total entropy S(m, I) =
[S(m+ 1) + §m —1)]/2 is constant, then the quantity
¥ + 12 is approximately constant. For isentropic curves
in the FM phase, we have the exact equality m = congt;
hence, it follows from Egs. (6) that these curves are
straight lines, h = constt (Fig. 7). For isentropic curves
in the AFM phase, the condition

m’(h, t) +1%(h, t) = 12 (8)

[which replaces the exact condition S(m, |) = S0, Iy) is
satisfied to within approximately 5%. In Eq. (8), |, =
1(O, to), wheret, is the temperature of the liquid-helium
bath.

According to assumption (iv) made above, the tem-
perature of the spin system always has a tendency to
approach the temperature of the liquid-helium bath. As
aconsequence, the actual pathsfollowed by the magne-
tization process differ from idea isentropic curves.
This tendency is formally taken into account by intro-
ducing a single empirical parameter, the heat-transfer
coefficient o between the spin system and the liquid-
helium bath. With this parameter, the dependence of the
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temperature on the magnetic field during a quasi-adia-
batic processis described by the equation

dt _ it £ 9y = (0S/ah),
dh ~ Danl, " vy, Y (aSat),

where v, is the rate of change of the magnetic field,
a'= (a/vy), and t; is the temperature of the liquid-
helium bath. The minus and plus signs of the second
termin Eq. (9) correspond to an increase and adecrease
in the magnetic field, respectively.

For the FM phase, the magnetization does not
change along isentropic curves and Eq. (9) reduces to
the simple linear equation

dt o
an t/hFa'(t—tp).

For the AFM phase, an approximate differential
equation for quasi-adiabats can be derived in explicit
form only for temperatures close to the Néel tempera-
ture (wherethe quantitiesm, I, h, 1 —t aresmall). In this
case, asfollows from Egs. (7), isentropic curves can be
approximated by the equation t = t, — (2/3)h? and
Eq. (9) reducesto

d _ 4, _
an 3h+0( (t—to).

Figure 8 showstypical phase trgjectoriesin the H-T
plane, which are calculated using Eq. (10) and more
accurate analogs of Eqg. (11) and along which the mag-
netic state of the system varies as the magnetic field is
varied in different regimes.

The first feature to note is that the theoretically cal-
culated changes in the temperature of the spin system
relative to the liquid-helium bath temperature repro-
duce (to within the sign) almost al experimentally
observed anomalies in the field dependences of mag-
netically induced strains. These anomalous features are
asfollows: (i) aradical difference between the increas-
ing- and decreasing-field dependences of strains and
their approximate mirror symmetry; (ii) the existence
of sharp peaks in these dependences and an abrupt
switching of strains between the increasing- and
decreasing-field branches caused by a change in the
sign of field variation [this switching is a consequence
of the jumplike transition from the situation where the
changes in temperature in the processes of adiabatic
heat generation and heat transfer (described by the first
and second termsin Eq. (9), respectively) differ in sign
to the situation where these changes are of the same
sign]; (iii) an increase of the anomalies in magnitude
with an increase in the rate of field variation; and (iv) a
decrease of anomalies at very low temperatures due to
the “cutoff” of quasi-adiabats.

The last statement requires clarification. The fact is
that a manyfold increase in the helium heat conductiv-
ity at temperatures below the A point of helium (2.18 K)
causes a sharp increase in the heat-transfer coefficient

Fa'(t—ty), (9

(10)

(11)

PHYSICS OF THE SOLID STATE Vol. 47 No. 7

2005

1323

0.2+ ~ 1

Field:

— increase
- - - decrease

-0.2

Temperature change Ar = ¢, — ¢, rel. units

— 1 1 1
0'40 1 2 3 4

Magnetic field 4, rel. units

Fig. 8. Typical paths of adiabatic magnetization on the H-T
diagram of DyAIO5 calculated for a' = 2.

o and the transition from a quasi-adiabat to a quasi-iso-
therm at this point, asindicated by arrowsin Fig. 7 for
adiabat a; and isothermi, (seealso Fig. 8). Figuratively
speaking, asthe magnetic field increases (or decreases),
aquasi-adiabatic path followed by the magnetic state of
the system turns along an almost impenetrable wall
(behind which helium becomes a superfluid) and then
moves aong thiswall. Asaresult, astheinitial temper-
ature of the liquid-helium bath decreases below the
Néel temperature, the quasi-adiabatic changes in the
temperature of the spin system (and the magnetoel as-
tic-strain anomalies associated with this change) first
decrease and then (after the onset of the cutoff of quasi-
adiabats at the helium A point) decrease to vanish
almost completely at very low temperatures. The cutoff
effect also accounts for the noticeable separation
between the strain peaksin the increasing- and decreas-
ing-field dependences of magnetically induced strains
(see, eg., curvesinFig. 2for T = 3.37 K) corresponding
to the breakpoint of the phase path at t = t,.

Note that the cutoff of quasi-adiabats at low (differ-
ent) temperatures could also occur at the boundary of
the region of intermediate states mentioned above (this
boundary is similar to the lines corresponding to the
loss of stability of the AFM and FM phases on the H-T
diagram in Fig. 7). However, first, this assumption
needs direct experimental verification and, second, the
simple and obvious assumption of asharp changeinthe
heat-transfer coefficient a at the A point makesit possi-
ble to adequately describe the observed anomalies.

Since the coefficient of thermal expansion of dys-
prosium orthoaluminate is negative at low tempera
tures, it is natural to assume (taking into account the
calculated phase paths) that the observed strains are due
to thermal expansion of the crystal during quasi-adia-
batic or quasi-isothermal magnetization, whereas the
contribution from magnetostriction is small. The small-
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Fig. 9. Thermal expansion and magnetostriction during adi-
abatic and isothermal magnetization of acrystal intheAFM
and FM phases. The solid and dashed lines are magneto-
striction during adiabatic and isothermal magnetization,
respectively, and the dotted line is thermal expansion.
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Fig. 10. Variations in magnetization along an ideal adiabat
(thin solid line), an isotherm (dotted line), and areal quasi-
adiabat (thick solid line).

ness of this contribution is clearly demonstrated by the
strain—field curve at the lowest temperaturein Fig. 2. In
this case, temperature variations are suppressed due to
the cutoff effect and the strainsare very small, although
the system certainly undergoes a transition from the
AFM to the FM phase. The smallness of magnetostric-
tion along the b axis for H || b is a confirmed experi-
mental fact. For example, at H || a, the four-sublattice
magnetic system of Dy ions undergoes a radically dif-
ferent metamagnetic transition and the strains are at
least one order of magnitude greater.

However, it is more important that, in this case, an
additional, adiabatic mechanism of suppression of
magnetostriction is operative and, as a result, nonmag-
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netic thermal expansion manifests itself to the maxi-
mum possible degree and is accompanied by anoma
lies. This statement can be illustrated by the following
simple calculations.

According to [1], the field dependence of the mag-
netostriction strain due to rare-earth ions in the Ising
antiferromagnet under study (for the geometry of mag-
netization used) is given by

Al/l = A(myh, + myhy), (12
where A is the corresponding magnetostriction con-
stant; h; , are the effective magnetic fields acting on
sublattices 1 and 2, respectively; and m, , are the mag-
netic moments of these sublattices.

From Egs. (4) for the low-field AFM phase, we
obtain

h, = | +h,
and, therefore,
Al/l = 2A(1% + mh). (14)

From the first of equations (7), it is easy to find the | =
[(h) and m = m(h) dependences for isothermic (t = ty)

h, = - +h, (13)

and isentropic (n? + 12 = 12) processes near the Nédl
temperature. Theresult is

| = JIZ-3n°, m=h, (15)
for an isotherm and
| = JIZ=h°, m=h, (16)

for an isentropic curve. Substituting these expressions
into Eq. (14) givesthe strains (measured from theinitial

strain 2A1¢ in azero field) to be

Al/l = —4K°
for an isotherm and
Al/l =0 (18)

for an isentropic curve. Thus, in the AFM phase, mag-
netostriction is completely suppressed during an isen-
tropic process and only magnetically induced thermal
expansion of the crystal is observed.

In the FM phase (at | = 0), the suppression of mag-
netostriction during an adiabatic magnetization process
manifestsitself in the fact that the magnetostriction var-
iesin proportion to thefield (because the magnetization
is constant along an isentropic curve), whereas during
an isotherma magnetization the magnetostriction
increases as the square of the field (until saturation).
These features areillustrated in Fig. 9.

Note also that the character of the field dependence
of magnetization isadequately describedin termsof the
model of quasi-adiabatic magnetization of the Ising
antiferromagnet, as can be seen from Fig. 10, which
shows the variations in the magnetization along calcu-

(17)
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lated paths in the H-T phase plane. In particular, the
experimentally observed (and, at first glance, unex-
plained) increase in the saturated magnetization with a
decreasein field is explained by the fact that, in actual-
ity, the magnetization is not saturated (Fig. 10). It is
also important that, along a purely isentropic curve,
“saturation” of magnetization (m = const) occurs in
very low fields immediately after the transition to the
FM phase, which should be taken into account when
interpreting experimentally observed effects and the
results of measurements.

4. CONCLUSIONS

Based on an adequate model and the intersublattice
interaction constants (which can be cal cul ated exactly),
we have described amost all anomalies in the elastic
strains and magnetization observed in the model Ising
antiferromagnet DyAIlQO;. It has been shown that the
anomalies are mainly due to the fact that the magneti-
zation process occurring in the magnetic system under
study is quasi-adiabatic. The results obtained indicate
that the magnetocal oric effect in such magnetic systems
has to be taken into account exactly even if the external
field varies slowly and that the observed effects and the
results of measurements should be interpreted with due
regard for the adiabaticity of the magnetization process.
The high degree of adiabaticity of this process makesit
possible, in principle, to study the H-T phase diagram
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at very low temperatures that are experimentally unat-
tainable under isothermal conditions.
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Abstract—Anisotropy of the nonlinear magnetoel ectric effect in a single-crystal, single-domain sample of the
B' metastable ferroelectric paramagnetic phase of terbium molybdate Th,(M00O,); was studied experimentally
in dc magnetic fieldsof upto 6 T at temperatures of 4.2 and 1.8 K. It was shown that the existing models of the
magnetoel ectric effect cannot explain the experimental dependences of magnetic field—induced electric polar-
ization on the direction of the applied magnetic field. A model of the magnetoelectric effect is proposed that
qualitatively describes the observed angular dependence of the magnetic field—induced el ectric polarization.

© 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The metastable orthorhombic ferroelectric—fer-
roelastic paramagnetic phase of terbium molybdate f3'-
Th,(M0O,); (TMO) exists at temperatures below
160°C [1]. The first measurements of the nonlinear
magnetoelectric effect (MEE) in paramagnetic TMO
were reported in [2]. It was shown in [3] that the MEE
in TMO can be accounted for in terms of a magneto-
striction model proposedin[3]. In[4], thefirst observa-
tion of the MEE in gadolinium molybdate Gd,(MoQ,),
(GMO) was described and it was found that the MEE in
GMO is about two orders of magnitude smaller than
that in TMO.

The anisotropy of the MEE in GMO was measured
in[5] at 4.2 and 0.4 K. It was shown that the angular
dependences of MEE in GM O are described well by the
model of the paramagnetoelectric effect proposed in
[6]. It was also found that, at magnetization values not
very closeto the saturation level, the field dependences
of the MEE in GMO are satisfactorily described by a
single-ion magnetostriction model put forward in [7].

In this paper, we report on astudy of the dependence
of the MEE in TM O on the direction of amagnetic field
applied in the basal plane of the crystal for magnetic
fieldsof upto 6 T at temperatures of 4.2 and 1.8 K. Itis
demonstrated that, unlike GMO, the behavior of the
MEE in TMO defies description within the present the-
ories. A theory isadvanced capable of accounting qual-
itatively for the specific features of the MEE in TMO.

2. SAMPLES AND EXPERIMENT

A TMO single crystal was Czochralski-grown [8].
The samplewas arectangular parallel epiped measuring
7 x 7 x 1. mm. The mgjor face was parallel to the (001)
plane. Prior to measurements, the sample was made
single-domain. The methods involved and the MEE
measurements made in a dc magnetic field at the above
temperatures are described in [9-12]. The measurement
error was 5%. The random scatter of pointsfor oneiso-
therm did not exceed 2%. The magnetic field-induced
electric polarization (MEP) P(H) was measured along
the[001] axis. A magnetic field was applied in the (001)
plane. The angle ¢ between the [010] axis and the field
could be varied from 0 to 90°.

3. RESULTS

Figure 1 displays some of the experimental P(H)
isotherms measured by usin TMO at temperatures T =
4.2 K (curves 1-6) and 1.8 K (curves 7, 8) and for var-
ious values of the angle ¢ between the [010] axis and
the magnetic field, with the latter varied upto 6 T. The
P(H) dependences are nonlinear. The magnetic field
directed along the [010] axis induces positive changes
in the el ectric polarization along the [001] axis (a posi-
tive paragl ectric processin the ferroel ectric subsystem).
A field directed along the [100] axis induces negative
changes in the electric polarization along the [001]
axis, i.e., a negative paraelectric process. The sign of
P(H) was determined by comparing it with the sign of

1063-7834/05/4707-1326$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Electric polarization in TMO induced along the
[001] axis by amagnetic field in the (001) plane for various
values of the angle ¢ between thefield and the [010] axis at
T=4.2K (curves1-6) and T=1.8K (curves7,8): (1) ¢ =
0°, (2) 35.5° (3) 45°, (4) 55.3°, (5) 66.6°, (6) 90°, (7) O°,
and (8) 90°.

the jump in electric polarization occurring when the
spontaneous polarization switches in a critica mag-
netic field directed along the[100] axis[13]. Wereadily
see that the P(H) dependencesfollow essentially differ-
ent patterns for magnetic fields directed along [010]
(curves 1, 7) and [100] (curves 6, 8). In afield parall€el
to the [010] axis, the P(H) graphs obtained for H> 1T
are closeto linear. In afield parallel to [100], the P(H)
relations are noticeably nonlinear upto H = 6 T. An
essential feature of the magnetoelectric effect in TMO
isthe difference between the absolute values of MEPin
fields directed along the [010] and [100] crystallo-
graphic axes. At T = 4.2 K, afield H = 6 T directed
along the [010] axis (¢ = 0) induces achangein electric
polarization P(¢ = 0) = 24.3 x 10° C/cm?. In a field
H =6 T aong the[100] axis (¢ = 90°), P(¢ =90°) =—
26 x 107 C/cm?. The difference between the absolute
values of P(¢ = 0) and P(¢ = 90°) exceeds the experi-
mental error. Thisdifferenceiseven larger at T=1.8K:
P(¢ = 0) = 25.7 x 10-° C/cm? (curve 7) and P(¢ = 90°) =
—-31.3 x 10° C/cm? (curve 8). In afield parallel to the
bisectrix of the angle between the [010] and [100] axes
(curve 3 in Fig. 1, ¢ = 45°), the MEP is nonzero
throughout the field range covered. The MEP consti-
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Fig. 2. Experimental (points) and calculated (solid lines)
dependences of MEP in TMO on magnetic field orientation
inthe (001) planeat T=4.2K for various values of the mag-
netic field: (1) 2, (2) 4, and (3) 6 T. The angle ¢ is reckoned
from the [010] axis.

tutes a sizable part of the spontaneous electric polariza-
tion (PgT = 20°C) = 180 x 107° C/cm? [1]).

Figure 2 presents P(¢) graphsobtained at T=4.2K
for various values of the applied magnetic field. The
points refer to experimental values of P(¢). Their
arrangement is not symmetric relative to ¢ = 45°. The
absolute values of P(¢p = 0) and P(¢ = 90°) are different
throughout the magnetic field range covered. The value
of P(d = 45°) isnonzero. P(¢) reversessign at ¢ = 56°.
The solid curves are calculated using the model
advanced by us here and will be discussed in a subse-
guent section.

Figure 3 plots P(¢) relations obtained at T = 1.8 K
for various values of the magnetic field. Points refer to
experimental values. Qualitatively, these graphs are
similar tothe P(¢) relationsin Fig. 2, but their asymme-
try with respect to the ¢ = 45° and P = 0 axesis more
pronounced than in Fig. 2. P($) reverses sign at ¢ =
60°. The solid curves are calculated with our model.
Thus, the experimental P(¢) relations obtained for
TMOa T=42and 1.8K infieldsof upto 6 T are not
harmonic functions.
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Fig. 3. Same asin Fig. 2 but for T= 1.8 K.

4. DISCUSSION

Thetheory of the MEE in paramagnets[6] yieldsfor
the P(¢) angular dependence an expression which can
be written (for an appropriately chosen reference direc-
tion for measuring the angle ¢) in the form

P(¢) = P(0)cos2¢. (@D}

The experimental results obtained areinconsistent with
the predictions from the theory developed in [6].

(i) Following this theory, the absolute values of
Preg(®) = P(¢)/P(0) should be the samefor ¢ = 0and 172
and should be field-independent. This prediction from
the theory failsin the case of TMO.

(ii) Asseen from Eq. (1), the effect hasto reverse sign
a ¢ =45° In TMO, the angle of sign reversa differs
from 45° and depends on temperature (cf. Figs. 2, 3).

(iii) The pattern of the experimental p,.(¢) relation
differsnoticeably from asine curve. Obviously enough,
anew approach is needed for description of the MEE in
TMO. Such an approach was developed in [14, 15].

The magnetic field-induced electric polarization in
crystalsis, like the magnetostriction and magnetic lin-
ear birefringence, an even-parity magnetic effect. The
classical theory of even effects was treated in [16, 17].
This theory describes well the properties of weakly
anisotropic compounds, in particular, of those having d
ions. The situation with f ions is, however, more com-
plex. According to [14, 15], even magnetic effects in
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rare-earth compounds are governed by magnetic sus-
ceptibilities of the mean multipole moments of therare-
earth ion f shell. Their calculation requires knowledge
of the energy level and wave functions of these ions.
The energy spectrum of a rare-earth ion in crystals is
dominated by the interaction with the crystal field and
by the Zeeman interaction with the external magnetic
field. The exchange coupling among Th* ionsin TMO
is fairly weak. The antiferromagnetic ordering temper-
atureis Ty = 0.45 K [18]. Therefore, infieldsH =2 1T
and at temperatures T > Ty, the exchange can be disre-
garded altogether. It was established in [19] that the
ground state of Tb* ionsin TMO is apparently a com-
bination of three close-lying singlets, which belong to
different irreducible representations of the symmetry
group of the ion environment and are separated by
2.7 ctin energy. Inthiscase, asin the case of aquasi-
doublet, the terms dominating the dependence of even
magnetic effects on the strength and orientation of the
field and on temperature are

Py = a4, HpM, + bgp HgH,. (2

Here, a, B, and y are each X, Y, or z, a,g, and byg, are

constants of the theory; M, is the magnetization of the

rare-earth ions originating from the field-induced split-

ting of their ground state (quasi-triplet); and Hg and H,
are the magnetic field vector components.

At low temperatures, the first term provides the

main contribution. In the case where the magnetic field
isin the xy plane, Eq. (2) can berecast in the form

PAT,H, ¢) = AH,M,(T) + BH,M(T)
+ CH,M,(T) + DH,M(T) ?)
+EH; + FH,H, + GH,.

Here, T isthe temperature; A, B, C, D, E, F, and G are
constants of the theory, which do not depend on tem-
perature;

H, = Hioyg (4)
is the magnetic field component aong the [010] axis;
M, = Mo10. — Xvviowo) Howg » )

where M, isthe experimental value of magnetization
along the [010] axis;

Hy = Hiog (6)
is the magnetic field component along the [100] axis;
My = Mi100 — Xvviao0 Hpao0s @)

M 100 is the experimental value of magnetization along
the[100] axis; Xwo10; @d X100 € the van Fleck sus-
ceptibilities along the [010] and [100] axes, respec-
tively; and M, and M, are the magnetization compo-
nents of the Th® ion quasi-triplet in the basal plane.
The values of the constants A, B, E, and G are derived
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from experimental P,(H,) isothermsand M; (H;) magne-
tizations measured in fields parallel to [010] (for i = X)
and [100] (fori =vy).

Experimental dataon P,(H;) and M;(H;) can be used
to construct the relations

PAH) _ . Hr
MR~ MD ®

Asfollows from Eqg. (3), the function on the right-hand
side of Eq. (8) isalinear relation of the form

o _ Hy

for afield parallel to the [010] axis and

o - Hy

fEI\/IyD = B+ GMy

for afield parallel to the[100] axis. A linear approxima-
tion of experimental relation (8) performed for the
[010] axisyields the values of constants A and E. Con-

stants B and G are derived from measurements made
along the [100] axisin asimilar manner.

Figure 4 plots experimental relations (8) obtained
on TMO at T = 4.2 K aong the [010] (straight line 1)
and [100] (straight line 2) axes. Theserelations are con-
structed using the measurements of MEP (curves 1, 6in
Fig. 1) and the magnetization from [19]. We readily see
that the plotsin Fig. 4 are indeed linear with satisfac-
tory accuracy, in full agreement with Egs. (8)—(10). The
intercepts of straight lines (1) and (2) on the vertical
axis are constants A = 1.13 and B = -0.33, and the
slopes of these lines are constants E = 0.06 and G =
—0.57. The values of the constants are given in units of
measure corresponding to the scalesin Fig. 4.

The constants C, D, and F are derived from therela-
tions

(10)

PPo  _
050, 0, (11)
fPo  _
5gh-1 " 0. (12)

By differentiating Eq. (3) with respect to ¢ and substi-
tuting thevalues of A, B, E, and G aready found and the
values ¢ = 0 and 102, we obtain two equations in the
unknowns C, D, and F. A third equation is obtained by
substituting the value ¢ = 45° and the corresponding
experimental value of P, (¢ =45°) into Eq. (3). Solving
this system of three equations for the unknown C, D,
and F yields C =-0.29, D = -0.25, and F = 0.71. The
solid lines in Fig. 2 plot theoretical P(¢) curves for
TMO caculated from Eq. (3) with the use of the above
constants. We readily see that the calculated P(¢)
curves reproduce al the specific features of the experi-
mental relations and agree with the latter quantitatively.
Anaogous theoretical P(¢) curves for T = 1.8 K are
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Fig. 4. Determination of the constants A, B, E, and G in Eq.
(3) from experimental data using Egs. (8)—(10).

presented in Fig. 3. The calculation made use of the
same values of constants A, B, C, D, E, F,and G asin
the case of T = 4.2 K. We do not have at our disposal
any experimental dependences of the magnetization on
fieldfor T=1.8K. The M, (H,) and M, (H,) relationsfor
T = 1.8 K are caculated using the theory of singlet
magnetism and the parameters quoted in[19]. The P(¢)
curves calculated for T = 1.8 K are seen to agree quali-
tatively with the experimental data. Thus, the singlet
magnetism theory explains satisfactorily the MEE
anisotropy inTMO at T=4.2and 1.8 K.

5. CONCLUSIONS

Low-temperature measurements of the angular
dependence of the magnetoelectric effect in TMO have
revealed the existence of an anisotropy different from
that observed in weakly anisotropic magnets (GMO),
where the behavior of the electric polarization with
field orientation in a crystal fits a straightforward har-
monic function of the angle setting the field direction.
The MEE anisotropy in TMO exhibits essentialy dif-
ferent angular dependences. The behavior of MEE in
TMO has been theoretically analyzed. This anaysisis
based on the relation of the electric polarization of
TMO with magnetic field-induced variations in the
guadrupol e electric moments of terbium ions. A neces-
sary condition for the observed features in the MEE
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behavior to exist is the presence of ions with anonzero
orbital moment, with the ground state of theseionsin
the crystal being adoublet, quasi-doublet, or quasi-trip-
let well-separated from higher lying levels. It has been
demonstrated that the theoretical dependences of the
MEE on the magnitude and orientation of the applied
magnetic field fit the experimental results satisfactorily.
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Abstract—The influence of metallic electrodes on the properties of thin ferroelectric filmsis considered in the
framework of the Ginzburg—L andau phenomenological theory. The contribution of the electrodes with different
screening lengths | of carriers in the electrode material is included in the free-energy functional. The critical
temperature Ty, the critical thickness of the film, and the critical screening length of the electrode at which the
ferroelectric phase transforms into the parael ectric phase are calculated. The Euler—Lagrange equation for the
polarization P is solved by the direct variational method. The results demonstrate that the film properties can
be calculated by minimizing the free energy, which has a standard form but involves the coefficient of the term
P2, This coefficient depends not only on the temperature but also on the film thickness, the surface and corre-
lation effects, and the el ectrode characteristics. The calculations of the polarization, the diel ectric susceptibility,
the pyroelectric coefficient, and the depolarization field show that the ferroelectric state of the film can be
destroyed using electrodes from amaterial whose screening length exceeds acritical value. This meansthat the
electrodes being in operation can induce atransition from the ferroel ectric phase to the paragl ectric phase. The
quantitative criteria obtained indicate that the phase state and properties of thin ferroelectric films can be con-

trolled by choosing the appropriate electrode material. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The influence of electrodes on the properties of thin
ferroelectric films has attracted the unwavering atten-
tion of researchers and engineers. This is associated
both with the profound effect of the electrodes on the
depolarization field and with the necessity of choosing
the optimum (superconducting, metalic, or semicon-
ducting) electrodes for practical applications. The
depolarization field substantialy affects the physica
properties of ferroelectrics, because this field tends to
suppress spontaneous el ectric polarization and, thus, to
destroy the ferroelectric state. It is known that internal
factors, such as the domain structure and free charge
carriers, are responsible for partial weakening of the
depolarization field. Moreover, externa factors, includ-
ing the electrode effect, can also considerably decrease
the depolarization field. For example, superconducting
electrodesin bulk ferroelectrics leads to compl ete com-
pensation for the depolarization field. In thin ferroelec-
tric films, the polarization inhomogeneity due to the
contribution of the surface effects brings about only a
partial compensation for the depolarization field even
in the case of superconducting electrodes [1]. The
allowance made for the effect exerted by the metallic
electrodes requires inclusion of the electrode contribu-
tion in the free energy. However, the contribution of
nonsuperconducting electrodes appeared to be consid-

erably more complex (see [2] and references therein).
For this reason, no calculations of the effect of nonsu-
perconducting electrodes on the properties of thin fer-
roelectric films have been performed to date.

In the present work, these calculations were carried
out within the model of a single-domain ferroelectric
material—an ideal insulator. Thismodel is quite realis-
tic because adecreasein the film thicknessresultsin the
formation of a single-domain film [3] and the conduc-
tivity of the majority of ferroelectricsis very low (see,
for example, [4]). The polarization, the dielectric sus-
ceptibility, and the pyroelectric coefficient were calcu-
lated in the framework of the Ginzburg-Landau phe-
nomenological theory with allowance made for the
contribution of the metallic electrodes. A comparison
with the results of calculations performed earlier for
superconducting electrodes [5, 6] showed that an
increasein the screening length of carriersin electrodes
results in a decrease in the critical temperature and an
increase in the critical thickness corresponding to a
size-driven transition from the ferroel ectric phaseto the
paraelectric phase.

2. BASIC EQUATIONS

Let us consider a thin ferroelectric film located
between two metallic electrodes (Fig. 1). Taking into

1063-7834/05/4707-1331$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic diagram illustrating the geometry of the
problem: (1) electrodes and (2) film.

account that, technologically, it is possible to fabricate
single-domain films self-polarized aong the normal to
the surface [7, 8], we will analyze a film polarized
aongthezaxis(i.e, P=P,#0, P,=P,=0).

Equilibrium polarizations can be determined in the
framework of the phenomenological theory from the
condition of free-energy functional minimum [9]. The
free energy can be represented as the sum of the free
energies of the film (with allowance made for the depo-
larization field) and the electrodes. It is known that the
depolarization field is opposite to the direction of the
spontaneous polarization and, hence, tends to destroy
it. Within the model of a single-domain film without
charge carriers, only electrons in the electrodes can
contribute to a decrease in the depolarization field. This
effect is maximum for superconducting electrodes. For
nonsuperconducting metallic electrodes, the field
screening at the electrodes can be described by the
expression [10]

2
9t lg (12)
dz IS
where the screening length I has the form
1/3
22 Eequtht 1 (1b)

2 m* 1/3

Here, eisthe carrier charge, m* is the effective mass of
carriers, ny isthe charge density, and &, isthe permittiv-
ity of the electrode material.

It can be seen that, since the parameters g, m*, and
ny vary over wide ranges, the screening length I can
changefrom | = O (for superconductors) to several ang-
strdmsor even several tens of angstroms. We can expect
that, with an increase in the screening length |, the con-
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tribution of the electrodes to the decrease in the depo-
larization field should decrease. It is not ruled out that
the ferroelectric state can be destroyed even in films
that are not very thin, provided the electrodes used are
characterized by a sufficiently large screening length.

In order to analyze quantitatively the effect of the
el ectrodes on the properties of the film and on the crit-
ical parameters of the size-driven phase transition from
the ferroelectric phase to the paraelectric phase, the
free-energy density for second-order phase transitions
can be written in the following form [2]:

F_1 [ﬂF’D
S—IJ'd N BP+ZC

CdzD
-1/2
Vo _2
* 2al, +|)PD 2ned - (2a | )i
| _ _
+S—B2{21II2P2—VOIP+V§}
2¢,(20l+1)°1
1~s1p20 10, p200
+5C5 [PD2]+PEE]} @
k=10 k—=lg_L-I
coshD2I -1 . SthZI Is
o = ——————————————1 = ,
k-1 2[!- |D
SthZI sinh o,
!
12
= = A(T=To).

Here,a =B =1 (smce L —I> 1) are parameters; V, is
the el ectric voltage applied acrossthe el ectrodes; T, and
A, are the ferroelectric transition temperature and the
inverse Curie-Weiss constant for the bulk sample,
respectively; and d is the extrapolation length.

The variation in functional (2) leads to the Euler—

Lagrange equation for the polarization P with the
boundary conditions
AP+ BP® Cd——E = Eoq t Eqs (39)
dz’
pa1D
= = F—,
dz z:tlé o
Voa _
Eext - ___IO_’ Ed = _4T[(P_ap)! (3C)
1 B
a=I4 s . (3d)
Dal+17 2¢ (2al_+ HE
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It can be seen that, in the limit, we have the depolar-
ization field E; —= —41(P — P), becausea — 1 at
| — O (this corresponds to the limit of superconduct-
ing electrodes, which was considered in [1]). In the
genera case, the quantity a satisfiesthe inequality a< 1
and decreases with an increase in the screening length
s, so that the depolarization field E, increases as com-
pared to the depol arization field in the case of supercon-
ducting electrodes. Making allowance for the inequal-
ity I <1, the quantity a can bewritten with ahigh accu-
racy in the following form:

@O‘ 2£

3. EFFECT OF ELECTRODES
ON THE CRITICAL PARAMETERS
OF THE SIZE-DRIVEN PHASE TRANSITION

Equation (3a) for the polarization P(z) isan inhomo-
geneous nonlinear integro-differential equation, for
which the exact analytical solution in the general case
has not been obtained to date. However, in the parael ec-
tric phase, the spontaneous polarization is absent and
the polarization induced by an external field, as arule,
is insignificant; hence, the nonlinear term BP? in
Eq. (3a) can be ignored. It should be noted that this
approximation is valid only at T # T, because A =
Ay(T-T,) =0at T=T,. Thesolution to the linear equa-
tion with boundary conditions (3b) can bewritteninthe
form

(3¢)

PE(z) = (1-9())
PrE) = AO(T—TC)+4Tr(1—a+aCD)EeX“ (4a)
nw+l+e (W 1)) N £ b
¢(€) = E{w+1)— (W_l)ﬂ(e "+e), ()

1/2
® = 0= | [ 02z
112 (4c)
(1+W (1- W)e) (1- e)
=2 —2h
(L+w)’—(1-w)’e™) N
Here, we introduced the dimensionless parameters

S ¢ _0,l0t - 1€
K E—%+2D|d, where Id_«/;f

(4d)

w =

hzi, zm[-'é;'ﬂ, g1 [0: .

According to rel ationshi ps (4a)—(4c), the average pol ar-
ization can be represented by the expression

P - (1-)
P®)= Ao(T —T) +4n(1—_a+ad) = ®)
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, which is the linear
E=0
dielectric susceptibility of the film, is given by expres-
sion (5) with the quantity E,,, omitted.

The derivative x = dpP
dE

Since the numerator and the second term in the
denominator are aways positive, wehavex >0a T >
T, or T < T.. In the latter case, the second term in the
denominator should be larger than the first term. The
dielectric susceptibility tends to infinity when the
denominator in formula (5) tendsto zero. Thissituation
occursat T — Ty (I =const) or at | — I (T = const).
The quantities T, and |, are the critical temperature and
the critical thickness that correspond to a size-driven
transition from the ferroelectric phase to the paraelec-
tric phase. In order to obtain the dependences T4(h, w,
I and 1 (T, w, Iy inan explicit form, the denominator in
relationship (5) can be smplified taking into account

that h = ! > 1 (because the quantity |4, asarule, does

lg
not exceed afew nanometers). By transforming expres-

: . 2 1 o
sion (4c) into the form @ = Trwh and writing rela-
tionship (3¢) through the dimensionless parameters
I
(screening length hy= I_S critical thicknessh, = I—C,crit-
d d
. Ty
ical temperature T, = T_) we obtain
C
T. = ]__ﬂ[L
¢ T.Lh(1+w) ©)
hs
* —ﬁ%a 2¢e/ D%L h(1+ W)D:|
for the parameters
- __ K
o< he NS R T
()

2 BO
= —_—t +
K 411[ Trw %0( ZseD]

As can be seen, the critical temperature satisfies the
inequality 1. < 1 and decreaseslinearly with an increase
in the screening length h,, whereasthe critical thickness
increases linearly with an increase in the screening
length h,,

Figures 2 and 3 show the dependences of the critical
temperature on the film thickness and the screening
length. For convenience, we introduced the parameter

lo=14 ,Aé(l; ; hence, for standard values Ay ~ 4 x 107
c
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Fig. 2. Dependences of the critical temperature on the film
thickness for screening lengths I/l = (1) 0, (2) 0.03, and
(3) 0.05.
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Fig. 4. Dependences of the average dielectric susceptibility
on the screening length for film thicknesses I/l5 = (1) 100,

(2) 50, and (3) 40.

|
and T, ~ 102-10%, we have 2 ~ J/m(10°~10%) , i.e., |, >

I
lg. (Hereinafter, for illustration, the dependences
depicted in the figures are calcul ated using the parame-

ters of the BaTiO; compound w = d_ 0.5and am
Id AOTC
100[6]). Therefore, the parameter |, = 10l , can be of the
order of severa tens of nanometers. In the figures, we
use dimensionless variables, including the quantity

AT ; i
Py= |2 = X (corresponding to the polariza-
N B Bh,

tioninthebulk sampleat T = 0) and thetemperatureT =
_Il =0.6inFigs. 4-8. It can be seen from Fig. 2 that the
Cc

critical thickness, which corresponds to the tempera-

PHYSICS OF THE SOLID STATE Vol. 47

GLINCHUK et al.

1.0r

S}
&L«

0.4F

0.2F

3
| | | | | | | | | |
0 0.01 0.02 0.03 0.04 0.05
/1y

Fig. 3. Dependences of the critical temperature on the
screening length for film thicknesses 1/l = (1) 100, (2) 50,
and (3) 40.
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Fig. 5. Dependences of the average polarization on the film
thickness for screening lengths I/l = (1) 0, (2) 0.03, and
(3) 0.05.

ture T, = 0, increases with an increase in the screening
length. Asis seen from Fig. 3, the critical temperature
T4 decreases linearly with an increase in the screening
length. This temperature decreases more rapidly with a
decrease in the film thickness (cf. curves 1, 3in Fig. 3).
Since curve 1 in Fig. 2 corresponds to the film with
superconducting electrodes, the use of nonsupercon-
ducting electrodes leads to a decrease in the transition
temperature and to a considerable increase in the criti-
cal thickness. Note also that Fig. 2 can be considered a
phase diagram accounting for the influence of different
metallic el ectrodes: the parael ectric phase (PE) existsat
T>Tyand | <l and the ferroelectric (FE) phase is
observed at T < Ty and | > 1 inthis case, the quantities
T4 and |, depend on the electrode type.
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4. THE FREE ENERGY OF FILMS
WITH DIFFERENT ELECTRODES

In the ferroelectric phase (T < Ty, | > 1), the nonlin-
ear termsin Eg. (3a) cannot be disregarded. In order to
account for these terms, we use the direct variational
method. The solution to Eq. (3a) is sought in the form

P™(E) = P(1-9(8)), (8a)
01 g h
We , 0<¢é¢< 5

o) = 00, €0 (@)
Ol
Bl & gchog<h
(w+dq 2

Here, Pisthevariationa parameter and relationships (8b)
representing the function ¢(§) are obtained from
expression (4b) with alowance made for the inequality
h > 1. Substitution of relationships (8a) and (8b) into
the free-energy functional (2) and subsequent integra-
tion give the following formulafor the free energy:

F——(l Al)%l_+ C(1-a(1- AP’

+ %B(l— B)P'—PE.(1-A,),

112 ) (9a)

_1 _
A = TI(I)(Z)dZ = m,

—/2
B, = [48 36 4+ 16 3 }
6hll+w (1+w)®> (1+w)’ (1+w)’
Since the average polarization is represented in the

form P~ = P(1 — A,), the free energy (9a) can be
rewritten as follows:

F = SR Al)%H T1_a(1- Al))HP
LBUL=B) &
4(1 A)* .

Itiseasy to seethat relationships (9a) and (10a) are
polynomials, which can be conveniently represented
in the form universaly accepted for ferroelectric
materials:

(10a)

_ io 2, Do 4
F=2P 4P —E'P,
E' = Eeu(1-A),
(9b)
2 = A(L-A)T+ 41 -a(1-A)f,
b, = B(1-B,);
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Fig. 6. Dependences of the average polarization on the
screening length for film thicknesses I/l = (1) 100, (2) 50,
and (3) 40.
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Fig. 7. Depolarization field profiles for the film thickness
I/lg = 100 and screening lengths I4/lg = (1) 0 and (2) 0.05.
The inset illustrates the behavior of the depolarization field
near the left surface of the film.

F:%lﬁﬂbzlp _E..P,
a = 2 Al)% S-a(l-A)H  (100)
_ B1-By)
Co-Ay”

It should be noted that, since the analytical form of
thetrial function for the polarization in the ferroelectric
phase was chosen in the form of the solution for the
paraelectric phase, the free energies (9) and (10)
describe both the ferroel ectric and paragl ectric phases.
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Fig. 8. Dependences of the depolarization field on the film
thickness for screening lengths I/l = (1) 0, (2) 0.03, and
(3) 0.05.

The coefficient a, in relationships (9b) and the coef-
ficient a; in formulas (10b) can be expressed through
the critical temperature or the critical thickness; that is

8 = Ao(T-=To)(1-Ay),

) (11a)
LT TA-A)
or
_ 1 h
8 = K(l—Al)ﬁ[l—h—c],
(11b)

- _K 1,_h
2 = T ayh )
Taking into account that, at h > 1, the inequalities
A, < 1land B, < 1 aresatisfied, we abtain

ay = a; = A(T-Ty),

by = by = B, (124)
E' = Epq
or
1 _h
8 = a; = Ki —h—E,
b = by = B, (12b)
E' = Egq

Note that coefficients (12a) and (12b) should be
used for analyzing the dependences of the film proper-
tieson the temperature with afixed thicknessand on the
size (thickness) with a fixed temperature, respectively.
It is seen that polynomials (12a) and (12b) coincide
with the standard polynomials of the free energy for
bulk samples but with arenormalized coefficient of the
guadratic term, whereas the coefficient of the quartic
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terms coincides with the corresponding coefficient for
bulk samples. Since the critical temperature T in for-
mula (12a) depends on the film thickness, the extrapo-
lation and correlation lengths, and the electrode charac-
teristics [see expression (6)], the coefficient a, aso
depends on these parameters. In turn, this implies that
all the physical properties of the films, which can be
determined by minimizing the free energies (9b) or
(10b), should depend on the electrode characteristics
and on the material of the film. By minimizing the free
energy (9b) with due regard for relationships (8), we
can find the distributions of physical properties across
thefilm of constant thickness (profiles of physical prop-
erties), whereas the minimization of the free energy
(10b) gives the averages of these properties. Now, we
turn to analysis of the physical properties of the films.

5. SPECIFIC FEATURES OF THE PHY SICAL
PROPERTIES OF FILMS

First and foremost, we consider the temperature and
thickness dependences of the average spontaneous
polarization, the average dielectric susceptibility, and

the average pyroelectric coefficient M = g—_? From

expressions (10b), (12a), and (12b), we obtain the fol-
lowing formulas for the above quantities in the ferro-
electric phase (T < Ty, h> h)):

AT .1
P B X ATy

(133)
/Y
—T)’
P = - 1
2K _hg
he h{J (13b)

o
I
NI

kBg hg
h, %_HD
For the paraelectric phase (T > T, h < h,), we have

P =0and M = 0 and the dielectric susceptibility has
the form

- 1

X = A(T—Ta)" (143
_ 1
=1 (14b)
KM
a%—%

Formulas (13a) and (14a) describe the temperature
dependences of the average spontaneous polarization,
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the average dielectric susceptibility, and the average
pyroelectric coefficient for thin ferroelectric films,
whereas relationships (13b) and (14b) describe the
thickness dependences of these characteristics. From
relationships (9b), (12a), (10b), (12b), and (8a), it fol-
lows that the magnitudes of the above properties are
described by formulas (13) and (14), which, after the
multiplication into the function [1 — ¢(§)], gives the
profiles of these properties. Figure 4 depicts the depen-
dences of the dielectric susceptibility on the screening
length I of carriers in the electrode material for films
with different thicknesses. It can be seen from Fig. 4
that, for each thickness there is a critical screening
length | at which the dielectric susceptibility diverges.
Thismeansthat the film undergoes atransition fromthe
ferroel ectric phase to the parael ectric phase. A compar-
ison of curves 1-3 in Fig. 4 shows that the critical
screening length increases with an increase in the film
thickness. This is associated with the fact that an
increase in the film thickness results in an increase in
the polarization (Fig. 5). The polarization can be sup-
pressed by a sufficiently strong depol arization field that
is enhanced as the screening length I increases. There-
fore, we can make the inference that the phase transi-
tion is induced by the electrodes at a constant film
thickness and a constant temperature (Fig. 6). The crit-
ical screening length hy. can be determined from the

condition P~ = 0, which leadsto T = T4 [seerelation-
ships (13a)], where T is a constant temperature. Taking
into account expression (6), we obtain

(TC_T) 2
411 th_1+w]

1

T

2]

h, = (15a)

It follows from expression (15a) that the critical
screening length satisfies the relationship hg, ~ h in
accordance with the numerical results presented in
Fig. 4. Moreover, since the critical screening length
must be positive, it exists only for films whose thick-
nesses obey the inequality

8m
(L+wW)(T-T)Ay

The thickness h, tends to infinity (hy —= o) at
T — T, and the minimum thickness hy,;;,, corresponds
to zero temperature (T = 0). According to the estimates,
the minimum thickness hy,,, can be egqual to several
tens or several hundreds of nanometers.

By comparing the thickness h, at an arbitrary tem-
perature T with the critical thickness h. defined by
expression (7), we find that hy < h,.. Consequently, the
film with thickness h = hy is in the paraelectric phase.
Therefore, in order to retain the ferroel ectric state of the
film, it is necessary to choose film thicknessesh > h, in
the thickness range h > h, and to use eectrodes with

h>h, = (15b)
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screening lengths h, < hy, which cannot induce transi-
tion from the ferroelectric phase to the paraelectric
phase. It is seen from Figs. 5 and 6 that the polarization
ismaximum for superconducting electrodes (h;=0). As
aconsequence, the stability of the ferroelectric phasein
films with superconducting electrodes is higher than
that in films with other electrodes.

6. EFFECT OF ELECTRODES
ON THE DEPOLARIZATION FIELD

After substitution of PFE = P[1 — ¢(£)] and P =
P[1 — A;], expression (3c) for the depolarization field
takes the form

E, = -41P[1-$(E)—a+aA,]. (16)

Taking into account the inequality h > 1, we obtain
A= —2
17 (1+w)h
expression (3e)], we have E4(&) = 41P¢ () in thevicin-
ity of the surface. From this relationship, it follows that
E4(§) > 0 near the surface. However, the exact formula
(16) indicates that the depolarization field changes sign
away from the surface. Hence, there are points at which
the depolarization field becomes zero (E; = 0). The
coordinates of these points can be easily derived from
formula (16); that is,

< 1. Furthermore, since a = 1 [see

£ = I h i
ort Ch(1-a)(1+w) +2d]
0 0
U h U
= In(3 L,

hia+ o1+ w + 25

" (17
a0 0
Serr = W= AT w240
0 0
0 h U
= h-InG T .
apa + 51+ w) + 2

Therefore, the behavior of the depolarization field
across the film of thickness h is characterized by the
following relationships:

0<& <&,
& = o Eae) = O,
€l <€ <&urr Eq(§) <O,
& = &ur E4(€) =0,
Earr<& <h, E4(&)>0.

Eq(€) >0,

(18)
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Fig. 9. Temperature dependences of the depolarization field
for thefilm thickness|/ly = 100 and screening lengths 14/l =

(1) 0, (2) 0.03, and (3) 0.05.

Figure7 clearly illustratesthis behavior of the depo-
larization field profile. Asfollows from acomparison of
curves1and 2in Fig. 7, the superconducting el ectrodes
provide alarger increaseinthe polarizationinthevicin-
ity of the surface as compared to the nonsuperconduct-
ing electrodes, whereas the decrease in the polarization
intherange z,, < z< z,x for the superconducting elec-
trodes is smaller than that for the nonsuperconducting
electrodes. In both cases, the polarization profile in the
film becomes more flattened, so that the polarization in
the film is more uniform and the average value of the
polarization turns out to be smaller than the average
value of the polarization for the nonsuperconducting
electrodes (Figs. 5, 6). Let us examine in more detail
the behavior of the depolarization field Ey < O over a
widerange in which it tends to destroy the ferroelectric
state, as is usualy the case in bulk materials. Making
allowance for the wide plateau in this range, we con-
sider the behavior of the depolarization field at the cen-
ter of the film, because the approximate equality

Eq(zy <2<2z4p) = Ed%]% holdstrue.

Although the quantity A, is small, it makes asignif-
icant contribution (because a = 1), especialy in the
vicinity of the center of the film, where the relationship
¢§ = I—E = 0 is satisfied. Consequently, according to

relationship (16), the depolarization field can be written
in the form

do_ K KOl 1o
a3 = —h /B0, A0 (19)
or

Ey= (19b)

M = AT -Ta), [Ty - T).
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Expressions (19a) and (19b) describe the dependences
of the depolarization field on the thickness and temper-
ature, respectively. As can be seen from formulas (6)
and (7), the quantities (T, — T,) and K increase with an
increase in the screening length h, so that the depolar-
ization field at the center of thefilm increasesin propor-
tion to the screening length.

From expressions (19a) and (19b), it followsthat the
depolarization field Ed% tendstozeroat T — Ty

and h — h, (this corresponds to the phase transitions)
or at h — oo, asisthe case with the bulk sample. The
magnitude of the depolarization field at the center of the
film reaches a maximum value Ey,, = Eyn =

2 K [K : 3
3 /3 hoB at thickness h = h, 2hc. The depo
larization field at thisthicknessisequal in magnitudeto
the coercive field of the bulk sample. Actually, making
allowance for expression (7) relating the quantities K
and h,, it is easy to obtain the standard formula for the
temperature dependence of this field Eyn = Eep =

2 /AO(TC—T)
-——A,(T.— —————= . The dependences of the

depolarization field Ed% on the film thickness are

depicted in Fig. 8. It can be seen from this figure that,
as the screening length hg increases, the magnitude of

the depolarization field Ed%% at the maximum shifts
toward larger thicknesses h [seeformula (7)]. Asiseas-
ily seen, the electrodes with larger screening lengths hg
suppress the depolarization field more weakly (cf.
curvesland 2, 3in Fig. 8).

Figure 9 shows the temperature dependences of the
depolarization field at the center of the film for differ-
ent screening lengths hg It is seen from Fig. 9 that, as
the screening length h, increases, the rate of changein

the depolarization field Ed% also increases and

Ed% — 0a T — Ty [seerdationships (17)]. Dif-

ferent rates of change in the depolarization field and an
increasein the temperature of the induced phase transi-
tion with a decrease in the screening length hg (Ty, >
Ty, > Ty3) [see formula (6)] result in the intersection of
the dependences in the low-temperature range (Fig. 9).
Itisworth noting that, only far from all the critical tem-
peratures Ty; (i = 1-3) does the depolarization field sat-
isfy the inequalities |[E4(hs = 0)| < |Ey4(hs = 0.03)| <
|E4(hs = 0.05)|. At the same time, there are temperature
ranges in the vicinity of the critical temperatures T;
(i = 1-3) inwhich the depolarization field for the super-
conducting electrodes is stronger than that for the non-
superconducting electrodes. Such an unusual behavior
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is observed in the vicinity of the critical thicknesses at
which the depolarization field E (h, = 0) can be stronger
than the depolarization field E4(hs # 0) (Fig. 8). These
features are most likely associated with the fact that the
depolarization field tendsto zero (E;, — 0) at T —
T4 or h — h.irrespective of the electrode type. There-
fore, there exist temperature ranges (at a fixed thick-
ness) or thickness ranges (at a fixed temperature) in
which the superconducting electrodes are not prefera-
ble. It can be seen from Fig. 9 that these ranges can be
of the order of (0.1-0.2)T. below the critical tempera-
ture T, for the nonsuperconducting electrode.

7. CONCLUSIONS

Unlike the bulk ferroelectrics, in which the depolar-
ization field considerably decreases because of the
presence of the domain structure, thin ferroelectric
films do not have a domain structure, so that only the
fields induced by carriers at electrodes can reduce the
depolarization field and, thus, retain the ferroelectric
state. The above analysis demonstrated that, although
the superconducting electrodes are characterized by a
maximum deleterious effect of the depolarization field
on the spontaneous polarization of the ferroelectric
material, the difference between the polarizationsin the
case of superconducting and metallic electrodes
decreaseswith anincreasein thefilm thickness (Fig. 5).
In particular, for the BaTiO; film with |, = 2 nm [6], the
polarization of the sample with superconducting elec-
trodes at film thicknesses | > 70l is only ~20% higher
than that with nonsuperconducting metallic el ectrodes.

Apart from the metallic electrodes considered
above, semiconducting el ectrodes are also used in prac-
tice. For aquantitative analysis of these electrodes, it is
necessary to take into account the band bending and
effects associated with the space charge [11]. Qualita-
tively, it can be assumed that, since the screening length
in semiconductors, asarule, islarger than the screening
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length in normal metals, the depolarization field in a
ferroelectric film with semiconducting electrodes
should be stronger. This brings about a decrease in the
spontaneous polarization and an increase in the critical
thickness corresponding to a phase transition from the
ferroelectric phase to the parael ectric phase. In general,
the phase state and properties of thin ferroelectric films
can be controlled by choosing the appropriate €l ectrode
material.
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Abstract—The polarization switching is experimentally investigated in hot-pressed PLZT-x/65/35 ceramics
with alanthanum content from 5 to 12 at. %. The specific features in the temperature dependence of the polar-
ization switching in a heterophase state are interpreted by analyzing the change in the switched charge mea-
sured over wide ranges of fields and temperatures. Particular emphasisis placed on the role of depolarization
fieldsinduced by interphase boundaries. A model of the evolution of polydomain nanostructures with achange
in the temperature and in the response to an external field is considered. It is assumed that the |low-temperature
dielectric anomaly and the temperature hysteresis are associated with the loss of stability of a large-scale
domain structure and its transformation into a nanodomain state. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Relaxor ferroelectrics (with smeared phase transi-
tions) are highly inhomogeneous systems [1, 2]. These
materials are characterized by anomalies of the suscep-
tibilities over an extremely wide range of temperatures.
The unique properties of relaxor ferroelectrics offer
strong possibilities for their practical application [2].

In thiswork, the heterophase structure that arisesin
arelaxor ferroelectric upon cooling in the temperature
range of the smeared phase transition is considered to
be a set of isolated ferroelectric (polar) nanoregions
embedded in a paraelectric (nonpolar) matrix. As the
temperature decreases, the heterophase structure under-
goes a qualitative transformation, because an increase
in the fraction of the polar phase results in the forma-
tion of finite-sized polar clusters composed of nan-
odomains [3-5]. A further decrease in the temperature
leads to the formation of an “infinite” polar cluster. In
this case, isolated regions of the nonpolar phase are
located in “windows” of theinfinite polar cluster [5]. As
the temperature T; (hereafter, T; is the freezing temper-
ature) of the transition from the heterophase state to the
ferroelectric state is approached, the sizes and the total
volume of isolated nonpolar regions decrease [6].

The domain structure formed in the ferroelectric
phase upon cooling without an external electric field
(zero-field cooling) consists of nanodomains. The
domain sizes are determined by the spatial scale of
compositional inhomogeneities (chemical domains) [6,
7]. Spontaneous polarizations Pgin different polar nan-
oregions and nanodomains are oriented in a random

manner. As a result, the spontaneous polarization Pg
averaged over the macrovolume is equal to zero. Note
that the spontaneous polarizations Pg can be ordered
only under the action of an external electric field.

Since nanoregions and nanodomains have ultras-
mall sizes[6, 8, 9], it isimpossible to use direct meth-
ods for studying the kinetics of domains under the
action of external electric fields, for example, visualiza-
tion of instantaneous domain configurations with an
optical microscope. For this reason, the polarization
switching in relaxor ferroelectrics has been studied
using indirect integrated methods based on recording
(directly in the course of switching) hysteresis loops
[10], switching currents [11], and elastic light scatter-
ing [4, 5, 12, 13]. It is obvious that, in order to obtain
reliable information on the switching kinetics in polar
regions with a nanodomain structure, it is necessary to
develop a consistent approach to the interpretation of
measured integrated characteristics.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

The samples used in measurements had the form of
thin plates prepared from transparent coarse-grained lead
zirconate titanate ceramics (Pb;_,La)(ZrpesTipss)Os
doped with lanthanum at contents from 5 to 12 at. %
(PLZT-x/65/35, where X is the percentage of lantha
num). The ceramicswasfabricated by hot pressing. The
grainsizevaried from 4 to 7 um, and the plate thickness
ranged from 90 to 300 um. The polarization switching

1063-7834/05/4707-1340$26.00 © 2005 Pleiades Publishing, Inc.
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was performed either with continuous gold electrodes
applied by thermal evaporation or with transparent
indium—tin oxide electrodes produced by magnetron
reactive sputtering.

The dielectric measurements were carried out at
temperatures from —150 to 200°C in the frequency
range from 20 Hz to 200 kHz. Prior to measurements,
the sample was polarized in a dc electric field at tem-
peratures corresponding to the ferroel ectric state under
cyclic changes in the temperature (heating and subse-
guent cooling).

The hysteresis |oops were measured in a sinusoidal
electric field at a frequency of 0.04 Hz and at ampli-
tudes of up to 8 kV/cm. The switched charges were
determined by integrating the measured switching cur-
rent. It was assumed that the rate of the field riseis suf-
ficiently low and switching can be considered to be
guasi-static. The measurements were carried out in the
temperature range from 25 to 200°C.

3. EVOLUTION OF THE POLY DOMAIN
STRUCTURE IN AN ELECTRIC FIELD

Figure 1 showstypical hysteresisloops of the PLZT-
8/65/35 sample in the temperature range from 25 to
50°C. It can be seen from Fig. 1 that a change in the
temperature leads to a qualitative change in the loop
shape. Below a particular temperature, the dependence
Q(E) corresponds to a classical dielectric hysteresis
loop observed in ferroel ectrics. Above thistemperature,
there arises a constriction in the central part and a dou-
ble hysteresis loop appears (Fig. 2a).

In order to determine the temperature of the cross-
over fromtheclassical “ferroelectric” hysteresisloop to
the doubl e hysteresis|oop, we analyzed thefield depen-
dence of the derivative of the switched charge with
respect to the field applied to the sample (dQ(E)/dE),
because this quantity ismost sensitiveto achangein the
shape of the hysteresis loop. It should be noted that,
upon switching in a linearly increasing field, this
dependence agrees in shape with the current hysteresis
loop. In the ferroelectric phase, the dependence
dQ(E)/dE exhibits two pronounced peaks correspond-
ing to conventional processes of macroscopic polariza-
tion switching in ferroelectrics. For the classical hyster-
esisloop, the maxima of the peaks, asarule, arelocated
at fields close to the coercive fields E. determined by
the standard method [14]. For the real experimental
hysteresis loop of inhomogeneous ferroelectrics, the
fields corresponding to the maxima in the dependence
dQ(E)/dE are equal to the effective threshold fields E;,
at which the switching rate is maximum. These fields
are more adequate characteristics of polarization
switching (as compared to the classical coercivefields).

As the temperature increases, the hysteresis loop
changes in shape and the dependence dQ(E)/dE exhib-
its four maxima (Fig. 2b). Taking into account that the
dependences dQ(E)/dE in increasing and decreasing
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Fig. 1. Hysteresis loops for the PLZT-8/65/35 sample mea-
sured upon heating at different temperatures.
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Fig. 2. Specific features of the polarization switching in the
relaxor phase of the PLZT-8/65/35 sample: (a) the hystere-
sisloop Q(E) and (b) the field dependence of the derivative
dQ/dE. Arrowsindicate the direction of changesin the elec-
tricfield. T =44°C.

fields almost coincide, we restricted our consideration
to the case of the dependence dQ(E)/dE in the increas-
ing field. The evolution of the dependence dQ(E)/dE
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Fig. 3. Evolution of the dependence dQ(E)/dE for the

PLZT-8/65/35 sample measured upon heating in an increas-
ing field.

with an increase in the temperature is illustrated in
Fig. 3. The data on the positions of the maxima were
used to construct the temperature dependence of the
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Fig. 4. Temperature dependence of the position of the max-
imain the dependence dQ(E)/dE for the PLZT-8/65/35 sam-
ple measured upon heating in an increasing field.
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effective threshold field Eg, (Fig. 4), from which we
determined the temperature corresponding to the cross-
over of the switching mechanism (i.e., to the changein
the number of maxima). This temperature (designated
as T;) was identified with the point of the transition
from the purely ferroelectric state to the relaxor state.
According to the experimental data presented in Fig. 4
for the PLZT-8/65/35 sample, thistemperatureis found
to be 38°C.

4. TEMPERATURES OF DIELECTRIC
ANOMALIES

Thetypical temperature dependences of the permit-
tivity for PLZT-x/65/35 ceramic materials upon heating
and subsequent cooling of the PLZT-8/65/35 sample
areplotted in Fig. 5. It can be seen from thisfigure that
the dependence of the permittivity measured at a fre-
guency of 1 kHz upon heating of the polarized ceramic
sample exhibits a smeared frequency-dependent maxi-
mum at T,, = 106°C and a low-temperature dielectric
anomaly (anarrow maximum) at T, = 46°C. When the
sample was cooled after heating to temperatures above
T, the low-temperature anomay &(T) was not
observed (Fig. 5), as was the case with heating of the
thermally depolarized sample.

It was demonstrated that, in all the samples, the
Curie-Weiss law holds at temperatures below T, and
the quadratic temperature dependence typical of
smeared phase transitions (Fig. 6) [15, 16] is observed
in the vicinity of the temperature T, corresponding to
the maximum of the permittivity:

/e = (T-T,)%l, 0",

where o isthe parameter of smearing of the phase tran-
sition.

— [\
o0 —

€', arb. units
p—
wh

12
& —O0— Heating
o —e— Cooling T
1 1 1 1 1 1
30 60 90 120 150 180
T,°C

Fig. 5. Temperature dependences of the permittivity mea-
sured at a frequency of 1 kHz for the polarized PLZT-
8/65/35 sample upon heating and cooling.
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Figure 7 presents the obtained temperatures T,,, and
T, of the dielectric anomalies as functions of the lantha-
num content and the data (taken from [17]) on the tem-
perature T, at x=0, 2, 4, and 15 at. %. According to the
aforementioned concepts, the difference between the
temperatures of the dielectric anomalies AT =T,,— T,
characterizes the temperature range of existence of the
relaxor phase. It can be seen from Fig. 7 that the relaxor
phase (AT # 0) isformed only at alanthanum content of
higher than 5 at. % and the difference AT(x) is saturated
at high contents (x > 10 at. %). It should be noted that
the experimentally obtained concentration depen-
dences change qualitatively with an increase in the lan-
thanum content. The dependences exhibit a linear
behavior at x < 4 at. % and an exponential behavior at
x>5at. % (Fig. 7).

5. DISCUSSION
OF THE EXPERIMENTAL RESULTS

According to the classical concepts of relaxor ferro-
electrics [2, 18-20], an increase in the temperature
leads to a transition from the homogeneous ferroelec-
tric state to the heterogeneous (heterophase) state.
When analyzing the experimental data obtained in this
work, one should take into account that the “low-tem-
perature” heterophase structure formed in the vicinity
of the critical point isaferroelectric polydomain matrix
with isolated inclusions of the nonpolar phase (nanore-
gions).

The bound charges induced as a result of polariza-
tion jumps a nanoregion boundaries (interphase
boundaries) generate depolarization fields, which stim-
ulate the decay of large-sized domains and the forma-
tion of a nanodomain structure. Unlike the depolariza-
tion fields produced by surface bound charges, whose
effect is predominantly compensated for by fast pro-
cesses of externa screening (the redistribution of
charges at the electrodes), the fields under consider-
ation can only be compensated for by slow processes of
bulk screening [3, 21, 22].

The depolarization fields induced by space bound
charges bring about a partial backswitching (the forma-
tion of domains with polarization opposite in sign) in
the bulk near the nonpolar inclusions. As a conse-
guence, in the bulk, there arises a structure with
charged domain walls, which contribute substantially
to the dielectric response [23-25], because the domain
walls are characterized by an anomalously high con-
centration of steps. These steps are mobile even in the
weak fields used to measure the dielectric characteris-
tics.

In the framework of the concepts under consider-
ation, thetemperature hysteresis of the permittivity (see
inset to Fig. 6) can be explained by the spontaneous
transformation of the large-scale domain structure in
the response to an inhomogeneous bias field induced by
nonpolar regions [3]. The preliminary polarization in a
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Fig. 6. Temperature dependences of the reciprocal of the
permittivity measured at afrequency of 1 kHz for the polar-
ized PLZT-8/65/35 sample upon heating and cooling. The
inset shows the portion of the dependence with a tempera-
ture hysteresis. Experimental points are approximated by
the linear and quadratic functions.
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Fig. 7. Dependences of the temperatures of dielectric anom-
aies on the lanthanum content. Closed squares indicate the
experimental datataken from [17]. Experimental points are
approximated by the exponential functions.

strong dc field in the ferroelectric state at low tempera-
tures (T < T;) leads to an irreversible increase in the
domain sizes. Heating at temperatures above T; results
in the formation of nanoregions composed of the non-
polar phase. Further heating leads to an increase in the
volume of nonpolar inclusions and in the surface area
of charged domains walls. This is accompanied by a
rapid increase in the dielectric response. However, such
a polydomain heterophase state is unstable and the
large-scale domain structure at the temperature T,
begins to transform under the action of depolarization
fields. This results in the formation of a small-scale
domain structure that consists of submicrodomains and
nanodomains separated by neutral and charged domain
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walls. Such a transformation leads to a considerable
decrease in the concentration of charged walls and,
hence, to adecreasein the dielectric response. A similar
polydomain heterophase structure is formed upon ther-
mal depolarization.

The change in the shape of the hysteresis loop and
the appearance of additional peaks in the field depen-
dence of the derivative dQ/dE (Fig. 2b) can also be
interpreted within the proposed model. The first peak
corresponds to the spontaneous backswitching (the
return to the polydomain state) under the action of the
depolarization field. The second peak is associated with
the switching from the polydomain state to the single-
domain state in the responseto the external field, which
is weakened by the depolarization field. Therefore, the
depolarization field plays the role of a spatialy inho-
mogeneous bias field distorting the shape of the hyster-
esis loop. Upon reversal switching, a similar effect is
observed for domains in which the spontaneous polar-
ization without field is of opposite sign. This leads to
the formation of the double hysteresisloop. Anincrease
in the temperature results in an increase in the mean
depolarization fields due to an increase in the volume of
nonpolar inclusions and, correspondingly, leads to an
increase in the mean biasfields.

Naturally, the double hysteresis |loop and additional
peaks in the curve dQ(E)/dE arise only upon transition
to the heterophase state, in which the depolarization
fieldsare induced by bound charges|ocated at the inter-
phase boundaries. Within the proposed approach, the
temperature corresponding to the appearance of thetwo
peaksin the dependence dQ(E)/dE isthe temperature of
the transition from the purely ferroelectric state to the
relaxor (heterophase) state. This approach to analyzing
the experimental data enables usto determinethe freez-
ing temperature T;.

It should be noted that the obtained temperature T; is
significantly lower than the temperature T, determined
from the dielectric measurements. This situation seems
to be quite reasonabl e because the temperature T, in the
framework of the proposed model corresponds to the
temperature of the loss of stability of the large-scale
domain structure and its transformation into a nan-
odomain state. In the range between the temperatures T;
and T,, the depolarization fields have already induced
in the bulk and, hence, lead to the formation of charged
domain walls in the vicinity of nonpolar inclusions;
however, the strength of thesefieldsisinsufficient for a
radical transformation of the domain structure.

6. CONCLUSIONS

Thus, the specific features of the polarization
switching and dielectric anomalies in hot-pressed
PLZT-x/65/35 ceramics with alanthanum content from
51to 12 at. % were experimentally investigated in the
temperature range of existence of the smeared phase
transition. The features revealed in the hysteresis loop
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and the temperature hysteresis of the permittivity were
explained within the proposed model, which is based
on the concept of the decisive role played by depolar-
ization fields induced by bound charges at boundaries
of nonpolar inclusions. A method was devised for
determining the temperature of the transition from a
ferroelectric state to a heterophase state. The evolution
of polydomain nanostructureswith achangeinthetem-
perature and in the response to an external field was
analyzed.
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Abstract—Model concepts of dual structures are developed as applied to crystals of xPbTiO;—«1 —
X)Pb(Zny;3Nb,,3)O5 solid solutions in the range 0 < x < 0.08. The conditions of the formation of dual structures
upon partial and complete relaxation of internal mechanical stresses are considered. A new model of transition
regionsis proposed for analyzing several variants of changing the unit cell parametersthat satisfy the condition
of complete stress relaxation inside the transition regions in crystals at concentrations x = 0.045 and 0.08. The
influence of the intermediate phase P4mm and stability of its 90° domain structure on the formation of dual
structures at x = 0.045 is discussed. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Crystals of xPbTiO;—~(1 —X)Pb(Zn,;5Nb,;3)O5 (XPT—
PZN) solid-solution ferroelectric relaxors with a per-
ovskite-type structure in the composition region corre-
sponding to the morphotropic phase boundary (x =
0.08-0.09) are characterized by a combination of
unique electromechanical properties[1-4], avariety of
heterophase states [5-10], and different (frequently,
rather complex) domain and twin structures [6, 11] of
the coexisting phases. The dual structures recently
revealed in crystals of the xPT-PZN solid solutionsin
the range 0 < x < 0.08 at room temperature [12, 13] are
of particular interest. According to x-ray diffraction
data[12], the rhombohedral (Rh) distortions of the per-
ovskite cells in outer layers (1-5) x 10° m thick are
greater than those observed in the bulk of the crystal at
the same concentration x. The corresponding unit-cell
parameters inside the sample (a;,) and near the sample
surface (a,,) obey theinequalities

ain>aout1 ain>aout- (1)

The differences between the unit cell parameters g,
and a,,;, for example, at x = 0.045, can be as large as
6%. Rhombohedral distortions inside the sample at x =
0 are not found. The unit cell parameters of the new
phase (X phase) satisfy the equalities a,, = b, = ¢, and
Qin = Bin = Vin = 90° [12] for the paraglectric cubic (C)
phase Pm3m and the relationships a,, = b, # ¢;, and

in = Bin = Vin = 90° [13] for the ferroelectric tetragonal
(T) phase PAmm [1, 14] in the XPT—PZN system. Xu et
al. [15] also revealed that the unit cell parameters mea-
sured in the surface layers and in the bulk of crystalsin
the related system yPbTiOz~1 — y)Pb(Mg;;sNb,5)O4
(0.10 <y £ 0.27) obey relationships similar to inequal -
ities (1) and that the rhombohedral distortions of the

perovskite cell tend to increase with an increase in the
concentration y. However, the af orementioned data and
other experimental results do not clarify the problem of
the formation of dual structures and the elastic match-
ing of the single-domain or polydomain regions of the
crystalswith particular unit-cell parameters. The aim of
thiswork wasto analyze the specific featuresin the for-
mation of dual structures and the conditions of their
existence and to develop physical concepts of het-
erophase states in XPT—PZN rhombohedral crystals.

2. TWO-PHASE STATES AND INTERNAL
MECHANICAL STRESSES

In our consideration, we use the algorithm proposed
in [16] and specify the distortion matrices |[M4|| and
[IN4 || [4, 8, 10] for the rhombohedral phases inside the
crystal (Rh;,)) and in the surface layer (Rh,,,) at x>0 (or
for the phases X;, and Rh,, a x = 0). In this case, the
shape of the interphase boundary can be approximated
by a second-degree surface:

3
Z D, X%, = 0. 2
ab=1
Here,
Dap = (NasNpt =My My) (©)
f=1
and the OX, axes of the rectangular coordinate system
(X;X,X5) are directed parallel to the translational vec-
tors of the perovskite cell. It is assumed that the spon-
taneous polarization vectors of 71° (109°) domains in

the rhombohedral phases Rh;,, and Rh,; are parallel to
each other (Pg in 11 PR, ou» J = 1-4) and that the planar

1063-7834/05/4707-1346$26.00 © 2005 Pleiades Publishing, Inc.
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walls separating the domains are aligned with the faces
of the perovskite cell. The interphase boundaries (sec-
ond-degree surfaces) are classified according to the
signs of invariants of Eq. (2) [17]; that is,

| = Dy +Dyp+ Dy, D = det|Dy,
3=|DPuDu|, | DxDy|,| DDyl @
D21 D22 D32 D33 Dl3 Dll

The analysis of invariants (4) calculated for the het-
erophase structures under consideration demonstrates
that, in crystals of the xPT-PZN solid solutions in the
range 0 < x < 0.08, the condition of the existence of zero
mean strain planes [16] is not satisfied. In other words,
the elastic matching of the phases with the structural
parameters determined in [12] does not provide com-
plete relaxation of mechanical stresses at the X;.—Rh;
or Rh;—Rh,,; phase boundaries. The interaction of the
phase X;,, with the polydomain phase Rh,,, at particular
volume concentrations of 71° (109°) domains in the
crystals at x = 0 favors both the formation of conical
interfaces (dueto theinequalitiesDI <0 and J > 0) and
a partial relaxation of mechanical stresses. According
to [18], the criterion for this relaxation is a decrease in
the quantity |D|. The inclusion of the weak tetragonal
distortion of the perovskite cell in the phase X,
(cn/a;, =1.001[13)]) leadsto theinequalitiesDI > 0 and
J> 0. This means that, at any volume concentrations of
71° (109°) domains in the phase Rh,,, the surfaces
defined by expression (2) degenerate into a point corre-
sponding to a vertex of an imaginary cone. The elastic
interaction of therhombohedral phases Rh;,, and Rh,,, in
the crystals at x = 0.045 and 0.08 favors the degenera-
tion of surfaces (2) either into a pair of imaginary
planes (D =0, J > 0) or into a point corresponding to a
vertex of animaginary cone (DI >0, J> 0). This behav-
ior of the XPT—PZN crystals is primarily governed by
the three equal (or, in the case of the tetragonal distor-
tion of the phase X;, [13], amost equal) linear unit-cell
parameters for each of the coexisting phases and also
by the relatively small differences between the angles
of shear wy, = 90° — a;, and w,, = 90° — a,,, of their
cells[12]. The balance of distortions of the coexisting
phases with given symmetries changes upon formation
of a 71° (109°) domain structure [16]. However, this

_ L E a,cosw,
Mzl = BP0 asine(2m - 1)

Oasinw,(2m —1)

DJ-DE a; . 1COSW; + 1
| = Q;A]E 3 +1SNW;,(2mM, ;- 1)

|:J_ai +1Sin(*)i +1(2mi +17 1)

||M;ib+ 1)
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change turns out to be insufficient for zero mean strain
planes to appear at the X;—Rh,, or Rh,—Rh,, phase
boundariesin the xPT-PZN (0 < x < 0.08) crystals.

3. TRANSITION REGIONS
AND THE CONDITION OF COMPLETE
STRESS RELAXATION

The aforementioned limited possibilities for relax-
ing stresses and the experimentally revealed relation
between the unit cell parameters and the depth of x-ray
penetration [13] have given impetusto investigating the
specific featuresin the elastic matching of several poly-
domain crystal layers that form the so-called transition
regions with varying unit cell parameters. Transition
regions were previously observed in polydomain
(twinned) crystals of BaTiO; [19] and KH,PO, [20]
ferroelectrics and in the coexisting phases of
CH3NH;AI(SO,), 12H,0 [21], BaTiO; [22],
Pb,CoWQq [18], and other compounds. These regions
are characterized by acontinuous changefrom the crys-
tallographic parameters of one domain (twinned com-
ponent, phase) to the corresponding crystallographic
parameters of another domain (adjacent twinned com-
ponent of the coexisting phase). The formation of tran-
sition regions in a number of heterogeneous crystals
leadsto apartial relaxation of internal stresses. Thiscan
be associated, for exampl e, with the strong spontaneous
strains of the unit cell in the CH3NH3AI(SO,), - 12H,0
compound [21] or with thejumpsin the unit cell param-
etersthat do not satisfy the condition of the existence of
zero mean strain planes[8, 16] at interphase boundaries
in the Pb,CoWO, compound [18].

Within the framework of the proposed model, the
transition region is represented by a set of polydomain
layers adjacent to each other along the { 100} planes of
the perovskite cell. It isassumed that the linear unit-cell
parameters g, = b, = ¢; and the angles of shear w, =90° —
a; vary from layer to layer. The spontaneous polariza-
tion vectors of 71° (109°) domainsin the rhombohedral
phases are oriented in the adjacent layers in the manner
shown in the Fig. 1. The distortion matrices of the ith
and (i + 1)st layers depicted in Fig. 1a can be written
respectively as

a,sinw,(2m —1) aisinooi(Zmi—l)E

a, Cosw, a,sinw, E
a,sinw, a, Cosw, 0

341N+ 1(2M; 4 — 1) =&, Sinwy 1 (2my 4, —1) E

—8 1SN 44
& +1C0SW; 4 4

8 +1COSW; 44

g
. u
—8;+1SNW; 4, 0
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Fig. 1. Schematic drawing of the polydomain layers in
rhombohedra transition regions of the xPT-PZN crystals.
Designations: m isthe volume concentration of domains of
type Lintheith layer, and m, , 1 isthe volume concentration
of domains of (a) type 4 or (b) type 1 in the (i + 1)st layer.
Arrows indicate the spontaneous polarization vectors P of

domains with j = 1-4. Hatched planes correspond to 71°
(109°) domain walls aligned parallel to the (100) plane of
the perovskite cell.

Here, a; isthe unit cell parameter extrapolated to room
temperature for the cubic phase, and g and w, are the
unit cell parameters of the rhombohedral phase in the
ith layer. Taking into account the alternation of the lay-
ers, the distortion matrices of the (i + 2)nd, (i + 4)th, ...,
and (i + 2p)th layers can be obtained from the distortion
matrix ||M(')|| by replacing the index i with the indices
i+2i+4, .. andi+ 2p, respectively. Similarly, the
distortion matricesof the (i + 3)rd, ..., and (i + 2p + 1)st
layers can be obtained from the distortion matrix
||M(' 1)|| by replacing the index i + 1 with the indices
i +3,...,andi+ 2p+ 1, respectively. The distortion
matrix My o Of the phase X has nonzero matrix ele-
ments My o4 = ax/ao, Where ay isthe unit cell parameter
of the phase X; and g = 1, 2, and 3. For the structure

drawn in Fig. 1b, the distortion matrices of theith, (i +
Dst, ..., and (i + p)th layers are equal to the matrices

L T

| respectively. Here,

TOPOLOV

the matrix [MZ *”| is derived from the matrix M%)
by simply substituting the index i + p for the index i
(wherep=1,2,...).

By analogy with matrix elements (3), the elements
of the matrix [D{;'""| for the polydomain layers
depicted in Figs. 1laand 1b are defined respectively as

3

D(| |+1) z (M(|+1)M(|+1) M(I)M(I)
f=1
)
3
D("”) Z(M*('+1)M§f('+l) M(')M(')

f=1

These layers are matched along the zero mean strain
plane [16] under the conditions

de[”D(l |+1)| =0, J(i,i+l)so’ (6)

and the orientation of the interphase boundaries
n;(h; k 1;) is calculated from the formulas obtained by
Metrat [23]. The invariant J0:'*9 in conditions (6) is
determined from relationships (4) by replacing the

matrix elements D, with the matrix elements D'

given by formulas (5). The analysis of the conditions
providing the existence of zero mean strain planes is
substantialy simplified under the assumption that the
volume concentrations of domains in al the layers
under consideration are equal to each other; i.e.,, m =
1/2, wherei = 1, 2, ..., N for the coexistence of the
rhombohedral phases Rh,, and Rh,,andi=2,3,...,N
ori=12,...,N—-1forthe coeX|stence of the phase )(In
and the rhombohedral phase Rh,,..X This implies that,
when changing over from layer to layer, the position of
the domain walls parallel to the (100) plane remains
virtually unchanged and adjacent domains 1-4 or 2-3
(Fig. 1a) and 1-1 or 2-2 (Fig. 1b) form structures with
varying unit-cell parameters. In this case, for both sys-
tems of layers (Fig. 1), we have

pii*Y o 0

detlol ™l = | o pG&i*y phiey

0 Dg3|+1) D(||+1)

and only the matrix elements D$;' ™ differ from each

other dueto the nonequaity M%&) = Mm%

mulas (5)].

[seefor-
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I Notethat, in the study of dual structures [12], the XPT-PZN crys-
tals were heated to temperatures considerably higher than the
temperature of the phase transition to the parael ectric cubic phase
and were then cooled in order to remove residua effects. These
effects were induced by the preceding action of the poling field,
without which the volume concentrations of 71° (109°) domains
of different types in the rhombohedral phases could become
amost equal.
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The polydomain layers under consideration are sep-
arated by boundaries, i.e., zero mean strain planes,
when the following relationships for the unit cell
parameters satisfy conditions (6):

a,,,C0SW, ,; = & CoSw (78

or
8,.1(C0SW 4 + SINW; ;) = & (cosw, —sinw;) (7b)
or
8,+1(COSW; 41— SINW; 4;) = & (cosw; + sinw;) (7¢)

for four types of domainsin Fig. laand relationship (7a)
or

8,+1(COSW, 1 + SINW,;, ;) = &(cosw; +sinw;) (7d)
or

ai2+1COS(0i+1(COS(1)i+1+ ZS‘in("-)i+l) (7 )
e
= ai2 cosw;( cosw; + 2sinwy;)

for two types of domainsin Fig. 1b.

For the elastic matching of the phase X, and the
polydomain rhombohedral phase Rh,, it is assumed
that, in relationships (7), a = ax and w, = 0, wherei =1
or i = N. The corresponding interfaces between the lay-
ers in the transition regions of the xPT-PZN (0 < x <
0.08) crystals are nearly parallel to the {100} planes of
the perovskite cell and, hence, to the 71° (109°) domain
wallsin the rhombohedral phases.

4. RESULTS OF CALCULATIONS
AND DISCUSSION

The numerical estimates given in Table 1 indicate
that complete relaxation of internal stresses upon for-
mation of transition regions can occur in different
ways. This follows from relationships (7) for regular
and irregular changesin the angle of shear w, of the unit
cell. The results obtained suggest that the el astic match-
ing involving four typesof 71° (109°) domains (Fig. 1a)
in the xPT-PZN rhombohedral crystals is more proba
ble. However, the elastic matching with the participa
tion of two typesof 71° (109°) domains (Fig. 1b) isalso
of interest because the two conditions (7d) and (7€) for
the existence of zero mean strain planes are simulta-
neously satisfied over the entire transition region of the
crystal at x = 0 (see Note 3to Table 1). In this case, the
elastic matching is achieved in layers in which the
angles of shear of the perovskite cells are related by the
expression

W1 —W =W =W, = ... = Wy—Wy_1= CONSt, ®
irrespective of sgn(w;,,; — ). For comparison, we

note that relationship (8) for the crystal at x = 0.045 is
valid on limited intervals [w; w , 5]. For the crystal at
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x = 0.08, such intervals are entirely absent when the
angle of shear w, is decreased from the value corre-
sponding to the rhombohedral phase Rh,;.. The param-
eters of the perovskite cell a; and w, for the crystals at
concentrations x = 0.045 [12] satisfy the condition of
the existence of zero mean strain planes only when the
elastic matching involves four types of 71° (109°)
domains (Table 1).

It isinteresting to note that, among the five condi-
tions given by formulas (7) for the existence of zero
mean strain planes, the four, three, and two conditions
are satisfied at x = 0, 0.045, and 0.08, respectively.
This circumstance, together with the validity of rela-
tionship (8) on limited interval s and the applicability of
only one scheme for the elastic matching (Fig. 1a),
allow usto assumethat the formation of Rh;,—Rh,,; dual
structures and transition regions in the crystals at con-
centrations x = 0.045 is affected by the tetragonal
phase. It is known [14] that, at a molar concentration
X = 0.045, the x—T phase diagram of the xPT—PZN sys-
tem is characterized by atriple point. In the vicinity of
this point, the phase diagram involves regions of ther-
modynamic stability of the cubic phase Pm3m, the
rhombohedral phase R3m, and the tetragonal phase
P4mm. The studied crystals upon cooling without an
electric field undergo the first-order phase transitions
CRh(0<x<x,) or C-T-Rh (¥, <x=0.09) [1, 14].As
follows from the recent results obtained by Ohwada
et al. [24], the C-T—X phase transitions are observed at
aconcentration x = 0.08.

According to our estimates from the formulas
derived in [4, 8, 23], the optimum volume concentra-
tions of 90° domains in the intermediate tetragonal
phase (Table 2), which correspond to zero mean strain
planes at interphase boundaries, change only dlightly
with a decrease in the temperature T in the vicinity of
the morphotropic boundary. As aconsegquence, the low-
temperature rhombohedral phase (x = 0.09) or the new
phase X (x = 0.08) is formed without noticeable
changesin the 90° domain structure that arises upon the
C-T first-order phase transition. For comparison, we
note that the constancy of the volume concentrations of
90° domains was also revealed in limited temperature
ranges in the vicinity of the Pm3m-R3m-P4mm triple
point of the Pb(Zr; _,Ti,)O; system with a perovskite-
type structure [25].

Asregards the xPT-PZN crystals, one of the factors
responsible for the aforementioned stability of the 90°
domain structure is associated with the temperature
dependences of the linear unit-cell parameters ac(T),
ary(T), and ay(T) in the cubic, rhombohedral, and X
phases, respectively [1, 24]. At x = congt, the relation-
shipsda./dT = dag,/dT and da./dT = da,/dT hold true.
Extrapolating the dependence ac(T) to the stability
region of the rhombohedral and X phases leads to the
approximate equalities a- = agy, (x = 0.09) and a. = ay
(x = 0.08), respectively. Another factor responsible for
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Table 1. Calculated parameters of the perovskite cell in transition regions of the xPT—PZN crystals at room temperature

x =0, polydomain layersin Fig. 1a

wy, deg 0 0.005 | 0.010 | 0.015 0.020 0.080
a,10%m| 4.067 4.067 | 4.066 | 4.064 4.061 (4.061(1)) | According
4.067(1 to conditions
( (1) (7b) and (7a)
wy, deg 0 0.01 | 0.02 | 0.03 0.08
a,10%m| 4.067 4,066 | 4.064 | 4.061 (4.061(2)) According
4.067(1 to conditions
( (@) (7b) and (7a)
x =0, polydomain layersin Fig. 1b
wy;, deg 0 001 | 002 | 0.03 0.04 0.05 0.06 0.07 | 0.08
a,109m| 4.067 4.066 | 4.066 | 4.065 4.064 4.064 4.063 4.062 | 4.061 | According
4.067(1 to condition
( (1) (7d) and (7€)
wy;, deg 0.08 0.07 | 0.06 | 0.05 0.04 0.03 0.02 001 |0
a,10%m| 4.061 4.062 | 4.062 | 4.063 4.064 4.065 4.065 4.066 | 4.067 | According
(4.061(1)) to condition

(7d) and (7€)

X = 0.045, polydomain layersin Fig. 1a

w, deg 0.070 0.075| 0.080 | 0.100
a;, 10°m| 4.070 4.060 | 4.049 | (4.045(1))| According

t diti
(4.070(1)) to conditions

w,deg | 0.07 008 | 009 | 010
a,10%m| 4.070 4.059 | 4.047 | (4.045(1))| According

t diti
(4.070(2)) focondiions

w;, deg 0.070 0.085 | 0.095 | 0.100
a,10°m| 4.070 4.059 | 4.046 | (4.045(1))| According

t diti
(4.070(1)) ((; lc():)ogn (Ij |(o7r£

wy, deg 0.100 0.095 | 0.090 | 0.070

a;, 101°m| 4.045 4.059 | 4.072 | (4.070(1))| According
to conditions
(7c) and (79)
w, deg 0.100 0.09 | 0.08 0.07
a,1079m| 4.045 4,058 | 4.071 | (4.070(1))| According
to conditions
(7c) and (74)

x = 0.08, polydomain layersin Fig. 1a

w, deg 0.070 0.075| 0.080 | 0.110
a;, 101°m| 4.066 4.056 | 4.045 | (4.046(1))| According

t diti
(4.066(1)) ((; k<):)02n (Ij |(07r5

w,deg | 0.07 008 |009 | 0.11
a,109m| 4.066 | 4.055 | 4.043 | (4.046(1))| According

t diti
(4.066(1)) (g kc):)ogn :j |(c;r:§

Notes: 1. The experimental values of the linear unit-cell parameters a; [12] for the rhombohedral phase Rh;,, or the phase X;,, (at the min-
imum angle of shear wy;) and the rhombohedral phase Rh,; (at the maximum angle of shear wy) are given in parentheses.

2. Condition (7a) is satisfied for the unit cell parameters of the last two layers (see the datain the right part of the table), except for
the elastic matching of domains shown in Fig. 1b at x = 0.

3. The differences between the linear unit-cell parameters g; cal culated from formulas (7d) and (7€) at x = 0 and fixed angles w; do
not exceed 0.5% due to the inequality sinw;, < cosw;.

PHYSICS OF THE SOLID STATE Vol. 47 No.7 2005



DUAL STRUCTURES AND TRANSITION REGIONS

Table 2. Optimum volume concentrations of 90° domainsin
the tetragonal phase according to the calculations for the
first-order phase transitions in the xPT-PZN crystals

; Optimum vol-
Experimental tempera-

x| e dependence the | ZICEC | (TG
P domains

0.08 | Datatakenfrom[24] |C— T | 0.642; 0.358

T— X | 0.619;0.381

0.09 | Datataken from [1] C—T | 0.636;0.364

T — Rh | 0.616; 0.384

Notes: 1. The tetragonal phase is assumed to be separated into 90°
domains with the spontaneous pol arization vectors P11(0; O;
P) and Pr»(P; 0; 0). The rhombohedral phase is assumed to
be separated into 71° (109°) domains with the spontaneous
polarization vectors Pg; (j = 1-4, see Section 3), and the
crystal has cubic symmetry, because the volume concentra-
tions of these domains are equal to one another. According
to the experimental data obtained by Ohwadaet al. [24], the
phase X aso has macroscopic cubic symmetry.

2. Any deviationsfrom the equality of the volume concentra-
tions of 71° (109°) domainsin the rhombohedral phase lead
to an insignificant change (by less than 1%) in the optimum
concentration of 90° domains in the tetragona phase upon
transition from the tetragonal phase to the rhombohedral
phase. In particular, upon formation of the single-domain
rhombohedral phase with the spontaneous polarization vec-
tors Pry and PRy, the optimum volume concentrations of 90°
domainsinthetetragonal phase are equal to 0.620 and 0.380,
respectively [4, 8].

the stability of the 90° domain structure stems from the
specific features of the jumpsin the unit cell parameters
ar and ¢ of the tetragonal phase upon C-T and T-Rh
(or T-X) phase transitions. According to the experimen-
tal data obtained by Kuwata et al. [1], the relationship
(ar —ac)/(cr —ac) = (apy — ar)/(agy — Cy) isvalid at x =
0.09. Furthermore, the results reported by Ohwada et al.
[24] indicate that a similar relationship, i.e, (a; —
ag)/(cr—ag) = (ax—ay)/(ax—Cy), issatisfied at x = 0.08.
Hence, we can assume that the XPT-PZN (X, < X <
0.08) crystals are characterized by similar temperature
dependences of the unit cell parameters. Consequently,
the formation of dual structures can be assisted by the
T—X—Rh three-phase states in which 90° domains of the
tetragonal phase provide efficient relaxation of internal
mechanical stresses at the T-X and T-Rh phase bound-
aries. Upon cooling of the crystal, the domains of the
tetragonal phase disappear and the fields of internal
mechanical stresses change significantly. This favors
the formation of transition regions [18]. The coexist-
ence of the tetragonal, X, and rhombohedral phasesis
confirmed by the fact that three-phase states are inher-
ent in the XPT-PZN system at room temperature.
Recently, Bertram et al. [26] reveaed the coexistence
of the tetragonal, monoclinic (symmetry Pm), and
rhombohedral phases in the vicinity of the morphotro-
pic boundary with complete relaxation of internal
mechanical stresses [10]. An increase or a decrease in
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the molar concentration x results in the formation of
two-phase states, namely, the monoclinic—tetragonal or
rhombohedral—-monaoclinic states, respectively [26].
These two states are characterized by complete stress
relaxation [8, 10].

5. CONCLUSIONS

Thus, the results obtained in this work can be sum-
marized as follows.

(1) The concept of transition regionsin ferroelectric
and related crystals was applied for the first time to the
description of the dual structures in crystals of xPN—
PZN solid solutionsin the range 0 < x < 0.08. The fun-
damental difference between the new model of transi-
tion regions and the model s proposed earlier in [18-20]
liesin the assumption regarding the elastic matching of
polydomain layers in which the balance of longitudinal
and shear distortions is provided by 71° (109°)
domains. The proposed schemes of the elastic matching
of 71° (109°) domains in the rhombohedral phases
(Fig. 1) along the {100} boundaries (zero mean strain
planes) and the corresponding relationships (7) for the
changeinthe unit cell parameters (Table 1) suggest that
the relaxation of mechanical stresses upon the forma-
tion of dual structures can occur in different ways.

(2) The formation of dual structures in crystals of
the xPN—PZN solid solutions at x = 0.045 is favored by
the following circumstances: (i) the temperature depen-
dences of the unit cell parameters a-(T), agy(T), and
ay(T) are similar to each other; and (ii) the optimum
concentrations of 90° domains in the intermediate tet-
ragonal phase remain almost unchanged (Table 2). This
leads to complete relaxation of internal mechanical
stresses in the T-X, T-Rh, and T-X—Rh heterophase
states.
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Abstract—The gas-phase condensation of nickel nanoclustersis simulated by the molecular dynamics method
with the use of tight-binding potentials. It isreveal ed that subsequent heating of the synthesized clustersto tem-
peratures of 400-500 K leads to a substantial improvement of their internal structure with a hexagonal close-
packed phase predominating. Upon heating of the nanoparti cles above the melting point and subsequent gradual
cooling, the formation of a cluster structure depends strongly on the cooling rate. The inference is made that
heating of the nanoclusters synthesized from a gas phase can be used for the controlled formation of nickel
nanoparticles with a predicted structure. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Nanoparticles possess a great variety of interesting
physical properties that differ from those exhibited by
bulk materials due to an extremely large surface-to-vol-
ume ratio. Since these properties of nanoparticles can
be used in various technical devices, investigationsinto
the processes controlling the formation of nanoparticles
are of considerableinterest. The general introduction to
the physics of nanoparticles and nanomaterials can be
found, for example, in [1-3].

At present, there exist numerous techniquesfor syn-
thesizing nanoparticles of different chemical elements.
Among these methods, gas-phase synthesisis of crucial
importance in preparing very small, chemically pure
particles with approximately equal sizes[4]. In the gas-
phase synthesis, nanoparticles are condensed from a
supersaturated metal vapor in a noble-gas atmosphere
[5-7].

Over the course of more than 30 years, the structure
of metallic clusters has been intensively investigated
using theoretical and experimental methods. Computer
simulations have demonstrated that, unlike conven-
tional bulk materials, nanoclusters are characterized by
several structural modifications. For example, nano-
clusters of metals with aface-centered cubic lattice can
exist in face-centered cubic, hexagonal close-packed,
icosahedral, and decahedral modifications [8-10].
However, it should be noted that currently available
experimental methods for determining the structure of
metallic nanoclusters have a number of disadvantages.
In particular, diffraction scattering techniques are
appropriate only in the case of cluster ensembles and,
hence, their use leads to the averaging of the properties
exhibited by individual clusters.

Furthermore, considerable difficulties are encoun-
tered in interpreting diffraction data [11, 12]. For this
reason, direct examination of the structure of individual
clusterslocated on asubstrate has often been performed
with a high-resolution electron microscope [13, 14].

However, a high-resolution electron microscope
forms only a projection image of the structure and cor-
rect interpretation of the results requires further com-
puter simulation. Moreover, the high-energy electron
beam necessary for high-resolution electron micros-
copy can heat particles and, as a consequence, they can
undergo structural transformations. This is especially
truein regard to small-sized clusters[15].

Computer simulation is the most suitable method
for studying theinternal structure of nanoparticles. The
use of modern computers and realistic interatomic
potentials makes it possible to simulate nanoparticles
accurately at times of the order of several nanoseconds.
However, the majority of previously performed calcu-
lations were aimed at searching for a structure with the
lowest energy at T =0 K and at revealing a correlation
between this energy and the cluster size.

In this work, we carried out a molecular dynamics
simulation of the influence of temperature on the trans-
formation of aninternal structure of nickel nanoclusters
prepared through gas-phase condensation.

2. SSIMULATION TECHNIQUE

The interatomic interactions were calculated using
the tight-binding potentials [16] with a fixed cutoff
radius. Although complex models (for example, those
based on ab initio methods) seem more redlistic, we
used a simpler, more efficient computer program for

1063-7834/05/4707-1353$26.00 © 2005 Pleiades Publishing, Inc.
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simulating a system involving severa thousands of
atomsin the time interval up to several nanoseconds. It
should be noted that, even in the current state of the art
in the development of high-performance computers, an
ab initio simulation of this system remains impossible.
On the other hand, the potential s proposed by Cleri and
Rosato [16] have already worked well in cluster studies
[17-20].

In our model, the potential energy of the system was
calculated from the relationship

0 ﬂﬂz
E - Z|:—|:| Esﬁe—unB(r”/ruB—1|:|
. 0
7]

1 _puB(rlj/rgB_l)
+ éz AaBe )

i#]
where r;; is the distance between the ith and jth atoms,

and a and (3 stand for atoms of different types. In our
calculation, the parameters of the components of the

simulated system (Eqg, Pogs Axps Jogs rSB) were taken
directly from [16]. The velocities of atomic motion in
the simulation were determined using the Verlet algo-
rithm with atimestep h=2fs.

The computer simulation was performed with the
standard methods described in [21]. In the computer
experiment simulating the gas-phase condensation of
nanoparticles, anickel cluster consisting of 8000 atoms
arranged in a simple cubic lattice with alattice param-
eter equal to 15ag (where ag is the Bohr radius) was
used astheinitial configuration with periodic boundary
conditions. The choice of the simple cubic lattice for
the simulation may seem somewhat unexpected. How-
ever, the distance between the atoms in this lattice
appears out to be larger than the cutoff radiusr, (for the
interaction potential used in our case, r, = 11.1ag).
Moreover, the initial velocities of atomic motion are
randomly specified in accordance with the Maxwell
distribution at the initial temperature T; = 1000 K. This
gives grounds to believe that the simulated system very
rapidly loses its memory regarding the initial distribu-
tion.

Animportant factor in the simulation of the conden-
sation process is the interaction of the system with a
thermal reservoir. Since the formation of clusters is
accompanied by the release of a large amount of
energy, thisinteraction is required to eliminate a physi-
caly incorrect considerable increase in the tempera-
ture. In the simulation experiment, we used an Ander-
son thermostat [21, 22] to cool nickel atomsto thefina
condensation temperature T; = 77 K.

Within this stochastic model, the ssmulated atoms
experience random collisionswith virtual particles. The
effect of collisions manifests itself in the fact that the
velocity of rea particles at the (n + 1)st step in the
molecular dynamics simulation experiment decreases
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in arandom manner as compared to the velocity corre-
sponding to the Maxwell distribution at the nth step. In
our case, these collisions simulate the interaction with
a noble gas used in real experiments on the gas-phase
synthesis of nanoclusters. During the simulation exper-
iment, the temperature was determined from the mean
Kkinetic energy of atoms.

3. RESULTS AND DISCUSSION

In the framework of the problem under consider-
ation, our primary interest is in investigating the tem-
perature dependence of the structural properties of the
nickel nanoclusters prepared through the gas-phase
condensation. During the investigation, we first simu-
lated direct experiments on the condensation [3, 23]
and then analyzed the following situations.

(1) The nanoparticles condensed from the gas phase
are gradually heated from T = 77 K for the purpose of
forming amore perfect structure. In this simulation, we
revealed two typical tendencies.

(i) For nickel clusters with a close-packed core and
asmall number of stacking faults, the long-range order
is dlightly disturbed already at T = 600 K and com-
pletely destroyed at T = 1100 K.

(ii) For nickel clusters in which there is no well-
defined close-packed core, intensive kinetic processes
result in the formation of asimilar core in the tempera-
ture range from 300 to 600 K (Fig. 1). A further
increase in the temperature is accompanied by the
destruction of the long-range order, and this processis
completed at T=1100 K. Therefore, the heating of con-
densed nickel nanoparticles for several nanoseconds to
temperatures T = 400-500 K leads to a substantial
improvement of their internal structure with a hexago-
nal close-packed phase predominating.

(2) Thenickel nanoclusters synthesized from the gas
phase are heated to the temperature T = 1800 K, which
is considerably higher than the melting point; then, the
nanoclusters are gradually cooled to liquid-nitrogen
temperature at different rates. For the majority of nickel
nanoclusters, this procedureresultsin anincreasein the
size of the close-packed cluster core. When the cluster
has already had aregular structure prior to melting, the
number of atoms involved in the close packing
increases by only afew percent. If thistype of structure
is absent before melting, the heating and subsequent
gradual cooling lead to the formation of aregular struc-
ture and, in anumber of cases, the percentage of atoms
involved in local close packing increases by a factor
of two.

A comparison of the structures obtained by two
methods shows that gradua cooling of the clusters
from the molten state leads to a better improvement of
the cluster structure; however, the final result depends
substantially on the cooling rate. The best results are
obtained at a cooling rate U = 0.025 ps™. For other
cooling rates (U = 0.035, 0.015, 0.005 ps™), thefraction
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Fig. 1. Nickel clusters (N = 340 atoms) synthesized from the
gasphaseat T = (a) 200 and (b) 400 K.

of atoms involved in local close packing in the cluster
decreases.

Moreover, the cluster structures before and after
melting differ qualitatively. In particular, upon free
condensation of nickel atoms from the gas phase, the
majority of clusters have a hexagona close-packed
structure. When the nanoparticles are heated to temper-
atures above the melting point and then are gradually
cooled, thefinal structure also depends very strongly on
the cooling rate. For example, upon cooling at the rate
U = 0.025 ps?, the cluster structure can transform
either into the face-centered cubic modification or into
the hexagonal close-packed modification in approxi-
mately equal proportions. However, cooling at other
rates (U = 0.035, 0.015, 0.005 ps™) leads to the forma-
tion of either a hexagonal close-packed phase in most
cases or an icosahedral phasein rare cases (Fig. 2).

In order toillustrate the transformation of the cluster
structure and the change in the cluster shape with
increasing temperature, we consider two large-sized
No. 7
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Fig. 2. Nickel cluster configurations (N = 527 atoms)
obtained upon cooling in the temperature range from 1800

to 77 K. Cooling rates, ps‘l: (a) 0.015 (icosahedral phase)
and (b) 0.025 (face-centered cubic phase).

clusters (N = 1816, 2082 atoms) synthesized from the
gas phase. The first cluster is formed through the
agglomeration of two nearly spherical nanoparticles,
with the symmetry corresponding to a mixture of face-
centered cubic and hexagonal close-packed structures
(Fig. 38 and a disordered region at their boundary.
Then, the simulated cluster is heated from 77 to 600 K
and, then, to 900 K.

During heating, the cluster components aggregate
very rapidly (for 2 ns) into asingle cluster with the ini-
tial structure (amixture of face-centered cubic and hex-
agonal close-packed structures) (Figs. 3b, 3¢). Despite
the similarity of their internal structures, the clusters
formed upon heatingto T=600 K and T=900 K differ
significantly in appearance. Specifically, the shape of
the cluster heated to T = 600 K is similar to that of the
initial cluster (T = 77 K), whereas the cluster heated to
T=900K “forgets’ itsinitial shape and takes the form
of an amost regular ellipsis (Fig. 3¢). This phenome-
non can be explained by the enhancement of surface
diffusion during heating and, consequently, by the
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Fig. 3. Nickd cluster configurations (N = 1816 atoms) at
T=(a) 77, (b) 600, and (c) 900 K.

increase in the rate of mass transfer required for a
change in the cluster shape. At both temperatures, the
transformation of the internal structure leads to com-
plete disappearance of the disordered region at the
boundary of theinitial clusters.
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Fig. 4. Nickel cluster configurations (N = 2082 atoms):
@T=77;(b) T=600K,t=1ns;and (c) T=600K,t=4ns.

The second example is provided by a nickel nano-
cluster (N = 2082 atoms) that is formed through the
agglomeration of three components, of which the com-
ponent with the largest size involves a nucleus of the
icosahedral phase (Fig. 48). At T = 600 K, the icosahe-
dra structure is formed in the cluster within only 1 ns
after heating (Fig. 4b). The structural transformation of

the cluster is completed within 4 ns after heating
(Fig. 4c), and neither structure nor shape of the cluster

change with time (to 20 ns). As in the first case, the

cluster heated to T = 900 K becomes nearly elliptical in
shape. These two examples also demonstrate that ther-
mally induced processes substantially affect the forma-

tion of a cluster structure. For nickel nanoclusters, the

icosahedral structure is more energetically favorable at
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T=0K [24]. However, the formation of asimilar struc-
ture in nickel nanoclusters at higher temperatures
occurs only in the case when there is a large-sized
nucleus of the icosahedral phase. This can be judged
from comparing Figs. 1 and 4.

4. CONCLUSIONS

Thus, the gas-phase condensation of nickel clusters
was simulated by the molecular dynamics method. The
results of this simulation should be treated as tentative
because the number of clusters formed is too small to
make any valid inferences. However, the above investi-
gations revealed anumber of tendencies specific to gas-
phase synthesis of nickel nanoclusters.

It was established that subsequent heating of the
synthesized nanoclusters to temperatures of 400-500 K
for even a few nanoseconds leads to substantial
improvement of their internal structure with a hexago-
nal close-packed phase predominating. Upon heating
of the nanoclusters above the melting point and subse-
guent gradual cooling, the formation of a cluster struc-
ture depends strongly on the cooling rate. Therefore,
heat treatment of nickel nanoclusters synthesized from
a gas phase can be used for the controlled formation of
nickel nanoparticles with a predicted structure and,
hence, with specified physical properties. This could
prove indispensable for manufacturing modern techni-
cal devices, in particular, new forms of memory storage
for computers.
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Abstract—The magnetic properties of two types of nanocrystalline antiferromagnetic CuO samples, namely,
dense nanoceramics and loose powders, were studied. For nanomaterials with smaller particles, the magnetic
susceptibility x was shown to increase with a decrease in temperature T < Ty. Theincrease in X in both series
of samples isrelated to the disordering of Cu?* spins at the surfaces of nanoparticles. The magnetic properties
of nanopowders characterize the properties of isolated nanoparticles. In a dense nanoceramic, the size effect is
compensated for by the interaction between nanoparticles. The magnetic properties of nanoceramics are deter-
mined by elastic stresses induced by an external action. Elastic-stress relaxation results in the recovery of mag-
netic order and decreases the magnetic susceptibility. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

There has been increased interest in nanocrystaline
materials over recent years. This interest is related to
fundamental problemsin the study of surface phenom-
ena and to applied aspects of the use of nanoparticles
[1-3]. A decreasein the crystallite size below athresh-
old value d < 100 nm is known to change the physical
properties of crystallites as compared to ordinary poly-
crystals. Nanocrystalline materials are in a nonequilib-
rium metastable state. Knowledge of the processes
occurring in the nanocrystalline state of solids opens up
new opportunities for nanotechnology in designing
structural and functional materials, since a decrease in
particle size is an effective method for changing prop-
erties. Nanomaterials are used as catalystsfor chemical
reactions and are applied in the production of micro-
electronic devices, photosensitive elements, gas sen-
sors, and gas and soot absorbents.

Nanocrystalline materials have small particle sizes
and long interfaces. In magnetic nanoparticles, thetotal
energy consists of the exchange, anisotropy, magne-
toelastic, and magnetostatic energies. A loss of three-
dimensional structural periodicity, alower ionic coordi-
nation, and the presence of various types of defectsin
the surface and interface layers of nanoparticles can
affect exchange interaction and, hence, can change the
relations between the components of thetotal energy. A
decreasein the particle size resultsin an increased con-
tribution from surface anisotropy to the total anisotropy
constant of an ensemble of nanoparticles K = KV +
2Ks/d, where K¥ and K* are the volume and surface
anisotropy constants, respectively, and d is the particle
size. Stress-induced lattice distortions affect the contri-
bution from volume anisotropy. The coupling between

the volume and surface of nanoparticles is very sensi-
tive to the surface morphology. Core-surface stresses
increase the magnetoelastic coupling, which also con-
tributes to the anisotropy. A change in the relations
between the exchange energy and other contributions
can change the ground state of nanoparticlesand signif-
icantly modify their magnetic properties.

The main consequence of a decrease in the particle
sizein magnetic materialsis spin disordering in the sur-
face layer because of exchange-coupling frustrations,
which manifests itself in superparamagnetism and
superantiferromagnetism. In ferromagnetic and ferri-
magnetic nanoparticles at low temperatures (below the
blocking temperature Tg), disordered surface spins
become “frozen,” and their state is similar to the spin-
glass phase. This leads to an increased coercive force,
irreversible magnetization reversal in the ZFC and FC
modes, and a shift in the hysteresis loops [1]. As the
temperature increases, the spin-glass phase transforms
into a canted spin structure. In antiferromagnetic nano-
particles, the ground state is a multisublattice state. The
decompensation of the magnetic sublattices results in
superantiferromagnetism, which is characterized by a
nonlinear field dependence of the magnetization and by
an increase in the susceptibility with decreasing tem-
perature (x ~ 1/T) [4]. In ionic compounds, valence
electrons are spatially localized. In semiconducting 3d
oxides, the magnetic order is determined by superex-
change interaction and depends on the overlapping of
the 3d and 2p orbitals of metal and oxygen ions; there-
fore, the magnetic coupling is very sensitive to the
atomic environment. A lowered atomic density and
changes in the interatomic distances and in the
exchange interaction in the surface layers of nanoparti-
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cles can cause a stronger size effect in ionic com-
pounds, as compared to metals, over a wide tempera
ture range up to T or Ty. The properties of antiferro-
magnetic and ferrimagnetic nanocrystalline oxides are
less well understood than the properties of ferromag-
netic 3d-metal nanoparticles.

An informative method for studying the magnetic
properties of nanomaterialsis measurement of the mag-
netic susceptibility. In this work, we investigate the
effect of nanoparticle size on the magnetic properties of
CuO and the stability of the nanocrystalline state. To
this end, in the temperature range 77 < T < 600 K, we
measure the magnetic susceptibility of nanocrystalline
CuO samples fabricated by different methods, because
the magnetic properties of nanocrystalline materials
can depend on the fabrication technique. We chose
CuO, since it is unique in the series of 3d monoxides.
CuO has amonoclinic lattice and is alow-dimensional
antiferromagnet with a high Néel temperature (Ty =
230K) [5, 6]; these features allow usto study the effect
of a decreased particle size over a wide temperature
range. CuO is the basis for cuprate high-temperature
superconductor (HTSC) compounds and exhibits prop-
erties similar to the properties of their semiconductor
phases. Therefore, CuO has been extensively studied
since the discovery of HTSCs [7]. It is also important
that, when the copper-to-oxygen concentration ratio
changes, the Cu—-O system can contain diamagnetic
phases (Cu,O, Cu), which have no effect on the magne-
tism of bulk CuO. Other magnetically ordered phases
do not form under these conditions.

2. EXPERIMENTAL

The magnetic properties of nanopowders and nano-
layers are mainly specified by the effects related to the
nanoparticle size and the state of the surface layers. In
compacted nanomaterials, the interaction between
nanoparticles and the surface effects induced by the
microstructure of grain boundaries (e.g., the presence
of nanovoids and other free volumes, the nonequilib-
rium stressed state of interfaces) can be significant. Two
series of nanocrystalline CuO samples with nanoparti-
cle size d = 5-110 nm were prepared using different
methods to separate the size effect from other factors.
One series of samples was fabricated with polycrystal-
line CuO subjected to spherically converging isentropic
shock waves [8]. After subjection to shock waves, the
CuO ceramic was in the form of a ball of radius R =
22 cm. The density of the loaded CuO was 99%. Sam-
ples having a certain nanoparticle size (d = 5, 15, 30,
70, 110 nm) were cut from different zones of the loaded
ball. The other series of nanocrystalline CuO samples
(with average particle size d = 15, 45, 60 nm) was pro-
duced via condensation of copper vapors. A drop of
molten metal was levitated in an argon flow and heated
to 2000°C by a high-frequency magnetic field. The
evaporated metal was cooled with theinert gasand con-
densed to form a nanopowder. The nanoparticle sizes
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were controlled by the argon pressure and the argon
flow rate. The design of the device prevents the molten
metal from being contaminated by uncontrolled impu-
rities. The Cu and CuO nanopowders were then oxi-
dized in air at 90-240°C for 0.5-2 h. The samples of
this series consisted of aloose nanopowder.

Phase and structural analyses were performed with
a DRON-2.0 x-ray diffractometer. X-ray diffraction
data showed that the nanocrystalline CuO sampleswere
single-phase and that the broadening of the diffraction
lines was mainly caused by the small particle size. In
the dense nanoceramics, an additional contribution to
the line broadening was induced by elastic stresses due
to shock-wave loading. The nanoparticle size was con-
trolled with an STM-U1 scanning tunneling micro-
scope. For each sample, we took ten or more images at
different points and then used them to determine the
average nanoparticle size[9, 10]. The magnetic suscep-
tibility was measured on a magnetic balance. Asarule,
nanomaterials subjected to severe plastic deformation
have a high level of microstrains and alarge amount of
defects. Grain boundaries in such materials are in a
nonequilibrium state and are sources of high elastic
stresses. The nanoceramic and nanopowder samples
were stored at room temperature for three years, and
then the magnetic measurements were repeated to ana-
lyze the state of nanocrystalline CuO and of the inter-
facesinit.

3. MAGNETIC SUSCEPTIBILITY
OF CuO NANOPARTICLES

The magnetic properties of CuO are specified by the
competition between the strong antiferromagnetic
superexchange interaction of Cu®* ions through O%

ionsin the[101] direction and aweaker ferromagnetic
superexchange interaction in al other directions. The
magnetic structure consists of zigzag antiferromagnetic

Cu—O——Cu chains aong the [101] axis. Below T =
212 K, CuO exhibits 3D collinear antiferromagnetism,
and in the range 212 < T < Ty = 230 K the structure
becomes noncollinear. Above Ty, the interaction
between the chains become negligible and the system
transforms into a low-dimensional antiferromagnetic
state [5, 6, 10]. Near Ty, the slope of the x(T) curve
changes, but the susceptibility maximum (typical of 3D
collinear antiferromagnets) isabsent. The susceptibility
of CuO continues to increase with T up to 550 K [11].
The shape of the temperature dependence of the sus-
ceptibility is characteristic of low-dimensiona (1D,
2D) antiferromagnets, which transform into a 3D state
with long-range magnetic order as the temperature
decreases [12].

Figure 1 shows the temperature dependences of the
magnetic susceptibility in aconstant magneticfieldH =
8.9 kOe for a Cu polycrystal with grain sized = 5—
15 um and for dense nanoceramics with agrain sizein



600
T,K

1 1 1 1 1
100 200 300 400 500

Fig. 1. Temperature dependences of the magnetic suscepti-
bility in aconstant magnetic field H = 8.9 kOefor (1) aCuO
polycrystal with grain size d = 5-15 um and (2-5) dense
nanoceramicswith various values of thegrain sized: (2) 70,
(3) 30, (4) 15, and (5) 5 nm.
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Fig. 2. Temperature dependences of the magnetic suscepti-
bility of CuO inamagnetic field H = 8.9 kOefor (1) apoly-
crystal and (2—4) nanopowders with various values of the
average grain size d: (2) 60, (3) 45, and (4) 15 nm.

therange 5 < d < 110 nm. The X(T) dependence for the
nanocrystalline samples with a large grain size (d >
70 nm) coincides with that for CuO polycrystals fabri-
cated using a standard method. A decrease in the grain
size leads to increased values of X at low temperatures.
There is a correlation between the grain size and the
magnetic susceptibility: the smaller the value of d, the
higher the value of x. For the nanoceramics with d =
5nmat T <140 K, the susceptibility obeysthe law x ~
1/T. The general shape of the temperature dependence
of the magnetic susceptibility for nanoceramic CuO
sampleswith asmall grain sizeis characteristic of alter-
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nated chains[12], strongly frustrated antiferromagnets,
and antiferromagnetic nanoparticles [4]. Since long-
range magnetic order is unlikely to be destroyed in the
bulk of nanoparticles at temperatures well below
230 K, the most probable cause of the x ~ 1/T depen-
dence and, accordingly, the appearance of an uncom-
pensated magnetic moment is the breakage of the anti-
ferromagnetic bonds of Cu?* ionslocated in the surface
layer because of aloss of 3D periodicity. As the grain
Size decreases, the number of disordered surface spins
increases; as a result, the total susceptibility of nanoc-
rystalline CuO increases. In the high-temperature range
(T > 300 K), the x(T) dependences are identical for al
samples. This fact indicates that the decrease in the
grain size has no effect on the short-range magnetic
order, which remains unchanged up to 550 K.

The surface effects characteristic of CuO are most
pronounced in the magnetic properties of nanopowders.
Figure 2 showsthe temperature dependences of the sus-
ceptibility in afield H = 8.9 kOe for single-phase CuO
nanopowders with average grain sizesd = 15, 45, and
60 nm. The susceptibility decreases with increasing
temperatureintherange T < 140K for sampleswithd =
45 and 60 nm and decreases over the entire temperature
range covered, 77 < T < 600 K, for samples with d =
15 nm. Asin the case of nanoceramics, thereisacorre-
lation between x and d. However, at the same nanopar-
ticle size, the susceptibility of nanopowders is signifi-
cantly higher. Qualitatively similar x ~ /T depen-
dences were observed for nanopowders produced using
the sol-gel method [13] or ball mills[14] and for multi-
layers of CuO films of thicknessd = 2-200 nm [15].

In nanomaterials, not only the particle size but also
the particle microstructure and the state of interfacesin
particles play important roles. The effect of interfaces
on the properties is most pronounced in compacted
nanomaterials[3]. Asaresult of strong external actions,
the grain boundaries are in a thermodynamically non-
equilibrium stressed state with an excess energy, and
this state can be unstable even at room temperature.
High-temperature annealing or storage of samples at
room temperature for along time leads to el astic-stress
relaxation. Grain boundaries transform into a stable
state with arelatively high degree of short-range order
in the atomic arrangement in nanoparticle boundaries;
therefore, the magnetic properties of as-produced and
aged samples are different. Figure 3 shows the temper-
ature dependences of the magnetic susceptibility for the
same nanoceramic CuO samples asin Fig. 1 but after
three-year storage at room temperature. It is seen that
the “paramagnetic” contribution X ~ 1/T disappears for
al samples. The x(T) dependences became similar to
those typical of ordinary CuO polycrystals, which indi-
cates a low degree of disordering of Cu?* ion spinsin
the surface layer. The recovery of the long-range anti-
ferromagnetic order in the aged nanoceramic samples
is not due to an increase in the grain size or grain-
boundary migration. Indeed, Fig. 4 shows the micro-
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Fig. 3. Temperature dependences of the magnetic suscepti-
bility for high-density CuO ceramics (see Fig. 1) after three-
year storage at room temperature. The grain size d is
(1) >1000, (2) 30, (3) 15, and (4) 5 nm.

structures of nanoceramics with agrain sized = 15 nm
observed with a scanning tunneling microscope imme-
diately after shock-wave treatment and after three
years. According to the scanning tunneling microscopy
data, the grain size does not change with time. It should
be noted that, in the aged nanoceramic samples, all x(T)
dependences are below the analogous curve for poly-
crystals. The susceptibility decreases in absolute value
with decreasing grain size both above and below Ty.
This behavior of the magnetic susceptibility can be
related to a change in the oxygen concentration in the
surface layers of CuO. Indeed, the degree of nonsto-
ichiometry with respect to oxygen increases with
decreasing d because of the increased length of grain
boundaries. Using positron annihilation, it was found
that local regions of oxygen vacancies are formed in
grain boundariesin our samples[16]. A deviation of the
composition toward oxygen deficiency, a decreased
nanoparticle size, and an increased bond ionicity [17]
stimulate the formation of nonmagnetic Cu®* (3d'°)
ions at interfaces. The lower values of the susceptibility
can be caused by a lower concentration of magnetic
Cu?* ions. The nanoceramics can also exhibit explo-
sion-induced anisotropy. Since the parallel susceptibil-
ity isminimal (x; = 1.0 x 10-° cm¥g [18]), the low val-
ues of ¥ in the annealed nanoceramics can berelated to
the increased x;, contribution to the total susceptibility.

The behavior of the magnetic properties of CuO
nanopowders with time is different. After storage for
three years, the temperature dependence of the suscep-
tibility remains virtually unchanged, which indicates
the stability of the nanoceramic composition and the
absence of any relaxation processes.
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Fig. 4. Microstructure of CuO nanoceramicswith grain size
d =15 nm (a) immediately after shock-wave treatment and
(b) after three years. The insets show A-B scanning lines.

4. FACTORS AFFECTING THE MAGNETIC
PROPERTIES OF THE NANOMATERIALS

The magnetic properties of antiferromagnetic
nanocrystalline materials depend on the nanoparticle
size, the interparticle interaction, and the grain-bound-
ary microstructure. The question of whether the transi-
tion from the polycrystalline to nanocrystalline state is
first-order remains open; that is, it is unknown whether
there exists acritical particle size below which the only
properties that are exhibited by nanomaterials are those
characteristic of nanoparticles. To answer this question,
we need data on the magnetic properties of a system of
isolated nanoparticles in order to prevent other factors,
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such as interparticle interaction, from having an effect.
Among our samples, the nanoparticle isolation condi-
tion is best satisfied by the loose CuO nanopowders,
whose susceptibility increases with decreasing d and
decreases smoothly with increasing temperature (X ~
1T) intherange T < 300 K. A similar behavior of the
susceptibility isobserved in antiferromagnetic hematite
a-Fe;0, [19], NiO [20], and CuO multilayers [15]. In
hematite particles with d > 100 nm, the susceptibility
remains equal to its value for bulk hematite. When the
particle size decreases within the range 100 > d >
20 nm, X increases rapidly. The magnetic susceptibility
of nanocrystalline NiO varies in inverse proportion to
the nanoparticle sizeintherange200>d>7nmat T =
298 K. For CuO multilayer films of different thick-
nesses (d = 2-200 nm) sputtered on substrates of non-
magnetic phases (MgO or Al,O5), the susceptibility
variesin inverse proportion to temperature in the range
4.2 <T<300K.At 4.2 K, the susceptibility increases
linearly with the number of interfaces. Since the effect
of grain boundaries depends on the method of nanoma-
terial production, nanocrystalline samples having iden-
tical values of d can differ in terms of their magnetic
properties. For example, in CuO nanoparticles fabri-
cated using the sol-gel method in combination with
high-temperature annealing, an uncompensated mag-
netic moment appears at d < 9 nm [13], whereas in
nanoparticles produced in a ball mill this moment
appears at d < 21.2 nm [14]. The temperature depen-
dence of the susceptibility of compacted nanoceramics
differsfrom the x(T) dependence for a CuO polycrystal
at d <60 nm (Fig. 1). The absolute values of x of mate-
rialswith identical values of d are also different. Based
on the results of an analysis of the magnetic properties
performed for the two types of nanocrystalline CuO
and on the available data, we can assume that the size
dependence of the susceptibility of copper monoxideis
smooth and that the transition from the polycrystaline
to nanocrystalline state is not first-order.

Exchange interaction in oxides is specified by both
the distance between magnetic ions and the superex-
change coupling angle between them. The violation of
3D periodicity at the surface of nanoparticles can cause
disordering of surface spins. Simulation of a spin con-
figuration in nanoparticles of antiferromagnetic oxides
has shown that a multisublattice state is preferred to a
two-sublattice state [1]. Due to disordering of the sur-
face spins and decompensation of the magnetic
moments of the sublattices, the temperature depen-
dence of the susceptibility of an ensemble of nanopar-
ticlesis described by the expression [4, 20]

_ 1 [Ha(M]
X = Xar " 5 3koT

where X ¢ 1S the susceptibility of the antiferromagnetic
nanoparticle core, |, is the average uncompensated
magnetic moment, [V [isthe average nanoparticles vol -
ume, and kg is the Boltzmann constant.

)

PHYSICS OF THE SOLID STATE Vol. 47

ARBUZOVA et al.

Asfollows from Eq. (1), a decrease in the nanopar-
ticle volume and, hence, in the nanoparticle size should
increase the total susceptibility. The experimental data
on the magnetic susceptibility of antiferromagnetic
oxide nanoparticles support this conclusion. The differ-
encein the x(T) dependence between the CuO nanoce-
ramics and nanopowders is caused by the difference in
the relationship between the first and second terms in
Eqg. (1) for them. Since the susceptibility of bulk CuO
issmall (x =2 x 10°° cm®/g), the second term in Eq. (1)
determines the x(T) dependence of an ensemble of
nanoparticles as the particle size decreases.

In nanoparticles, the fraction of surface spins can
reach 30-50%. However, not all of the surface spinsare
disordered, because nanoparticles interact with one
another. Based on magnetic and M&sshauer measure-
ments, the authors of [15] concluded that, apart from
the basic antiferromagnetic phase CuO, 2-nm-thick
multilayer films also contain 7—10% paramagnetic Cu?*
ions localized in the interface layers. Our estimation
shows that the concentration of disordered Cu?* ionsin
dense nanoceramics with d = 5 nm is 3%. The concen-
tration of paramagnetic Cu®* ions in nanopowders is
dlightly higher: 2% at d = 60 nm and 8% at d = 15 nm.
In the nanoceramics produced with shock waves, the
interparticle distance is small; therefore, the exchange
interaction between the nearest neighbor nanoparticles
results in partial ordering of the surface Cu?* spins.
Upon strong interparticle exchange interaction, all sur-
face spins can be ordered; as a result, the magnetic
properties of nanomaterials and coarse-grained poly-
crystalsareidentical [21].

Apart from the nanoparticle size and interparticle
interaction, an important factor that influences the
properties of nanomaterials is the long-range stress
field induced by severe plastic deformation. This field
causes lattice strains both in the cores of nanoparticles
and near their surfaces. The strains are maximum in
grain boundaries. Annealing decreases the lattice
strains. As-produced nanoceramics have a large num-
ber of high-energy nonequilibrium grain boundaries.
One of the challenges with nanomaterialsis to investi-
gate the microstructure of compacted materials, the
relaxation of grain boundaries, and the recovery of
properties upon annealing. Computer simulation was
used in[22, 23] to study different mechanisms of relax-
ation of a nonequilibrium grain-boundary structure in
metallic nanocrystals. For example, the relaxation time
of rigid translation in nonequilibrium grain boundaries
for nanocrystalline palladium with grain sized = 8 nm
was estimated to bet,; = 0.3 sat an annealing tempera-
ture T =600 K. At room temperature, the time of relax-
ation to the equilibrium state ist,4 = 8 x 10° days; that
is, the grain boundaries retain a nonequilibrium atomic
structure for an infinitely long time [22]. In [24], com-
pacted nanocrystalline palladium was studied using x-
ray diffraction and EXAFS methods and it was found
that, at room temperature, grain boundaries transform
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from a nonequilibrium state with weak short-range
order into a more ordered state. Simultaneoudly, the
crystallite size increases from 12 to 25-80 nm in 120—
150 days, which indicates that the nonequilibrium state
differsin nature from arigid trandation.

The study of the magnetic properties of nanocrystal-
line magnetic semiconductors began only recently. At
present, there are no theoretical or experimental studies
on the elastic-stress relaxation in compacted nanocrys-
talline oxides of transition metals. After shock-wave
treatment, our nanoceramic CuO samples contain a
large amount of high-energy nonequilibrium grain
boundaries. In time, high internal stresses relax and
grain boundaries acquire a quasi-equilibrium state with
a lower energy. The occurrence of elastic-stress relax-
ation is confirmed by the time dependences of the mag-
netic properties of nanoceramics. The increase in the
susceptibility with decreasing temperature in the range
T < Ty in the as-produced ceramics characterizes the
degree of spin disordering and depends mainly on elas-
tic stresses. After annealing of strains without a change
ingrain size (Fig. 4), thetemperature dependence of the
susceptibility acquires the shape characteristic of
coarse-grained CuO polycrystals. In the nanoceramics,
the contributions of the size effect and interparticle
interaction to the disordering of Cu?* spinsarelikely to
balance each other. Because of the production proce-
dure, the CuO nanopowders have a low level of
stresses; therefore, even after long-term storage, the
temperature dependence of their susceptibility remains
virtually unchanged.

Nonequilibrium interfaces are an effective channel
for diffusion relaxation of elastic stresses. Interfaces
can contain three types of defects. single vacancies,
vacancy nanovoids, and large voids at the site of absent
crystallites [3]. Dislocations located directly in inter-
faces and uncompensated disclinations in triple junc-
tions stimulate grain-boundary diffusion. The splitting
of disclinations is accompanied by a change in the
grain-boundary structure, namely, by a decrease in the
lattice strains in the grain-boundary phase. Using
positron annihilation, it has been found that small
agglomerates of oxygen vacancies are present in local
regions of interfaces in annealed CuO nanoceramics
[16]. Conceivably, the grain boundaries might still bein
a nonequilibrium state after three-year storage. A cer-
tain structural disorder can be retained due to residual
internal stress fields and the weakening of the Cu-O
covalent bond, which isresponsible for the overlapping
of the 3d and 2p orbitals.

5. CONCLUSIONS

Thus, the anomalous behavior of the magnetic sus-
ceptibility below Ty in CuO nanoceramics is specified
by three factors: the nanoparticle size, the interaction
between magnetic nanoparticles, and long-range inter-
nal stressfields. The size factor and elastic stresses lead
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to breakage of the exchange couplings and disordering
of the surface spins. The interaction between magnetic
nanoparticles favors the conservation of long- and
short-range magnetic order in an ensemble of nanopar-
ticles. In CuO nanopowders, alarge number of uncom-
pensated Cu?* ion spinsin the surface layers contribute
significantly to the magnetic susceptibility and charac-
terize the size effect in isolated nanoparticles. In com-
pacted nanoceramics, the magnetic susceptibility
depends mainly on induced elastic stresses due to the
compensation of the size effect and interparticle inter-
action. As aresult of elastic-stress relaxation, the mag-
netic order and magnetic properties are recovered and
the magnetic susceptibility of the ensemble of hanopar-
ticles becomesidentical to the x(T) dependence of bulk
CuO.
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Abstract—The possibility of obtaining a S—SiO, nanocomposite layer by oxidation of porous silicon is dem-
onstrated. The nanocomposite thus prepared consists of silicon oxide with inclusions of crystalline silicon in
the form of rounded particles 5 to 30 nm in diameter and a filamentary cellular structure with filaments a few
nanometers thick. The |-V characteristics of these structures were measured under different sample excitation
conditions (photo- and thermal stimulation). Thetrap concentration and effective carrier mobility are estimated.
Carriersarefound to be captured intensely by traps created in the large-areainterface in the composite structure.

© 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Featuring aricher variety of physical propertiesthan
their constituent components, nanocomposite materials
enjoy broad application in various fields of technology
[1]. Oscillations in current observed in alayer of ther-
mally oxidized porous silicon [2] suggest that this mate-
ria is a nanocomposite. Porous silicon is a nanostruc-
tural material and is aready employed to advantage in
the devel opment of optoelectronic devices [3-5].

The electrophysical and optical properties of a
material change appreciably as one goes from a bulk
semiconductor to a system of isolated nanocrystallites.
A substantial qualitative transformation occurs, in par-
ticular, with the factors governing the processes of gen-
eration and recombination of carriers. First, the role
played by the surface and by the associated electronic
states of defects increases. Second, charge carriersturn
out to be confined to alimited region of space and can-
not interact freely with one another. For this reason, for
instance, the dependence of the photoluminescence
intensity of a nanocrystalline semiconductor on the
pumping level should differ from that observed in a
bulk material. Indeed, linear and sublinear dependences
are observed in nanocrystalline silicon [6], whereas in
single-crystal silicon the interband photoluminescence
intensity versus pumping level relation is a power-law
function [7].

In recent years, widespread interest has evolved in
silicon nanocomposites (silicon nanocrystals embed-
ded in a SiO, dielectric matrix), which exhibit notice-
able room-temperature photo- and el ectroluminescence

inthevisibleregion asaresult of quantum confinement
[3, 7-12]. The luminescence quantum yield, however,
is at present below one percent. However, the above
publications did not present any structural data that
could serve as convincing evidence that these measure-
ments were in fact carried out on nanocomposites. In
order to find ways to improve the quantum yield of the
luminescence, one needs to know the processes domi-
nating the generation and recombination of nonequilib-
rium carriers and the current-transport mechanisms
operative in a silicon nanocomposite, with due account
of its structure. In the present work, we performed an
electron-microscope study of the Si : SiO, nanocom-
posite prepared by the oxidation of porous silicon and
an investigation into the mechanisms of current trans-
portinit.

2. PREPARATION OF THE NANOCOMPOSITE

To prepare porous layers, 350-um-thick, [100]-ori-
ented plates of KDB-10 single-crystal silicon were
electrochemically etched in an agueous solution of
30 vol % HF in a horizontal reactor (shown schemati-
caly inFig. 1). Thereactor wasaTeflon cup withahole
in the bottom. The hole is covered by pressing the sam-
ple to the cup bottom using a Teflon nut. The cup
assembled in this way is mounted in a cell filled with
electrolyte, which provides rear contact with the sam-
ple. The cup is filled with an aqueous solution of
hydrofluoric acid, an electrode is put in place, and adc
voltage is applied. The bubbles forming during etching
are removed from time to time from the silicon surface

1063-7834/05/4707-1365$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Reactor for preparation of a porous layer (sche-
matic). (1) Platinum electrodes, (2) solution of hydrofluoric
acid, (3) sample, (4) cup, (5) clamping nut, and (6) water
solution of NaCl.

Fig. 2. Electron photomicrograph of the nanocomposite
before etching.

with a Teflon stirrer. In this paper, we report on a study
of a sample etched for 5 min at a current density of
300 mA/cm?, On termination of the electrochemical
etching, the sample was rinsed in flowing deionized
water and subsequently oxidized in water vapor at
1223 K. The oxidation time was chosen such as to pro-
vide the formation of inclusions of silicon nanoparti-
clesin the grown SO, film. The thickness of the oxide
thus grown was about 0.15 um. To study the electro-
physical properties of the silicon nanocomposite, the
oxide was removed from theidle side of the sample and
an In—Ga eutectic layer was deposited on it. Circular
semitransparent Al electrodes were evaporated on the
nanocomposite surface. Prior to measurement of the |-
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V curves, deep marks were cut into the sample by scrib-
ing down to the single-crystal substrate.

3. STRUCTURE OF THE NANOCOMPOSITE

The structure of a nanocomposite layer was studied
with an EM-200 el ectron microscope at an accel erating
voltage of 100 kV. Samples for the studies were pre-
pared in the standard way; namely, wafers 3 mm in
diameter cut to match the holder were attached with a
wax, porous-layer front to a 1-mm-thick circular Teflon
substrate 10 mm in diameter. The sample was thinned
down to athickness transparent for 100-keV electrons
by wet etching with a CP-8 solution on the side oppo-
site to the porous layer to produce a central window in
silicon down to the oxide layer. Next, the sample was
peeled off the substrate and rinsed. If the oxide layer
was so thick that the sample became charged when
viewed with an electron microscope, the layer was
additionally thinned with anion beam (I =4-6 pA, U =
5kV).

Figure 2 shows atypical sample structure after oxi-
dation. In order to preserve the structure responsible for
the electrophysical properties described in the next sec-
tion, no ion beam etching was performed on this sam-
ple. The electron diffraction pattern of this sample was
adiffuse halo against which weak pointlike reflections
relating to theresidual silicon layer could be barely dis-
cerned. Hence, this region of the sample consists pre-
dominantly of the oxide. The image exhibits isolated
dark rounded particles 5-30 nm in size (indicated by
arrows). Some of them are surrounded by a bright halo.
Tilting the sample in the microscope through up to 30°
did not reveal elongation of these particlesin any direc-
tion, a feature to be expected if the porous layer had a
columnar structure. Dark-contrast particles stood out
clearly against the background of aslightly washed-out
cellular structure. Their surface concentration was in
excess of 10° cm2.,

After ion beam etching, silicon reflections became
visiblein addition to the diffuse halo in the electron dif-
fraction pattern (Fig. 3a). The pattern suggests that the
surface layer retains, on the whole, the single-crysta
structure after the electrochemical etching. Single arc-
shaped reflections (indicated by arrows) indicate a cer-
tain misorientation between adjacent nanoparticle
regions. Figures 3b and 3c are images of the region of
which the electron diffraction pattern was obtained,
with Fig. 3c being adark-field imagein the (111) reflec-
tionfrom Si. Dark particlessimilar tothosein Fig. 2 are
also present in Fig. 3b. Viewed in the dark-field mode
in Fig. 3c, they are seen as bright spots. This implies
that they are silicon particles in the reflecting position.
The bright halo surrounding them in the bright-field
image is possibly associated with their oxidation.

Viewed under high magnification, the cellular struc-
ture looks like anetwork formed by thin (~5-nm-thick)
dark-contrast filaments (Fig. 4). The filaments are sur-
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Fig. 3. (a) Electron micrograph of a sample after ion beam thinning and (b) bright-field and (c) dark-field microscope images of the

same region. Arrows indicate silicon particles.

rounded by a coat. Because the photomicrograph was
taken in the diffraction contrast mode, one may con-
clude that the dark filaments are actualy silicon
nanoinclusions encapsulated in an oxide coat. The fila
ments are nonuniform in thickness. In some places,
they make up a sequence of single, closely located,
small particles.

Figure 5 schematically shows amodel of formation
of the nanocomposite. Etching produces pores whose
walls are thinned by oxidation to form a thin network
structure of silicon filaments. The walls between the
pores |eft after electrochemical etching are of different
thicknesses. As a result, the silicon filaments forming
after oxidation of the porous layer (Fig. 2) are likewise
of different thicknesses. The single large particles (~5
to 30 nminsize) are apparently remnants of the thickest
regions between the pores that were left incompletely
oxidized.

4. TRANSPORT PROPERTIES
OF THE SILICON NANOCOMPOSITE

The transport properties of the nanocomposite were
studied by measuring 1-V curves at different pumping
levels, with subsequent estimation of the carrier mobil-
ity and trap concentration. We used aV 7-30 electrome-
ter in the current measurement mode. The rate of varia-
tion in the voltage applied to the sample did not exceed
0.01Vl/s.

The characteristic measured was the current flowing
through the sample. The maximum current was 40 nA.
The nonequilibrium carriers present in the layer of ther-
mally oxidized porous silicon were either injected from
the electrodes or photoexcited from traps. To determine
the possible current-transport mechanisms, let us esti-
mate the electric fields produced in the bulk of the
nanocomposite. Because the thickness of the nanocom-
posite layer is about 0.15 um, the maximum average
electric field strength [E0in a SIO, layer at a sweep
voltage amplitude of 3V does not exceed 200 kV/cm.
Next, let us estimate the maximum electric field

PHYSICS OF THE SOLID STATE Vol. 47 No. 7

2005

strength E,, at the surface of a silicon nanocluster. As
follows from our el ectron-microscope studies, the aver-
age size of silicon nanoscopic inclusions, nanoclusters,
is~10 nm. According to [13], the value of E,,in anon-
uniform dielectric with conductive spherical inclusions
of thissizeis

E,, = [E0.63. (1)

Substituting the average [ELlinto Eq. (1), we find that
the electric field at the surface of a silicon nanocluster
embedded in a dielectric matrix does not exceed
320 kV/cm. Photoemission measurements and 1-V
injection curves [14, 15] suggest that the Si-SIO, bar-
rier height for electronsis morethan 2.7 eV. These esti-
mates exclude the Fowler—Nordheim (because of the
small E,) and the Schottky emission (because of the

Fig. 4. Filamentary cellular structure of the nanocomposite.
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Fig. 5. lllustration of the nanocomposite formation (sche-
matic). (a) Silicon plate after etching in the reactor, (b) top
view of the plate, (c) same after oxidation, (d) cross section
of the plate after etching, and (€) cross section of the plate
after etching and oxidation. (1) Silicon plate, (2) pores,
(3) cross-sectiona plane involved in panels (d) and (e),
(4) silicon filament, (5) oxide, and (6) lower boundary of
the sample part studied with an electron microscope.
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Fig. 6. I-V curve of the layer of thermally oxidized porous
silicon.

high barrier at the S—SIO, interface and the absence of
short-wavel ength radiation in the sample illumination)
from consideration as possible candidates for the cur-
rent-transport mechanisms operative in a dielectric
nanocomposite layer. Because the silicon dioxide is an
amorphous dielectric (as follows from the structural
studies mentioned above), it contains alarge number of
electrically active defects (traps) localized close to the
midgap of the dielectric. According to [16], carrier
transport in weak electric fields can occur not over the
allowed bands of the dielectric but rather over a system
of localized states lying in the dielectric bandgap.
Therefore, the carrier transport in a nanocomposite
layer can be assumed to occur primarily viathe hopping
mechanism [17, 18].

Figure 6 presents a family of |-V curves measured
in different nanocomposite excitation modes. To esti-
mate the concentration of thermally activated shallow
traps and photostimulated traps, |et us consider first the
-V curve (curve 1in Fig. 6) for the case where the sam-
ple under study is maintained at room temperature and
isilluminated by light with a maximum photon energy
not exceeding 1.8 eV. In this case, the I-V curve con-
sists of two branches. If the bias applied to the nano-
composite layer is positive and varies from 0t0 0.68 V,
the current follows alinear relation. In this case, Ohm’s
law holds at low enough fields inside the nanocompos-
ite layer (~45 kV/cm). The nanocomposite contains
thermally activated carriers with a concentration ny and
nonequilibrium carriers with a concentration n,. The
carriers with concentration n, may originate from
groups of fairly shallow traps located in the near-sur-
faceregion of silicon nanoclusters, which are thermally
depleted at room temperature. Deep traps are filled and
are not directly involved in carrier transport at room
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temperature. We assume that traps are actualy singly
charged centers, i.e, that atrap is capable of capturing
or releasing one electron. No noticeable deviations
from Ohm’s law occur as long as the nonequilibrium
carrier concentration n, does not exceed the concentra-
tion n,. After the voltage has reached U, = 0.68 V, the
current rises very steeply. This behavior of the current
can be attributed to traps being filled by nonequilibrium
carriers, as a result of which the injected charge starts
to exceed the charge at the traps. Let us estimate the
concentration n, of thermally activated shallow traps
using therelation [18, 19]

n = ny, = 2.21x 10°U,, )

where U, isthe voltage at which the -V curve switches
from Ohm’s law to a steep current rise.

Substituting the values of U, into Eq. (2), we obtain

1.5 x 10%° cm= for the trap concentration. The effective
carrier mobility in the nanocomposite layer biased by a
voltage U, can be estimated using the following rela-
tion from [18, 19]:

Uy = 8IL%/9eg,U,, )

where € is the relative permittivity of the dielectric
(Si0,), L is the thickness of the dielectric (in meters),
and | isthe current at voltage U = U,,

In this case, the effective mobility was found to be
0.45 x 10715 cm?/(V s). Let us estimate the concentra-
tion of thermally activated shallow traps for the case
where a negative bias is applied to the structure under
study. At low bias voltages, this branch of the I-V curve
also has asection with alinear risein current. The volt-
age U, at which the current starts to rise steeply is
—0.44 V. In this particular case, the trap concentration
calculated from Eq. (2) is 0.97 x 10%° cmr3. The effec-
tive carrier mobility g derived from Eqg. (3) is 0.47 x

10 cm?/(V s). An analysis of the behavior of the I-V
curves obtained under a bias with opposite signs sug-
gests that the trap concentrations and effective mobili-
ties at the U, point in these two cases coincide in order
of magnitude. This gives us grounds to believe that the
mechanisms involved in the current transport are the
same in both cases. According to [16], the trap concen-
tration in the layer of thermally oxidized silicon liesin
the range 10% to 10?* cm~3 and the effective mobility of
electrons does not exceed 10X cm?/(V s). Such a high
concentration of traps indicates that they may originate
from defects that form in silicon dioxide due to rupture
of the Si—O bonds [16]. The trap concentration in the
dielectric layer of the compositeis of the same order of
magnitude as that for the thermally oxidized silicon.
This suggests that the nature of the traps can possibly
be identified with rupture of the same bonds. The fact
that the effective mobility is substantially lower (by
several orders of magnitude) may be attributed to a
more intense capture of carriers (in comparison with
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the case of thermally produced silicon dioxide) due to
the presence of traps localized near silicon nanoparti-
clesin the surface layer of the dielectric.

Curve2inFig. 6isal-V characteristic measured at
room temperature in the dark. This curve consists of
several portions described by different functional rela-
tions. In the absence of illumination, trap depletion by
light can be neglected. As before, the nanocomposite
layer contains thermally depleted shallow traps that
create a carrier concentration n, and nonequilibrium
carriers with a concentration n,. The nonequilibrium
carriers are injected from the electrode only. For a pos-
itive bias applied to the nanocomposite, the dependence
of current on voltage is seen to be linear in the voltage
interval 0-0.52 V.

As the voltage at the positive electrode is increased
from 0.52 to 2.8 V, the current scales as | ~ UX, where
k= 2.5. The fact that the current graph differs from
curve 1 suggests that the traps are distributed in activa-
tion energy. One has therefore to modify the approach
to evaluate the carrier concentration. As follows from
our electron-microscope studies, current transport takes
place in adisordered dielectric (silicon nanocrystallites
are embedded in the amorphous layer of silicon diox-
ide). The current transport in an amorphous dielectricis
described using a normal (Gaussian) distribution of
electrically active defects in activation energy near the
dielectric midgap [16, 18]. In the case of anormal dis-
tribution of electrically active defects in activation
energy, the energy width AE of the distribution can be
estimated as 1.2 eV. The choice of thisvalueis substan-
tiated by the fact that the maximum pump photon
energy does not exceed ~1.8 €V. Therefore, photons
should deplete predominantly traps ranging within AE
in activation energy. According to [19], the shallow trap
concentration can be calculated from the formula

n = 1.84x10°U;, (4)

where U, isthe voltage at which the I-V curve switches
from alinear relation to a power-law relation.

From Eq. (4), the trap concentration is calculated to
be 0.94 x 10?°° cm3. The effective mobility calculated
from Eq. (3) at the point of crossover from alinear rela
tion to a power-law relation in the 1-V curves is 0.45 x
1076 cm?/(V ). A comparative analysis of curves 1 and
2 suggeststhat, for approximately equal trap concentra-
tions, the effective carrier mobility in the dark
decreases by almost one order of magnitude. We will
consider this point later.

When negative voltages ranging from 0 to -0.48 V
are applied to the nanocomposite layer, Ohm’slaw also
holds and the mechanism of current transport through
the nanocomposite layer remains similar to the one dis-
cussed earlier. For reverse biases above 0.48V, the -V
branches can be approximated by a power-law relation
| ~Ukwith k= 3.2. In this case, the dependence of the
current on voltage can be described in terms of the same
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model of distribution of electrically active defects. The
trap concentration as estimated from Eq. (4) isnot less
than 0.86 x 10%° cm3. The effective mobility in these
conditionsis 0.8 x 1071 cm?/(V s). We readily see that
both the trap concentration and the effective carrier
mobility for the negative branch are close to their
respective values obtained for a positive bias.

Carrier transport within the diel ectric nanocompos-
ite layer can occur only over localized states within its
bandgap [15-17]. Assuming the traps to obey a quasi-
continuous (Gaussian) distribution in activation energy
near the dielectric midgap, the carrier transport can be
described in terms of the constant-range hopping con-
ductivity model in strong fields[17]. The hopping con-
ductivity model [16, 18] offers the following explana-
tion for the mechanism of charge buildup and transport
in a nanocomposite. Localized states are located at dif-
ferent distances from one another and have different
activation energies. The distance between localized
centers enters the exponent of the tunneling factor.
Even a dlight change in the distance brings about a
marked change in the hopping probability and, hence,
inthereleasetimefrom thetrap. Thus, acarrier moving
over localized states to the opposite electrode some-
times becomes trapped by a “blind” center, where it
may remain along time, and this is what accounts for
the decrease in mobility and the buildup of charge. The
mobility and accumulated charge depend on tempera-
ture, because carrier hopping is a thermally activated
process.

Let us consider now al-V curve (curve 3 in Fig. 6)
for the case where the sample under study was first
cooled in the dark down to 100 K and then was illumi-
nated at thistemperature with photons with amaximum
energy not exceeding 1.8 eV. We can safely assume that
all thermally activated shallow traps are frozen out and
do not contribute to the current transport processes.
[Hlumination will release nonequilibrium carriers from
the traps whose activation energies do not exceed the
maximum photon energy. In view of the spectral range
of the incident light, the width of the trap activation
energy interval is 1.2 e€V. The positive 1-V branch is
more complex in this case. Ohm's law is satisfied
within a narrower voltage interval (from 0to 0.16 eV),
after which (from 0.16 to 0.83 eV) the -V branch is
sublinear with an exponent k= 1.6. Thefreecarrier con-
centration derivesin this case from nonequilibrium car-
riers only. A comparison of curves 1 and 3 shows that,
for the same applied voltage, the current through an
illuminated composite maintained at room temperature
is substantially higher. Assuming that the shallow traps
are frozen out at 100 K and are not involved in genera-
tion and recombination processes, we conclude that
illumination causes depletion of the traps in the dielec-
tric layer that lie near the midgap and have a 1.2-eV-
wide energy distribution. The concentration n, as calcu-
lated from Eq. (4) isin this case not less than 0.29 x
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10%° cm2. The effective carrier mobility P given by
Eg. (3) is0.96 x 1076 cm?/(V s).

The current transport mechanism in the sublinear
region and in the voltage interval from 0.83 to 1.56 V
(where the current scales as | = UX with exponent k =
2.6) may be associated with the photostimulated gjec-
tion of carriers from shallow traps and their tunneling
transport to the electrode.

As the bias increases from 1.56 to 2.0 V, a knee
appearsin the |-V curve and the dependence of current
on applied voltage becomes sublinear, | = UK, with
k=1.2. In this case, most of the shallow traps are
already filled and do not participate directly in carrier
transport. Carrier transport occurs in these conditions
by tunneling over localized states in the bandgap of the
dielectric.

A |-V curve measured under anegative bias applied
to the nanocomposite layer consists of two parts: alin-
ear region and a region with a power-law dependence
| = U34 The voltage U, is 0.32 V. The concentration n,
as calculated from Eqg. (4) is 0.58 x 10° cm~ in this
case. The effective carrier mobility pg; obtained using
Eg. (3)is1.6 x 1076 cm?/(V s). The mechanismsof cur-
rent transport involved here are similar to those consid-
ered earlier for the negative |-V branches (curves 1, 2
in Fig. 6).

5. CONCLUSIONS

(2) It has been shown that the Si—SiO, nanocompos-
ite can be obtained through the oxidation of porous sil-
icon. The nanocomposite consists of silicon dioxide
with embedded inclusions of crystalline silicon of two
types: (i) round-shaped particles 5 to 30 nmin size and
(i) a filamentary network structure with filaments
about afew nanometers thick.

(2) The concentration of thermally activated trapsin
the bulk of the nanocomposite is 0.94 x 10%° cm=. The
effective carrier mobility Py = 0.45 x 1071 cm?/(V s).
The substantialy lower value of the effective carrier
mobility as compared with literature data may be
assigned to strong carrier capture by the traps and to the
long time they remain trapped by the centers localized
in the large-area Si : SIO, interface. The concentration
of optically depleted traps is not less than 0.58 x
10%° cm3. The effective carrier mobility in this caseis
1.6 x 106 cm?/(V s).

(3) The strong capture by traps in the nanocompos-
ite and the photosensitivity in the visible region
revealed in the present study suggest that this nanocom-
posite is a promising material for use in functional
microel ectronic devices.
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Abstract—L ow-temperature (T = 4.2—77 K) absorption spectra of CuCl and CuBr nanocrystals in photochro-
mic glass matrixes are studied. A fine structure of exciton absorption bands (Z; band for CuCl and Z;, band for
CuBr) is discovered and studied as a function of nanocrystal size. It is suggested that the high-energy part of
the absorption band is due to the high-temperature hexagonal 3 phase being stabilized in very small samples; a
transition to the stable cubic phase with increasing nanocrystal size is demonstrated. © 2005 Pleiades Publish-

ing, Inc.

Despite the full understanding of the quantum-con-
finement effects in optical spectra of nanocrystals
gained over recent years [1], polymorphism is still not
understood. However, it is quite evident that, when
dealing with the quantum-confinement effects, one
should take into account the possibility of very small
nanocrystals being formed of nonequilibrium phases
[2]. The present work studies the possibility of non-
equilibrium phases of copper halidesbeing stabilized in
nanocrystals. Copper halides have been studied thor-
oughly for along time [1], but their optical properties
are still of great interest both for fundamental and
applied research. In the present paper, it is demon-
strated, for the first time, that a copper halide nanocrys-
tal can be made from either the equilibrium cubic phase
or metastable 3 phase, depending on its size.

We studied |ow-temperature (T = 4.2—77 K) absorp-
tion spectraof CuCl nanocrystalsof mean radii a=5.2—
18.5 nm and CuBr nanocrystals of mean radii 3.5~
24.0 nm contained in a sodium alumina-borosilicate
glass matrix [3]. Because of the spin—orbital splitting,
two exciton bands (Z,,, Z3) are observed in the absorp-
tion spectra of the nanocrystal's, with Z; being the lower
energy band for CuCl. We observed doubling of the
absorption bands in a certain range of nanocrystal
dimensions.

The absorption spectrataken at T = 77 K for CuCl
nanocrystals with radii ranging from 5.2 to 18.5 nm are
shown in Fig. 1. The Z; and Z,, absorption bands, in
agreement with the quantum-confinement effect, shift
toward short wavelengths as the nanocrystal size
decreases. The Z; band is clearly doubled in relatively
small samples (curves 1-3). Asfollowsfrom Fig. 1, the

relative intensity of the long-wavelength component
(A,) increases as the mean nanocrystal radiusincreases.

Its intensity exceeds that of the short-wavelength
component (A,) in the spectrum of 12-nm samples, and
further, for a > 12 nm, the long-wavelength part
becomes dominant.

The absorption spectra of CuCl nanocrystals of the
samedimensionstakenat T = 4.2 K are shifted to lower
energies but have the same characteristic features and
arevirtually identical to the spectrashownin Fig. 1. In
theinset to Fig. 1, the energies of the maxima of the A
and A, bandsat T=4.2 K are shown asafunction of the
inverse square of the nanocrystal radius.

It is clearly seen that, as the nanocrystal size
increases, the spectral position of the A; band
approaches the bulk exciton energy (3.04 eV a T =
42K and3.22eV a T =77 K).

The energy distance between the components of the
Z, absorption band is independent of nanocrystal size
within the accuracy of our measurements and is equal
to ~12 meV.

These results are reproduced well for other families
of CuCl nanocrystals, in particular, for thulium-doped
nanocrystals. However, it is worth mentioning that the
long-wavelength component of the doubled exciton
band dominates the spectra of thulium-doped samples
starting from appreciably smaller dimensions of the
nanocrystals.

The luminescence spectra of CuCl nanocrystals at
T=4.2 K consist of emission bands in resonance with
absorption bands and an impurity band near 3.18 €V. In
accordance with the absorption data, the resonance
emission band of a nanocrystal of appropriate dimen-
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sions is likewise doubled and the relative intensity of
the long-wavelength component increases with nanoc-
rystal size.

The absorption spectrain the region of the Z,, band
takenat T=77 K for CuBr nanocrystalswith radii rang-
ing from 4.4 to 24.0 nm are shown in Fig. 2. Only the
A, band was observed in the absorption spectrafor a <
6 nm. Asthe nanocrystal size increases, the long-wave-
length component A, appears. For CuBr nanocrystals
with radii exceeding 7 nm, the Z,, absorption band is
doubled, as is the exciton absorption band of CuCl in
the spectra shown in Fig. 1. For nanocrystals with radii
in the range 9-11 nm, the intensities of both compo-
nentsare roughly equal, and for the range 15-24 nm the
intensity of the A; component becomes higher than that
of A, (for thelargest radius, 24 nm, the spectral position
of the long-wavelength component virtually coincides
with the position of the Z;, band in bulk CuBr [4]).
However, in contrast to the case of CuCl, the intensity
of the short-wavelength component is still appreciable.
In theinset to Fig. 2, the spectral positions of the max-
ima of both bands at T = 77 K are shown as afunction
of the inverse square of the nanocrystal radius. The
energy distance between the components is about
19 meV.

Several possible reasons can be considered for the
doubling of the exciton absorption linein the nanocrys-
tals under study.

It was demonstrated in [5] that the halide phase in
sodium alumina-borosilicate glass matrices consists of
a least two components, CuCl and NaCl (CuBr and
KBr in the case of copper bromide). Therefore, after
crystallization, each region can contain CuCl crystals
and its solid solutions. In this case, the experimental
data can be explained assuming that the high-energy
component is related to the solid solution and the low-
energy component corresponds to a pure copper halide
crystal (the energy gap of alkali halidesis significantly
larger than that of copper halide). It follows that small
nanocrystals consist predominantly of the solid solu-
tion and that their composition approaches that of the
pure compound as the nanocrystal size increases. How-
ever, this scenario seemsunlikely because, according to
[5], the haide fluid composition (approximately
17 mol % NaCl) varies insignificantly with size. Fur-
thermore, a stronger shift to short wavelengths should
be expected for a structure consisting of asolid solution
of CuCl and NaCl because of the large difference
between their energy gaps.

The observed phenomenon (the appearance of a
short-wavelength component of the absorption band)
can be due to deformations of nanocrystals that arise
during crystallization, for example, because of com-
pression exerted by the glass matrix. The low-energy
component of the absorption band should be linked to
the absorption of undistorted nanocrystals because this
component tends to the exciton energy in abulk crystal
for large nanocrystals. Therefore, the high-energy com-
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Fig. 1. Absorption spectra of CuCl nanocrystals for various
valuesof their meanradius: (1) 5.2, (2) 6.0, (3) 9.2, (4) 12.0,
(5) 15.0, and (6) 18.3 nm; T = 77 K. The inset shows the
energies of the maximaof the A; and A, bandsat T= 4.2 K

asafunction of theinverse square of the nanocrystal radius.
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Fig. 2. Absorption spectra of CuBr nanocrystals for various
values of their mean radius: (1) 4.4, (2) 4.8, (3) 7.4, (4) 9.0,
(5) 11.0, (6) 20.0, and (7) 24.0 nmtaken at T = 77 K in the
region of the absorption band Z;,. The inset shows the ener-

gies of the maxima of the A; and Ay, bandsat T=77K asa
function of the inverse square of the nanocrystal radius.

ponent corresponds to absorption in strained nanocrys-
tals. However, the energy distance between A; and A,
depends on the crystal dimensions only weakly; there-
fore, we have to admit that the stressesin a nanocrystal
areindependent of its sizein this case, whichis hard to
explain. At the very least, the size effect will be
observed for nanocrystals with a < 16 nm, in which an
inner poreis created during crystallization, whereas for
larger nanocrystals the matrix is destroyed and a free
surface appears during crystallization [5].

We believe that the most consistent assumption is
the following. It is well known [4] that copper halides
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have a cubic zinc-blende structure (y phase) at hormal
pressure and low temperatures (up to 435°C for CuCl
and up to 405°C for CuBr). At higher temperatures, up
to the melting point for CuCl and up to the temperature
of the phase transition to the a phase, (T = 485°C) for
CuBr, they are crystallized into a hexagonal wurtzite
structure (B phase).

We believe that the observed fine structure of the
exciton absorption bandsis due to the high-temperature
hexagonal phase being stabilized in very small nanoc-
rystals. In optical spectra, the 3 phase should manifest
itself as splitting of the Z;, band caused by the trigonal
crystal field and as blue shifts of the Z; band and Z;,
doublet. However, the energy distance between the
observed A; and A, lines in CuBr is significantly
smaller than the expected values of Z,, doublet splitting
(50 meV) and shift (65 meV) due to the transition of
this compound from the zinc-blende structure to the
wurtzite structure [4] (we are not aware of the corre-
sponding datafor CuCl). Therefore, we have to assume
that we are dealing with structures of an intermediate
type|[6] consisting of hexagonally and cubically packed
layers with uneven alteration along a preferred direc-
tion (crystals with one-dimensional disorder). In this
case, the splitting of the Z;, band and shift of the Z;
band can be assumed to be linear in a parameter a (the
degree of hexagonal ordering) that is proportional to
the number of hexagonally packed layers (a < 1).

Thus, we believe that the low-energy band in the
absorption spectra of CuCl and CuBr nanocrystals,
whose position approaches the bulk exciton energy at
large nanocrystal sizes, corresponds to the stable cubic
phase. The high-energy band dominating the spectra of
smaller nanocrystals (only this band is present in the
absorption spectrum of CuBr nanocrystals with radii
lessthan 6 nm) can be considered an exciton absorption
band of nanocrystals containing hexagonal stacking
faults. The parameter a for CuBr nanocrystals can be
estimated as a = 0.38 in the linear approximation for
the exciton energy in crystals with structure disorder.
The character of the dependence of the relative inten-
sity of the A; and A, componentsin the absorption spec-
traon the nanocrystal size suggeststhat the stable cubic
phase will arise asthe nanocrystal size increases. How-
ever, it is noteworthy that we failed to observe the split-
ting of A, in CuBr as expected for the Z;, band in ahex-
agonal crystal. Possibly, thisis due to the parameter a
being small and the half-width of the bands being large.

As follows from our data, the hexagona phase of
CuCl manifests itself for nanocrystals with radii less
than 10 nm. In CuBr, the metastable phase survivesin
samples with a radius of 24 nm, though the exciton
absorption of the stable y phase appears in spectra start-
ing fromradii of >7 nm. We note that, in Cul nanocrys-
tals produced by deposition on a polymer film [7], the
hexagonal phase exists up to aradius of 57 nm, and in
silver iodide, which is isostructural to copper halides,
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the cubic and hexagonal phases coexist in bulk samples
and form polytypes of various orders.

Preliminary x-ray analysis data confirm that the 3
phase is present in CuCl nanocrystals. hexagonal
reflections were found in a 7.4-nm sample.

Thus, the experimental data obtained suggest that
nanometer-sized CuCl and CuBr crystals can exist at
low temperatures in the nonequilibrium hexagona f3
phase. Asthe nanocrystal dimensions increase, the sta-
ble cubic y phase arises.

Currently, the formation of noneguilibrium crystal
structures in metal nanoparticles is virtualy a firmly
established fact [8]. For example, Nb, Ta, Mo, and W,
which have the bcc structure in bulk, crystallize into
either the fce or the closely packed hexagonal structure
inparticles5to 10 nmin size.

There are data implying that semiconductor nano-
particles also tend to crystallize into metastable forms.
For example, small-size CdS and CdSe crystals
(<5 nm) have a cubic structure and a stable hexagonal
structure arises only when their dimensions increase
(see, i.e., [9]). Nanocrystals tending to turn from the
wurtzite to the zinc-blende structure with decreasing
size show disordered structures containing packing
defects. Studies of the formation of the Hgl, crysta
phase on the surfaces of various matrices have shown
that a compound emerging on a matrix surface tends to
transform into nonequilibrium phases (mainly the high-
temperature yellow modification), which gradually
convert into the stable red tetragonal phase as the crys-
talsgrow [10]. Analysisof the Hgl, phase compoasitionin
various nanocomposites also showed that this semicon-
ductor isin ametastable phase in small samples[10].

The possible variation in the crystal structure of
small particleswith adecreasein their sizeisrelated in
most theoretic papersto the size dependence of the sur-
face energy, whose contribution to the free energy of
small particles becomes significant. The specific sur-
face energy (the surface tension o) as a function of the
particle radius can be described, in a first approxima:
tion, by the Tolman equation o(R) = 0,(1 + 20/R),
where o,, isthe surface tension of aflat surfaceand dis
the Tolman length (which is of the order of the inter-
phase boundary thickness). Thus, the surface tension
can either decrease (for 6 > 0) or increase (for 4 < 0) as
the particle size decreases. Thermodynamic treatment
of the surface tension as afunction of the surface radius
of curvature in the limit of small radii [11] showsthat it
decreases as the radius becomes smaller and vanishes
when the radius becomes zero.

However, this conclusion is made for spherical and
flat surfaces under the assumption that the surface as a
whol e has the same surface tension. When dealing with
single crystals, it is necessary to attribute a specific
“linear tension” value to each face and to each edge.
The contribution of edges and corners can be neglected
for large crystals, but, as the dimensions decrease to the
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point where the edge width is comparable to the sizes
of adjacent faces, it becomes compulsory to take the
edge energy into account. Calculations of the equilib-
rium shape of a single crystal with alowance for the
edge energy were performed in [11]. It was shown that
the mean surface tension increases and the edge and
corner energies become noticeable as the crystal size
decreases. In this case, it is energetically favorable for
the crystal to changeits structure in such away that the
surface tension and the total free energy do not
increase. Therefore, structures that are metastable or do
not exist at al in bulk samples of a compound can
become possible for small sample sizes.
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Abstract—Soliton pulse propagation in a periodic quantum-well structure with a period close to one-half the
light wavelength corresponding to the exciton resonance frequency was studied. The various kinds of exciton
nonlinearity characteristic of a quantum well (P3- and EP?-type nonlinearities, biexciton nonlinearity) were
included. The characteristic features of the soliton were studied in each of the cases considered. The effect of
refractive index mismatch between the barrier and quantum-well materials on the soliton parameters was ana-
lyzed. Soliton solutions to the Maxwell-Bloch nonlinear equations are compared with their plane-wave solu-

tions. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The current physics of photonic crystals has evolved
into an independent branch of solid-state optical spec-
troscopy where basic research isbeing actively pursued
and ways to apply technologies in practice are being
sought. There are three-, two-, and one-dimensional
photonic crystals, depending on whether the permittiv-
ity of the medium is modulated in three, two, or one
dimension. The simplest conceivable realization of a
one-dimensional photonic crystal is an ...A/B/A/B...
periodic structure consisting of two materials, A and B,
with different refractive indices. Periodic structures
with semiconductor quantum wells and, in particular,
resonance Bragg structures make up a specific class of
resonance one-dimensional photonic crystals with
exciton polaritons as normal waves [1-8]. Most of the
research into resonance Bragg structures has been per-
formed in the field of linear optics. However, nonlinear
optica phenomena have aso been studied in such
structures, among them degenerate four-wave mixing
[9] and suppression of the superradiant reflection signal
with increasing incident light intensity [10].

In this paper, we report on a study of the nonlinear
properties of resonance Bragg and quasi-Bragg struc-
tures with the aim of verifying whether they can sup-
port soliton pulse propagation. Speaking in a broader
vein, we have in mind the phenomena of self-induced
transparency [11], which can be observed in these
structureswith quantum wells. It isfor this purpose that
solutions to the Maxwell-Bloch equations are sought
and analyzed. Three different mechanisms of nonlin-
earity operative in the system are consistently included.
It is shown that inclusion of each of them gives rise to
asoliton solution similar to that considered earlier for a
bulk semiconductor [12] or for aperiodic structure with
two-level systems [13-15]. In addition to the soliton
solutions, we also find plane-wave solutionsto the non-

linear Maxwell-Bloch equations. An analysis of these
solutions sheds light on the relation between the soliton
type and the character of the system nonlinearity.

2. MAXWELL-BLOCH EQUATIONS
FOR EXCITONS IN A BRAGG STRUCTURE

We consider the propagation of electromagnetic
radiation along the normal (z axis) to aperiodic layered
structure with a period d = a + b, which is the sum of
the widths of the quantum well (a) and the barrier (b).
It is assumed that (i) the background permittivities €,
and g, of the quantum-well and barrier materials are
different but the mismatch |¢, —¢€,,| issmall as compared
to the mean value € = (g,a + g,b)/d, (ii) the Bragg fre-
guency of the periodic structure

wg = Tic/(nd) D

(where n = ,/§) is close to the exciton resonance fre-
guency wy, in asingle quantum well, and (iii) the light
wave carrier frequency lies in the vicinity of the fre-
guency wy, = wg. In these conditions, the electric induc-
tionisrelated to the electric field as

D(zt) = [€+ Ag,cos(2k2)] E(z 1)

+ 4nz P (2 1). @)
j

Here, P;° (z, t) isthe dielectric polarization induced by
an exciton excited inthejthwell; j =0, +1, £2, ...; k=
1Ud; and Ag;, = 2(g, — g,)a/d. In view of the weak mis-
match between the dielectric constants €, and g, we
expanded the background permittivity in a Fourier
series and retained only the first two terms in Eg. (2).
Theaxia symmetry of the system permits usto assume
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all fieldsto be similarly polarized and to use the scalar
quantities E, P, etc., rather than vectors.

Because the well width is small as compared to the
period of the structure, we can neglect the coordinate
dependence of eectric field within a quantum well and
write the exciton contribution to polarization as a sum
of &-function contributions:

P*(zt) = zﬁ(z-jd) J'Pf“(z, t)dz. (3)
j

Taking into account the coherent backscattering, the
electric field E(z, t) can be written as a superposition of
two types of waves propagating in the direct (>, along
the z axis) and reverse (<) directions:

E(z 1) .
= [.(z )+ € (z)e e + . @

We assume that the electric-field envelopes are slowly
varying functions. Therefore, the inequalities

¢,

< K|€,|,
0z

< wsl% |

are met, as are the analogous inequalities for €.. Polar-
ization (3) can be rewritten in the form

P*(z 1)
i ~exc . —iwgt (5)
= dY (-1)'P{()38(z—jd)e " +cc,
i

where, for conveni ence, we wrote the common factor d
and the multiplier (=1)! under the sum sign. The func-

tion P (t) is related to the amplitude of the electric
field in the jth quantum well by the equation

[ gt (00— wg) + r}Pm(t)

= IHFo&.(jd, 1) +iFy (1),

(6)

Here, 'y and I are the radiative and nonradiative exci-
ton damping constants in a single quantum well,
respectively; u = &/(2r®); and

.(jd 1) = €5(jd, t) +E(jd. 1),
where Fy (1) is the nonlinear contribution to the inho-

mogeneous term of the equation for P (t).

We consider two types of exciton nonlinear polar-
ization in aquantum well: nonlinearity of the type EP?,
which is characteristic of a simple two-level system,
and nonlinearity of the type P, asin the case of aclas-
sical anharmonic oscillator. We also take into account
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the biexciton mechanism of nonlinearity. In this case,
the nonlinear contribution to Eq. (6) takes on the form

Fa () = [PE()| TB.PE(t) + B, (jd, 1)]
* Vi Bj(t)%f(jd t),

where 3, and 3, arereal coefficients, B isthe amplitude
of the biexciton wave function, and the coefficient v, is
proportional to the matrix element of the induced exci-
ton-to-biexciton transition. The function B;(t) satisfies
the equation

(7)

o . O
O +i[2(wy—wg) —8y,] +T ,OB;(1)

ot 0 ©)

= iywP; ()€.(jd, 1),

where #dy,; = &, and I',; are the binding energy and the
decay constant of the biexciton, respectively. In [16],
the exciton dielectric polarization P averaged over the
well width a was introduced; this polarization is d/a
times larger than the polarization P; used here.
Therefore, the constants 3, and 3, introduced in [16]

differ from thosein Eq. (7) by thefactors (d/a)? and d/a,
respectively. Note that the dielectric polarization P,
associated with the excitation of an exciton and a biex-

citon in the jth well includes two terms, P and P} .

The former term satisfies Eq. (6), and the latter can be
written as

Vbl

PY(t) = B (PP (1) 9)

and is due to the biexciton decaying into an exciton and
a photon.

In this work, we study light waves whose fields €.,

and €. and polarization P} vary in space on a scale
larger than the period of the structure d, thus permitting

usto pass over from discrete setsof P} (t) and B;(t) to

continuous functions %(z, t), B(z, t). In this case, the
Maxwell-Bloch equations reduce to a set of equations

DZ 22|:|
B’ o

€.(z, 1)
Pt n°az

4T[(A}3Ea@(z t) D wi%ﬂ

%a__c_a D% (z 1)
Bt ﬁzaﬁ -

_ 41'[0}3c693(z t) 2
B ﬁz n 0z 001%_,

(10)
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[c’?t +i(wy—wg) + F}@’(z, t)

= iuF é.(zt) +iFy (2 1),

where €_=€. — €. and w, = Ag,wg/4n° .

3. SOLITONS IN A RESONANCE BRAGG
STRUCTURE

In this section, we neglect the permittivity mismatch
by assuming €, = €, = n? (or Ag, = 0) and consider ares-
onance Bragg structure satisfying the condition

Doy = (11)

Furthermore, we neglect the nonradiative damping (")
and retain only P3type nonlinearity, which is
accounted for by coefficient 3, in Eq. (7). In this case,
the polarization satisfies the equation

% = (UM E.(2 1) +iBP (2 V)P (2 V). (12)

In the absence of nonlinearity, the solutions to the
Maxwell-Bloch equations are plane waves,

€.(z1), P(zt)Oe TP
with w and K meeting the dispersion relation [3]
EPKD

(13)

(w- (*b) = A0

w = (kb"' AO EKD’

where Ay = ,/2w,I o/ Tt isone-half of the bandgap width

in the exciton polariton spectrum of the resonance
Bragg structure. According to Eq. (4), K is the wave
vector reckoned from the extremum point k = 7vd at the
Brillouin zone edge of the periodic structure. In the
presence of nonlinearity, there are solutions like
Eq. (13) with a z- and t-independent amplitude. The
dispersion equation for these waves

2 _ a2 W— Wy
e
W—wy+ Bll@l
depends on the square of the amplitude modulus, | [2.
Thisgivesriseto the formation of an alowed miniband
inside the gap 24, asisthe casein aquasi-Bragg struc-
ture with wy # wg [5].
We will show that the inclusion of the P? nonlinear-
ity also brings about the appearance of soliton solu-

tions. The solitons are bounded in space, i.e., decay for
z— o0 and propagate at afinite velocity whileretain-

or

(00— w) DnD

PHYSICS OF THE SOLID STATE Vol. 47

VORONOV, IVCHENKO

ing their shape. We first assume that the electric field
and dielectric polarization depend on only one variable,
X =t —(z/V), where V is the soliton velocity. From the
first of equations (10), it follows that the electric field
satisfies the equation

d%+(x) 411(1}J V
dx n> V?—(c/n)?

Substituting this expression into Eq. (12) differentiated
with respect to x, we arrive at a closed equation for
polarization,

29 _ip L) =

X 1-u

2

sP(X).

¥k
e (15)

whereweintroduced adimensionlessvelocity u=Vn/c.
This equation is essentially a modified nonlinear
Schrédinger equation similar to that considered in [12]
for abulk semiconductor. In [12], the coefficient on the
right-hand side of the equation for % is proportional to
the velocity V, whereas in Eq. (15) this coefficient is a
nonlinear function of V; in particular, at low velocities
this function is quadratic. This is where the resonance
Bragg structure differs from a uniform bulk semicon-
ductor. In accordance with [12], Eg. (15) has a soliton
solution

— ie(x) 2
P =e /\/X0|[31| cosh(x/x,)’ (16)
®(x) = —3sgnp,arctan(e ),
(17)

_ A/1—u2

X = A

This solution describes solitons propagating either at
velocity V=uc/nor at—V =-uc/n, i.e., inthe casewhere
X=t—(zV) or x=t+ (ZV). Solution (16) corresponds
to an electric field

g - 8T[0Q) u’ 2% SgnBl‘*"S'nh(X/Xo) g9
TR @B cosh® (i) ’
€ =g,

u

which yields
_1 o _le g 1o
2%%“@’ €. 2%%1 T

The velocity of soliton propagation is related to the
maximum value of the square of the polarization mod-
ulus (at x = 0) through

ANg|ul

[

2
(Pl =
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Terms of higher ordersin % in Eq. (12) can obviously
be neglected provided #|B,%?| < &g, Where g5 is the
exciton binding energy. For comparable values of €g
and 74\, thisconditionismet for [u| < 1. Therefore, the
quantity 1 —u?in the above relations can be replaced by
unity.

Note that the P2 nonlinearity considered here plays
asignificant role in giant polariton—polariton scattering
in quantum microresonators, which is observed in the
case where the pumping light is incident at a “magic”
angle[17-19].

4. STRUCTURES WITH DIFFERENT
BACKGROUND PERMITTIVITIES
Let us consider soliton solutions in structures with
different €, and €, with inclusion of the EP?-type and
the biexciton nonlinearity.

3.1. Nonlinearity of the EP? Type

In this case, the equation for polarization has the
form

[a% +iwo-0g) |P(21) = IFGEL(2 OW( 1), (19

where

2
w(zt) = 1-Q1P(z )", Q" = —B(uT0),
and it is assumed that 3, < 0. Let us introduce dimen-
sionless variables. time T = t/1,, coordinate { = nz/ct,,

polarization 95’ (€, 1) = J2QP(Z, 1), and electric field
zi(Zv T) = _| '\/é QurOTO%i(Zv T)! Where
To = (Wwly)™? = J2IA,. (20)

In contrast to the P® nonlinearity considered above, no
exact solution to the set of equations (10) and Eqg. (19)
could be found. Thisis not required in this case, how-
ever, because the term EP? on the right-hand side of
Eq. (19) can be considered to be the next term in the
expansion of the external force acting on the exciton
oscillator in powers of P?; the subsequent terms of this

~ 2
expansion can be neglected provided |97’| < 1. Within
the same approximation for the function w, we can
replace

-9 — J1-|9|° (21)

after which the EP? nonlinearity for the exciton in a
guantum well coincides with the nonlinearity for atwo-
level system. After replacement (21), we can find exact
soliton solutions to the Maxwell-Bloch equations,
because they reduce to similar equations for a reso-
nantly absorbing Bragg reflector [13-15]; this reflector
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is specified by a periodic background permittivity
€(2) = € + Ag,; cos(tz/d) and includes an embedded sys-
tem of thin layers (with the same period d) that contain
atoms or quantum two-level systems with a resonance
optical-transition frequency wy, = wg = TI/(d4/E). In
[13], €9, Wy,, and wy are used in place of €, wy, and wg.

The set of nonlinear equations obtained after
replacement (21) has the following solution for the
electric field:

5 ei(aZ —ATt)
0
cosh[B(¢/u-T)]’

Z.(Q,1) = (22)
which is called a phase-modulated 2mt soliton [13].
Here, a, B, and A are real parameters; 2, is the ampli-
tude; and u = nV/c isthe dimensionless velocity of the
soliton. The specific features of the semiconductor
structure become manifest only through relation (20)
established by us here between the time 1, and the radi-
ative-decay constant I ; of the exciton in a single quan-
tum well. Out of the five soliton parameters %, a, 3, A,
and u, one can be chosen to be independent. If the
velocity u is chosen as a free parameter, then the
remaining four can be expressed in terms of u, therela
tive detuning from resonance 6 = (wy, — W) Ty, and the

guantity n = Asl(wBtOMﬁz) (which is proportional to
the permittivity mismatch) in the following way [20]:

__n1-3®, 38, _nl+u’ 3
2 2 2 2 (23)

2o 2y 1 1+u_% BZZ@

1-u® 4714’ ’ 4

The exciton contribution to dielectric polarization is
given by

P(L,1) = {iC,+ Cotanh[B(L/u—D)}Z (2, 1), (24)
where

_ 3=A B
| S g C, =
B’ +(8-1)°

In this case, we have
~ 2
Ji-|?| = 1-

For structures with an EP? nonlinearity, replacement
(21) is vaid and solutions (22)—24) are applicable

~ 2
under the condition that |97>| <lor(1-u?) <u?As

B*(1-u’)
u’cosh’[B(Z/u—1)]
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followsfrom Eq. (23), the dimensionless exciton vel oc-
ity satisfying this condition is

u

- 4+8° -0+ |5y’ 41+ n@-n) -n’|z4/4
+ 8+(n +6)2+|Zo|2 .

For small values of n, 8, and |2, |2, we have

2
0= sudr %0, - =3l

md]! 2/\/2 )
a = ﬁsgn%ﬁ%% A = % (29)
2 ap
C,=—, C,=- .
e-nt T (5-p)’

It follows that this solution is valid only for |Zo|* <
(n -9

3.2. Biexciton Nonlinearity

For a resonance Bragg structure (wy = Wg, €, = &),
there is also plane-wave solution (13),

%Jr(z, t) 0 e—i(w— Ub)t+iKz, %(Z, t)] e_Zi(w—%)'HZiKz
with the dispersion equation

(- )’
— 2l [2((*)_ (Q)) + 6bi] ((L) —000) |:|2 D:KDZ
= Ag[T + kg

" 20— o) + 8, @ —wg) —y2[ .|

For Ay > &y, the inclusion of nonlinearity brings about
the formation of a transparency window of width

y;|%+|2/AO near the frequency wy, — 8,/2. Exactly at
this frequency, the solution consists of phase-matched
light and biexciton waves with amplitudes satisfying
the condition pr g€, +y,B€; =0; sothe polarizations
Py =P and Py = PP are zero. W did not succeed in
finding a soliton solution of the type of Eq. (16) for this
case.

We analyzed the possible existence of a phase-mod-
ulated 21t soliton in a quasi-Bragg structure with mis-
matched permittivities €, and g, and with a frequency
detuning between wy, and wg. In the case of aweak non-
linearity

[Pxx| <[Py (26)
and if the condition

O = 2(3—n)/To (27)
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is met, the set of three equations consisting of the first
of Egs. (10), the equation

@%H[Z(%—ws)—%]@%(z U
= iy Pxé.(2 1),
and the equation
0 .
|5 *iwo-we) [P (2 1) 2

= iuMé.(zt) +iy, BEs (z 1),

issatisfied by thefield (¢, T) =—iul1,6.(¢, 1) inthe
form of Eq. (22), the polarization % (¢, 1) in the form of
Eqg. (24), and the biexciton envelope

B(L,1) = KELE D). (30)

Here, K is a constant, which can be expressed in terms
of the velocity u as

Yo 01 .0
“=qrgp o
the parameters a, 3, and A satisfy Egs. (23) or (25); and

the amplitude %, is connected with 3 and velocity u
through the relations

2
2_Wo[Tis 2 = []¥si (1%
2B qir ] |Zo", u J_ruo[1+ r g su | (32)

which differ in terms of the coefficient of |Z,|* from

similar expressions for the case of EP?-type nonlinear-
ity [see Egs. (23), (25)]. Condition (26) is met for

VoK Zg /Ul o] < 1.

(31)

5. DISCUSSION OF THE RESULTS

In order for the structure to support a soliton, its
thickness has to exceed the linear dimensions of the
soliton. According to Eg. (16), the extent of the soliton
forming with a P3-type nonlinearity isequal, in order of
magnitude, to

L _2CXy_ ¢
ST n  nAyu’

and the duration of the soliton signal at any fixed point
Z can be estimated as 2x, = (Aqu). In experimentally
studied Bragg multiple quantum-well (MQW) struc-
tures CdTe/Cd,Zn, _,Te [21] and Gay g6l Ny o, AFYGaAS
[22], the radiative exciton decay constant isAlly = 0.12
and 0.027 meV, respectively, which yields 11 and
5meV for A, and 5 x 10 and 102 cm for the length

c/(nd,), respectively. For u~ 0.1, the soliton sizeis 5 x
102 and 102 cm, respectively, thus extending over sev-

No. 7 2005



BRAGG SOLITONS IN QUANTUM-WELL STRUCTURES

eral hundreds of periods of the resonance Bragg struc-
ture. Therefore, a soliton will form if a structure con-
tains more than a hundred quantum wells (in [4], the
number of quantum wells in the structures under study
was as high as one hundred). A similar statement
appliesto the condition of formation of the phase-mod-
ulated 2t solitons considered above. Note that esti-
mates made for real quantum-well structures show that
In] << 1and|d]|< 1, therefore, the soliton pulse velocity
is indeed much smaller than the phase velocity and
depends on its amplitude only weakly.

The resonance Bragg structure in a heterosystem
with g, = g, by definition, satisfies condition (11). In
this case, both parameters, n and 9, are zero and from
Eq. (23) it follows that B?(1 — u?)/L? = 2, i.e., that this
quantity isnot small and solution (22) isinapplicableto
astructure with EP? nonlinearity. Thus, a phase-modu-
lated 21t soliton forms only in a quasi-Bragg structure
that, in the absence of nonlinearity, aready has a nar-
row allowed miniband near the frequencies wy, and wg.
We attribute the difference in the manifestation of the
P2 and EP? nonlinear terms in a resonance Bragg struc-
turewith g, = ¢, to their different influence on solutions
like Eq. (13) with a constant amplitude. In contrast to
the P2 nonlinearity, which gives rise to the formation of
an allowed miniband in the vicinity of the frequency wy,
[see dispersion equation (14)], the EP? nonlinearity
does not create a transparency window for exciton
polaritons within the polariton gap but resultsinstead in
its narrowing:

~ 2 1Ud ~ 2
28y — 2(1-|P|) D= 2(1-(14)|P| ),

From therelations|u|= |n— 8} /8 and |5, ]2 < (n — )2,
it follows that 21t solitons do not form for n = 3. If the
difference between n, and n, is small and a < d, then
then = & condition can be recast in the form

— nb_naeﬂ
(L)B - (00% + n_ba:li

(33)
wheren, = /g, and n, = /g, . Equation (33) isthe gen-
eralized Bragg condition for a structure with mis-
matched n, and n, [23, 24]. If this condition is satisfied,
the two forbidden minibands characteristic of this sys-
tem merge into one. This condition can be approxi-
mated by the expression d = 1c/wyyhy,. Thus, the disap-
pearance of the transparency window in the forbidden
miniband in a structure with n = & prevents the forma
tion of solitons of thiskind.

6. CONCLUSIONS

We have shown that a P® nonlinearity in a reso-
nance Bragg MQW structure allows the existence of
solitons (16) and that the EP? and biexciton nonlinear-
ities in a resonance quasi-Bragg structure give rise to
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the formation of phase-modulated 21t solitons. The
main factor responsible for the appearance of soliton
solutions has been established to be the formation of a
photoinduced transparency window in the forbidden
miniband for exciton polaritons in a resonance Bragg
structure and the existence of this window in a reso-
nance quasi-Bragg structure. The results obtained can
be generalized to allow simultaneous inclusion of two
or threetypes of exciton nonlinearities, aswell asinclu-
sion of the polarization dependence of the nonlinear
term Fy_ in Egs. (7) and (10). Obviously enough, the
biexciton nonlinearity is not involved in the formation
of circularly polarized solitons by virtue of the selec-
tion rules governing two-photon excitation of the biex-
citon ground state.

The problem of excitation of the above solitons in
the case where a light pulse is incident from vacuum
onto a semi-infinite MQW structure or a structure of a
finite width is beyond the scope of the present study.

We would like to stress that the most serious prob-
lem in the experimental observation of solitons is that
of soliton stability; namely, the nonradiative exciton
damping constant I' and the inhomogeneous broaden-
ing of the exciton resonance frequency have to be
noticeably smaller than thereciprocal length of the soli-
ton pulse Agu.
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Abstract—The structural and magneto-optical properties of “porous silicon—cobalt” nanocomposites prepared
through electrochemical deposition on silicon substrates of different porosities are investigated. It is reveaed
that, under galvanostatic conditions, cobalt micrograins are formed only in a surface layer of porous silicon.
The greater the poresin silicon, thelarger the mean size of the ferromagnetic micrograins. The nanocomposites
thus fabricated possess ferromagnetic properties and, at specified compositions, are characterized by anoma
loudly large magnitudes of the equatorial or transverse magneto-optical Kerr effect (TMOKE). The magneto-
optical properties of the nanocomposites are simulated in the Bruggeman effective-medium approximation. 1t
is shown that the anomalous negative transverse magneto-optical Kerr effect is associated with the oxidized
state of porous silicon in the vicinity of the ferromagnetic metal micrograins. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Low-dimensional composite materials are finding
ever-widening application in many areas of science and
engineering [1]. In particular, low-dimensiona mag-
netic composites of the “dielectric—ferromagnetic
metal” type are of considerable interest from both the
scientific and practical standpoints. These materials
exhibit unusual properties, such as strong nonlinear
magneto-optical effects, a negative giant magnetoresis-
tance, an anomalous giant Hall effect, etc. [2-5]. Onthe
other hand, owing to the practical use of itslow-dimen-
sional modifications, silicon—a basic material in mod-
ern microelectronics—has aready often been referred
to as an optoel ectronic material [6]; however, it has till
remained inapplicable as a magnetosensitive material.
The design of low-dimensional silicon-based magnetic
composites has opened new fields of use in silicon
micro- and optoelectronics. This paper reports on the
results of investigations into the structural and mag-
neto-optical properties of nanocomposites fabricated
from porous silicon and aferromagnetic metal, namely,
cobalt.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

Porous silicon in the form of 1- to 20-um-thick lay-
ers was prepared on the (100) and (111) surfaces of p-
silicon single crystals with electrical resistivities p =
10.0, 0.03, and 0.005 Q cm through anodization in an
HF—ethanol (1 : 1) solution at an electric current density
ranging from 20to 30 mA cm2. The porosity of thelay-

ers prepared was controlled using the gravimetric
method and varied in the range from 60% (low-resistiv-
ity silicon) to 80% (high-resistivity silicon) [6, 7]. The
pore diameter in the porous layer was equal to 2-4 nm
in the case of high-resistivity silicon (p = 10.0 Q cm),
7-15 nm for low-resistivity silicon (p = 0.005 Q cm),
and 6-10 nm for silicon with an electrical resistivity
p =0.03 Q cm [8]. Cobalt micrograins were introduced
into the layers of porous silicon through electrochemi-
cal deposition (under galvanostatic conditions) from an
alcoholic solution of cobat chloride CoCl,. The
amount of cobalt introduced into the layers of porous
silicon was determined by measuring the electric
charge transferred through the silicon—electrolyte inter-
face. The magneto-optical properties of the“ porous sil-
icon—cobalt” nanocomposites thus fabricated were
investigated using the equatorial or transverse mag-
neto-optical Kerr effect (TMOKE). The dependences of
the magnitude of the transverse magneto-optical Kerr
effect & on the photon energy hv were measured in the
photon energy range hv = 1.3-3.8 eV with alight beam
incident at an angle of 70° in magnetic fields of up to
2.5 kOe. The structure and composition of the nano-
composites were controlled using scanning electron
microscopy and scanning Auger electron spectroscopy
on aPHI-680 scanning Auger electron microprobe sys-
tem (Physical Electronics Co.).

3. RESULTS AND DISCUSSION

Figure 1 displaysatypical scanning electron micro-
scope image of the surface of a porous silicon—cobalt
nanocomposite. According to scanning Auger electron

1063-7834/05/4707-1383$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Scanning electron microscope image of the surface
of the porous silicon—cobalt nanocomposite and the cobalt
distribution along the specified line. The electrical resistiv-
ity of the silicon substrateisp = 10 Q cm.
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Fig. 2. Dependences of the transverse magneto-optical Kerr
effect 6 on the photon energy hv for (1) pure cobalt and (2—
7) porous silicon—cobalt nanocomposites with a 5-um-thick
porous silicon layer. The electrical resistivity of the silicon
substrate is p = 10 Q cm. Cobalt concentration: (2) 2.5 x

10, (3, 7) 5 x 10%, and (4-6) 10 x 10 atoms/cm?.

spectroscopy, the light spots seen in this micrograph are
identified as cobalt grains. It can also be seen from this
micrograph that cobalt grains are distributed over the
surface of the nanocomposite in a random manner and
that the cobalt grain sizesvary in the range from several
nanometers to several tens of nanometers.

The behavior and the magnitude of the transverse
magneto-optical Kerr effect 6 as a function of the pho-
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ton energy hv strongly depend on the parameters of the
porous layer and on the content of the ferromagnetic
component in the nanocomposite. It can be seen from
Fig. 2 that, as arule, the dependences of the transverse
magneto-optical Kerr effect d on the photon energy hv
for porous silicon—cobalt nanocomposites differ sub-
stantially from the dependence &(hv) for pure cobalt.
The sign of the transverse magneto-optical Kerr effect
was determined by the conditions used for fabricating
the nanocomposites and, in the majority of cases,
turned out to be negative (in contrast to the case of pure
cobalt). However, some samples exhibited a positive
transverse magneto-optical Kerr effect. Nanocomposite
samples at a cobalt concentration ranging from ~5 x
10 to 10'® atoms/cm? are characterized by anoma-
lously large magnitudes of the transverse magneto-
optical Kerr effect & ~ 102, which exceed those for pure
cobalt by several factors. All the nanocomposites at a
cobalt concentration of higher than 2 x 10 atoms/cm?
possess ferromagnetic properties; more specifically, the
magnitude of the transverse magneto-optical Kerr
effect is nonlinear with respect to the magnetic field
amplitude and approaches saturation in amagnetic field
of ~2 kOe.

Figure 3 shows the transverse magneto-optical Kerr
effect 0 as afunction of the photon energy hv for nano-
composites prepared from low-resistivity silicon with
electrical resistivities p = 0.03 and 0.005 Q cm. The
dependences of the transverse magneto-optical Kerr
effect on the photon energy for these nanocomposites
are qualitatively similar to those obtained for the nano-
composites based on high-resistivity silicon. However,
the maximum magnitudes of the Kerr effect in the
former case, as arule, are considerably less than those
in the latter case. It is worth noting that thereis a close
similarity between the dependences &(hv) for the nano-
composites that differ in terms of the thickness of the
porous silicon layer by more than one order of magni-
tude but contain an identical number of cobalt atoms
per unit of the geometric surface of silicon (5 x
10Y atoms/cm?). This finding suggests that, upon elec-
trochemical deposition (under the galvanostatic condi-
tions), the cobat micrograins are predominantly
formed in athin surface layer of porous silicon and no
cobalt species penetrateinto the bulk of the micropores.
This assumption is confirmed by the fact that the pho-
toluminescence intensity of porous silicon weakly
depends on the concentration of the electrochemically
deposited metal (Fig. 4).

The formation of cobalt micrograinsin surface lay-
ers of the porous silicon—cobalt nanocomposites fabri-
cated in this work is directly confirmed by scanning
Auger electron spectroscopy in the course of layer-by-
layer ion etching of the nanocomposites. As can be seen
from Fig. 5, cobalt is revealed only in 10- to 20-nm-
thick surface layers of the nanocomposite. The size of
cobalt micrograins on the surface of the porous silicon
layer depends on the nature of the porosity: in the case
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Fig. 3. Spectral dependences of the transverse magneto-
optical Kerr effect & on the photon energy hv for porous sil-
icon—cobalt nanocomposites prepared on silicon substrates
with electrical resistivities p = (a) 0.005 and (b) 0.03 Q cm.
The cobalt concentration in all samples is equa to 5 x

10 atoms/cm?. Porous layer thickness: (1) 20, (2) 1, (3) 20,
(4) 10, and (5) 5 pm.

of nanocomposites based on microporous silicon pre-
pared on a high-resistivity substrate, the mean size of
metal micrograins and, accordingly, the mean distance
between the micrograins are significantly less than
those for nanocomposites based on mesoporous silicon
prepared on a low-resistivity substrate (Fig. 6). This
correlates with the experimental spectral dependences
of the transverse magneto-optical Kerr effect: the mag-
nitude of the transverse magneto-optical Kerr effect &
for the nanocomposites based on microporous silicon,
asarule, islarger than that for the mesoporous silicon—
cobalt nanocomposites (compare Figs. 2 and 3). It
seems likely that a decrease in the mean distance
between individual clusters|eads to an enhancement of
the magnetic ordering of the nanocomposite due to the
dipole—dipole interaction [9], asisthe casein Co-SiO,
nanocomposites [5].

In order to determine the factors responsible for the
behavior of the spectral dependences d(hv), we per-
formed a simulation of these dependences in the
Bruggeman effective-medium approximation [10]. It
follows from the results presented in Fig. 7 that the
porous silicon—cobalt nanocomposites should exhibit a
positive transverse magneto-optical Kerr effect at any
content of the ferromagnetic component in the nano-
composite. The negative transverse magneto-optical
Kerr effect can be observed only in the regions where
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Fig. 4. Evolution of the photoluminescence spectrum of
porous silicon with agradual increase in the cobalt concen-
tration in the porous silicon layer. The porous layer thick-
nessisequal to 5 um. The electrical resistivity of thesilicon
substrate is p = 10 Q cm. Cobalt concentration: (1) O,
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Fig. 6. Scanning €l ectron microscopeimages of the surfaces of
the porous silicon—cobalt nanocomposites on silicon substrates
with electrical resistivitiesp = (a) 10.0 and (b) 0.005 Q cm.

the cobalt micrograins are surrounded by oxidized frag-
ments of porous silicon. Indeed, according to scanning
Auger electron spectroscopy, the oxygen content is
usually increased in the vicinity of the cobalt micro-
grains on the surface of the poroussilicon layer (Fig. 6).
It seems likely that the incorporation of cobalt micro-
grains into the mouths of the silicon micropores is
accompanied by deformation of the surface layer of the
porous matrix and by an increase in the number of
weakened Si—Si bonds that readily oxidize upon con-
tact with the environment. Moreover, anincreasein the
rate of oxidation of porous silicon in the vicinity of the
metal micrograins can be caused by the so-called spill-
over effect [11]. This effect manifests itself in the
migration of active (apparently, atomic) oxygen local-
ized at cobat micrograins into the nearest surface
regions of porous silicon with subsequent oxidation of
these regions. In the case when the cobalt micrograins
penetrate deep into the silicon micropores, the domi-
nant role is played by their interaction with the unoxi-
dized porous matrix and the transverse magneto-optical
Kerr effect is positive in sign. As follows from the
experimental data, this situation is favored by an
increase in the voltage (and, hence, in the electric cur-
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rent) upon the electrochemical incorporation of cobalt
micrograins into the porous silicon layer.

4. CONCLUSIONS

(1) It was demonstrated that the porous silicon—
cobalt nanocomposites fabricated using the electro-
chemical method possess ferromagnetic properties and,
at specified compositions, are characterized by anoma-
lously large magnitudes of the transverse magneto-
optical Kerr effect. The maximum magnitudes of the
magneto-optical Kerr effect are observed for the nano-
composites based on microporous silicon (prepared on
high-resistivity silicon substrates).

(2) It was established that there is a correlation
between the magnitude of the transverse magneto-opti-
cal Kerr effect, the size of ferromagnetic micrograins,
and the nature of the porosity of the silicon substrate;
more specifically, a decrease in the micropore size is
accompanied by a decrease in the mean size of the
cobalt micrograins, as well as by an increase in the
transverse magneto-optical Kerr effect.

(3) The simulation of the magneto-optical properties
of porous silicon—cobalt nanocomposites demonstrated
that the negative transverse magneto-optical Kerr effect
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is caused by the oxidation of fragments of porous sili-
con in the vicinity of the cobalt micrograins. This con-
clusion is experimentally confirmed using scanning
Auger electron spectroscopy.

(4) It was assumed that the considerable increase in
the rate of oxidation of porous silicon in the vicinity of
the cobalt micrograins is associated with the spillover
of active oxygen from the metal micrograins to the
nearest surface regions of porous silicon, as well as
with the mechanical stresses arising in the lattice of
porous silicon in the vicinity of the cobalt micrograins.
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Abstract—BY analyzing the evolution of time-resolved photoluminescence spectra, it is detected experimen-
tally for thefirst time that thereis a correlated effect of built-in electric fields and of long-lived localized states
on the formation of emission in quantum wells based on nitrides of Group |11 elements. It is shown that light-
emitting diode structures can be classified for commercia applications by studying time-resolved photolumi-

nescence spectra. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Intensive studies of InGaN/GaN quantum-well het-
erostructures have culminated in the commercial devel-
opment of light-emitting diodes designed for operation
in various spectral regions[1, 2]. However, it is known
that the defect concentration in these materials remains
fairly high and that one still cannot, in particular, sub-
stantially reduce the density of dislocations caused by
stresses originating from the lattice misfit between the
substrate (as a rule, Al,O3;) and GaN and by thermal
stresses between the substrate and GaN. It has a so been
demonstrated that, unlike other semiconductors (GaAs,
GaP), in which dislocations act as nonradiative [1, 2]
recombination centers and, as a result, an increase in
the dislocation density (to 10* cm®) drivesthe radiation
intensity to zero, the concentration of radiative recom-
bination centersin GaN does not depend on the density
of structural defects [2]. This specific feature of GaN
and of GaN-based structures offers the possibility of
designing high-efficiency devices from materials hav-
ing a lattice defect concentration higher than that in
other I11-V compounds. Recent studies have revealed a
number of remarkable properties of InGaN/GaN het-
erostructures and of devices based on these structures,
which should apparently be assigned to the presence of
a spontaneous piezoelectric field [3]. To increase the
efficiency of these devices, one needs to estimate the
effect exerted by the various parameters of the struc-
tures on the mechanisms of their emission. Progressin
this areawill depend, therefore, on a clear understand-
ing of how and to what extent the spontaneous piezo-
electric field and localized states contribute to emission
in such structures.

Inthis paper, wereport on acontactless optical spec-
troscopic study of the characteristics of radiation emit-
ted by InGaN/GaN-based quantum-well structures.
This is done by analyzing a possible correlation

between the localized states and built-in piezoelectric
fields, as well as the role played by this correlation in
the onset of efficient emission in these structures.
Steady-state and time-resolved phaotoluminescence
spectra were studied for this purpose.

2. EXPERIMENT

We studied radiation spectra of InGaN/GaN-based
guantum-well light-emitting structures. The object of
study was an array of five (~25-nm-thick) quantum
wells MOCV D-grown on a sapphire substrate and sep-
arated by 70-nm-thick GaN barriers. The photolumi-
nescence (PL) and el ectroluminescence spectra of the
samples were obtained under both cw and pul sed exci-
tation. Both steady-state and gated (time-resolved) PL
spectrawere taken. Optical measurements were carried
out on an SDL -2 grating spectrometer with areciprocal
linear dispersion of 1.3 nm/mm in the region of GaN
edge luminescence. Time-delayed spectra and decay
processes were studied with the use of an LGI-21
pulsed nitrogen laser operating at a wavelength A =
3371 A and a pulse duration (FWHM) 1 = 10 ns. The
delayed spectra were recorded in gated time windows
(5-10 pswide) delayed by timet, varied in the interval
ty = 0-80 ps. The measurements were conducted at
temperatures T = 300, 77, and 4.2 K. To accurately
compare the emission spectra of different InGaN/GaN
structures, the variable parameters (the angle of inci-
dence of light, the pump light intensity, the tempera-
ture) were held constant.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

The PL spectrum of all samples taken under cw
pumping has a fairly strong line in the blue region

1063-7834/05/4707-1388%$26.00 © 2005 Pleiades Publishing, Inc.
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(A = 445 nm), which is due to quantum-well emission
(Fig. 1).

Studies of time-resolved PL spectra revealed that,
for comparable emission intensities in the blue region,
the PL spectraof samplesdiffer in terms of the shape of
the luminescence band measured at zero delay (ty = 0).
Note that, in this spectral region, only one sufficiently
strong line is generally observed. This line is inhomo-
geneously broadened (the FWHM dispersion for differ-
ent samples does not exceed 10 meV) and originates
from the recombination of carriers residing in quan-
tum-well levels.

Turning now to the PL spectra, we consider the fac-
tors governing the intensity and width of an emission
line.

In general, the radiation intensity I, produced at an
excitation level G = f(l,,) depends on the total lifetime
of nonequilibrium carriers (excitons) 1. The total life-
time, in turn, is determined by the radiative (t,) and
nonradiative (1,,) decay times of excitons (carriers):
1/t = Ut, + Ur,,. Therefore, the radiation intensity can
bewrittenas|, = G/(1 + 1,/1,). The nonradiative decay
time1,, isdetermined by the trapping (with across sec-
tion g;) of excitons into deep states (present in a con-
centration N;), whose existence rests on the presence of

various defects: U1, = § voN," (v is thermal

velocity, i labels the defect type). It follows that the PL
intensity for ty = O is determined not only by the con-
centration of nonradiative recombination centers but
also by the capability of carriersto move over the crys-
tal so asto eventually reach the nonradiative recombi-
nation centers.

Because the photoexcitation energy E, = 3.67 eV >
E, (Ey is the bandgap width), carriers are born free
(mobile). They relax to the energy levels in a quantum
well involved in emission in timesthat are, in any case,
no longer than T,. In the course of relaxation, mobile
carriers are captured by various traps with a character-
istic trapping time T,,,. The traps act as centers of both
radiative and nonradiative recombination; So, Ty, # Ty
In this case, the luminescence intensity should depend
ontheratio T,/T,,. To find the contributions of free and
localized states to the formation of the emission line,
the PL excitation (PLE) spectra of samples of different
typeswere studied. Figure 2 displaystypical PLE spec-
tra obtained for two energies within the emission line
profile. One energy is the position of the maximum in
the PL line (E; = 2.715 eV), and the other (E, =
2.565 eV) lies in the long-wavelength wing of the PL
line. Asis evident from Fig. 2, the PLE spectra mea-
sured at E; and E, fall off in the sameway on the higher
energy side (the a—b interval in Fig. 2). Thisfalloff can
be identified with the attainment of a threshold energy
hw = E, at which there appear mobile carriersthat can
be captured efficiently by traps [4].
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As follows from the shape of the PLE spectra, it is
the localized states that contribute heavily to the emis-
sion. One may therefore expect the shape of the PL
spectrain different samples to be intimately connected
with the specific features of the population and deple-
tion of localized states in a given sample. To reveal
these features, time-resolved PL spectra were studied
(asin[5]).

It was found that the shape of the time-resolved PL
spectra is essentially different. Figure 3 shows time-
resolved PL spectrameasured witht, =0, 20, and 40 us
at 4.2 K. Two points appear of interest: (i) increasing
the delay time still further (up to 80 ps) reduces the
intensity but does not affect the shape of the spectra
noticeably, and (ii) the overall pattern of the spectra
does not change with temperature. Note that the fact
itself of the emission persisting for long times (80 ps)
impliesthe existence of nonequilibrium carriersthat are
trapped into long-lived localized states. One may tenta-
tively assume that such carriers are holes in an n-type
material with a sufficiently high electron concentration
(n > 10 cm3). The mechanism responsible for this
long line afterglow is phenomenologically similar to
that observed in n-GaAs with metastable states (Nyg)
[6], where part of the photoexcited carriers are trapped
into metastable states, to be subsequently gjected from
them into the valence band. Due to the interaction
between the holes gected into the valence band and
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Fig. 4. Energy diagram of quantum-well structures and car-
rier wave-function envelopes in the presence of (a) weak
and (b) strong internal electric fields (according to [8]).

electrons (free or bound in shalow levels), emission
lines form in the time-delayed spectra, with the time
scale of the gate delay t4 being determined by the hole
releasetime 1.

Another point relevant to the line shape is the role
played by the complex spatial relief of the potential Uy,
experienced by the nonequilibrium carriersinvolved in
the formation of thisradiation. Thisrandom potential is
caused both by fluctuationsin the thickness of quantum
wellsand barriers and by the electric field generated by
impurities in the barriers. Carriers are localized on
potential fluctuations, and the scatter in the energy
AE,, of photons emitted in radiative recombination is
responsible for the inhomogeneous line broadening. A
doublet structure consisting of comparatively narrow
lines appears within the inhomogeneously broadened
emission line (at t; = 0) as a result of a delay for ty =
20 ys. This fact indicates that the localized states
responsible for the inhomogeneous broadening are
metastable. Therefore, as these localized states are
depleted (with a characteristic time 1), their contribu-
tion to AE,,y decreases. As a result, the quantum-well
PL line narrowswith increasing delay timet, (provided
ty > 19. In some cases, within the inhomogeneously
broadened emission line at ty = 0, delayed spectra for
ty = 20 psexhibit adoublet structure consisting of com-
paratively narrow lines (Fig. 3), which should likewise
be attributed to the existence of metastable localized
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states. One should, however, identify the factors
accounting for such alarge difference in the contribu-
tions of the localized states to the formation of the
guantum-well emission line.

A key to understanding this situation is provided by
a well-known property of nitrides of Group Il ele-
ments, namely, the existence of spontaneous piezoel ec-
tric fields[7]. Therefore, prior to turning to an analysis
of the spectral evolution in samples with quantum
wells, we will first address the general energy diagram
of aquantum well in the presence of a transverse elec-
tric field (perpendicular to the layers) (Fig. 4 [8]). Fig-
ure 4 shows the profile of a quantum well (the zaxisis
the growth direction of the structure) for low and high
internal electric fields (Figs. 4a and 4b, respectively).
This diagram qualitatively illustrates the situation aris-
ing in the structure when the el ectric field is changed. If
the piezoelectric field F, is high enough, the wave
functions are centered close to the interfaces, thus
increasing the probability of carriers being localized in
therandom interface potential U,,. In this case, the dou-
blet shape of the emission linein thetime-delayed spec-
tra (Fig. 3) indicates the presence of a built-in electric
field and the spectral interval between the doublet lines
reflectsthe effective strength of thisfield. By definition,
the strength of apiezoel ectric field depends on the mag-
nitude of stresses in a sample. The stress (piezoelectric
field), in turn, depends on the sample temperature. In
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Fig. 6. Intensity of photoluminescence spectrum compo-
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this case, the variation in stress with temperature may
be expected to bring about a change in the delayed PL
spectra. Indeed, the samples exhibit an increase of the
spectral interval between the doublet components when
the temperature is changed from 77 to 4.2 K, which
implies an increase in the built-in piezoelectric field
F(p2). One may therefore maintain that at T =77 K the
field Fy islower thanat T=4.2 K (Fig. 5).

In this case (T = 77 K), we studied the behavior of
the time-resolved spectra as a function of the photoex-
citation intensity and external electric field (reverse
biasV,).

It is known that the field in a quantum well can be
varied by properly changing the excitation level |,.
This effect is due to a change in the screening field
resulting from the concentrations of injected carriers
being different. Figure 6 plots the PL intensities
obtained at different pumping levels. We also studied
time-delayed PL spectrameasured under application of
areverse bias V, to the quantum-well structure. Figure 7
displays delayed spectra (at t; = 20 ps) of a sample
taken at a zero external field under abiasV, =20 V. In
both cases, as seen from Figs. 6 and 7, a change in the
effective field in a quantum-well structure brings about
guenching of the short-wavelength component in the
delayed luminescence spectra. Note that this evolution
of the spectral shape is a function of both the externa
field (reverse bias V,) and photoexcitation intensity.
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Therefore, these factors should be properly taken into
account when testing devices with these structures by
using time-delayed PL spectra.

4. CONCLUSIONS

To sum up, the presence of narrow long-lived dou-
blet components in time-delayed spectra and their
dependence on the pumping intensity and reverse bias
V, indicate the involvement of localized metastable
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states and built-in electric fields in the formation of the
emission spectrum; i.e., built-in fields favor carrier
localization or delocalization on interface fluctuations
caused by a variety of factors (internal field strength,
pumping intensity, temperature variations).

ACKNOWLEDGMENTS

The authors are indebted to A.V. Andrianov for his
assistance in the experiment.

This work was supported by the Presidium of the
RAS (program “Low-Dimensional Quantum Struc-
tures”).

REFERENCES

1. A. V. Andriyanov, V. Yu. Nekrasov, N. M. Shmidt,
E. E. Zavarin, A. S. Usikov, N. N. Zinov'ev, and
M. N. Tkachuk, Fiz. Tekh. Poluprovodn. (St. Peters-
burg) 36 (6), 679 (2002) [Semiconductors 36 (6), 641
(2002)].

2. X. A. Cao, S. F LeBoeuf, and L. B. Rowland, Appl.
Phys. Lett. 82 (21), 3614 (2003).

3. F. Bernardini and V. Fiorentini, Phys. Rev. B 56 (16),
R10024 (1997).

4. V.Yu. Davydov and A. A. Klyuchikhin, Fiz. Tekh. Polu-
provodn. (St. Petersburg) 38 (8), 897 (2004) [Semicon-
ductors 38 (8), 861 (2004)].

5. V. V. Krivolapchuk and M. M. Mezdrogina, Fiz. Tverd.
Tela (St. Petersburg) 46 (12), 2129 (2004) [Phys. Solid
State 46 (12), 2201 (2004)].

6. A. V. Akimov, A. A. Kaplyanskii, V. V. Krivolapchuk,
and E. S. Moskalenko, Pis mazh. Eksp. Teor. Fiz. 46, 35
(1987) [ JETP Lett. 46, 42 (1987)].

7. Y. Narukawa, Y. Kawakami, S. Fujinita, Sh. Fujinita, and
S. Nakamura, Phys. Rev. B 55 (4) R1938 (1997).

8. S. Kalliakos, P. Lefebvre, and T. Taliercio, Phys. Rev. B
67, 205307 (2003).

Trandated by G. Skrebtsov

No. 7 2005



	1191_1.pdf
	1201_1.pdf
	1205_1.pdf
	1211_1.pdf
	1216_1.pdf
	1221_1.pdf
	1225_1.pdf
	1233_1.pdf
	1236_1.pdf
	1245_1.pdf
	1249_1.pdf
	1254_1.pdf
	1258_1.pdf
	1267_1.pdf
	1273_1.pdf
	1278_1.pdf
	1282_1.pdf
	1289_1.pdf
	1296_1.pdf
	1299_1.pdf
	1306_1.pdf
	1310_1.pdf
	1316_1.pdf
	1326_1.pdf
	1331_1.pdf
	1340_1.pdf
	1346_1.pdf
	1353_1.pdf
	1358_1.pdf
	1365_1.pdf
	1372_1.pdf
	1376_1.pdf
	1383_1.pdf
	1388_1.pdf

