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An explanation is given within a previously proposed theory of gravitation with broken conjugation and parity symmetry ( $C$ and $P$ violation) for the recently detected effect of nonFaraday rotation of the polarization plane in the propagation of electromagnetic radiation over cosmological distances. © 1998 American Institute of Physics. [S1063-7761(98)00106-1]

## 1. INTRODUCTION

An extensive body of experimental facts has been accumulated (see Ref. 1) on the rotation of the plane of polarization of the electromagnetic radiation emitted by distant radio galaxies (data have been obtained on 160 galaxies). From this body of data it clearly follows that the polarization plane undergoes not only Faraday rotation, but also an additional rotation. In contrast to Faraday rotation, this other rotation does not depend on the emission wavelength. The absolute value of the additional rotation angle $\beta$ lies in the range from 0 to $\pi$ (if we disregard the possible addition of multiples of $\pi$ to the value). Recently Nodland and Ralston, ${ }^{2}$ after mathematically processing these data, ${ }^{1}$ came to a quite unexpected conclusion. According to them, the experimental points are most densely grouped about an ansatz for $\beta$ specified by the expression

$$
\begin{equation*}
\beta=\frac{1}{2 \Lambda} r \cos \gamma+\beta_{0} \tag{1}
\end{equation*}
$$

where $r$ is the distance from the source to the observer, $\Lambda$ is the measurement scale of $r$, and $\gamma$ is the angle between the propagation direction of the ray and some unit vector $\mathbf{s}$. In the case of a sampling of 71 galaxies with a redshift $z>0.3$, the best agreement between formula (1) and the observations is obtained if $\mathbf{s}$ is characterized by declination and right ascension equal to $0^{\circ} \pm 20^{\circ}$ and $21 \mathrm{~h} \pm 2 \mathrm{~h}$, respectively.

A comparison of formula (1) with the observations shows that most of the galaxies with $\cos \gamma>0$ have $\beta \sim \pi / 2$ and that the number of galaxies decreases as $\beta$ deviates to either side of $\pi / 2$. Similarly, the galaxies with $\cos \gamma<0$ are scattered in $\beta$ about the value $\beta \sim-\pi / 2$. The value of $\beta_{0}$ for all galaxies turns out to be near $1^{\circ}-2^{\circ}$ (with a typical value of $1^{\circ}$ ).

In essence, the ansatz (1) introduces two types of nonFaraday rotation: right-handed rotation for one group of galaxies and left-handed rotation for the other (therefore, the uncertainty in the determination of $\beta$ for the two groups of galaxies will be equal to $+n \pi$ and $-n \pi$ ). If we agree that the ansatz (1) corresponds more accurately to the observations than any other ansatz, then this would be evidence of a violation of the homogeneity and isotropy of space, at least
in our Metagalaxy-too presumptuous a conclusion not to expect objections. And such objections soon appeared in a paper by Carrol and Field (Ref. 3). ${ }^{1)}$ In contrast to Nodland and Ralston, ${ }^{2}$ Carrol and Field ${ }^{3}$ assumed that the nonFaraday rotation of the polarization plane of the electromagnetic radiation from all galaxies is of the same type and does not appear as right and left-handed rotation in different groups of galaxies. Such an hypothesis at once excludes the possibility of introducing an asymmetrical ansatz of the type (1) and thus the possibility of a violation of the homogeneity and isotropy of space. According to this hypothesis, the rotation angle $\beta$ (if we disregard its uncertainty, which is now equal only to $+n \pi$ ) for the majority of galaxies (with $z>0.3)$ is scattered about $\pi / 2$, and the values of $\beta=\pi / 2$ $+|\Delta \beta|$ correspond to a smaller number of galaxies, the larger is the value of $|\Delta \beta|$ (this is reflected in histogram 1 in Ref. 3). Carrol and Field ${ }^{3}$ assert that the experimental points $\beta$ (with consideration of the hypothesis of a single type of rotations) are grouped about the ansatz $\beta \simeq \pi / 2$ more densely than around the ansatz (1). It is impossible to verify this due to the absence of details. However, if we judge from Fig. 2 in Ref. 3 and Fig. 1d in Ref. 2, which plot distributions of the numbers of galaxies (with $z>0.3$ ) in $\beta$ as functions of $r \cos \gamma$, it is hard to come to this conclusion-on a purely visual level they seem to be saying the opposite (of course, a visual estimate is not always valid, since it depends, for example, on the scales). At the same time, the question of around which ansatz for the $\beta$ values are the experimental points more densely grouped is decisive here. An additional independent mathematical treatment of the observation data ${ }^{1}$ is clearly necessary in order to decide if it is at all possible to answer this question on the basis of the available data. At the current moment, an unequivocal decision in favor of Ref. 2 or Ref. 3 would seem premature, although the hypothesis in Ref. 3 is preferable from the physical standpoint.

It should be recalled that the experimental non-Faraday values of $\beta$ were obtained from 160 galaxies, while the main conclusions in Refs. 2 and 3 were based on data from the 71 galaxies with $z>0.3$. What may be expected in the interpretations in Refs. 2 and 3 from the remaining 89 galaxies with $z<0.3$ ?

If the ansatz (1) is a reflection of an actual law of nature,
then it should also apply to nearby (with $z<0.3$ ) galaxies. This, however, is not observed-it is enough to look at Fig. 1c from Ref. 2, and even Nodland and Ralston ${ }^{2}$ noted the poor correlation of (1) with the observed distribution over $\beta$ for the nearby galaxies. Such a result places the ansatz (1) in serious doubt as a universal law.

If the ansatz $\beta \simeq \pi / 2$ proposed in Ref. 3 reflects a law of nature, then the experimental $\beta$ points of the nearby galaxies should reproduce histogram 1 in Ref. 3. This, however, they do not do. Therefore, it is still impossible to make a solid judgment about the universality of the ansatz introduced in Ref. 3.

If an additional analysis of the data from all 160 radio galaxies reveals that the distribution of the observed $\beta$ values on the interval $[0, \pi]$ correlates very weakly with some ansatz or does not correlate with any, then this would indicate that the $\beta$ values are distributed not on the interval $[0, \pi]$, but on the interval $[0, n \pi]$, where $n$ is large. From a general standpoint, such a picture seems more likely. However, the deciding word must wait for an additional mathematical treatment of all the observation data.

An explanation for non-Faraday (gravitational) birefringence based on the theory of gravitation with broken conjugation and parity symmetry ( $C$ and $P$ violation) proposed in Ref. 4 is presented below. Additional consequences of the treatments in Refs. 2 and 3 are analyzed. Some of these consequences can be interpreted as evidence in favor of the explanation of Ref. 3, although it is not theoretically possible to categorically reject the explanation of Ref. 2. The possibility of an uncorrelated distribution over the gravitational rotation angles $\beta$ is also discussed.

## 2. COSMOLOGICAL EFFECTS OF GRAVITATIONAL BIREFRINGENCE AS A CONSEQUENCE OF THE THEORY OF GRAVITATION WITH $C$ and $P$ VIOLATION AND THE POSSIBILITY OF PRESERVING THE MODEL OF A HOMOGENEOUS, ISOTROPIC UNIVERSE

In Ref. 4 I constructed a theory of gravitation satisfying the principle of the universality of the law of the violation of conjugation ( $C$ ) and parity ( $P$ ) symmetry ( $C P=$ const) in nature. By virtue of a number of requirements, the structure of the Lagrangian of spinor particles and the structure of the Lagrangian of polarized photons in a gravitational field turn out to be uniquely defined. In the quasiclassical limit both Lagrangians lead to identical dynamical equations of polarized particles in a gravitational field. In particular, in the weak-field approximation the equation describing the propagation of circularly polarized photons in space with a static Riemannian metric $g_{\mu \nu}(\mathbf{x})$ has the form: ${ }^{2)}$

$$
\begin{equation*}
E^{2} g^{00}+\mathbf{p}^{2} g^{11}+2 \zeta h C(\mathbf{p} \boldsymbol{\nabla}) h_{1}^{(1)}=0 . \tag{2}
\end{equation*}
$$

Here $E \equiv \hbar \omega$ is the photon energy, $\mathbf{p}$ is its canonical momentum, $\zeta= \pm 1$ corresponds to right circular (upper sign) and left circular (lower sign) polarization of the photon, $h_{\nu}^{(a)}$ are the associated tetrads $\left(h_{(a)}^{\nu}=g^{\nu \mu} h_{(a) \mu}, h_{(b) \nu}=h_{\nu}^{(a)} \eta_{a b}\right.$, etc., where $\eta_{a b}$ is the Minkowski metric tensor), and $C$ is a dimensionless real constant of gravitational interactions violating $C$ and $P$ symmetry (if the units of measure are restored
and the structure of $h_{\nu}^{(a)}$ is taken into account, the constant $C$ will always appear in the equation together with the factor $G / c^{2}$ ).

The presence of the last term in Eq. (2) at once leads to birefringence effects in a gravitational field: an integrated effect of gravitational rotation of the polarization plane and a local effect of visible angular splitting of the rays with right and left circular polarization.

On the path from the source to the observer the polarization plane is rotated according to Eq. (2) by the angle (in radians)

$$
\begin{equation*}
\beta=C\left[h_{1}^{(1)}\left(\mathbf{r}_{2}\right)-h_{1}^{(1)}\left(\mathbf{r}_{1}\right)\right] \tag{3}
\end{equation*}
$$

where $h_{1}^{(1)}\left(\mathbf{r}_{2}\right)$ and $h_{1}^{(1)}\left(\mathbf{r}_{1}\right)$ are the values of the tetrads at the signal reception and emission points, respectively. It also follows from Eq. (2) that for the same frequency $\omega$ pulses of photons with right $(\zeta=1)$ and left circular $(\zeta=-1)$ polarization will be different from the observation point. Within the approximation chosen of a weak gravitational field

$$
\begin{equation*}
\mathbf{p}_{\zeta} \simeq \mathbf{p}_{0}-\zeta \hbar C \nabla h_{1}^{(1)}\left(\mathbf{r}_{2}\right) . \tag{4}
\end{equation*}
$$

This means that in right- and left-circularly polarized rays the source will be seen at different angles from the observation point. The visible angular splitting will lie in the plane $\left(\mathbf{p}_{0}, \nabla h_{1}^{(1)}\left(\mathbf{r}_{2}\right)\right)$ and will be equal to

$$
\begin{equation*}
\alpha \simeq \frac{C \lambda}{\pi}\left|\left[\boldsymbol{\kappa}^{0} \nabla h_{1}^{(1)}\left(\mathbf{r}_{2}\right)\right]\right|, \tag{5}
\end{equation*}
$$

where $\lambda$ is the emission wavelength and $\boldsymbol{\kappa}^{0}$ is a unit vector pointing from the source to the observer.

Imagine that a plane-polarized radio signal is emitted from a satellite traveling along a given elliptical trajectory about the Sun and is received on the Earth. Then

$$
\begin{equation*}
h_{1}^{(1)}(\mathbf{r}) \simeq 1-\frac{M_{\odot}}{r}-\frac{M_{\oplus}}{\left|\mathbf{r}-\mathbf{r}_{e}\right|}, \tag{6}
\end{equation*}
$$

where $\mathbf{r}_{e}$ is the radius vector of the center of the Earth relative to the center of the Sun. Consequently,

$$
\begin{equation*}
\alpha \simeq \frac{C \lambda M_{\oplus}}{\pi R^{2}} \sin \chi, \quad \beta \simeq C\left[\frac{M_{\odot}}{r_{1}}-\frac{M_{\odot}}{\left|\mathbf{r}_{e}-\mathbf{R}\right|}-\frac{M_{\oplus}}{R}\right] . \tag{7}
\end{equation*}
$$

Here $\mathbf{R}$ is the radius vector of the observer relative to the center of the Earth, and $\chi$ is the angle between $\mathbf{p}_{0}$ and $\mathbf{R}$. It has been taken into account in the expression for $\alpha$ that at the Earth's surface the gradient of the Sun's potential can be neglected in comparison with the gradient of the Earth's potential and the Earth's potential in the vicinity of the satellite has been dropped in the expression for $\beta$.

If the conditions of the experiment are such that before the start of the experiment the polarization plane of the source on the satellite is set at a certain angle (e.g., $90^{\circ}$ ) to the ecliptic plane at the antenna (and the orientation of the antenna is subsequently held fixed by gyroscopes), then by determining the orientation of the polarization plane at the observer, it is possible to determine the rotation angle $\beta$. If, however, before the start of the experiment the antenna is oriented so that the polarization plane at the observer would form a certain angle (e.g., $90^{\circ}$ ) with the ecliptic plane and
the variation of this angle would subsequently be measured as the ray approaches the Sun, then the quantity

$$
\begin{align*}
\Delta \beta \simeq & C M_{\odot}\left\{\left[\frac{1}{r_{1}(t)}-\frac{1}{r_{1}(0)}\right]-\left[\frac{1}{r_{e}(t)}-\frac{1}{r_{e}(0)}\right]\right. \\
& \left.+\left[\frac{\mathbf{R}(t) \mathbf{r}_{e}(t)}{r_{e}^{3}(t)}-\frac{\mathbf{R}(0) \mathbf{r}_{e}(t)}{r_{e}^{3}(0)}\right]\right\} \tag{8}
\end{align*}
$$

should be compared with the observations.
Gravitational birefringence effects must be compared with the analogous effects of a magnetoplasma origin. Toward this end, we make use of the dispersion relation linking the frequency of a photon with its wave vector in a magnetized plasma. Under conditions in which the cyclotron frequency $\widetilde{\Omega} \equiv e \mathscr{H} / m c$ (here $\mathscr{H}$ is the intensity of the external magnetic field, and $e$ and $m$ are the charge and mass of the electron) is much smaller than the photon frequency $\omega$, the dispersion relation for right- and left-circularly polarized photons can be represented in the form

$$
\begin{equation*}
E^{2}=\frac{4 \pi N e^{2} \hbar^{2}}{m}+c^{2} \mathbf{p}^{2}+\zeta \frac{4 \pi N e^{3} \hbar}{m^{2} \omega^{2}}(\mathbf{p} \cdot \mathscr{H}) \tag{9}
\end{equation*}
$$

where $N$ is the electron density. Hence, for the visible angular splitting $\alpha_{1}$ of the right-and left-circularly polarized rays at the observation point and the Faraday rotation angle $\beta_{1}$ after the ray has traveled from the source to the observer we obtain, respectively,

$$
\begin{align*}
& \alpha_{1} \simeq \frac{e^{3} \lambda^{3} N\left(\mathbf{r}_{2}\right) \mathscr{H}\left(\mathbf{r}_{2}\right)}{2 \pi^{2} m^{2} c^{4}} \sin \chi_{1} \\
& \beta_{1} \simeq \frac{e^{3} \lambda^{2}}{2 \pi m^{2} c^{4}} \int_{\mathbf{r}_{1}}^{\mathbf{r}_{2}} N(s) \mathscr{K}(s) d s \tag{10}
\end{align*}
$$

Here $\chi_{1}$ is the angle between $\mathbf{p}$ and $\mathscr{T}, N(s)$ is the electron density on the path of the ray, and $\mathscr{H}(s)$ is the magnetic field component tangent to the ray.

A comparison of Eqs. (7) and (10) shows that, in contrast to Faraday rotation, the gravitational rotation of the polarization plane does not depend on the emission wavelength, which simplifies the problem of its identification. In addition, to measure $\beta$ or $\Delta \beta$ it is not necessary that the ray approach the Sun, since the values of $\beta$ and $\Delta \beta$ depend only on the gravitational potentials at the signal emission and reception points. Conversely, in order to mark off the Faraday rotation, it is better to make the measurements where the contribution of magnetoplasma effects is very small. As for the visible splitting angle, the functional structure of $\alpha$ and $\alpha_{1}$ is also very different, and the splitting planes do not coincide. Therefore, distinguishing them experimentally does not present any great difficulty.

Rotation of the polarization plane upon the passage of rays near the Sun was studied experimentally in Refs. 5 and 6. The Pioneer-6, 7, and 8 spacecraft served as platforms for sources of plane-polarized $2292-\mathrm{MHz}$ radio emission. The orientation of the antennas was rigidly maintained by gyroscopes, although it cannot be gathered from these papers whether the initial orientation of the polarization plane was fixed at the satellite (first variant) or at the observer (second
variant). The authors did not observe any noticeable change in the orientation of the polarization plane of the rays at distances from the Sun greater than six solar radii. On the one hand, this means that the magnetoplasma effects are negligibly small at such distances. On the other hand, if the experiment went according to the first variant, it means that $\beta$, is small, as in the case ${ }^{3}$ for $C \ll 10^{8}$ (in the second variant this restriction is lifted). As the ray further approaches the Sun, quite rapid growth of the rotation angle is observed, but it is associated with Faraday rotation rather than gravitational rotation. Consequently, in the second variant $C<10^{12}$.

It would be appropriate here to mention the experiments in Ref. 7, which have a bearing on the possibility of estimating the value of $C$. Harwit et al. ${ }^{7}$ state (in Sec. 2 of their paper) that quasar 3 C 273 is seen at different angles in rightand left-circularly polarized rays. The upper value of the angle of visible splitting amounts to "roughly 0.002 arc sec in the direction perpendicular to the radius vector to the Sun' and 'roughly 0.0035 arc sec in the direction of the radius vector"' (the angular resolution was $10^{-4} \mathrm{arcsec}$ ). As can be seen, the plane of the observed splitting forms an angle of about $30^{\circ}$ with the source-Sun-observer plane. Symmetry arguments cast grave doubts on the explanation of the splitting effect as a result of the influence of the Sun and the circumsolar plasma (on the days of the measurements 3C273 was $5.0^{\circ}$ and $7.8^{\circ}$ from the Sun). Harwit et al. ${ }^{7}$ clearly observed a local effect of the splitting given by the values of $\alpha$ and $\alpha_{1}$ from formulas (7) and (10).

A comparison of formulas (7) and (10) with the observations requires knowledge of the diurnal time of the measurements (which is lacking in Ref. 7), since both the orientation of the splitting plane and the values of the angles $\chi$ and $\chi_{1}$ depend on it. However, the order of magnitude of the corresponding quantities can be estimated. To reconcile the observed data with $\alpha$, it is necessary to assume a value of $C$ of the order of $10^{10}$. However, if these data are attributed to an interaction of the radiation with electrons of the radio interferometer itself in the Earth's magnetic field, then the number density $N$ of such electrons in formula (10) should be of the order of $10^{8} \mathrm{~cm}^{-3}$, which is entirely possible. Thus, to arrive at any final conclusions would require a refinement of the experimental data, or better yet, a specially designed experiment. Taking into account the local character of the angular splitting effect, we could set up the experiment with any sufficiently distant object emitting in the radiofrequency range (in the case of very short waves the effect becomes small) and at any time of day.

Let us turn our attention now to the effect of cosmological gravitational rotation of the polarization plane. We, first of all, estimate the contribution of the gravitational potentials of the galaxies to the rotation angle $\beta$. By virtue of the great distance between the radiation sources and the observer and between different sources, this contribution is governed by the values of the potential of our Galaxy (the small potentials of the Earth and the Sun can be neglected) at the observation point and the potential of the respective galaxy in the region of formation of the radio emission. The contribution of these potentials to $\beta$ is given by Eq. (3):

$$
\begin{equation*}
\beta_{i} \simeq C\left[\Phi_{i}\left(\mathbf{r}_{1}\right)-\Phi_{0}\left(\mathbf{r}_{2}\right)\right], \tag{11}
\end{equation*}
$$

where $\Phi_{i}\left(\mathbf{r}_{1}\right)$ is the gravitational potential of the $i$ th radio galaxy in the region of formation of the emission, and $\Phi_{0}\left(\mathbf{r}_{2}\right)$ is the gravitational potential of our Galaxy at the observation point $\left(\sim 6 \times 10^{-7}\right)$. As can be seen, this expression does not contain any asymmetry. Therefore, within the model of Ref. 2 all the $\beta_{i}$ should be assigned to the second term in Eq. (1), i.e., to $\beta_{0} \sim 1^{\circ}$. The polarized component of the radio emission of galaxies is usually linked with magnetic braking (synchrotron) radiation near neutron stars. In the region of formation of the emission the potentials of neutron stars can be estimated as $(1-5) \times 10^{-2}$. For all the $\beta_{i}$ as given by formula (11) to agree with the explanation given in Ref. 2, it is necessary to set $C \sim 1$.

If Carrol and Field ${ }^{3}$ are closer to the truth, then $C \sim 10^{2}$; in this case the spread of the $\beta_{i}$ should mirror the spread of the regions of formation of the emissions near neutron stars. If, on the other hand, there are no correlations in the distribution of the $\beta_{i}$, then $C \gtrdot 10^{2}$.

For an asymmetrical term to appear in the expression for the gravitational rotation angle $\beta$, as in Eq. (1), it is necessary to assume the existence of a gravitational field with a preferred directionality in the Metagalaxy, as can be seen from Eq. (3). Since matter is distributed uniformly inside the Metagalaxy, according to the observations, internal sources cannot create a directed field. Consequently, we are left to assume the existence in the Universe of large-scale inhomogeneities outside the Metagalaxy. The homogeneity and isotropy of the Universe will not be lost if we average not only over the small-scale, but also over the large-scale inhomogeneities.

For example, the following two forms of inhomogeneities are permissible. 1) During several billion years a certain excess (positive or negative) of matter density above its mean formed in a layer of large radius (similar to a disk) are far from the Metagalaxy. This excess created a gravitational field in the Metagalaxy almost orthogonal to the layer (if the edges of the inhomogeneity disk are far from the Metagalaxy). 2) A density excess could have formed in a sphere of any radius far from the Metagalaxy. A gravitational field then appears in the Metagalaxy from this centrosymmetric source. If only the first or second field shows up in the Metagalaxy, this means that other inhomogeneities are located at significantly greater distances from it.

In the first case the inhomogeneity can be approximated by a layer with an effective width $a$, an effective radius $b$ much greater than the radius of the Metagalaxy, and a constant excess density $\tilde{\rho}$. Then,

$$
\begin{equation*}
h_{1}^{(1)} \simeq 1+2 \pi \tilde{\rho} a z \tag{12}
\end{equation*}
$$

where $z$ is the distance from the middle of the layer to some chosen point in the Metagalaxy. We note in passing that the excess (positive or negative) mass of the layer $\widetilde{M}=\pi \tilde{\rho} a b^{2}$ can be much less than the mass of the Metagalaxy. According to Eq. (3), the angle $\beta$ of gravitational rotation of the plane of polarization on the path from a radio galaxy to an observer is equal to

$$
\begin{equation*}
\beta=-2 \pi C \tilde{\rho} a r \cos \gamma \tag{13}
\end{equation*}
$$

Here $r$ is the distance from the galaxy to the observer and $\gamma$ is the angle between the propagation direction of the ray and the direction to the inhomogeneity layer. This is in complete agreement with the empirically introduced expression (1). A comparison of expression (13) with the numerical results of Ref. 2 gives

$$
\begin{equation*}
2 \pi C a|\tilde{\rho}| \simeq 6.7 \mathrm{~g} / \mathrm{cm}^{2} \tag{14}
\end{equation*}
$$

In the second case

$$
\begin{equation*}
h_{1}^{(1)} \simeq 1-\frac{\tilde{M}}{r}, \tag{15}
\end{equation*}
$$

where $\widetilde{M}$ is the excess (positive or negative) mass concentrated in a sphere with an effective radius $r_{0} \ll r$ and $r$ is the distance from the center of the sphere to the chosen point in the Metagalaxy. This leads to

$$
\begin{equation*}
\beta=C \tilde{M}\left(\frac{1}{r_{1}}-\frac{1}{r_{2}}\right) \simeq-\frac{C \tilde{M}}{r_{2}^{2}} r \cos \gamma . \tag{16}
\end{equation*}
$$

Here $r_{2}$ is the distance from the center of the sphere to the observer, $r$ is the distance from the galaxy to the observer, and $\gamma$ is the angle between the propagation direction of the ray and the direction to the center of the inhomogeneity sphere. A comparison of (16) with the numerical results of Ref. 2 gives

$$
\begin{equation*}
\frac{C|\tilde{M}|}{r_{2}^{2}} \simeq 6.7 \mathrm{~g} / \mathrm{cm}^{2} \tag{17}
\end{equation*}
$$

Above we showed that $C \sim 1$ in the variant argued in Ref. 2. However, for such values of $C$ the conditions on the parameters of the large-scale inhomogeneities following from Eqs. (14) and (17) become completely unacceptable. For example, the gravitational potentials of the inhomogeneities in the Metagalaxy in such a case amount to at least several tens of units, and the relative velocity of the Metagalaxy and an inhomogeneity due to their interaction turns out to be close to the speed of light at the present time. If we require that this velocity not exceed, say, $100 \mathrm{~km} / \mathrm{s}$, then $2 \pi a|\tilde{\rho}|$ and $|\widetilde{M}| / r_{2}^{2}$ should not exceed a value of the order of $10^{-3}$. For $C \sim 1$ this would lead only to a very weak asymmetry in the distribution of the $\beta$ values.

Thus, from the theoretical standpoint outlined above two versions remain tenable (if the plane-polarized component of galactic radio emission is formed largely in the vicinity of neutron stars). Either almost all of the $\beta$ values are distributed on the interval $[0, \pi]$ about $\beta \sim \pi / 2$ (and thus $C \sim 10^{2}$ ), or all the $\beta$ values are distributed on an interval $[0, n \pi]$ with $n \gg 1$, which maps them onto a practically random distribution on the interval $[0, \pi]$ (and thus $C \gtrdot 10^{2}$ ). Granted, the possibility of the asymmetrical contribution (13), (16) cannot be excluded theoretically in either case if large-scale inhomogeneities are present.

## 3. CONCLUSION

In summation, it can be said that the theory of gravitation with $C$ and $P$ violation proposed in Ref. 4 (the corre-
sponding interaction could be called 'graviweak'') affords an explanation for the non-Faraday (gravitational) rotation of the plane of polarization of electromagnetic radiation propagating over cosmological distances. The reason for gravitational rotation of the polarization plane is a postulated gravitational interaction, which depends on the spin states of the propagating photons-see Ref. 4 and Eq. (2).

If the plane-polarized component of the emission of radio galaxies is formed mainly in the vicinity of neutron stars, i.e., in regions with relatively large (of the order of $0.01-0.1$ ) gravitational potentials, then it is not possible to reconcile the proposed theory with the ansatz (1). It is possible to obtain satisfactory agreement between the theory and the ansatz (1) only in the case in which practically the entire polarized component of the radiation is formed in regions with small (less than $10^{-4}$ ) gravitational potentials. In this case it is also necessary to postulate the existence in the Metagalaxy of a gravitational field with a preferred directionality, which can arise due to, for example, large-scale cosmological inhomogeneities-see Eqs. (11), (13), and (16).

If it is confirmed that the experimental $\beta$ values are more densely grouped about the ansatz $\beta \sim \pi / 2$, as Carrol and Field ${ }^{3}$ maintain, then in the case when the plane-polarized component of the galactic radio emissions is formed mainly in the vicinity of neutron stars this will require $C \sim 10^{2}$ from the proposed theory-see Eq. (11). If the polarized component of the radiation is formed in regions with lower gravitational potentials, then the value of $C$ should be higher. There is then no need to hypothesize the existence of a gravitational field with a preferred orientation in the Metagalaxy. In this case the result in Ref. 3 is clearly preferable to the result in Ref. 2. However, such arguments in favor of one interpretation cannot be taken as decisive-only experiments can decide the issue.

Since it is still too early to speak of $100 \%$ confidence in the results of either Ref. 2 or Ref. 3, there is reason, in my opinion, to propose a third kind of experimental test: assembling the data from all 160 galaxies and then verifying whether the spread in $\beta$ on the interval $[0, \pi]$ or the intervals $[-\pi, 0]$ and $[0, \pi]$ is nearly random, i.e., either very weakly
correlated with some ansatz or completely uncorrelated with any ansatz. If the picture turns out to be such, then from the standpoint of the proposed theory this will mean that $C \gg 10^{2}$.

In any case there is an urgent need for experiments to verify the gravitational birefringence effects predicted in Ref. 4 [see Eqs. (7) and (11)]. The identification of such gravitational effects would be assisted by their qualitative differentiation from magnetoplasma effects [compare Eqs. (7) and (10)]. The setting up of such experiments would be of tremendous significance, since they would provide answers to fundamental questions.
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We develop the color dipole gBFKL phenomenology of a diffraction cone for photo- and electroproduction $\gamma^{*} N-V N$ of heavy vector mesons (charmonium \& bottomonium) at HERA and in fixed target experiments. We predict a substantial shrinkage of the diffraction cone from the CERN/FNAL to the HERA range of c.m.s. energy $W$. The $Q^{2}$-controlled sensitivity to the color dipole size (scanning phenomenon) is shown to lead to a decrease of the diffraction slope with $Q^{2}$ (which is supported by the available experimental data). We predict an approximate flavor independence of the diffraction slope in the scaling variable $Q^{2}+m_{V}^{2}$. For diffractive production of the radially excited $2 S$ states $\left(\Psi^{\prime}, \Upsilon^{\prime}\right)$, a counterintuitive inequality of diffraction slopes $B(2 S) \leq B(1 S)$ is predicted, which defies the common wisdom that diffraction slopes are larger for reactions with larger size particles. © 1998 American Institute of Physics. [S1063-7761(98)00206-6]

## 1. INTRODUCTION

Diffractive real and virtual photoproduction of ground state $V(1 S)$ and radially excited $V^{\prime}(2 S)$ vector mesons,

$$
\begin{equation*}
\gamma^{*} p \rightarrow V(1 S) p, \quad V^{\prime}(2 S) p \tag{1}
\end{equation*}
$$

at high c.m.s. energy $W=\sqrt{s}$ is an ideal testing ground of ideas on QCD pomeron exchange. New experimental data on vector meson production coming from HERA and fixed target experiments provide unique insight into how the pomeron exchange evolves from the nonperturbative to semiperturbative and perturbative regimes with increasing virtuality of the photon $Q^{2}$ and/or increasing mass $m_{V}$ of the produced vector meson, and have prompted intense theoretical discussions. ${ }^{1-11}$

The usual approach to the perturbative QCD (pQCD) pomeron is based on the BFKL equation ${ }^{12,13}$ for the leadinglogs (LLs) evolution of the gluon distribution, formulated in the scaling approximation of fixed QCD coupling $\alpha_{S}=$ const and of infinite gluon correlation (propagation) radius $R_{c}$ (massless gluons); it sums the ladder diagrams with reggeized $t$-channel gluon exchanges. More recently, a novel $s$-channel approach to the LLs BFKL equation has been
developed ${ }^{14,15}$ in terms of the color dipole cross section $\sigma(\xi, r)$ (hereafter $r$ is the color dipole moment, $x_{\text {eff }}=\left(m_{V}^{2}\right.$ $\left.+Q^{2}\right) /\left(W^{2}+Q^{2}\right)$ and $\xi=\log \left(1 / x_{\text {eff }}\right)$ is the rapidity variable $)$. The color dipole approach, to be referred to as the running gBFKL approach, is favored because it incorporates consistently the two crucial properties of QCD: 1) asymptotic freedom (AF), i.e., the running QCD coupling $\alpha_{S}(r)$ and, 2) the finite propagation radius $R_{c}$ of perturbative gluons.

AF and the running $\alpha_{S}(r)$ are an indispensable feature of the modern theory of deep inelastic scattering (DIS); without running $\alpha_{S}(r)$ it is impossible to match the leading $\log Q^{2}\left(\mathrm{LL} Q^{2}\right)$ limit of the gBFKL equation with the conventional GLDAP equation ${ }^{16}$ in the overlapping applicability region of the moderately small $x,{ }^{14,17}$ see also Refs. 13, 18 and 19. The finite $R_{c}$ is of great importance since the nonperturbative fluctuations in the QCD vacuum restrict the phase space for the soft perturbative (real and virtual) gluons, and there is strong evidence for finite $R_{c}$ from the lattice QCD studies (for the review see Ref. 20 and references therein) and hadronic interactions. ${ }^{21,22}$ In the infrared, one also needs to freeze $\alpha_{S}(r)$ in order not to run into the Landau pole, $\alpha_{S}(r) \leqslant \alpha_{S}^{(f r)}$. Of course, if in our running gBFKL
equation ${ }^{14,15}$ one puts $R_{c}=\infty$ and $\alpha_{S}=$ const, then the original scaling BFKL equation ${ }^{12,13}$ is recovered. ${ }^{17,23}$

Being formulated in terms of real (rather than reggeized) gluon exchanges, the color dipole running gBFKL equation ${ }^{14,15}$ readily incorporates the running $\alpha_{S}(r)$. The effect of finite $R_{c}$ can be included by modifying the gluon propagator in the infrared, for instance, by introducing the effective gluon mass $\mu_{g} \approx 1 / R_{c}$. Remarkably, in the LLs approximation, a finite $R_{c}$ is consistent with QCD gauge invariance. The freezing of $\alpha_{S}(r)$ and the gluon correlation radius $R_{c}$ are the nonperturbative parameters which describe the transition from the soft, infrared region, to the perturbative, hard region.

Purely perturbative pomeron exchange does not exhaust the scattering amplitude, and in the practical phenomenology of deep inelastic scattering one must add a certain soft nonperturbative exchange. It is significant that the color dipole picture and color dipole factorization for the proton structure function and for exclusive diffractive amplitudes do not require the validity of pQCD , and are also viable for soft pomeron exchange. Soft pomeron exchange is important only for sufficiently large color dipoles, $r>R_{c}$, and can readily be extracted from the experimental data on hadronic cross sections ${ }^{24}$ and diffractive leptoproduction of light vector mesons. ${ }^{9}$ On the other hand, pQCD (or hard) pomeron exchange can be related to the perturbative gluon structure function of the proton. ${ }^{14,25}$

Diffractive production of $V(1 S)$ mesons is particularly interesting because of the so-called scanning phenomenon, whereby the production amplitude probes the color dipole cross section at the dipole size $r \sim r_{S}$, where

$$
\begin{equation*}
r_{S} \approx \frac{A}{\sqrt{Q^{2}+m_{V}^{2}}} \tag{2}
\end{equation*}
$$

is the scanning radius. ${ }^{3-5}$
This scanning property follows from the color dipole factorization for production amplitudes and the shrinkage of the transverse size of the virtual photon with $Q^{2}$, and holds beyond the pQCD domain. ${ }^{24}$ By varying $Q^{2}$, one can study the transition from large nonperturbative and semiperturbative dipole size $r_{S}$ to the perturbative region of very short $r_{S} \ll R_{c}$ in a very well-controlled fashion. ${ }^{9,10}$ Furthermore, the scanning radius $r_{S}$ defines the transverse size of the $\gamma^{*} V$ transition vertex, which contributes to the total interaction radius and to the diffraction slope $B\left(\gamma^{*} \rightarrow V\right)$.

Motivated by the remarkable phenomenological success of such a unified color dipole picture of hard and soft pomerons in application to the proton structure function ${ }^{26,27}$ and vector meson production, ${ }^{5,10}$ in this communication we develop the color dipole description of the forward diffraction cone $B\left(\gamma^{*} \rightarrow V\right)$ in exclusive diffractive DIS. We use our previous results for the energy dependence of the forward cone in color dipole scattering, ${ }^{28}$ obtained from the solution of the running gBFKL equation for the diffraction slope. ${ }^{29}$ Here the crucial point is that breaking of the scale invariance by AF , i.e., by running $\alpha_{S}(r)$, and finite $R_{c}$, dramatically alters the very nature of the BFKL pomeron from a fixed cut in the scaling approximation to a series of moving poles for
the running gBFKL pomeron ${ }^{29,27}$ (for early semiclassical analysis see also Ref. 13). As a result, in the running gBFKL approach one predicts a substantial Regge shrinkage of the diffraction slope in the vector meson production, which can be tested at HERA. In this paper we present for the first time a detailed analysis of the $Q^{2}$ dependence and of the Regge growth of the diffraction slope for the production of charmonium and bottomonium states.

Diffractive production of radially excited $V^{\prime}(2 S)$ mesons provides additional insight into the dipole size dependence of the diffraction slope. Because of the node in the radial wave function of the $V^{\prime}(2 S)$ states, there is strong cancellation among contributions to the production amplitude from dipoles $r$ larger than or smaller than the node position $r_{n}$ (the node effect ${ }^{1,3,30}$ ). The resulting strong suppression of diffractive production of $V^{\prime}(2 S)$ vs. $V(1 S)$ has been confirmed experimentally in $J / \Psi$ and $\Psi^{\prime}$ photoproduction at HERA and in fixed target experiments. ${ }^{31-33}$ It also has interesting manifestations in the differential cross sections, which we discuss in the present paper for the first time.

Because the radius of the $V^{\prime}(2 S)$ state is larger than the radius of the ground state $V(1 S)$, for the diffraction slopes one would naively expect the inequality $B\left(\gamma^{*} \rightarrow \Psi^{\prime}\right)$ $>B\left(\gamma^{*} \rightarrow J / \Psi\right)$. However, in this paper we demonstrate that the node effect in conjunction with the color dipole factorization predicts the counterintuitive inequality $B\left(\gamma^{*} \rightarrow \Psi^{\prime}\right)$ $\leq B\left(\gamma^{*} \rightarrow J / \Psi\right)$, which can be tested at HERA. Because the node effect is sensitive to the form of the dipole cross section and its variation with energy, we predict the specific energy dependence of the $V^{\prime}(2 S) / V(1 S)$ production ratios, which can also be tested at HERA.

The presentation is organized as follows. The subject of the introductory Sec. 2 is color dipole factorization and the determination of the pQCD factorization scales for diffractive production. The running gBFKL formalism for the calculation of the color dipole scattering matrix and of the diffraction slope is presented in Sec. 3. The decomposition of the diffraction slope into perturbative and nonperturbative components, and the physics that controls the $W^{2}$, flavor, and $Q^{2}$ dependence of the diffraction slope is expounded in Sec. 4. In Sec. 5 we discuss in more detail the properties of soft pomeron exchange in the color dipole representation. In Sec. 6 we present the salient features of soft and hard exchange for $V N$ total cross sections. Predictions from the running gBFKL dynamics for forward and $t$ integrated vector meson production cross sections are reported in Sec. 7. We find good agreement with the lowenergy data and data from the HERA collider experiments. The subject of Sec. 8 is predictions for the forward cone in diffractive production of $V(1 S)$ states, with special emphasis on flavor symmetry. Section 9 is concerned with the node effect in forward production of $V(2 S)$ states. A summary and conclusions are presented in Sec. 10.

## 2. INTRODUCTION TO COLOR DIPOLE FACTORIZATION AND PQCD FACTORIZATION SCALES FOR DIFFRACTIVE AMPLITUDES

The Fock state expansion for the light-cone meson starts with the $q \bar{q}$ state, a snapshot of the relativistic meson as a $q \bar{q}$
color dipole. The probability amplitude of finding the $q \bar{q}$ color dipole of size $\vec{r}$ is precisely the $q \bar{q}$ wave function, $\Psi(\vec{r}, z)$, where $z$ is the fraction of the meson's light-cone momentum carried by a quark (the Sudakov light-cone variable). The interaction of the relativistic color dipole of the dipole moment $\vec{r}$ with the target nucleon is quantified by the energy-dependent color dipole cross section $\sigma(\xi, r)$. The effect of higher Fock states $q \bar{q} g \ldots$ is very important at high energy $\nu$. In the LLs and/or LL1/ $x$ approximation it can be reabsorbed into the energy (rapidity) dependence of $\sigma(\xi, r)$, which is described by the running gBFKL equation. ${ }^{14,15}$ The dipole cross section is flavor independent, and provides a unified description of various diffractive processes.

In the limit of high photon energy $\nu$, the $q \bar{q}$-nucleon scattering matrix $\tilde{\mathscr{O}}$ becomes diagonal in the mixed $(\vec{r}, z)$ representation. This ( $\vec{r}, z$ ) diagonalization derives from the large longitudinal coherence length,

$$
\begin{equation*}
l_{\mathrm{coh}} \sim \frac{2 \nu}{Q^{2}+m_{V}^{2}}, \tag{3}
\end{equation*}
$$

and holds if $l_{\text {coh }} \gg R_{p}$, where $R_{p}$ is a size of the target proton. Because the coherence length is a purely kinematic scale, ${ }^{34}$ $(\vec{r}, z)$ diagonalization does not require the applicability of pQCD and must hold also for soft pomeron exchange, i.e., even if the dipole size $\vec{r}$ is large. A necessary condition is that the longitudinal scale $l_{\text {soft }}$ for soft pomeron exchange be small, $l_{\text {soft }}<l_{\text {coh }}$, which is the case, for instance, in the dual parton string model ${ }^{35}$ or various models of exchange by nonperturbative gluons. ${ }^{11,36,37}$ For the phenomenological success of a unified color dipole picture of vector meson production, see Refs. 9 and 10.

Taking advantage of the $(\vec{r}, z)$ diagonalization of the scattering matrix $\tilde{\mathscr{U}}$, the amplitude for real (virtual) photoproduction of vector mesons with momentum transfer $\vec{q}$ can be represented in the color dipole factorized form

$$
\begin{align*}
\mathscr{M}\left(\gamma^{*} \rightarrow V, \xi, Q^{2}, \vec{q}\right)= & \langle V| \tilde{\mathscr{M}}\left|\gamma^{*}\right\rangle \\
= & \int_{0}^{1} d z \int d^{2} r \Psi_{V}^{*}(\vec{r}, z) \\
& \times \mathscr{M}(\xi, r, z, \vec{q}) \Psi_{\gamma^{*}}(\vec{r}, z) \tag{4}
\end{align*}
$$

Our normalization is such that $(d \sigma / d t)_{t=0}=|M /|^{2} / 16 \pi$. In Eq. (4), $\Psi_{\gamma^{*}}(\vec{r}, z)$ and $\Psi_{V}(\vec{r}, z)$ represent the probability amplitudes to find a color dipole of size $\vec{r}$ in the photon and quarkonium (vector meson), respectively (for the sake of brevity we suppress spin indices), and $\mathscr{O}(\xi, r, z, \vec{q})$ is the amplitude for elastic scattering of the color dipole on the target nucleon. The color dipole distribution in (virtual) photons was derived in Refs. 24 and 14.

The color dipole cross section $\sigma(\xi, r)$ depends only on the dipole size $r$, and not on the $q-\bar{q}$ relative momentum $z$. Because $z \approx 1 / 2$ in nonrelativistic heavy quarkonium, at small $\vec{q}$ in the diffraction cone one can safely neglect the $z$ dependence of $\tilde{\mathscr{H}}$ and set $z=1 / 2$. Hereafter we will suppress the argument $z$, and either $\xi, x_{\text {eff }}$, or $x$ will be used
whenever convenient ( $x$ is the Bjorken variable for inclusive DIS; straightforward analysis of the relevant Sudakov variables yields $x_{\text {eff }} \approx 2 x$ ).

We focus on calculating the imaginary part of the scattering amplitude, for which there is a simple representation in terms of the gluon density matrix (see below). The small real part can easily be reconstructed from analyticity considerations ${ }^{38}$ :

$$
\begin{equation*}
\operatorname{Re} \mathscr{M}(\xi, r, \vec{q})=\frac{\pi}{2} \frac{\partial}{\partial \xi} \operatorname{Im} \operatorname{Mb}(\xi, r, \vec{q}) \tag{5}
\end{equation*}
$$

We forgo discussion of $\operatorname{Re} \mathscr{M}$, which is consistently included in all numerical results.

The details of calculation of the diffractive amplitude have been presented elsewhere. ${ }^{5,10}$ For the $V q \bar{q}$ vertex function we assume the Lorentz structure $\Gamma \widetilde{\Psi} \gamma_{\mu} \Psi V_{\mu}$. For the $s$-channel helicity conservation at small $\vec{q}$, transversely ( $T$ ) polarized photons produce transversely polarized vector mesons and longitudinally ( $L$ ) polarized photons (to be more precise, scalar photons) produce longitudinally polarized vector mesons. One finds

$$
\begin{align*}
\operatorname{Im} \mathscr{M}_{T}\left(x_{\mathrm{eff}}, Q^{2}, \vec{q}\right)= & \frac{N_{c} C_{V} \sqrt{4 \pi \alpha_{e m}}}{(2 \pi)^{2}} \int d^{2} r \sigma\left(x_{\mathrm{eff}}, r, \vec{q}\right) \\
& \times \int_{0}^{1} \frac{d z}{z(1-z)}\left\{m_{q}^{2} K_{0}(\varepsilon r) \phi(\vec{r}, z)\right. \\
& \left.-\left[z^{2}+(1-z)^{2}\right] \varepsilon K_{1}(\varepsilon r) \partial_{r} \phi(\vec{r}, z)\right\}, \tag{6}
\end{align*}
$$

$\operatorname{Im} \mathscr{M}_{L}\left(x_{\text {eff }}, Q^{2}, \vec{q}\right)=\frac{N_{c} C_{V} \sqrt{4 \pi \alpha_{e m}}}{(2 \pi)^{2}} \frac{2 \sqrt{Q^{2}}}{m_{V}}$

$$
\times \int d^{2} r \sigma\left(x_{\mathrm{eff}}, r, \vec{q}\right) \int_{0}^{1} d z K_{0}(\varepsilon r)
$$

$$
\times\left\{\left[m_{q}^{2}+z(1-z) m_{V}^{2}\right] \phi(\vec{r}, z)\right.
$$

$$
\begin{equation*}
\left.-\partial_{r}^{2} \phi(\vec{r}, z)\right\} \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon^{2}=m_{q}^{2}+z(1-z) Q^{2}, \tag{8}
\end{equation*}
$$

$\alpha_{e m}$ is the fine structure constant, and $N_{c}=3$ is the number of colors. $C_{V}=1 / \sqrt{2}, 1 / 3 \sqrt{2}, 1 / 3,2 / 3,1 / 3$ are the chargeisospin factors for $\rho^{0}, \omega^{0}, \phi^{0}, J / \Psi$, and $Y$ production, respectively, and $K_{0,1}(x)$ are modified Bessel functions. A detailed discussion and parametrization of the light-cone radial wave function $\phi(r, z)$ of the $q \bar{q}$ Fock state of the vector meson are given in Ref. 10. For heavy quarkonia one can safely identify the current and constituent quarks. The terms $\propto K_{0}(\varepsilon r) \phi(\vec{r}, z)$ and $\propto \varepsilon K_{1}(\varepsilon r) \partial_{r} \phi(\vec{r}, z)$ for $T$ polarization, and $K_{0}(\varepsilon r) \partial_{r}^{2} \phi(\vec{r}, z)$ for $L$ polarization, correspond to the helicity conserving and helicity-flip transitions in the $\gamma^{*} \rightarrow q \bar{q}$ and $V \rightarrow q \bar{q}$ vertices, respectively. In nonrelativistic heavy quarkonia, the helicity flip transitions are the relativistic corrections, which become important only at large $Q^{2}$. Equation (7) corrects a slight mistake in the relativistic correction to the amplitude for production of longitudinally po-


FIG. 1. The perturbative QCD diagrams for vector meson perturbation.
larized photons made in Ref. 5. The numerical results of Ref. 5 for the $J / \Psi$ are only marginally different from those to be reported in this paper.

The representation for $\sigma(x, r, \vec{q})$ in terms of the gluon density matrix (see Fig. 1) is

$$
\begin{align*}
\sigma(x, r, \vec{q})= & \frac{4 \pi}{3} \int \frac{d^{2} k}{k^{4}} \alpha_{S}\left(\kappa^{2}\right)\left[J_{0}\left(\frac{1}{2} q r\right)\right. \\
& \left.-J_{0}(k r)\right] \mathscr{F}\left(x, \vec{k}+\frac{1}{2} \vec{q},-\vec{k}+\frac{1}{2} \vec{q}\right), \tag{9}
\end{align*}
$$

where $J_{0}(x)$ is the usual Bessel function. AF dictates that at the gluon-color dipole vertex, the QCD running coupling must be taken at the largest relevant virtuality, $\kappa^{2}$ $=\left(\max \left\{\vec{k}^{2}, C^{2} r^{-2}\right\}\right)$, where $C \approx 1.5$ (Ref. 24), ensuring numerically similar results of calculations in both the mixed $(r, z)$ and momentum representations. The gluon density matrix $\mathscr{F}(x, \vec{k}+\vec{q} / 2,-\vec{k}+\vec{q} / 2)$ is proportional to the imaginary part of the nonforward gluon-nucleon scattering amplitude; at $\vec{q}=0$ it equals the unintegrated gluon structure function of the nucleon $\mathscr{F}(x, \vec{k},-\vec{k})=\partial G\left(x, k^{2}\right) / \partial \log k^{2}$. Equation (9) generalizes to the nonforward case $\vec{q} \neq 0$ the formula ${ }^{25,14}$ for the dipole cross section

$$
\begin{align*}
\sigma\left(x_{\mathrm{eff}}, r, \vec{q}=\right. & 0)=\sigma\left(x_{\mathrm{eff}}, r\right)=\frac{\pi^{2} r^{2}}{3} \\
& \times \int \alpha_{S}\left(\kappa^{2}\right) \frac{d k^{2}}{k^{2}} \frac{4\left[1-J_{0}(k r)\right]}{(k r)^{2}} \frac{\partial G\left(x_{\mathrm{eff}}, k^{2}\right)}{\partial \log k^{2}} \tag{10}
\end{align*}
$$

Because the function $f(y)=4\left[1-J_{0}(y)\right] / y^{2}$ can be qualitatively approximated by the Heaviside step function, $f(y)$ $\approx \theta\left(A_{\sigma}-y\right)$, where $A_{\sigma} \approx 10$ (Ref. 39) for small $r \ll R_{c}$ one readily finds

$$
\begin{equation*}
\sigma(x, r)=\frac{\pi^{2}}{3} r^{2} \alpha_{s}(r) G\left(x, q_{\sigma}^{2}\right), \tag{11}
\end{equation*}
$$

where the gluon structure function enters at the pQCD factorization scale $q_{\sigma}^{2} \sim A_{\sigma} / r^{2} .{ }^{14,25,39}$ For large dipoles, $r \gtrsim R_{c}$, one can neglect $J_{0}(k r)$ in the integrand, and the dipole cross section saturates,

$$
\begin{equation*}
\sigma\left(x_{\mathrm{eff}}, r \gtrsim R_{c}\right)=\frac{4 \pi^{2}}{3} \int \alpha_{S}\left(k^{2}\right) \frac{d k^{2}}{k^{4}} \frac{\partial G\left(x_{\mathrm{eff}}, k^{2}\right)}{\partial \log k^{2}} . \tag{12}
\end{equation*}
$$

Next, notice that the integrands in Eqs. (6) and (7) are smooth at small $r$ and vanish exponentially at $r>1 / \varepsilon$ due to
$K_{0,1}(\varepsilon r)$. Because of the behavior $\sigma(x, r) \propto r^{2}$ in (11), the amplitudes (6) and (7) are dominated by the contribution from the dipole size $r \approx r_{S}$ given by Eq. (2)-the scanning phenomenon. ${ }^{3-5}$ The scanning property is best quantified in terms of the weight functions $W_{T, L}\left(Q^{2}, r^{2}\right)$ defined by

$$
\begin{align*}
\mathscr{O}_{T}\left(x_{\mathrm{eff}}, Q^{2}, \vec{q}\right)= & \frac{C_{V}}{\left(m_{V}^{2}+Q^{2}\right)^{2}} \\
& \times \int \frac{d r^{2}}{r^{2}} \frac{\sigma\left(x_{\mathrm{eff}}, r, \vec{q}\right)}{r^{2}} W_{T}\left(Q^{2}, r^{2}\right),  \tag{13}\\
\mathscr{O}_{L}\left(x_{\mathrm{eff}}, Q^{2}, \vec{q}\right)= & \frac{C_{V}}{\left(m_{V}^{2}+Q^{2}\right)^{2}} \frac{2 \sqrt{Q^{2}}}{m_{V}} \\
& \times \int \frac{d r^{2}}{r^{2}} \frac{\sigma\left(x_{\mathrm{eff}}, r, \vec{q}\right)}{r^{2}} W_{L}\left(Q^{2}, r^{2}\right), \tag{14}
\end{align*}
$$

where in a somewhat abbreviated form ( $i=T, L$; for the exact integrands see Eqs. (6) and (7))

$$
\begin{align*}
W_{i}\left(Q^{2}, r^{2}\right)= & \frac{\pi}{C_{V}} r^{4}\left(m_{V}^{2}+Q^{2}\right)^{2} \\
& \times \int_{0}^{1} d z \Psi_{V_{i}}^{*}(r, z) \Psi_{\gamma_{i}^{*}}(r, z) . \tag{15}
\end{align*}
$$

For $1 S$ mesons, to a good approximation the $W_{T, L}\left(Q^{2}, r^{2}\right)$ thus defined are sharply peaked functions of the natural variable $y=\log \left[r^{2}\left(Q^{2}+m_{V}^{2}\right)\right]$. The height and width of the peak in the $y$-distribution vary only weakly with $Q^{2}$ and the flavor, and the peak position defines the scanning radius $r_{S} \approx A_{T, L} / \sqrt{Q^{2}+m_{V}^{2}}$. Consequently, the leading twist terms in the expansion over the relevant short-distance parameter $r_{S}^{2} \propto 1 /\left(Q^{2}+m_{V}^{2}\right)$ are of the form (here we assume $\left.\vec{q}=0\right)$

$$
\begin{align*}
& \operatorname{Im} \mathscr{M}_{T} \propto \frac{1}{Q^{2}+m_{V}^{2}} \sigma\left(x_{\mathrm{eff}}, r_{S}\right) \propto \frac{1}{\left(Q^{2}+m_{V}^{2}\right)^{2}} G\left(x_{\mathrm{eff}}, q_{T}^{2}\right),  \tag{16}\\
& \operatorname{Im} \mathscr{M}_{L} \approx \frac{\sqrt{Q^{2}}}{m_{V}} \mathscr{O}_{T} \propto \frac{\sqrt{Q^{2}}}{m_{V}} \frac{1}{\left(Q^{2}+m_{V}^{2}\right)^{2}} G\left(x_{\mathrm{eff}}, q_{L}^{2}\right) . \tag{17}
\end{align*}
$$

By virtue of (11), here the pQCD scale $q_{T, L}^{2}=\tau_{L, T}\left(Q^{2}\right.$ $+m_{V}^{2}$ ), where the scale parameter $\tau_{T, L}$ can be estimated as

$$
\begin{equation*}
\tau_{T, L} \approx \frac{A_{\sigma}}{A_{T, L}^{2}} \tag{18}
\end{equation*}
$$

For the more direct evaluation of the pQCD factorization scales $q_{T, L}^{2}$, it is convenient to substitute Eq. (10) into (13) and (14), which then take a form reminiscent of the $k$ factorization formulas for $F_{2}\left(x, Q^{2}\right)^{24,40}$ :

$$
\begin{aligned}
\operatorname{Im} \mathscr{M}_{T}\left(x_{\mathrm{eff}}, Q^{2}, \vec{q}=\right. & 0)=\frac{C_{V} \alpha_{S}\left(Q^{2}+m_{V}^{2}\right)}{\left(m_{V}^{2}+Q^{2}\right)^{2}} \\
& \times \int \frac{d k^{2}}{k^{2}} \frac{\partial G\left(x_{\mathrm{eff}}, k^{2}\right)}{\partial \log k^{2}} \Theta_{T}\left(Q^{2}, k^{2}\right),
\end{aligned}
$$

$$
\begin{align*}
\operatorname{Im} \mathscr{U}_{L}\left(x_{\mathrm{eff}}, Q^{2}, \vec{q}=\right. & 0)=\frac{C_{V} \alpha_{S}\left(Q^{2}+m_{V}^{2}\right)}{\left(m_{V}^{2}+Q^{2}\right)^{2}} \frac{2 \sqrt{Q^{2}}}{m_{V}}  \tag{19}\\
& \times \int \frac{d k^{2}}{k^{2}} \frac{\left.\partial G\left(x_{\mathrm{eff}}, k^{2}\right)\right)}{\partial \log k^{2}} \Theta_{L}\left(Q^{2}, k^{2}\right), \tag{20}
\end{align*}
$$

where

$$
\begin{align*}
\Theta_{T, L}\left(Q^{2}, k^{2}\right)= & \frac{\pi^{2}}{3} \int \frac{d r^{2}}{r^{2}} \frac{\alpha_{S}\left(\kappa^{2}\right)}{\alpha_{S}\left(Q^{2}+m_{V}^{2}\right)} \frac{4\left[1-J_{0}(k r)\right]}{(k r)^{2}} \\
& \times W_{T, L}\left(Q^{2}, r^{2}\right) . \tag{21}
\end{align*}
$$

Because of properties of $f(y)$ and the sharp peaking of $W_{T, L}\left(Q^{2}, r^{2}\right)$ at $r \approx r_{S}$, the weight functions $\Theta_{T, L}\left(Q^{2}, k^{2}\right)$ are similar to the step function,

$$
\begin{equation*}
\Theta_{T, L}\left(Q^{2}, k^{2}\right) \propto \theta\left(q_{T, L}^{2}-k^{2}\right), \tag{22}
\end{equation*}
$$

and

$$
\begin{align*}
& \int \quad \frac{d k^{2}}{k^{2}} \frac{\left.\partial G\left(x_{\mathrm{eff}}, k^{2}\right)\right)}{\partial \log k^{2}} \Theta_{i}\left(Q^{2}, k^{2}\right) \\
& \left.\quad=G\left(x_{\mathrm{eff}}, q_{i}^{2}\right) \int \frac{d k^{2}}{k^{2}} \Theta_{i}\left(Q^{2}, k^{2}\right)\right) \\
& \quad=G\left(x_{\mathrm{eff}}, q_{i}^{2}\right) I_{i}\left(Q^{2}\right) \tag{23}
\end{align*}
$$

where the factors

$$
\begin{equation*}
I_{T, L}\left(Q^{2}\right)=\frac{\pi^{2}}{3} \int \frac{d r^{2}}{r^{2}} \frac{\alpha_{S}\left(\kappa^{2}\right)}{\alpha_{S}\left(Q^{2}+m_{V}^{2}\right)} W_{T, L}\left(Q^{2}, r^{2}\right) \tag{24}
\end{equation*}
$$

exhibit only a marginal dependence on $Q^{2}$.
For small $Q^{2}$ the scale parameters $A_{T, L}$ are close to the nonrelativistic estimate $A \sim 6$, which follows from $r_{S}=3 / \varepsilon$ with the nonrelativistic choice $z=1 / 2$. In general $A_{T, L} \geqslant 6$, and they increase slowly with $Q^{2}$ (Ref. 5); for heavy quarko$\operatorname{nia} A_{T, L}(\Upsilon) \simeq 6$ at $Q^{2} \leqslant 100 \mathrm{GeV}^{2}, A_{T, L}(J / \Psi) \sim 6$ at $Q^{2}$ $=0$, and $A_{T, L}(J / \Psi) \simeq 7$ at $Q^{2}=100 \mathrm{GeV}^{2}$, which shows that the relativistic corrections in the charmonium and bottomonium electroproduction are small. The corollary of the large scanning radius $r_{S}$ and large values of $A_{T, L}$ is a very small scale factor $\tau_{T, L}$ in the pQCD factorization scale ${ }^{5}$ : $\tau_{T, L}(J / \Psi) \approx 0.20, \tau_{L}\left(\rho^{0}\right) \approx 0.15$, and $\tau_{T}\left(\rho^{0}\right) \approx 0.07-0.10$ for $Q^{2} \sim 10-100 \mathrm{GeV}^{2}$, which are substantially smaller than $\tau \approx 0.25$ suggested in Ref. 2 and $\tau \approx 1$ suggested in Ref. 6 .

Consequently, the moderate values of $Q^{2}$ attainable at HERA do, at best, correspond to the nonperturbative and semiperturbative values of $q_{T, L}^{2}$, the soft contribution to the vector meson production must be substantial, and one must be careful with the interpretation of the vector meson production data in terms of the gluon structure function. The point that at $Q^{2} \leq m_{J / \Psi}^{2}$ the scanning radius $r_{S}$ is comparable to the radius of the $J / \Psi$ is overlooked in Ref. 2, and the formulas of Ref. 2 for the $J / \Psi$ production amplitudes in terms of the $J / \Psi$ wave function at the origin are too crude. Strictly speaking, Eqs. (19), (20), and (23) were derived for hard pQCD exchange when $r_{S} \leqslant R_{c}$ and/or for perturbatively large $q_{T, L}^{2}$. However, because the color dipole factorization is true beyond pQCD , one can extend Eq. (10) to the soft pomeron and regard this relationship as an operational definition of the nonperturbative gluon distribution in the proton. To the same extent, Eqs. (19), (20), and (23) can serve as a unique basis for extracting the whole gluon distribution, perturbative plus nonperturbative, at small $x$ from the experimental data on diffractive vector meson electroproduction at HERA.

The dominance of the longitudinal amplitude (17) at $Q^{2} \gtrsim m_{V}^{2}$ follows, as a matter of fact, from electromagnetic gauge invariance, and as such it is true in any reasonable model of vector meson production, the familiar vector dominance model (VDM) included. The $Q^{2}$ dependence of $\mathscr{A}_{T, L}$ differs drastically from the VDM prediction

$$
\mathscr{M}_{T}(\mathrm{VDM}) \propto \frac{1}{m_{V}^{2}+Q^{2}} \sigma_{\text {tot }}(\rho N)
$$

instead of $\sigma_{\text {tot }}(\rho N)$ in (16) one has $\sigma\left(x_{\text {eff }}, r_{S}\right) \propto r_{S}^{2} \propto 1 /\left(Q^{2}\right.$ $+m_{V}^{2}$.

## 3. DIFFRACTION CONE IN THE COLOR DIPOLE gBFKL APPROACH

In the familiar impact-parameter representation for amplitude of elastic scattering of the color dipole

$$
\begin{equation*}
\operatorname{Im} \mathscr{A}(\xi, r, \vec{q})=2 \int d^{2} b \exp (-i \vec{q} \vec{b}) \Gamma(\xi, \vec{r}, \vec{b}) \tag{25}
\end{equation*}
$$

the diffraction slope $B=-2\left(d \log \operatorname{Im} \mathscr{L} / d q^{2}\right)_{q=0}$ equals

$$
\begin{equation*}
B(\xi, r)=\frac{1}{2}\left\langle\vec{b}^{2}\right\rangle=\frac{\lambda(\xi, r)}{\sigma(\xi, r)}, \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda(\xi, r)=\int d^{2} b \vec{b}^{2} \Gamma(\xi, \vec{r} \vec{b}) . \tag{27}
\end{equation*}
$$

Then, the generalization of the color dipole factorization formula (4) to the diffraction slope of the reaction $\gamma^{*} p \rightarrow V p$ reads

$$
\begin{align*}
B\left(\gamma^{*}\right. & \left.\rightarrow V, \xi, Q^{2}\right) \operatorname{Im} \mathscr{K}\left(\gamma^{*} \rightarrow V, \xi, Q^{2}, \vec{q}=0\right) \\
& =\int_{0}^{1} d z \int d^{2} r \lambda(\xi, r) \Psi_{V}^{*}(r, z) \Psi_{\gamma^{*}}(r, z) \tag{28}
\end{align*}
$$

We sketch here the running gBFKL equation ${ }^{28}$ for $\lambda(\xi, r)$. The running gBFKL equation for the energy dependence of the color dipole cross section reads ${ }^{14,15}$

$$
\begin{align*}
\frac{\partial \sigma(\xi, r)}{\partial \xi}= & \mathscr{K} \otimes \sigma(\xi, r)=\frac{3}{8 \pi^{3}} \int d^{2} \rho_{1} \mu_{G}^{2} \\
& \times\left|g_{S}\left(R_{1}\right) K_{1}\left(\mu_{G} \rho_{1}\right) \frac{\vec{\rho}_{1}}{\rho_{1}}-g_{S}\left(R_{2}\right) K_{1}\left(\mu_{G} \rho_{2}\right) \frac{\vec{\rho}_{2}}{\rho_{2}}\right|^{2} \\
& \times\left[\sigma\left(\xi, \rho_{1}\right)+\sigma\left(\xi, \rho_{2}\right)-\sigma(\xi, r)\right] \tag{29}
\end{align*}
$$

Here the kernel $\mathscr{K}$ is related to the squared wave function of the color-singlet $q \bar{q} g$ state with the Weizsäcker-Williams (WW) soft gluon, in which $\vec{r}$ is the $\bar{q}-q$ separation and $\vec{\rho}_{1,2}$ are the $q-g$ and $\bar{q}-g$ separations in the two-dimensional impact parameter plane. The quantity

$$
\overrightarrow{\mathscr{E}}(\vec{\rho})=\mu_{G} g_{S}(\rho) K_{1}\left(\mu_{G} \rho\right) \frac{\vec{\rho}}{\rho}=-g_{S}(\rho) \nabla_{\rho} K_{0}\left(\mu_{G} \rho\right)
$$

where $K_{\nu}(x)$ is the modified Bessel function, describes the Yukawa screened transverse chromoelectric field of the relativistic quark, and

$$
\begin{align*}
& \mu_{G}^{2}\left|g_{S}\left(R_{1}\right) K_{1}\left(\mu_{G} \rho_{1}\right) \frac{\vec{\rho}_{1}}{\rho_{1}}-g_{S}\left(R_{2}\right) K_{1}\left(\mu_{G} \rho_{2}\right) \frac{\vec{\rho}_{2}}{\rho_{2}}\right|^{2} \\
& \quad=\left|\overrightarrow{\mathscr{E}}\left(\vec{\rho}_{1}\right)-\overrightarrow{\mathscr{E}}\left(\vec{\rho}_{2}\right)\right|^{2} \tag{30}
\end{align*}
$$

describes the flux (the modulus of the Poynting vector) of WW gluons in the $q \bar{q} g$ state. The asymptotic freedom of QCD uniquely prescribes that the chromoelectric field be computed with the running QCD charge $g_{S}(r)=\sqrt{4 \pi \alpha_{S}(r)}$ taken at the shortest relevant distance, $R_{i}=\min \left\{r, \rho_{i}\right\}$ in the $q \bar{q} g$ system. The particular combination of the three color dipole cross sections,

$$
\begin{equation*}
\Delta \sigma\left(\rho_{1}, \rho_{2}, r\right)=\frac{9}{8}\left[\sigma\left(\xi, \rho_{1}\right)+\sigma\left(\xi, \rho_{2}\right)-\sigma(\xi, r)\right] \tag{31}
\end{equation*}
$$

which emerges on the right-hand side of the gBFKL equation, is precisely the change in the color dipole cross section in the presence of the WW gluon ${ }^{14}$ in the $q \bar{q} g$ state.

At short distances, $r, \rho_{1,2} \ll R_{c}=1 / \mu_{G}$, the kernel $\mathscr{K}$ does not depend on the infrared cutoff $R_{c}$. The Yukawa cutoff of the long-range chromoelectric field, which was used in Eqs. (29) and (30), is the simplest phenomenological option. In the LL( $1 / x$ ) approximation, this cutoff is consistent with gauge invariance. If one sacrifices AF , putting $g_{S}$ $=$ const, and lifts the infrared cutoff by letting $R_{c} \rightarrow \infty$, one recovers the scale-invariant kernel $\mathscr{K}$. Both the finite $R_{c}$ and running $\alpha_{S}$ break the scale invariance; a detailed discussion of the consequences is found in Refs. 15, 17, 27, and 29. The principal phenomenon is that because of the lack of strong $\log r^{2}$ ordering in the BFKL equation, there is an intrusion from hard scattering to the regime of soft interactions and vice versa, and the effect of the soft region is especially enhanced by AF. In the numerical analysis ${ }^{15}$ an infrared freezing $\alpha_{S}\left(q^{2}\right) \leqslant \alpha_{S}^{(f r)}=0.82$ has been imposed on the three-flavor, one-loop $\quad \alpha_{S}\left(q^{2}\right)=4 \pi / 9 \log \left(k^{2} / \Lambda^{2}\right) \quad$ with $\Lambda=0.3 \mathrm{GeV}$. With $R_{c}=0.27 \mathrm{fm}$, i.e., $\mu_{G}=0.75 \mathrm{GeV}$, we found $\Delta_{\mathrm{P}}=0.4{ }^{15}$ The calculation of Regge trajectories of
subleading pomeron singularities is reported in Ref. 27; the emerging successful description of the proton structure function at small $x$ is published in Refs. 26 and 27.

In Ref. 29 the gBFKL equation (29) is generalized to the profile function $\Gamma(\xi, \vec{r}, \overrightarrow{\mathrm{~b}})$, where the impact parameter $\vec{b}$ is defined with respect to the center of the dipole:

$$
\begin{align*}
\frac{\partial \Gamma(\xi, \vec{r}, \vec{b})}{\partial \xi}= & \mathscr{K} \otimes \Gamma(\xi, \vec{r}, \vec{b}) \\
= & \frac{3}{8 \pi^{3}} \int d^{2} \rho_{1} \mu_{G}^{2} \left\lvert\, g_{S}\left(R_{1}\right) K_{1}\left(\mu_{G} \rho_{1}\right) \frac{\vec{\rho}_{1}}{\rho_{1}}\right. \\
& -\left.g_{S}\left(R_{2}\right) K_{1}\left(\mu_{G} \rho_{2}\right) \frac{\vec{\rho}_{2}}{\rho_{2}}\right|^{2}\left[\Gamma \left(\xi, \vec{\rho}_{1}, \vec{b}\right.\right. \\
& \left.\left.+\frac{1}{2} \vec{\rho}_{2}\right)+\Gamma\left(\xi, \vec{\rho}_{2}, \vec{b}+\frac{1}{2} \vec{\rho}_{1}\right)-\Gamma(\xi, \vec{r}, \vec{b})\right] \tag{32}
\end{align*}
$$

The calculation of the impact parameter integral (25) reduces Eq. (32) to Eq. (29). The calculation of the moment (27) leads to the integral equation for $\lambda(\xi, r)$. It is convenient to separate from the diffraction slope $B(\xi, r)$ the purely geometrical term $r^{2} / 8$ related to the elastic form factor of the color dipole of the dipole moment $r$, and to discuss instead of $\lambda(\xi, r)$ the function

$$
\eta(\xi, r)=\lambda(\xi, r)-\frac{1}{8} r^{2} \sigma(\xi, r)
$$

which satisfies the inhomogeneous integral equation

$$
\begin{align*}
\frac{\partial \eta(\xi, r)}{\partial \xi}= & \left.\frac{3}{8 \pi^{3}} \int d^{2} \rho_{1} \mu_{G}^{2} \right\rvert\, g_{S}\left(R_{1}\right) K_{1}\left(\mu_{G} \rho_{1}\right) \\
& \times \frac{\vec{\rho}_{1}}{\rho_{1}}-\left.g_{S}\left(R_{2}\right) K_{1}\left(\mu_{G} \rho_{2}\right) \frac{\vec{\rho}_{2}}{\rho_{2}}\right|^{2} \\
& \times\left\{\eta\left(\xi, \rho_{1}\right)+\eta\left(\xi, \rho_{2}\right)-\eta(\xi, r)+\frac{1}{8}\right. \\
& \left.\times\left(\rho_{1}^{2}+\rho_{2}^{2}-r^{2}\right)\left[\sigma\left(\xi, \rho_{2}\right)+\sigma\left(\xi, \rho_{1}\right)\right]\right\} \\
= & \mathscr{K} \otimes \eta(\xi, r)+\beta(\xi, r) \tag{33}
\end{align*}
$$

where the inhomogeneous term is

$$
\begin{align*}
\beta(\xi, r)= & \mathscr{C} \otimes \sigma(\xi, r) \\
= & \frac{3}{64 \pi^{3}} \int d^{2} \rho_{1} \mu_{G}^{2} \left\lvert\, g_{S}\left(R_{1}\right) K_{1}\left(\mu_{G} \rho_{1}\right) \frac{\vec{\rho}_{1}}{\rho_{1}}\right. \\
& -\left.g_{S}\left(R_{2}\right) K_{1}\left(\mu_{G} \rho_{2}\right) \frac{\vec{\rho}_{2}}{\rho_{2}}\right|^{2}\left(\rho_{2}^{1}+\rho_{2}^{2}-r^{2}\right) \\
& \times\left[\sigma\left(\xi, \rho_{2}\right)+\sigma\left(\xi, \rho_{1}\right)\right] . \tag{34}
\end{align*}
$$

Because the homogeneous part of Eq. (33) coincides with the gBFKL equation (29), asymptotically the dipole cross section $\sigma(\xi, r)$ and the solution $\eta(\xi, r)$ of homogeneous Eq. (33) have identical energy dependence. Consequently, the solutions of the homogeneous Eq. (33) give the
asymptotically constant contribution to the diffraction cone and if $\sigma_{a}(\xi, r)$ is a solution of Eq. (29) and $\eta_{a}(\xi, r)$ is a solution of Eq. (33) with the diffraction slope $B_{a}(\xi, r)$, then $\eta_{b}(\xi, r)=\eta_{a}(\xi, r)+\Delta b \cdot \sigma_{a}(\xi, r)$, where $\Delta b=$ const, is also a solution of Eq. (33) with the diffraction slope $B_{b}(\xi, r)$ $=B_{a}(\xi, r)+\Delta b$. It is the inhomogeneous term, $\beta(\xi, r)$, which gives rise to $\eta(\xi, r) \propto \xi \sigma(\xi, r)$, i.e., to the asymptotic Regge growth of the diffraction slope, $B(\xi, r)=B\left(\xi_{0}, r\right)$ $+2 \alpha_{\mathrm{P}}^{\prime} \xi$, and the Regge term $2 \alpha_{\mathrm{P}}^{\prime} \xi$ does not depend on the size $r$ of the dipole. Parametrically, $\alpha_{\mathrm{P}}^{\prime} \propto \alpha_{S}\left(R_{c}\right) R_{c}^{2}$ times a small numerical factor. With the infrared parameters specified above, $\alpha_{\mathrm{P}}^{\prime} \approx 0.072 \mathrm{GeV}^{-2}$ was found in Ref. 28; for slopes of subleading trajectories see Ref. 29.

## 4. BEAM, TARGET AND EXCHANGE DECOMPOSITION OF THE DIFFRACTION SLOPE

To obtain more insight into the dipole-size dependence of the diffraction slope, it is useful to look at the scattering amplitude $\sigma(\xi, r, \vec{q})$ in terms of the gluon density matrix. For our purposes, it is sufficient to treat the color structure of the proton in terms of the three valence (constituent) quarks. Then, as illustrated graphically in Fig. 1b, the unintegrated density matrix of gluons can be written

$$
\begin{align*}
\mathscr{F}(x, \vec{k} & \left.+\frac{1}{2} \vec{q},-\vec{k}+\frac{1}{2} \vec{q}\right) \\
= & \frac{4}{\pi} \int d^{2} k_{1} \mathscr{T}\left(\xi, \vec{k}+\frac{1}{2} \vec{q},-\vec{k}+\frac{1}{2} \vec{q}, \vec{k}_{1}\right. \\
& \left.+\frac{1}{2} \vec{q},-\vec{k}_{1}+\frac{1}{2} \vec{q}\right) \alpha_{S}\left(k_{1}^{2}\right)\left[G_{1}\left(q^{2}\right)\right. \\
& \left.-G_{2}\left(\vec{k}_{1}+\frac{1}{2} \vec{q},-\vec{k}_{1}+\frac{1}{2} \vec{q}\right)\right], \tag{35}
\end{align*}
$$

where $G_{1}\left(q^{2}\right)$ and $G_{2}\left(\vec{\kappa}_{1}, \vec{\kappa}_{2}\right)$ are the single- and two-quark form factors of the proton probed by gluons and $\mathscr{T}(\xi, k$ $\left.+\vec{q},-\vec{k}+\vec{q} / 2, \vec{k}_{1}+\vec{q},-\vec{k}_{1}+\vec{q} / 2\right)$ denotes the propagation function of two $t$-channel gluons. In the Born approximation,

$$
\begin{gather*}
\mathscr{T}\left(\xi, \vec{k}+\frac{1}{2} \vec{q},-\vec{k}+\frac{1}{2} \vec{q}, \vec{k}_{1}+\frac{1}{2} \vec{q},-\vec{k}_{1}+\frac{1}{2} \vec{q}\right) \\
=\frac{\delta\left(\vec{k}-\vec{k}_{1}\right)}{\left[(\vec{k}+\vec{q} / 2)^{2}+\mu_{G}^{2}\right]\left[(\vec{k}-\vec{q} / 2)^{2}+\mu_{G}^{2}\right]} . \tag{36}
\end{gather*}
$$

Splitting the color dipole vertex function into two pieces,

$$
\begin{aligned}
V_{d}(q, r) & =\left[J_{0}\left(\frac{1}{2} q r\right)-J_{0}(k r)\right] \\
& =\left[J_{0}\left(\frac{1}{2} q r\right)-1\right]+\left[1-J_{0}(k r)\right],
\end{aligned}
$$

we obtain the useful decomposition
$\sigma(\xi, r, \vec{q})=\frac{4 \pi}{3}\left[J_{0}\left(\frac{1}{2} q r\right)-1\right] \int \frac{d^{2} k}{k^{4}} \alpha_{S}\left(\kappa^{2}\right) \mathscr{F}(x, \vec{k}$

$$
\begin{align*}
& +\frac{1}{2} \vec{q},-\vec{k}+\frac{1}{2} \vec{q}+\frac{4 \pi}{3} \int \frac{d^{2} k}{k^{4}} \alpha_{S}\left(\kappa^{2}\right) \\
& \times\left[J_{0}(k r)-1\right] \mathscr{F}\left(x, \vec{k}+\frac{1}{2} \vec{q},-\vec{k}+\frac{1}{2} \vec{q}\right) . \tag{37}
\end{align*}
$$

Because of the property defined by Eq. (14), the second term has the typical logarithmic $k^{2}$ integration. It comprises the contributions to the $q$ dependence from the target and exchanged gluons. In contrast, such a logarithmic $k^{2}$ integration is absent from the first term; here the $k^{2}$ integration converges at finite $k^{2} \sim R_{c}^{-2}$.

The resulting representation

$$
\begin{align*}
\sigma(\xi, r, \vec{q})= & \frac{4 \pi}{3}\left[J_{0}\left(\frac{1}{2} q r\right)-1\right] \int \frac{d^{2} k}{k^{4}} \alpha_{S}\left(\kappa^{2}\right) \\
& \times \mathscr{F}\left(x, \vec{k}+\frac{1}{2} \vec{q},-\vec{k}+\frac{1}{2} \vec{q}\right)+\frac{16}{9} \int \frac{d^{2} k}{k^{4}} \alpha_{S}\left(\kappa^{2}\right) \\
& \times\left[1-J_{0}(k r)\right] \int d^{2} k_{1} \mathscr{T}\left(\xi, \vec{k}+\vec{q},-\vec{k}+\frac{1}{2} \vec{q}, \vec{k}_{1}\right. \\
& \left.+\frac{1}{2} \vec{q},-\vec{k}_{1}+\frac{1}{2} \vec{q}\right) \alpha_{S}\left(k_{1}^{2}\right)\left[G_{1}\left(q^{2}\right)\right. \\
& \left.-G_{2}\left(\vec{k}_{1}+\frac{1}{2} \vec{q},-\vec{k}_{1}+\frac{1}{2} \vec{q}\right)\right] \tag{38}
\end{align*}
$$

nicely illustrates how the three relevant size parameters in the problem give rise to the three major components of the diffraction slope. The $q$ dependence coming from the proton vertex function $V_{p}\left(\vec{k}_{1}, \vec{q}\right)=G_{1}\left(q^{2}\right)-G_{2}\left(\vec{k}_{1}+\vec{q} / 2,-\vec{k}_{1}\right.$ $+\vec{q} / 2$ ) is controlled by the proton size. The $q$ dependence coming from the color dipole vertex function $V_{d}=J_{0}(q r / 2)$ -1 is controlled by the color dipole size $r$. The $q$ dependence coming from $\mathscr{T}\left(\xi, \vec{k}+\vec{q} / 2,-\vec{k}+\vec{q} / 2, \vec{k}_{1}+\vec{q} / 2,-\vec{k}_{1}\right.$ $+\vec{q} / 2$ ) depends on the effective $k^{2}$ and $k_{1}^{2}$, which contribute to the scattering amplitude, and on the gluon propagation radius $R_{c}$. The latter scale remains important even at large $k$, because the properties of the running gBFKL pomeron are controlled by interactions at $r \sim R_{c}$. In the asymptotic BFKL regime, at small $x$, the $\vec{k}_{1}$ and $\vec{k}$ become azimuthally uncorrelated.

To proceed further, one needs a model for $G_{1}\left(q^{2}\right)$ and $G_{2}\left(\vec{\kappa}_{1}, \vec{\kappa}_{2}\right)$. The radius $R_{N}$ of the proton probed by the gluon can be different from the charge radius $R_{c h}$; still $R_{c h}$ serves as a useful scale. The two-quark form factor $G_{2}(\vec{k}+\vec{q} / 2$, $-\vec{k}+\vec{q} / 2)$ is a steep function of $k^{2}$ and a smoother function of $q^{2} \cdot{ }^{41}$ For instance, for the oscillator wave function of the 3-quark proton one readily finds

$$
\begin{equation*}
G_{2}\left(\vec{k}+\frac{1}{2} \vec{q},-\vec{k}+\frac{1}{2} \vec{q}\right)=G_{1}\left(\frac{1}{4} q^{2}\right) G_{1}\left(3 k^{2}\right) . \tag{39}
\end{equation*}
$$

A straightforward differentiation yields the following transparent decomposition of $d \sigma(\xi, r, \vec{q}) / d q^{2}$ into four terms:

$$
\begin{align*}
& \left.\frac{d \sigma(\xi, r, \vec{q})}{d q^{2}}\right|_{q^{2}=0} \\
& \quad=\left.\sum_{i=1}^{4} \frac{d \sigma^{(i)}(\xi, r, \vec{q})}{d q^{2}}\right|_{q^{2}=0}=-\frac{16}{3} \int \frac{d^{2} k}{k^{4}} \alpha_{S}\left(\kappa^{2}\right) \\
& \quad \times\left\{\frac{1}{16} r^{2} \int d^{2} k_{1} \mathscr{T}\left(\xi, \vec{k},-\vec{k}, \vec{k}_{1},-\vec{k}_{1}\right) \alpha_{S}\left(k_{1}^{2}\right)\right. \\
& \quad \times\left[1-G_{2}\left(\vec{k}_{1}, \vec{k}_{1}\right)\right]-\left[1-J_{0}(k r)\right] \int d^{2} k_{1} \alpha_{S}\left(k_{1}^{2}\right) \\
& \quad \times\left[1-G_{2}\left(\vec{k}_{1}, \vec{k}_{1}\right)\right] \\
& \quad \times\left.\frac{\partial \mathscr{T}\left(\xi, \vec{k}+\vec{q} / 2,-\vec{k}+\vec{q} / 2, \vec{k}_{1}+\vec{q} / 2,-\vec{k}_{1}+\vec{q} / 2\right)}{\partial q^{2}}\right|_{q^{2}=0} \\
& \quad+\frac{1}{6} R_{N}^{2}\left[1-J_{0}(k r)\right] \int d^{2} k_{1} \mathscr{T}\left(\xi, \vec{k},-\vec{k}, \vec{k}_{1},-\vec{k}_{1}\right) \alpha_{S}\left(k_{1}^{2}\right) \\
& \quad-\frac{1}{24} R_{N}^{2}\left[1-J_{0}(k r)\right] \int d^{2} k_{1} \mathscr{T}\left(\xi, \vec{k},-\vec{k}, \vec{k}_{1},-\vec{k}_{1}\right) \\
& \left.\quad \times \alpha_{S}\left(k_{1}^{2}\right) G_{2}\left(\vec{k}_{1}, \vec{k}_{1}\right)\right\} . \tag{40}
\end{align*}
$$

The following properties of $\mathscr{T}\left(\xi, \vec{k}+\vec{q} / 2,-\vec{k}+\vec{q} / 2, \vec{k}_{1}+\vec{q} / 2\right.$, $-\vec{k}_{1}+\vec{q} / 2$ ) are important in (40). First, in the infraredregulated QCD it is nonsingular at $k^{2}=0$; cf. Eq. (36). Second (modulo logarithmic scaling violations), its large- $k^{2}$ asymptotic behavior is similar to that of the Born term (36), $\mathscr{T}\left(\xi, \vec{k}+\vec{q} / 2,-\vec{k}+\vec{q} / 2, \vec{k}_{1}+\vec{q} / 2,-\vec{k}_{1}+\vec{q} / 2\right) \propto 1 / k^{-4}$. Third, in the Born approximation (after azimuthal averaging)

$$
\begin{align*}
& \left.\frac{\partial \mathscr{T}\left(\xi, \vec{k}+\vec{q} / 2,-\vec{k}+\vec{q} / 2, \vec{k}_{1}+\vec{q} / 2,-\vec{k}_{1}+\vec{q} / 2\right)}{\partial q^{2}}\right|_{q^{2}=0} \\
& =-\frac{R_{c}^{2}}{\left(1+R_{c}^{2} k^{2}\right)^{2}} \mathscr{T}\left(\xi, \vec{k}+\frac{1}{2} \vec{q},-\vec{k}+\frac{1}{2} \vec{q},-\vec{k}_{1}\right. \\
&  \tag{41}\\
& \left.\quad+\frac{1}{2} \vec{q},-\vec{k}_{1}+\frac{1}{2} \vec{q}\right) .
\end{align*}
$$

Fourth, finding the asymptotic Regge growth of the diffraction slope in Ref. 28 implies that in the high-energy limit $\xi \rightarrow \infty$ and for all $\vec{k}$ and $\vec{k}_{1}$,

$$
\begin{align*}
& \left.\frac{\partial \mathscr{T}\left(\xi, \vec{k}+\vec{q} / 2,-\vec{k}+\vec{q} / 2, \vec{k}_{1}+\vec{q} / 2,-\vec{k}_{1}+\vec{q} / 2\right)}{\partial q^{2}}\right|_{q^{2}=0} \\
& =-\left[\alpha_{\mathrm{P}}^{\prime}\left(\xi-\xi_{0}\right)+O\left(R_{c}^{2}\right)\right] \mathscr{T}\left(\xi, \vec{k}+\frac{1}{2} \vec{q},-\vec{k}+\frac{1}{2} \vec{q}, \overrightarrow{k_{1}}\right. \\
& \left.\quad+\frac{1}{2} \vec{q},-\vec{k}_{1}+\frac{1}{2} \vec{q}\right) . \tag{42}
\end{align*}
$$

Consider first the decomposition of the diffraction slope for large dipoles, $r \gtrsim R_{c}$. In this limit, the cross section (38) is dominated by the contribution from $k^{2} \sim \mu_{G}^{2}=R_{c}^{-2}$ $\gg R_{N}^{-2}$, so that $J_{0}(k r), G_{1}\left(3 k^{2}\right) \ll 1$; they can be neglected, and (cf. Eq. (9))

$$
\sigma(\xi, r)=\frac{4 \pi}{3} \int d^{2} k \alpha_{S}^{2}\left(k^{2}\right) \mathscr{F}(\xi, \vec{k}, \vec{k})
$$

The first term in the expansion (40) can then be evaluated as

$$
\begin{equation*}
\left.\frac{d \sigma^{(1)}(\xi, r, \vec{q})}{d q^{2}}\right|_{q^{2}=0}=-\frac{1}{2} \Delta b_{1} \sigma(\xi, r)=-\frac{1}{16} r^{2} \sigma(\xi, r) \tag{43}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left.\frac{d \sigma^{(3)}(\xi, r, \vec{q})}{d q^{2}}\right|_{q^{2}=0}=-\frac{1}{2} \Delta b_{3} \sigma(\xi, r)=-\frac{1}{6} R_{N}^{2} \sigma(\xi, r) \tag{44}
\end{equation*}
$$

The integrand of the fourth term in (40) contains the steeply decreasing two-body form factor $G_{2}(\vec{k},-\vec{k})$, which cuts off the integration at $k^{2} \leq R_{N}^{2}$. Consequently, one must distinguish between the cases $r \leqq R_{N}$ and $r \gtrsim R_{N}$. A simple estimate, which interpolates between these limiting cases, is

$$
\begin{align*}
\left.\frac{d \sigma^{(4)}(\xi, r, \vec{q})}{d q^{2}}\right|_{q^{2}=0} & =-\frac{1}{2} \Delta b_{4} \sigma(\xi, r) \\
& =-\frac{1}{24} R_{c}^{2} \sigma(\xi, r) \frac{r^{2}}{r^{2}+R_{N}^{2}} \tag{45}
\end{align*}
$$

The bottom line is that $\Delta b_{4}<\Delta b_{3}$. Finally, making use of (42), the second term in (40) can be estimated as

$$
\begin{align*}
\left.\frac{d \sigma^{(2)}(\xi, r, \vec{q})}{d q^{2}}\right|_{q^{2}=0}= & -\frac{1}{2} \Delta b_{2} \sigma(\xi, r)=-\left[\alpha_{\mathrm{P}}^{\prime}\left(\xi-\xi_{0}\right)\right. \\
& \left.+O\left(R_{c}^{2}\right)\right] \sigma(\xi, r) \tag{46}
\end{align*}
$$

At low energy, in the Born approximation, Eq. (41) gives $\Delta b_{2}=2 R_{c}^{2}$. The salient feature of the resulting diffraction slope

$$
\begin{equation*}
B(\xi, r)=\sum_{i} \Delta b_{i}=\frac{1}{8} r^{2}+\frac{1}{3} R_{N}^{2}+2 \alpha_{\mathrm{P}}^{\prime}\left(\xi-\xi_{0}\right)+O\left(R_{c}^{2}\right) \tag{47}
\end{equation*}
$$

is the presence of the geometrical contributions $\Delta b_{1}=r^{2} / 8$ and $\Delta b_{3}=R_{N}^{2} / 3$.

For large dipoles, $r \gtrsim R_{c}$, one recovers a sort of additive quark model, in which uncorrelated gluonic clouds build up around the beam and target quarks and antiquarks, and the terms $O\left(R_{c}^{2}\right)$ and $2 \alpha_{\mathrm{P}}^{\prime}\left(\xi-\xi_{0}\right)$ describe the familiar Regge growth of diffraction slope for quark-quark scattering. The opposite limit of small dipoles, $r \ll R_{c}$, is somewhat more tricky. In the second and third term in (40), the $k^{2}$ integration is cut off by $1-J_{0}(k r)$ and extends up to $A_{\sigma} / r^{2}$, precisely as in the dipole cross section (10). Consequently, their contributions to the derivative (40) are still given by Eqs. (46) and (44), respectively, so that the Regge term and the contribution from the target proton size to expansion (47) are retained. The contribution from the first term in (40), i.e., from the size of the color dipole, changes dramatically and will no longer have the geometric form $r^{2} / 8$. Indeed, as we discussed following Eq. (37), the $k^{2}$ integration in the first
term in (40) converges at $k^{2} \leq R_{c}^{2}$. Consequently, in this limit $\kappa^{2}=C^{2} / r^{2}$, and one can factor out $\alpha_{S}\left(\kappa^{2}\right)=\alpha_{S}(r)$ from the integrand. This leads to the estimate

$$
\begin{align*}
\left.\frac{d \sigma^{(1)}(\xi, r, \vec{q})}{d q^{2}}\right|_{q^{2}=0} & \approx-\frac{r^{2}}{16} \frac{\alpha_{S}(r)}{\alpha_{S}\left(R_{c}\right)} \sigma\left(\xi, R_{c}\right) \\
& \approx-\frac{r^{2}}{16} \frac{\pi^{2}}{3} \alpha_{S}(r) R_{c}^{2} G\left(\xi, \frac{A_{\sigma}}{R_{c}^{2}}\right) \tag{48}
\end{align*}
$$

and, after making use of (11), to

$$
\begin{equation*}
\Delta b_{1}=\frac{R_{c}^{2}}{8} \frac{G\left(\xi, A_{\sigma} / R_{c}^{2}\right)}{G\left(\xi, A_{\sigma} / r^{2}\right)} \tag{49}
\end{equation*}
$$

Similar considerations yield an estimate for the contribution to the diffraction slope from the fourth term in (40), which is a negligible correction to $\Delta b_{1}$ :

$$
\begin{equation*}
\Delta b_{4}=\frac{R_{c}^{2}}{12} \frac{R_{c}^{2}}{R_{N}^{2}} \frac{G\left(\xi, A_{\sigma} / R_{c}^{2}\right)}{G\left(\xi, A_{\sigma} / r^{2}\right)} . \tag{50}
\end{equation*}
$$

More comments on $\Delta b_{1}$ are in order. At asymptotically large $\xi$ and/or asymptotically small $x$, the running gBFKL approach predicts the universal $x$ dependence of the gluon structure function ${ }^{17}$

$$
\begin{equation*}
G\left(x, Q^{2}\right) \propto\left[\frac{1}{\alpha_{S}\left(Q^{2}\right)}\right]^{\gamma}\left(\frac{1}{x}\right)^{\Delta_{\mathrm{P}}}, \tag{51}
\end{equation*}
$$

where $\gamma=12 \Delta_{\mathrm{P}} / \beta_{0}$ and $\beta_{0}=11-2 n_{f} / 3$. Consequently, in the well-developed BFKL regime, $\Delta b_{1}$ will not depend on energy:

$$
\begin{equation*}
\Delta b_{1}=\frac{R_{c}^{2}}{8}\left[\frac{\alpha_{S}(r)}{\alpha_{S}\left(R_{c}\right)}\right]^{\gamma} \tag{52}
\end{equation*}
$$

However, at moderately small $x$ values, the $x$ dependence of the gluon structure function exhibits strong dependence on the factorization scale, the ratio $G\left(\xi, A_{\sigma} / R_{c}^{2}\right) / G\left(\xi, A_{\sigma} / r^{2}\right)$ has substantial $x$ dependence, and $\Delta b_{1}$ contributes to the energy dependence of the diffraction cone. Specifically, it makes the slope of the effective Regge trajectory $\alpha_{\text {eff }}^{\prime}$ substantially larger than the true slope of the leading Pomeron trajectory $\alpha_{\mathrm{P}}^{\prime} .{ }^{28}$

To summarize, the geometrical contribution to the diffraction slope from the target proton size, $\Delta b_{3}=(1 / 3) R_{N}^{2}$, persists for all dipole sizes (the term $\Delta b_{4}$, which is also associated with the proton size, is negligible in all cases). Although the nonperturbative parameter $R_{N}^{2}$ is not calculable from first principles, its contribution to the diffraction slope varies neither with energy nor with dipole size and can eventually be fixed using accurate experimental data.

## 5. SOFT POMERON AND DIFFRACTIVE SCATTERING OF LARGE COLOR DIPOLES

The need for a soft pomeron contribution in addition to the gBFKL dipole cross section described previously is brought about by phenomenological considerations. A viable gBFKL phenomenology of the rising component of the proton structure function over the whole range of $Q^{2}$ studied at HERA (real photoabsorption included) is obtained if one
starts with the Born dipole cross section $\sigma_{B}(r)$ as a boundary condition for the gBFKL evolution at $x_{0}=0.03$. ${ }^{26,27}$ However, such a $\sigma_{B}(r)$ falls short of the interaction strength at $r \gtrsim R_{c}$; roughly speaking, for the phenomenological value $R_{c}=0.27 \mathrm{fm}$ one finds $\sigma_{B}(r \gtrsim 1 \mathrm{fm}) \sim 5 \mathrm{mb}$, whereas for the description of soft processes one rather needs the dipole cross section $\sim 50 \mathrm{mb}$ at $r \gtrsim 2 \mathrm{fm}$. Therefore, at $r \gtrsim R_{c}$, the perturbative gBFKL dipole cross section described above (which hereafter we denote by the subscript ' pt '"), $\sigma_{\mathrm{pt}}(\xi, r)$, must be complemented by the contribution from the nonperturbative soft pomeron, $\sigma_{\mathrm{npt}}(\xi, r)$. Because in all the cases studied the contribution from $\sigma_{\mathrm{pt}}(\xi, r)$ exhausts the rise of the total cross sections and/or of the proton structure function, in Refs. 26 and 5 we have modeled the soft nonperturbative pomeron by the energy-independent $\sigma_{\mathrm{npt}}(\xi, r)$ $=\sigma_{\mathrm{npt}}(r)$. For the lack of better theoretical and experimental information as well as simplicity, we make the simplest possible assumption that the eikonals for the perturbative and soft interactions are additive, which to lowest order amounts to additivity of the dipole cross sections $\sigma(\xi, r)=\sigma_{\mathrm{pt}}(\xi, r)$ $+\sigma_{\mathrm{npt}}(r)$.

The direct determination of the total dipole cross section $\sigma(\xi, r)$ from the experimental data on photo- and leptoproduction of vector mesons is reported in Ref. 9, and supports the flavor independence of $\sigma(\xi, r)$. Other constraints for $\sigma_{\mathrm{npt}}(r)$ include real photoproduction, ${ }^{5,10}$ hadronic diffractive scattering, ${ }^{24}$ nuclear shadowing in deep inelastic scattering, ${ }^{42}$ diffractive deep inelastic scattering at HERA, ${ }^{43,44}$ nuclear attenuation in photoproduction of light vector mesons and the onset of color transparency in leptoproduction of vector mesons ${ }^{4}$ and the proton structure function at moderate and small $Q^{2} \cdot{ }^{26,27}$ All the results are consistent with the form of the dipole cross section suggested in Refs. 24, 26, and 5, a convenient parameterization for which is

$$
\begin{align*}
\sigma_{\text {npt }}(r)= & \sigma_{0}\left[1-\sum_{i=1}^{2} A_{i} \exp \left(-\frac{r^{2}}{a_{i}^{2}}\right)\right] \\
& \times\left[1+\sum_{i=1} D_{i} \exp \left(-\frac{\left(r-b_{i}\right)^{2}}{c_{i}^{2}}\right)\right] \tag{53}
\end{align*}
$$

with $\sigma_{0}=41.2 \mathrm{mb}, A_{1}=1.45, A_{2}=-0.45, a_{1}=1.30 \mathrm{fm}, a_{2}$ $=0.75 \mathrm{fm}, \quad D_{1}=0.80, \quad D_{2}=0.36, \quad b_{1}=0.88 \mathrm{fm}, \quad b_{2}$ $=2.08 \mathrm{fm}, c_{1}=0.53 \mathrm{fm}$, and $c_{2}=1.14 \mathrm{fm}$. For a somewhat cruder fit with $D_{i}=0$ we find $\sigma_{0}=51.6 \mathrm{mb}, A_{1}=1.82$, $A_{2}=-0.82, a_{1}=1.05 \mathrm{fm}$, and $a_{2}=0.72 \mathrm{fm}$. For small dipoles, $r \ll R_{c}$, this cross section is poorly known because it is swamped by $\sigma_{\mathrm{pt}}(\xi, r)$.

There is nothing unusual in the concept of a nonperturbative cross section. The conventional gluon structure function of the photon,

$$
G\left(x, Q^{2}\right)=\int_{0}^{Q^{2}} \frac{d k^{2}}{k^{2}} \mathscr{F}(x, \vec{k},-\vec{k})
$$

always contains a contribution from gluons with soft transverse momenta $k^{2}<Q_{0}^{2} \leqq 1 \mathrm{GeV}^{2}$, which persists at all $Q^{2}$ and equals precisely $G\left(x, Q_{0}^{2}\right)$, the familiar input to the conventional GLDAP analysis of the $Q^{2}$ evolution of parton densities. One is perfectly content with the strong sensitivity
of GLDAP evolution to this unknown soft input $G\left(x, Q_{0}^{2}\right)$, which is routinely fixed from fits to the experimental data. In the color dipole approach to DIS, our soft dipole cross section $\sigma_{\text {npt }}(r)$ plays exactly the same role as the gluon (quark) structure functions at a soft scale $Q_{0}^{2}$. Furthermore, it is tempting to reinterpret this soft dipole cross section $\sigma_{\text {npt }}(r)$ in terms of the nonperturbative gluon distribution in the spirit of Eq. (10). Models of soft scattering via polarization of the nonperturbative QCD vacuum ${ }^{36,11}$ belong to this category and yield a $\sigma_{\text {npt }}(r)$ very similar to our parameterization (53). In the interesting region of $r \leq 1-1.5 \mathrm{fm}$, a conservative estimate of uncertainties in $\sigma_{\mathrm{npt}}(r)$ is $10-20 \%$, the major source of uncertainty being due to absorption corrections. For heavy quarkonia the absorption corrections are negligible. ${ }^{5}$

We assume the conventional Regge rise of the diffraction slope for the soft pomeron,

$$
B_{\mathrm{npt}}(\xi, r)=\Delta B_{d}(r)+\Delta B_{N}+2 \alpha_{\mathrm{npt}}^{\prime}\left(\xi-\xi_{0}\right),
$$

where $\Delta B_{d}(r)$ and $\Delta B_{N}$ denote the contribution of the beam dipole and target nucleon size, and $\xi_{0}=\log \left(1 / x_{0}\right)$. As guidance we take the experimental data on pion-nucleon scattering, ${ }^{45}$ which suggest $\alpha_{\text {npt }}^{\prime}=0.15 \mathrm{GeV}^{-2}$ (for small $\alpha_{\text {npt }}^{\prime}$ descriptions of nucleon-nucleon scattering see Ref. 46). A plausible guess for the proton size contribution is

$$
\begin{equation*}
\Delta B_{N}=\Delta b_{3}=\frac{1}{3} R_{N}^{2} \tag{54}
\end{equation*}
$$

In energy-independent soft exchange for small dipoles, $\Delta B_{d}(r)$ is likely to follow the geometric law $\Delta B_{d}(r)$ $\approx r^{2} / 8$, as in Eq. (43). Extension of this law to large dipoles is questionable. The large- $r$ saturation of $\sigma_{\mathrm{npt}}(r)$ as parametrized by (53) is a simplifying assumption; what happens at $r \gg 1 \mathrm{fm}$ is immaterial, because even in hadrons the probability of finding large dipoles, $r \gg 1 \mathrm{fm}$, is negligible. However, the diffraction slope is more sensitive to the large dipole contribution. For instance, if scattering of large dipoles of size $r \gtrsim R_{N}$ is modeled by scattering of thin classical strings by a strongly absorbing target nucleon of radius $R_{N}$, then for large dipoles (strings), $r \gtrsim 2 R_{N}$, one readily finds the profile function
$\Gamma(b, r) \approx \theta(R-b)$

$$
+\frac{2}{\pi} \theta(b-R) \theta\left(R+\frac{1}{2} r-b\right) \sin ^{-1} \frac{R}{b}
$$

which yields the large- $r$ behavior $\sigma_{\text {npt }}(r) \approx 2 R_{N} r$ and the tamed rise of the diffraction slope $\Delta B_{d}(r \gg 1 \mathrm{fm}) \sim r^{2} / 24$. This consideration suggests an interpolation formula of the form

$$
\begin{equation*}
B_{d}(r)=\frac{r^{2}}{8} \frac{r^{2}+a R_{N}^{2}}{3 r^{2}+a R_{N}^{2}} \tag{55}
\end{equation*}
$$

where $a$ is a phenomenological parameter, $a \sim 1$.
Such a taming of the growth of $B_{d}(r)$ is supported by the phenomenology of $\pi N$ scattering. Let us take for the pion the oscillator wave function, and assume that the gluonprobed radius of the pion equals the charge radius. Then, the
contribution of the pion size to the diffraction slope for the purely geometrical form (43) of $B_{d}(r)$ yields the unacceptably large value

$$
\Delta B_{\pi}=\frac{1}{8} \frac{\langle\pi|\left(r^{2} / 8\right)\left[\sigma_{\mathrm{pt}}\left(x_{0}, r\right)+\sigma_{\mathrm{npt}}(r)\right]|\pi\rangle}{\langle\pi|\left[\sigma_{\mathrm{pt}}\left(x_{0}, r\right)+\sigma_{\mathrm{npt}}(r)\right]|\pi\rangle} \approx 9.7 \mathrm{GeV}^{-2}
$$

Taking for the contribution of the proton size $\Delta B_{N}$ the estimate (54) we end up with $B_{\pi N} \approx 15 \mathrm{GeV}^{-2}$, which substantially exceeds the experimental result $B_{\pi N}(\nu=200 \mathrm{GeV})$ $=9.9 \pm 0.1 \mathrm{GeV}^{-2} .{ }^{45}$ The discrepancy increases further if one adds to the above theoretical estimate the Regge term $2 \alpha_{\text {npt }}^{\prime}\left(\xi-\xi_{0}\right) \approx 1 \mathrm{GeV}^{-2}$ evaluated using the relationship between $x_{\text {eff }}$ and the pion energy, $x_{\text {eff }} \approx m_{V}^{2} / 2 \nu m_{p}$.

What is the origin of this discrepancy? If $\sigma(\xi, r)$ were $r$ independent and if the gluon-probed and charge radii of the pion were identical, then one would find from (5) the familiar

$$
\begin{equation*}
\Delta B_{\pi}\left(\xi_{0}\right)=\frac{1}{3}\left\langle R_{c h}^{2}\right\rangle_{\pi} \approx 4 \mathrm{GeV}^{-2} \tag{56}
\end{equation*}
$$

With our parametrization (53), the soft dipole cross section keeps rising at $r \sim 1 \mathrm{fm}$, and for this reason the matrix element (5) is dominated by an $r^{2}$ larger than in the charge radius of the pion, and we end up with $\Delta B_{\pi}$ larger than the expectation (56) based on the charge radius of the pion. The matrix element (5) can be made smaller and compatible with the experiment at the expense of rapid saturation of the soft cross section for large dipoles, $\sigma_{\text {npt }}(r \gtrsim 1 \mathrm{fm}) \approx \sigma_{\text {tot }}(\pi N)$, whereupon one recovers the estimate (56). This solution must be rejected, because it would lead to negligible fluctuations of the soft dipole cross section, in conflict with experimental data on diffraction dissociation of pions, which require

$$
\begin{equation*}
\frac{\langle\pi| \sigma^{2}\left(\nu_{0}, r\right)|\pi\rangle-\langle\pi| \sigma\left(\nu_{0}, r\right)|\pi\rangle^{2}}{\langle\pi| \sigma\left(\nu_{0}, r\right)|\pi\rangle^{2}} \approx 0.5 \tag{57}
\end{equation*}
$$

An attempt to retain the geometrical law and still agree with experiment at the expense of taking $\Delta B_{N} \sim 0$ must be rejected as well. We believe that the string-model suggested taming of $B_{d}(r)$ Eq. (55) is a more acceptable solution. Hereafter we take $\Delta B_{N}=\Delta b_{3}=4.8 \mathrm{GeV}^{-2}$. Then the pionnucleon diffraction slope is reproduced with reasonable values of the parameter $a$ in Eq. (55): $a=1.2$ for $\alpha_{\text {npt }}^{\prime}$ $=0.1 \mathrm{GeV}^{-2}$ and $a=0.9$ for $\alpha_{\mathrm{npt}}^{\prime}=0.15 \mathrm{GeV}^{-2}$. Hereafter we use the latter set of parameters.

## 6. SOFT-HARD DECOMPOSITION OF TOTAL CROSS SECTIONS FOR VN SCATTERING

We present our results starting with an evaluation of the vector meson-nucleon total cross section

$$
\begin{align*}
\sigma_{\mathrm{tot}}(V N)= & \frac{N_{c}}{2 \pi} \int_{0}^{1} \frac{d z}{z^{2}(1-z)^{2}} \int d^{2} r\left\{m_{q}^{2} \phi(r, z)^{2}\right. \\
& \left.+\left[z^{2}+(1-z)^{2}\right]\left[\partial_{r} \phi(r, z)\right]^{2}\right\} \sigma\left(x_{\mathrm{eff}}, r\right) . \tag{58}
\end{align*}
$$

For the parametrization of light-cone wave functions $\phi(r, z)$ of vector mesons, see Ref. 10. The results for $x_{\text {eff }} \leqslant x_{0}$ $=0.03$ are shown in Fig. 2 (left box). The smaller the radius


FIG. 2. The left box corresponds to the color dipole model predictions for the total cross section $\sigma_{\text {tot }}(V N)$ for the interaction of the heavy vector mesons $J / \Psi, \Psi^{\prime}, \Upsilon$, and $\Upsilon^{\prime}$ with the nucleon target as a function of c.m.s. energy $W$. The dashed curve represents the soft pomeron contribution. The right box shows the color dipole model predictions for the total cross section $\sigma_{\text {tot }}(V N)$ vs. radius $R_{V}$ of vector mesons $\rho^{0}, \rho^{\prime}, \phi^{0}, \phi^{\prime}, J / \Psi, \Psi^{\prime}, \Upsilon$, and $\Upsilon^{\prime}$.
of the vector meson $V$, the smaller the total cross section $\sigma_{\text {tot }}(V N)$; to a crude approximation, $\sigma_{\text {tot }}(V N) \propto R_{V}^{2}$, excepting the radial excitations $\phi^{\prime}, \rho^{\prime}$.

In Fig. 2 (left box) we show separately the soft pomeron contribution to $\sigma_{\text {tot }}(V N)$. For the $J / \Psi$ the radius is large, $R_{J / \Psi} \approx 0.4 \mathrm{fm}>R_{c}=0.27 \mathrm{fm}$, and the soft contribution is substantial; for the $\Upsilon$ the soft contribution is a small correction to the dominant perturbative contribution. At subasymptotic energies, the gBFKL approach predicts a steeper rise with energy for smaller dipoles (cf. Eq. (11)), a trend that is clearly visible in Fig. 2 (left box). At asymptotic energies the contribution from the rising gBFKL cross section takes over for all channels. In Ref. 47 it is observed that for the "magic'" radius $r_{\Delta} \sim 0.15 \mathrm{fm} \sim R_{c} / 2$ the gBFKL color dipole cross section exhibits the precocious asymptotic energy dependence $\sigma_{\mathrm{pt}}\left(x, r_{\Delta}\right) \propto x^{-\Delta_{\mathrm{p}}}$. Because $R_{Y} \approx 0.18 \mathrm{fm}$ is very close to the 'magic'' radius $r_{\Delta}$, the predicted energy dependence of the perturbative contribution to $\sigma_{\text {tot }}(Y N)$ is very close to $\propto W^{2 \Delta_{\mathrm{p}}}=W^{0.8}$.

The case of the $\Psi^{\prime}$ is interesting for its large radius $R_{\Psi^{\prime}} \approx 0.8 \mathrm{fm}$ and large soft contribution. Because the $\Psi^{\prime}$ and $\phi^{0}$ have very similar radii, a useful comparison is with
$\sigma_{\text {tot }}(\phi N)$. For small $W, \sigma_{\text {tot }}\left(\Psi^{\prime} N\right)$ of the present paper is indeed numerically very close to $\sigma_{\text {tot }}\left(\phi^{0} N\right)$ calculated in Ref. 10 , but the rise of $\sigma_{\text {tot }}\left(\Psi^{\prime} N\right)$ by $\sim 50 \%$ from $W \sim 10 \mathrm{GeV}$ to $W \sim 500 \mathrm{GeV}$ is much weaker than the rise of $\sigma_{\text {tot }}(\phi N)$ by almost a factor 2 over the same energy range. With our energy-independent $\sigma_{\text {npt }}(r)$, the rise of $\sigma_{\text {tot }}\left(\Psi^{\prime} N\right)$ is entirely due to the perturbative gBFKL cross section $\sigma_{\mathrm{pt}}(\xi, r)$, which rises with energy more steeply at small $r$. Although the $\Psi^{\prime}$ and the $\phi^{0}$ have similar mean square radii, because of the node effect the relative contribution of small $r$ for the case of $\Psi^{\prime} N$ is smaller than for the case of $\phi N$, and this explains the counterintuitive difference of the energy dependence of the two cross sections.

## 7. DIFFRACTIVE PRODUCTION CROSS SECTIONS FOR THE $1 S$ STATES $J / \Psi$ AND $Y$

We now turn to vector meson production. The strong point about color dipole factorization equations (13), (14), (19), and (20) is that apart from the trivial factors $C_{V}$ and $C_{V} / m_{V}$, the production amplitudes are flavor-independent when considered as a function of the scanning radius $r_{S}$


FIG. 3. Decomposition of production amplitude for longitudinally polarized vector mesons into soft (dashed curves) and perturbative + soft (solid curves) contribution as a function of $Q^{2}+m_{V}^{2}$. The nonmonotonic $Q^{2}$ dependence is due to an increase in $x_{\text {eff }}$ at fixed $W=150 \mathrm{GeV}$.
and/or $Q^{2}+m_{V}^{2}{ }^{3-5,28,10}$ To this end, Eqs. (13), (14), (19), and (20) represent the leading twist terms and the correct twist expansion goes in powers of $1 /\left(Q^{2}+m_{V}^{2}\right)$ rather than in powers of $1 / Q^{2}$. For instance, in Ref. 10 we have shown how the ratio of the $J / \Psi$ and $\rho$ production cross sections becomes remarkably constant when the two cross sections are taken at equal $Q^{2}+m_{V}^{2}$, in contrast to a variation by about three orders of magnitude when the two cross sections are compared at equal $Q^{2}$. For this reason we strongly advocate the presentation of the experimental data as a function of the flavorsymmetry restoring variable $Q^{2}+m_{V}^{2}$ rather than $Q^{2}$, and whenever appropriate we present our results in terms of this scaling variable.

The soft/hard decomposition of production amplitudes depends on the relationship between $r_{S}$ and $R_{c}$. The hard contribution dominates at $r_{S} \lesssim R_{c}$, i.e., if

$$
\begin{equation*}
Q^{2}+m_{V}^{2} \gtrsim \frac{A^{2}}{R c^{2}} \sim 30 \mathrm{GeV}^{2} \tag{59}
\end{equation*}
$$

which holds better for the heavier vector mesons and the larger $Q^{2}$. Our phenomenological soft interaction, as well as other models for the soft pomeron, ${ }^{36,11}$ extends well into $r \leqq R_{c}$. Arguably, with better understanding of the perturbative gBFKL amplitude, one can eventually use vector meson production to better assess the effect of soft interactions at short distances. In Fig. 3 we show our decomposition of the production amplitudes into a hard (perturbative) and soft contribution as a function of $Q^{2}$ for various vector mesons at the typical HERA energy $W=150 \mathrm{GeV}$. Because the pQCD scale parameter is smaller for the lighter mesons, $\tau_{L}(\rho)$ $<\tau_{L}(J / \Psi)<\tau_{L}(\Upsilon)$, the soft contribution is somewhat larger for the lighter quarkonia.

For comparison with experimental data, the most straightforward theoretical predictions are for forward production, and we calculate $(d \sigma / d t)_{t=0}$ and $B(t=0)$. The experimental determination of these quantities requires extrapolation of $d \sigma / d t$ to $t=0$, which is not always possible, and one often reports the $t$-integrated production cross sections. The principal lesson from high precision $\pi^{ \pm} N$ scattering experiments is that the diffraction slope $B(t)$ depends strongly on the region of $t$, and for the average $\langle t\rangle$ $\sim 0.1-0.2 \mathrm{GeV}^{2}$ which dominate the integrated total cross section, the diffraction slope is less than at $t=0$ by $\sim 1 \mathrm{GeV}^{-2} .{ }^{45}$ We take these $\pi N$ scattering data for guid-


FIG. 4. The color dipole model predictions for the $W$ dependence of the real photoproduction cross section $\sigma\left(\gamma^{*} \rightarrow V\right)$ for $J / \Psi$ production vs. the lowenergy EMC, ${ }^{48}$ E516, ${ }^{49}$ E401, ${ }^{50}$ E687 ${ }^{51}$ and high-energy ZEUS ${ }^{52,53}$ and $\mathrm{H} 1^{54-56}$ data.
ance, and for more direct comparison with the presently available experimental data, instead of the directly calculated $B(t=0)$, in all cases we report

$$
\begin{equation*}
B=B(t=0)-1 \mathrm{GeV}^{-2} \tag{60}
\end{equation*}
$$

which we also use to evaluate the $t$-integrated production cross section from the theoretically calculated $(d \sigma / d t)_{t=0}$ :

$$
\begin{equation*}
\sigma\left(\gamma^{*} \rightarrow V\right)=\left.\frac{1}{B} \frac{d \sigma\left(\gamma^{*} \rightarrow V\right)}{d t}\right|_{t=0} \tag{61}
\end{equation*}
$$

The uncertainties in the value of $B$ and with the evaluation (61) presumably do not exceed $10 \%$, and can be reduced when more accurate data become available.

We begin by presenting our results and comparing them with the available experimental data on real photoproduction of the $J / \Psi$ in Fig. 4. The agreement with experimental data from the fixed target experiments (EMC; ${ }^{48} \mathrm{E} 516 ;{ }^{49} \mathrm{E} 401 ;{ }^{50}$ E687 ${ }^{51}$ ) and from the HERA experiments (ZEUS; ${ }^{52,53}$ $\mathrm{H} 1^{54-56}$ ) is good with regard to both the magnitude and energy dependence of the cross section. For the $J / \Psi$ and $Q^{2}$ $=0$ the scanning radius is still large, $r_{s} \approx 0.4 \mathrm{fm}$, and at lower energies $W \simeq 15 \mathrm{GeV}$ the soft contribution comprises $\sim 50 \%$ of the photoproduction amplitude. Still, it is smaller



FIG. 5. The color dipole model predictions for the $Q^{2}$ and $W$ dependence of the ratio of the longitudinal and transverse differential cross sections in the form given by Eq. (62) for $W=500 \mathrm{GeV}$ (curve 1), 150 GeV (curve 2), 50 GeV (curve 3), and 15 GeV (curve 4).


FIG. 6. The color dipole model predictions for the polarization-unseparated forward differential cross section (top boxes) $\left[d \sigma\left(\gamma^{*} \rightarrow V\right) / d t\right]_{t=0}=\left[d \sigma_{T}\left(\gamma^{*} \rightarrow V\right) / d t\right]_{t=0}$ $+\left[d \sigma_{L}\left(\gamma^{*} \rightarrow V\right) / d t\right]_{t=0}$ for $J / \Psi$ and $\Upsilon$ production as a function of the c.m.s. energy $W$ at various values of $Q^{2}$. The bottom boxes are predictions for the polarization-unseparated $t$ integrated cross section $\sigma\left(\gamma^{*} \rightarrow V\right)=\sigma_{T}\left(\gamma^{*}\right.$ $\rightarrow V)+\sigma_{L}\left(\gamma^{*} \rightarrow V\right)$.
than in $\sigma_{\text {tot }}(J / \Psi N)$ and $\sigma(\gamma \rightarrow J / \Psi)$ rises much faster that $\sigma_{\text {tot }}^{2}(J / \Psi N)$, which is one example of the failure of the vector dominance model for processes with heavy quarkonia. Recall that VDM predicts $\sigma(\gamma \rightarrow J / \Psi) \propto \sigma_{\text {tot }}^{2}(J / \Psi N)$.

The relationship (14) (and also (7)) is to a large extent model independent, and predicts the dominance of $\sigma_{L}$ at large $Q^{2}$. It is convenient to present the results for $R=\sigma_{L} / \sigma_{T}$ in the form of the ratio

$$
\begin{equation*}
R_{L T}=\left.\frac{m_{V}^{2}}{Q^{2}} \frac{d \sigma_{L}\left(\gamma^{*} \rightarrow V\right)}{d \sigma_{T}\left(\gamma^{*} \rightarrow V\right)}\right|_{t=0} \tag{62}
\end{equation*}
$$

shown in Fig. 5 ( $m_{V}$ is the mass of the vector meson). The point made in Refs. 4 and 5 and repeated in Ref. 6 in somewhat different form is that compared to $\mathscr{O}_{L}$ the transverse amplitude $\mathscr{V}_{T}$ receives a larger contribution from large- $r$ asymmetric end-point configurations with $z(1-z) \ll 1$. For this reason $R_{L T}<1$, and it decreases steadily with $Q^{2}$. The steeper rise of $\sigma_{\mathrm{pt}}(x, r)$ at smaller $r$ makes the end-point contributions less important at higher energies, and $R_{L T}$ rises with energy, although very weakly. The above predictions for $R=d \sigma_{L} / d \sigma_{T}$ must be tested at $t=0$, the present experimental data on $R$ are for the $t$-integrated cross sections. In Ref. 8 it is argued that at large $t \sigma_{T} \gg \sigma_{L}$ instead, so that the
ratio $R$ measured experimentally for the $t$-integrated cross sections can be somewhat smaller than our predictions for $t$ $=0$. The calculation of the $t$ dependence of $R_{L T}$ is an interesting subject in its own right, but it lies outside the scope of the present analysis.

In the typical HERA kinematics the longitudinal polarization parameter $\epsilon \approx 1$, and as our prediction for polarization-unseparated production cross section we have

$$
\sigma\left(\gamma^{*} \rightarrow V\right)=\sigma_{T}\left(\gamma^{*} \rightarrow V\right)+\sigma_{L}\left(\gamma^{*} \rightarrow V\right)
$$

In Fig. 6 we show our predictions for $J / \Psi$ and $\Upsilon$ production. The shorthand representation of the same results is in terms of the exponent of the energy dependence of the $t$-integrated $\sigma\left(\gamma^{*} \rightarrow V\right) \propto W^{\delta}=W^{4} \Delta_{\text {eff }}$ and/or $d \sigma /\left.d t\right|_{t=0} \propto W^{\delta}$ $=W^{4} \Delta_{\text {eff. }}$. The exponent $\delta$ for the $t$-integrated cross section is slightly smaller because of the shrinkage of the diffraction cone. The effective intercept $\Delta_{\text {eff }}$ depends on the range of $W$ covered by the fit (a more detailed discussion of this issue is found in Ref. 5); in Fig. 7 we present our evaluations for $W=100 \mathrm{GeV}$. For the sake of completeness, we show $\Delta_{\text {eff }}$ in the same plot for light vector mesons evaluated from cross sections calculated in Ref. 10. Slight departures from exact flavor symmetry are due to slight differences in the pQCD


FIG. 7. The $Q^{2}$ dependence of the effective intercept $\Delta_{\text {eff }}\left(Q^{2}\right)$ for the forward production of $\rho^{0}, \phi^{0}, J / \Psi$, and $Y$ at $W=100 \mathrm{GeV}$.


FIG. 8. The color dipole model predictions for the dependence on the scaling variable $Q^{2}+m_{V}^{2}$ of the polarization-unseparated $\quad\left[d \sigma\left(\gamma^{*} \rightarrow V\right) / d t\right]_{t=0}$ $=\left[d \sigma_{T}\left(\gamma^{*} \rightarrow V\right) / d t\right]_{t=0}+\left[d \sigma_{L}\left(\gamma^{*} \rightarrow V\right) / d t\right]_{t=0}$ at the HERA energy $W=100 \mathrm{GeV}$.
scale factors $\tau(V)$ for different vector mesons. The predicted downward turn of $\Delta_{\text {eff }}$ at very large $Q^{2}$ is due to the increase in $x_{\text {eff }}$ at fixed $W$.

The real photoproduction of $Y$ offers one of the best determinations of the intercept $\Delta_{\mathrm{p}}$ of the gBFKL pomeron, because in this case one has the magic scanning radius $r_{S}$ $\sim R_{c} / 2$, and we indeed find $\Delta_{\text {eff }} \approx \Delta_{\mathrm{p}}=0.4$. The usual fits to the experimental data are of the form $\sigma\left(\gamma^{*} p \rightarrow V p\right) \propto W^{\delta}$ $=W^{4} \Delta_{\text {eff. }}$. The evaluated value of $\delta \simeq 0.9$ from Fig. 4 in the range $40<W<140 \mathrm{GeV}$ is in good agreement with the value $\delta=0.92 \pm 0.14$ (stat.) $\pm 0.10$ (syst.) extracted from the data on elastic $J / \Psi$ photoproduction. ${ }^{53}$ Analogous estimation of $\delta$ $\sim 0.82$ from Fig. 4 in the range $30<W<240 \mathrm{GeV}$ is in good agreement with the value $\delta=0.77 \pm 0.13$ presented in Ref. 56 . The recent H 1 data on elastic virtual photoproduction of $J / \Psi^{56}$ reported the values $\delta=1.07 \pm 0.57$ at $Q^{2}=3.7 \mathrm{GeV}^{2}$ and $1.22 \pm 0.52$ at $Q^{2}=16 \mathrm{GeV}^{2}$ in the energy range $40<W$ $<150 \mathrm{GeV}$, which correspond to our results $\delta=0.98$ and $\delta=1.15$, respectively.

The salient features of the $Q^{2}$ dependence are best seen when cross sections are plotted as a function of the flavor symmetry restoring variable $Q^{2}+m_{V}^{2}$, whereupon the $J / \Psi$ and $\Upsilon$ production cross sections exhibit very similar behavior (Fig. 8). For $R_{L T} \approx 1$, the theory predicts

$$
\begin{equation*}
\left.\frac{d \sigma}{d t}\right|_{t=0} \sim \frac{1}{\left(Q^{2}+m_{V}^{2}\right)^{3}} G^{2}\left(x_{\mathrm{eff}}, \tau(V)\left(Q^{2}+m_{V}^{2}\right)\right) \tag{63}
\end{equation*}
$$

If one fits (63) to the behavior $\left(Q^{2}+m_{V}^{2}\right)^{-n}$ and neglects the $Q^{2}$ dependence coming from the gluon structure function, then $n \approx 3$. The effect of the gluon structure function is twofold. At fixed $x_{\text {eff }}$, i.e., when the energy varies with $Q^{2}$ according to $W^{2}=\left(Q^{2}+m_{V}^{2}\right) / x_{\text {eff }}$, the gluon structure function rises with $Q^{2}$, which reduces the fitted exponent $n: n \leqq 3$. On the other hand, experimentally one usually studies the $Q^{2}$ dependence at fixed energy $W$, when $x_{\text {eff }}=\left(Q^{2}+m_{V}^{2}\right) / W^{2}$ increases with $Q^{2}$. Because the gluon structure function decreases toward large $x$, this induced $Q^{2}$ dependence increases the exponent $n$.

The exponent $n$ depends on the range of $Q^{2}$ the fit is performed in. For instance, in $J / \Psi$ production at a typical HERA energy $W=100 \mathrm{GeV}$, we predict $n \approx 2.8$ for the semiperturbative region of $Q^{2} \leqslant 10 \mathrm{GeV}^{2}$ and $n \approx 3.2$ if the fit is performed over the range $15 \leq Q^{2} \leq 100 \mathrm{GeV}^{2}$. We recall that for $\rho^{0}$ production we found $n \approx 2.4$ for $Q^{2} \leq 10 \mathrm{GeV}^{2}$ and $n$
$\approx 3.2$ for $15 \leq Q^{2} \leq 100 \mathrm{GeV}^{2} .{ }^{10}$ The results for the $Y$ are similar to the large- $Q^{2}$ result for the $J / \Psi$. The departures from exact flavor symmetry due to $R_{L T} \neq 1$ and the slight flavor dependence of the pQCD scale $\tau(V)$ are marginal for all practical purposes.

The experimental data on virtual photoproduction of charmonium states are still sparse, and there are as yet no data on the photoproduction of bottomonium. In Fig. 9 we present a summary of the experimental data on the $J / \Psi$ production from the fixed target EMC experiment ${ }^{48}$ and the ZEUS ${ }^{52,57}$ and $\mathrm{H} 1{ }^{54,56,58}$ experiments at HERA. The theoretical results are for $W=15 \mathrm{GeV}$, appropriate for the EMC experiment (dashed curve), and for $W=100 \mathrm{GeV}$, appropriate for the HERA experiments; theory and experiment are in reasonable agreement.

One of the outstanding experimental problems at large $Q^{2}$ is a separation of elastic reaction $\gamma^{*} p \rightarrow V+p$ from the inelastic background $\gamma^{*} p \rightarrow V+X$; the low-energy EMC data are well known to have been plagued by the inelastic background. The contribution of the inelastic background to the experimental cross section may be the reason why we underestimate the experimental data. One more argument in favor of this point will be presented in the discussion of the diffraction slope below.


FIG. 9. The color dipole model predictions for the $Q^{2}$ dependence of the observed cross section $\sigma\left(\gamma^{*} \rightarrow V\right)=\sigma_{T}\left(\gamma^{*} \rightarrow V\right)+\epsilon \sigma_{L}\left(\gamma^{*} \rightarrow V\right)$ of exclusive $J / \Psi$ production vs. the low-energy $\left(\mathrm{EMC}^{48}\right)$ and high-energy (ZEUS, ${ }^{52,57} \mathrm{H} 1{ }^{54,56,58}$ ) data.


FIG. 10. The color dipole model predictions for the diffraction slope in production of different vector mesons as a function of the scaling variable $Q^{2}+m_{V}^{2}$ (left box) and scanning radius $r_{S}$ (right box) at fixed c.m.s. energy $W=100 \mathrm{GeV}$. The scales of $Q^{2}$ on the top of the right box show the values of $Q^{2}$ that correspond to the scanning radii shown on the bottom axis.

## 8. DIFFRACTION CONE FOR THE $V(1 S)$ STATES

Evidently, the contribution to the diffraction slope from the $\gamma^{*} \rightarrow V$ transition vertex decreases with decreasing scanning radius $r_{S}$, i.e., with rising $Q^{2} .{ }^{28}$ At fixed energy $W$ the value of $x_{\text {eff }}$ rises and the rapidity $\xi$ decreases, which also reduces the diffraction slope because the Regge term becomes smaller, which is an important component of the $Q^{2}$ dependence at fixed $W$. In this section we report evaluations of the diffraction slope based on Eq. (28). We use the results of Ref. 28 for the energy and dipole size dependence of $B(\xi, r)$ for gBFKL color dipole amplitude. For the soft pomeron contribution, we use the parametrizations (53) and (55). According to Fig. 3, the nonperturbative contribution to the $J / \Psi$ and $Y$ production amplitudes is small, and our results for the diffraction slope are insensitive to the soft pomeron effects. Our definition of the diffraction slope is Eq. (60) in Sec. 7, and is meant to correspond to the experimentally measured slope $B(t)$ at $t \simeq 0.1-0.15 \mathrm{GeV}^{-2}$.

As shown in Ref. 28, at subasymptotic energies the diffraction slope for the gBFKL amplitude grows rather rapidly, by $\simeq 1.4 \mathrm{GeV}^{-2}$ when $W$ grows by one order of magnitude from the fixed-target energy $W=15 \mathrm{GeV}$ to the HERA energy $W=150 \mathrm{GeV}$. This corresponds to an effective shrinkage rate $\alpha_{\text {eff }}^{\prime} \approx 0.15 \mathrm{GeV}^{-2}$; only at very high energies beyond the HERA range will the shrinkage follow the true slope of the Regge trajectory for the rightmost gBFKL singularity $\alpha_{\mathrm{P}}^{\prime}=0.07 \mathrm{GeV}^{-2}$. The values of $\alpha_{\mathrm{P}}^{\prime}$ and $\alpha_{\text {eff }}^{\prime}$ are very sensitive to the gluon propagation radius $R_{c}$, and can eventually be used to fix this poorly known parameter. For now, we explore the major properties of the solution for $R_{c}$ $=0.27 \mathrm{fm}$.

One interesting prediction from color dipole phenomenology of a diffraction cone is that the diffraction slope for $J / \Psi$ production at $Q^{2}=100 \mathrm{GeV}^{2}$ nearly coincides with that for real photoproduction of the $Y$. This is still another example of flavor symmetry restoration, because the scanning radii $r_{S}$ for the two reactions are very similar.

The flavor symmetry properties of the diffraction cone can be seen in Fig. 10 (left box). The curves for $B\left(\gamma^{*} \rightarrow V\right)$ of all the vector mesons converge as a function of $Q^{2}+m_{V}^{2}$; slight departures from exact flavor symmetry
can be attributed to a difference in the pQCD scale factors $\tau(V)$ for light and heavy vector mesons. At fixed $W$, the calculated $Q^{2}$ dependence is an interplay of the changing scanning radius $r_{S}$ and the decrease in the Regge component with increasing $x_{\text {eff }}$. For the light vector mesons and $Q^{2}$ $\leq 10 \mathrm{GeV}^{2}$, the soft pomeron is substantial, and highprecision experimental data on $\rho^{0}$ and $\phi^{0}$ in this range of $Q^{2}$ are indispensable to a better understanding of the soft pomeron. In Fig. 10 (right box) the same results are presented as a function of the scanning radius $r_{S}$ as defined by Eq. (2) with $A=6$. Crude estimates for the $Q^{2}$ dependence of $B\left(\gamma^{*} \rightarrow V\right)$ reported in Ref. 28 are close to the present results.

We can suggest useful empirical parametrizations for the diffraction slope. For production of heavy quarkonia, $V=J / \Psi, \Upsilon$, the $Q^{2}$ dependence of the diffraction slope at $W=100 \mathrm{GeV}$ and in the considered range of $Q^{2} \leqq 500 \mathrm{GeV}^{2}$ can be approximated by

$$
\begin{equation*}
B\left(\gamma^{*} \rightarrow V\right) \approx \beta_{0}-\beta_{1} \log \frac{Q^{2}+m_{V}^{2}}{m_{J / \Psi}^{2}} \tag{64}
\end{equation*}
$$

with slope $\beta_{1} \approx 1.1 \mathrm{GeV}^{-2}$ and intercept $\beta_{0} \approx 5.8 \mathrm{GeV}^{-2}$. Although (64) must be regarded as only a purely empirical crude parametrization, the logarithmic term (64) is suggestive of a substantial role of the term (50) in the diffraction slope at high energy. We recall that the constant $\beta_{0}$ is subject to the choice of the $t$ range; it is the slope $\beta_{1}$ that is more closely related to gBFKL dynamics. For the light vector mesons, a somewhat better approximation to the results shown in Fig. 10 is

$$
\begin{equation*}
B\left(\gamma^{*} \rightarrow V\right) \approx \beta_{0}-\beta_{1} \log \left(\frac{Q^{2}+m_{V}^{2}}{m_{J / \Psi}^{2}}\right)+\frac{\beta_{2}}{Q^{2}+m_{V}^{2}} \tag{65}
\end{equation*}
$$

with the same $\beta_{1}=1.1 \mathrm{GeV}^{-2}$ as above and with $\beta_{0}$ $=7.1 \mathrm{GeV}^{-2}, \quad \beta_{2}=1.6$ for $\rho^{0}$ production and $\beta_{0}$ $=7.0 \mathrm{GeV}^{-2}, \beta_{2}=1.1$ for $\phi^{0}$ production.

Experimental studies of both the $Q^{2}$ and energy dependence of the diffraction slope are in the formative stage. In the heavy quarkonium sector, only photoproduction of the $J / \Psi$ has been studied to any extent. The experimental situa-


FIG. 11. Comparison of the color dipole model prediction for c.m.s. energy $W$ dependence of the diffraction slope for photoproduction of the $J / \Psi$ with the E401, ${ }^{50} \mathrm{NMC},{ }^{59} \mathrm{E} 687,{ }^{32} \mathrm{H} 1{ }^{54,55}$ and ZEUS ${ }^{52,53}$ data; $Q^{2}=0$.
tion is summarized in Fig. 11, at both fixed-target ${ }^{32,50,59}$ and HERA energies ${ }^{52-55}$; the error bars are too large for definitive conclusions about the presence or lack of shrinkage of the diffraction cone to be drawn. On the experimental side, determinations of the diffraction slope are very sensitive to cancellation of the inelastic background. Only the E401 experiment ${ }^{50}$ used a technique that allowed direct selection of purely elastic events. The E401 result $B(W$ $\left.=15 \mathrm{GeV}, Q^{2}=0\right)=5.6 \pm 1.2 \mathrm{GeV}^{-2}$ is consistent with the NMC result $B\left(W=15 \mathrm{GeV}, Q^{2}=0\right)=5.0 \pm 1.1 \mathrm{GeV}^{-2}$. ${ }^{59}$ The recent high-statistics Fermilab E687 experiment ${ }^{32}$ used a nuclear target, and its determination of the diffraction slope for quasielastic scattering, $B\left(W=20 \mathrm{GeV}, Q^{2}=0\right)=7.99$ $\pm 0.23 \mathrm{GeV}^{-2}$, is subject to the model-dependent separation of the coherent and quasielastic production on nuclei. At HERA, the first H 1 data gave $B\left(W=90 \mathrm{GeV}, Q^{2}=0\right)$ $=4.7 \pm 1.9 \mathrm{GeV}^{-254}$ and the first ZEUS data gave $B\left(W=90 \mathrm{GeV}, Q^{2}=0\right)=4.5 \pm 1.4 \mathrm{GeV}^{-2}, 52$ updated with higher statistics to $B\left(W=90 \mathrm{GeV}, Q^{2}=0\right)=4.6$ $\pm 0.6 \mathrm{GeV}^{-2} .{ }^{53}$ In 1996 the H1 collaboration ${ }^{55}$ found weak evidence for shrinkage of the diffraction cone: $B(W$ $\left.\sim 60 \mathrm{GeV}, Q^{2}=0\right)=3.7 \pm 0.2 \pm 0.2 \mathrm{GeV}^{-2}$ and $B(W$ $\left.\sim 120 \mathrm{GeV}, Q^{2}=0\right)=4.6 \pm 0.3 \pm 0.3 \mathrm{GeV}^{-2}$.

For virtual production of $J / \Psi$ the H1 collaboration ${ }^{58}$ reported in 1996 the first data:

$$
\begin{aligned}
B(W & \left.=90 \mathrm{GeV},\left\langle Q^{2}\right\rangle=18 \mathrm{GeV}^{2}\right) \\
& \left.=3.8 \pm 1.2(\text { stat. })_{-1.6}^{+2.0} \text { (syst. }\right) \mathrm{GeV}^{-2}
\end{aligned}
$$

Recently the ZEUS collaboration ${ }^{57}$ published a value of the diffraction slope at $Q^{2}=6 \mathrm{GeV}^{2}$ :

$$
\begin{aligned}
B(W & \left.=90 \mathrm{GeV},\left\langle Q^{2}\right\rangle=6 \mathrm{GeV}^{2}\right) \\
& =4.5 \pm 0.8 \text { (stat. }) \pm 1.0 \text { (syst.) } \mathrm{GeV}^{-2} .
\end{aligned}
$$

We predict a decrease in the diffraction slope from $Q^{2}=0$ to $Q^{2}=18 \mathrm{GeV}^{2}$ by a mere $\approx 0.5 \mathrm{GeV}^{-2}$, too small an effect to be seen at the present experimental accuracy.

The end-point contribution from asymmetric large-size dipoles with $z(1-z) \ll 1$ is different for the production of the $T$ and $L$ polarized vector mesons, and makes the average scanning radius somewhat larger in the case of $T$ polarization. Consequently, one would expect inequality of the diffraction slopes, $B_{T}>B_{L}$, for the polarization states. But the numerical difference between them is negligible even for the charmonium states, because in nonrelativistic quarkonium the end-point effects are strongly suppressed. For bottomonium states, $B_{T}-B_{L}$ is absolutely negligible.

## 9. WHAT IS SPECIAL ABOUT DIFFRACTIVE PRODUCTION OF THE RADIALLY EXCITED STATES $V(2 S)$ ?

In diffractive production of radially excited $2 S$ states ( $\Psi^{\prime}, \Upsilon^{\prime}$ ) the watchword is the node effect. The radial wave function of the $2 S$ state changes sign at $r \sim R_{V}(1 S)$, and there are cancellations of contributions to the production amplitude from large dipoles, $r \gtrsim R_{V}(1 S)$, and small dipoles, $r \leqq R_{V}(1 S)$, which were noted for the first time in Refs. 1 and 3. Manifestations of the node effect for diffractive production of light vector mesons off nuclei have been discussed in Refs. 30 and 60. A detailed analysis of the forward real and virtual photoproduction of light $2 S$ states ( $\rho^{\prime}, \phi^{\prime}$ ) at high energies is presented in Ref. 10. The major subject of the present discussion is new manifestations of the node for the diffraction cone.

The cancellation pattern obviously depends on the relationship between $r_{S}$ and the position of the node $r_{n}$, which is close to the radius of the $1 S$ state, $r_{n} \sim R_{V}(1 S)$. If $r_{S}$ $\ll R_{V}(1 S)$, then the wrong-sign contribution to the production amplitudes from dipoles with $r \gtrsim r_{n}$ is small and cancellations are weak (the undercompensation scenario of Ref. 30). If $r_{S} \gtrsim R_{V}(1 S)$, then the production amplitude can even be dominated by the wrong-sign contribution from $r$ above the node position (the overcompensation scenario). For heavy quarkonia the scanning radius $r_{S}$ is sufficiently small even at $Q^{2}=0$, and the undercompensation scenario is realized.

At fixed target energies, the node effect is sufficiently strong and suppresses the ratio $R_{21}(t=0)$ $=\left[d \sigma\left(\Psi^{\prime}\right) / d \sigma(J / \Psi)\right]_{t=0}$ by almost an order of magnitude (Fig. 12). Evidently, the smaller the scanning radius, the smaller the large- $r$ contribution and the weaker the node effect, so that the ratio $\left[d \sigma\left(\Psi^{\prime}\right) / d \sigma(J / \Psi)\right]_{t=0}$ rises with $Q^{2}$ as shown in Fig. 12. When the node effect is strong, which is the case for the $\Psi^{\prime}$ at $Q^{2}=0$, then even slight variations of the scanning radius $r_{S}$ can change the strength of the node effect substantially. For this reason one must not be surprised that at fixed target energies the ratio $\left[d \sigma\left(\Psi^{\prime}\right) / d \sigma(J / \Psi)\right]_{t=0}$ changes with $Q^{2}$ quite rapidly, on a scale of $Q^{2}$ smaller than the natural scale $m_{V}^{2}$. The predicted energy dependence of $\left[d \sigma\left(\Psi^{\prime}\right) / d \sigma(J / \Psi)\right]_{t=0}$ derives from the faster growth with energy of the dipole cross section for smaller dipoles, which also diminishes the node effect. In Fig. 13 (left box) we show in more detail for the HERA energy $W=100 \mathrm{GeV}$ the $Q^{2}$ dependence of the ratio of the $t$-integrated cross sections $\sigma(2 S) / \sigma(1 S)$, evaluated using the diffraction slope $B(2 S)$ described below. The predicted $Q^{2}$ and $W$ dependences of


FIG. 12. The color dipole model predictions for the $Q^{2}$ and $W$ dependence of the ratios $d \sigma\left(\gamma^{*} \rightarrow \Psi^{\prime}(2 S)\right) / d \sigma\left(\gamma^{*}\right.$ $\rightarrow J / \Psi)$ and $d \sigma\left(\gamma^{*} \rightarrow \Upsilon^{\prime}(2 S)\right) / d \sigma\left(\gamma^{*} \rightarrow \Upsilon\right)$ for the polarization-unseparated forward differential cross sections.
the node effect are both sufficiently strong to be observed at HERA. Because the scanning radius is substantially less than $R_{V}(1 S)$ for the heavier $b$ quarks than for the charmed quarks, the node effect in bottomonium production is much weaker, and the ratio $\left[d \sigma\left(\Upsilon^{\prime}\right) / d \sigma(\mathrm{Y})\right]_{t=0}$ is larger and exhibits much weaker $Q^{2}$ and $W$ dependences than for the charmonium states (Fig. 12).

The node effect is slightly different for the $T$ and $L$ polarizations. This is best seen in Fig. 5, which shows the ratio $R_{L T}(2 S)$ for $V^{\prime}(2 S)$ production, which is different from $R_{L T}(1 S)$ both in magnitude and $Q^{2}, W$ dependence.

The new effect that we focus on here is a nontrivial impact of the node effect on the diffraction cone. In the conventional situation, the larger the radii of the participating particles, the larger the diffraction slope, and for real photoproduction we have the clear hierarchy

$$
\begin{equation*}
B\left(\gamma \rightarrow \rho^{0}\right)>B\left(\gamma \leftarrow \phi^{0}\right)>B(\gamma \rightarrow J / \Psi)>B(\gamma \rightarrow \mathrm{Y}), \tag{66}
\end{equation*}
$$

which follows the hierarchy of radii $R_{\rho^{0}}>R_{\phi^{0}}>R_{J / \Psi}>R_{Y}$. Although the rms radius of the $\Psi^{\prime}$ is about twice $R_{J / \Psi}$, the color dipole approach uniquely predicts $B\left(\gamma \rightarrow \Psi^{\prime}\right)<B(\gamma$ $\rightarrow J / \Psi)$ in striking disagreement with the hierarchy (66), which has the following origin. Let $\mathscr{O}_{<}$and $\mathscr{O}_{>}$be the moduli of contributions to the $V(2 S)$ production amplitude from color dipoles with size $r$ below and above the position of the node in the $2 S$ radial wave function, and let $B_{<}$and $B_{>}$be the diffraction slopes for the corresponding contributions. Because of the hierarchy (66), we have the strong inequality

$$
\begin{equation*}
B_{>}>B_{<} \tag{67}
\end{equation*}
$$

For production of the $V(1 S)$ state $B(1 S) \approx B_{<}$. Now, the total $V(2 S)$ production amplitude is $\mathscr{L}(2 S)=\mathscr{M}_{<}-\mathscr{M}_{>}$, and for the diffraction slope we find

$$
\begin{align*}
B(2 S) & =\frac{B_{<} \mathscr{M}_{<}-B_{>} \mathscr{M}_{>}}{\mathscr{A}_{<}-\mathscr{M}_{>}} \\
& =B_{<}-\left(B_{>}-B_{<}\right) \frac{\mathscr{C}_{>}}{\mathscr{M}_{<}-\mathscr{C}_{>}}, \tag{68}
\end{align*}
$$

which yields the estimate

$$
\begin{equation*}
B(2 S)-B(1 S) \approx-\left(B_{>}-B_{<}\right) \frac{\mathscr{C}_{>}}{\mathscr{N b}_{<}-\mathscr{O}_{>}}<0 \tag{69}
\end{equation*}
$$

The weaker the node effect, the smaller the difference of diffraction slopes $B(2 S)-B(1 S)$. The typical color dipole sizes $r$ that enter $M_{<}$and $M_{>}$differ by $\sim R_{V}(1 S)$, and the difference of slopes $B_{>}-B_{<}$can be evaluated as a variation of the diffraction slope $B(1 S)$ when the scanning radius $r_{S}$ changes by a factor $\sim 2$ from its value at $Q^{2}=0$. Then the parametrization yields an estimate $B_{>}-B_{<} \sim(1-2) \beta_{1}$ $\sim 1 \mathrm{GeV}^{-2}$ for heavier quarkonia. Equation (69) shows that the splitting $B(2 S)-B(1 S)$ is further suppressed if the node effect is weak, i.e., if $\mathscr{O}_{>} \ll \mathscr{M}_{<}$.

The results for $B(1 S)-B(2 S)$ are presented in Fig. 14. For the bottomonium family the node effect is negligibly weak, cf. Fig. 12, whereas for the charmonium family the chances of the experimental observation of the inequality $B(2 S)<B(1 S)$ are nonzero, at least in real photoproduction and in the fixed-target experiments. The difference of diffraction slopes $B(1 S)-B(2 S)$ is larger for $L$ polarization, consistent with a stronger node effect for $L$ polarization. As discussed above and shown in Fig. 12, the node effect diminishes with energy, and the difference of diffraction slopes $B(1 S)-B(2 S)$ drops by a factor $\sim 2$ from the fixed-target energy to HERA energy. It vanishes at large $Q^{2}$ following the demise of the node effect in Fig. 12; the remarks on the


FIG. 13. The left box shows the color dipole model predictions for the $Q^{2}$ dependence of the ratio of the $t$-integrated polarization-unseparated cross sections $\sigma\left(\gamma^{*} \rightarrow \Psi^{\prime}(2 S)\right) / \sigma\left(\gamma^{*} \rightarrow J / \Psi\right)$ and $\sigma\left(\gamma^{*} \rightarrow \Upsilon^{\prime}(2 S)\right) / \sigma\left(\gamma^{*} \rightarrow \mathrm{Y}\right)$ at c.m.s. energy $W$ $=100 \mathrm{GeV}$. The right box shows comparison of the color dipole model prediction for c.m.s. energy $W$ dependence of the ratio $\sigma\left(\gamma \rightarrow \Psi^{\prime}\right) / \sigma(\gamma \rightarrow J / \Psi)$ at $Q^{2}$ $=0$ with the E401, ${ }^{50}$ NMC, ${ }^{31}$ E687, ${ }^{32}$ NA14, ${ }^{62}$ SLAC $^{63}$ and $\mathrm{H}^{33}$ data.


FIG. 14. The color dipole model predictions for the difference of diffraction slopes $B(1 S)-B(2 S)$ vs. $Q^{2}$ at c.m.s. energy $W$ $=15 \mathrm{GeV}$ (dashed lines) and $W=100 \mathrm{GeV}$ (solid lines) for $T$ and $L$ polarization.
rapid variation of the node effect on a scale of $Q^{2}$ smaller than $m_{V}^{2}$ at fixed-target energies $W \sim 15 \mathrm{GeV}$ are fully relevant to $B(1 S)-B(2 S)$ as well.

Another demonstration of the node effect leading to the inequality $B(2 S)<B(1 S)$ is presented in Fig. 15 in the form of the $t$ dependence of the differential cross section ratio

$$
\begin{equation*}
R_{V^{\prime} / V}(t)=\frac{d \sigma\left(\gamma \rightarrow V^{\prime}\right) / d t}{d \sigma(\gamma \rightarrow V) / d t} \tag{70}
\end{equation*}
$$

for real photoproduction. The ratio $R_{\Psi^{\prime} /(J / \Psi)}(t)$ rises with $t$ at $W=15 \mathrm{GeV}$ as a consequence of the node effect, whereas at $W=100 \mathrm{GeV}$ Fig. 15 shows an essentially constant $t$ dependence of $R_{\Psi^{\prime} /(J / \Psi)}(t)$ and $R_{Y^{\prime} / \Upsilon}(t)$, corresponding to a weaker node effect at higher energy and for heavier vector mesons, respectively; see also Fig. 14.

There is solid experimental evidence for the node effect in real photoproduction of the $\Psi^{\prime}$. In 1996 the H1 collaboration reported the first observation of real photoproduction of the $\Psi^{\prime}$ at HERA, with the result $R_{21}=\sigma\left(\gamma \rightarrow \Psi^{\prime}\right) / \sigma(\gamma$ $\rightarrow J / \psi)=0.15 \pm 0.05 .{ }^{33}$ In fixed target experiments, only E401 used a hydrogen target, with the result $\sigma(\gamma$ $\left.\rightarrow \Psi^{\prime}\right) / \sigma(\gamma \rightarrow J / \psi)=0.20 \pm 0.05$ at $W=17 \mathrm{GeV}$. Nuclear targets were used in all other experiments. Evaluation of the cross section ratio for the hydrogen target from these data requires corrections for nuclear shadowing in $J / \Psi$ production and nuclear antishadowing in $\Psi^{\prime}$ production; there are also systematic uncertainties in the separation of coherent and incoherent production. Specifically, for the same color dipole model as used in this paper, it has been shown ${ }^{1}$ that the ratio $R_{21}=\sigma\left(\gamma \rightarrow \Psi^{\prime}\right) / \sigma(\gamma \rightarrow J / \psi)$ is enhanced in incoherent production off nuclei by the factor $1.26,1.55$, and 2.16 for $\mathrm{Be}, \mathrm{Fe}$, and Pb nuclei, respectively. For a relatively dilute ${ }^{6} \mathrm{Li}$ target, the enhancement factor can be estimated to be $\approx 1.1$. The E687 result $R_{21}(\mathrm{E} 687)=0.21 \pm 0.02$ for a Be target at $W=19 \mathrm{GeV}^{32}$ then corresponds to $R_{21}(\mathrm{E} 687 ; N)$ $=0.17 \pm 0.02$ for a free nucleon target; the NMC result $R_{21}$ $=0.20 \pm 0.05$ (stat.) $\pm 0.07$ (syst. $)^{31}$ after correction for the last value ${ }^{61}$ of the branching ratio $B R\left(J / \Psi \rightarrow \mu^{+} \mu^{-}\right)=5.97$ $\pm 0.25 \%$ gives $R_{21}=0.17 \pm 0.04$ (stat.) $\pm 0.04$ (syst.) for a passive concrete absorber at $W=15 \mathrm{GeV}$, which corresponds to $R_{21}(\mathrm{NMC} ; N)=0.13 \pm 0.05$ for a free nucleon target. The NA14 result $0.22 \pm 0.05$ for a Li target at $W=14 \mathrm{GeV}^{62}$ corresponds to $R_{21}(\mathrm{NA} 14 ; N)=0.2 \pm 0.05$ for a free nucleon tar-
get, and the SLAC result $0.22 \pm 0.08$ for a Be target at $W$ $\simeq 6.5 \mathrm{GeV}^{63}$ corresponds to $R_{21}(\operatorname{SLAC} ; N)=0.18 \pm 0.07$ for a free nucleon target.

In Fig. 13 (right box) we compare our prediction for $R_{21}(N)=\sigma\left(\gamma \rightarrow \Psi^{\prime}\right) / \sigma(\gamma \rightarrow J / \psi)$ for real photoproduction on protons with the H1 and E401 data for a proton target and the above evaluations of $R_{21}(N)$ from nuclear-target data. The overall agreement between theory and experiment is satisfactory. In view of the steady collection of data at HERA, higher precision fixed-target data on a hydrogen target are highly desirable to check unambiguously the predicted rise of $R_{21}(N)$ with energy.

## 10. SUMMARY AND CONCLUSIONS

The major focus of this work has been on the forward cone for diffractive real and virtual photoproduction of ground ( $1 S$ ) and radially excited ( $2 S$ ) states of heavy quarkonia in the framework of the color dipole running gBFKL approach. We presented a detailed discussion of the color dipole factorization for diffractive amplitudes, and of the relevant pQCD factorization scales, with strong emphasis on restoration of the flavor symmetry in the variable $Q^{2}$ $+m_{V}^{2}$. We based our analysis on solutions of the gBFKL equations for the dipole cross section ${ }^{26,5}$ and for the diffraction slope for the color dipole scattering amplitude. ${ }^{28}$ Starting from the same dipole cross section that provides a good


FIG. 15. The color dipole model predictions for $t$ dependence of the ratio differential cross section $R_{V^{\prime} / V}(t)$ given by (70) for the $\Psi^{\prime} /(J / \Psi)$ and $Y^{\prime} / Y$ real photoproduction.
quantitative description of the rise in the proton structure function at small $x,{ }^{26,27}$ we found encouraging agreement with experimental data on the $Q^{2}$ and energy dependence of diffractive $J / \Psi$ production. There are many interesting predictions to be tested for $J / \Psi$ production, for instance the $Q^{2}$ dependence of the effective intercept $\Delta_{\text {eff }}$.

A detailed analysis of the energy and $Q^{2}$ dependence of the diffraction slope $B\left(\gamma^{*} \rightarrow V\right)$ for vector meson production is presented here for the first time. Of primary interest is the shrinkage of the diffraction cone, which follows from the finding ${ }^{28}$ that the gBFKL pomeron is a set of moving poles. We identified various sources of the $Q^{2}$ dependence of the diffraction slope. Based on the solution ${ }^{28}$ of the running gBFKL equation for the diffraction slope, we presented detailed calculations of the $Q^{2}$ and $W$ dependence of $B\left(\gamma^{*} \rightarrow V\right)$. The present experimental data on $B\left(\gamma^{*} \rightarrow V\right)$ for $J / \Psi$ production are not yet accurate enough to rule in or rule out our predictions for shrinkage of the diffraction cone.

Diffractive production of radially $2 S$ mesons ( $\Psi^{\prime}, \Upsilon^{\prime}$ ) is a subject on its own. The key new feature of production of the $2 S$ states is the node effect, the destructive interference of contributions to the production amplitude from small and large color dipoles because of the node in the radial wave function of $2 S$ radial excitations. The resulting strong suppression of the $\Psi^{\prime}$ photoproduction agrees with the available experimental data.

An interesting prediction to be tested from color dipole dynamics is a rise in the cross section ratio $\sigma(\gamma$ $\left.\rightarrow \Psi^{\prime}\right) / \sigma(\gamma \rightarrow J / \Psi)$ by a factor of 2 from the CERN-FNAL to HERA energies. A new consequence of the node effect that we discussed in this paper is a counterintuitive inequality of diffraction slopes, $B\left(\gamma \rightarrow \Psi^{\prime}\right)<B(\gamma \rightarrow J / \Psi)$, to be contrasted with the familiar rise in the diffraction slope for elastic scattering processes with increasing radius of the beam and target particles. The scanning phenomenon allows one to control the node effect by varying the scanning radius with $Q^{2}$, and we present the corresponding predictions for the $Q^{2}$ dependence of the cross section ratio $\sigma(\gamma$ $\left.\rightarrow \Psi^{\prime}\right) / \sigma(\gamma \rightarrow J / \Psi)$ and the difference of diffraction slopes $B\left(\gamma \rightarrow \Psi^{\prime}\right)-B(\gamma \rightarrow J / \Psi)$.

The predicted effects for the charmonium family are within reach of modern experiments. The present analysis of diffractive production of heavy mesons provides a useful benchmark for future applications to light vector mesons. The experimental comparison of virtual and real photoproduction of vector mesons will shed light on the transition between soft pomeron exchange, which dominates $\rho^{0}, \omega^{0}, \phi^{0}$ production at small and moderate $Q^{2}$, and gBKFL pomeron exchange at higher $Q^{2}$ and/or heavy vector mesons.
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## 1. INTRODUCTION

The measurement of the antineutrino spin asymmetry coefficient $B$ in neutron $\beta$ decay is a test for left-rightsymmetric models of the weak interaction. ${ }^{1}$ The value of $B$ within a simple left-right-symmetric model with light righthanded neutrinos ( $B_{L R}$ ) should differ from the value of $B_{V-A}$ obtained within the standard $V-A$ variant of the theory:

$$
\begin{equation*}
B_{L R}=B_{V-A}\left(1-2 \delta^{2}-1.21 \zeta^{2}-2.42 \delta \zeta\right), \tag{1}
\end{equation*}
$$

where $\delta$ is the ratio between the squares of the masses $M_{1}^{2}$ and $M_{2}^{2}$ for the mass states $W_{1}=W_{L} \cos \zeta-W_{R} \sin \zeta$ and $W_{2}=W_{R} \cos \zeta+W_{L} \sin \zeta$, and $\zeta$ is the mixing angle of $W_{L}$ and $W_{R}$.

The value of $B$ expected within the pure $V-A$ theory can be calculated on the basis of the values of the ratio between the axial and vector weak coupling constants $\lambda$ known from measurements of the neutron lifetime and electron-spin correlation: ${ }^{2-8}$

$$
\begin{equation*}
B_{V-A}=2 \frac{\lambda^{2}-\lambda}{1+3 \lambda^{2}} . \tag{2}
\end{equation*}
$$

The very weak dependence of $B$ on $\lambda$,

$$
\begin{equation*}
\partial B / \partial \lambda=0.075 \tag{3}
\end{equation*}
$$

makes such a calculation very accurate, so that although the spread in $\lambda$ in the experiments in Refs. 2-8 amounts to $10^{-2}$, they give $B_{V-A}=0.988$ to within $10^{-3}$.

Thus, examining the contribution of right-handed currents to the decay probability is useful to the $10^{-3}$ level, and with respect to the mass of the right-handed vector boson $W_{R}$ it is useful to the $540 \mathrm{GeV} / c^{2}$ level for a zero mixing angle or to $\zeta \leqslant 3 \times 10^{-2}$ when $\delta=0$. The mass limit for $W_{R}$ from muon decay is $406 \mathrm{GeV} / c^{2}$, ${ }^{9}$ and the limit obtained for the mass of the additional vector boson $W^{\prime}$ from direct collider experiments recently reached the $652 \mathrm{GeV} / c^{2}$ level. ${ }^{10}$ However, more complicated variants of the theoretical models with heavy right-handed neutrinos, nonidentical coupling constants ( $g_{R} \neq g_{L}$ ), and inequivalent left- and right-handed Kobayashi-Maskawa matrices make improving the accuracy of measurements of the antineutrino spin asymmetry in neutron $\beta$ decay a timely problem.

Of course, achieving the $10^{-3}$ accuracy level is a very complex experimental task involving measurement of the experimental asymmetry and measurement of the neutron beam polarization to appropriate accuracy. However, it is possible to approach this accuracy level. Recent measurements ${ }^{11}$ performed at the St. Petersburg Nuclear Physics Institute (Gatchina) on the polarized cold neutron source of the VVR-M reactor achieved an accuracy of $8 \times 10^{-3}$. They were discontinued because of the breakdown of the cold neutron source, and the accuracy of the measurements was limited by the statistics of a 94-h series of measurements.


FIG. 1. Overall diagram of the experimental devices and their arrangement in the beam (viewed from above). a) Experimental apparatus for measuring asymmetry: 1 - electron detector, 2 - proton detector, 3 - time-of-flight electrode, 4 - spherical electrode, 5 - spherical grid, 6 - exit neutron guide, 7 shielding grid. b) Setup of the in-beam experimental equipment: 1 - additional neutron guide section, 2 - polarizer, 3 - neutron guide with nonmagnetic coating, 4 - flipper $F_{1}, 5$ - flipper $F_{1}^{\prime}$, 6 - experimental apparatus for measuring asymmetry, 7 - apparatus for measuring polarization. c) Apparatus for measuring polarization: 1 - beam shutter, 2 analyzer $A_{1}, 3$ - flipper $F_{2}, 4$ - flipper $F_{2}^{\prime}, 5-\operatorname{analyzer} A_{2}, 6$ - neutron detector.

In this paper, we present the results of measurements continued at the reactor of the Institut Laue-Langevin (ILL) in Grenoble, where an accuracy of $4 \times 10^{-3}$ was achieved, and we discuss the prospects for increasing that accuracy.

## 2. GENERAL EXPERIMENTAL SETUP. POLARIZED BEAM PRODUCTION

The general setup of the experiment performed at the reactor of the Institut Laue-Langevin (Grenoble, France) is shown in Fig. 1. It includes an apparatus for measuring the experimental asymmetry (Fig. 1a) and an apparatus for measuring the neutron beam polarization (Fig. 1c). Measurements of the neutron beam polarization were performed during the measurements of the experimental asymmetry, or the stability of the polarization and the efficiency of the flipper were monitored. The flipper provided for periodic reversal of the sign of the neutron beam polarization.

The first task was to produce a polarized neutron beam of maximum possible intensity. For this purpose, a neutron guide system consisting of an additional neutron guide section, a multislit supermirror polarizer, and a nonmagnetic neutron guide with two radio-frequency flippers was assembled in the PF1 beam from the cold-neutron source of the reactor (see Fig. 1b). Additional neutron guide section $l$ with a length of 2 m and cross section $6 \times 12 \mathrm{~cm}^{2}$ made it possible
to bring the polarizer closer to the site of the apparatus. Neutron guide 3 with a nonmagnetic ${ }^{58} \mathrm{NiMo}$ coating ( $V_{\text {lim }}$ $=7.8 \mathrm{~m} / \mathrm{s}$ ) is designed to transport the polarized beam to the apparatus and to accommodate the spin flippers. It had a length of 1 m and the same cross section $\left(3 \times 5 \mathrm{~cm}^{2}\right)$ as multislit supermirror polarizer 2 . The system of the two flippers 4 and 5 permitted reversal of the sign of the neutron beam polarization by either of the flippers and variation of the spin-flip efficiency. The resulting beam of polarized cold neutrons had a flux density of $2 \times 10^{8} \mathrm{n} / \mathrm{cm}^{2} \cdot \mathrm{~s}$ at the entrance to the apparatus, which corresponds to a flux density of thermal neutrons equal to $6.8 \times 10^{8} \mathrm{n} / \mathrm{cm}^{2} \cdot \mathrm{~s}$.

Although the resulting flux density of polarized cold neutrons was one-third the density in the VVR-M reactor at Gatchina, the statistical accuracy of the measurements at the ILL reactor in Grenoble was 2.5 times greater, owing to a better signal-to-background ratio, higher degree of polarization of the beam, and successful collection of statistics over the course of 13 days.

## 3. MEASUREMENT OF NEUTRON BEAM POLARIZATION

The required polarization measurement accuracy in this endeavor is $0.1-0.2 \%$. Determining the properties of the analyzer in measurements of the polarization from the secondary reflection ${ }^{12}$ calls for a special approach, which takes into
account a very subtle effect, viz., the depolarization accompanying the interaction of neutrons with analyzing devices. In the general case, an analyzing device can be described by a transmission matrix. The off-diagonal elements of such a matrix correspond to depolarization processes:

$$
\begin{align*}
& \hat{A}=\left(\begin{array}{ll}
I & B \\
B & C
\end{array}\right), \quad A=\frac{I-C}{I+2 B+C},  \tag{4}\\
& \hat{P}=\binom{J_{1}}{J_{2}}, \quad P=\frac{J_{1}-J_{2}}{J_{1}+J_{2}}, \tag{5}
\end{align*}
$$

where $\hat{A}$ is the analyzer matrix, $A$ is the analyzing power, $I$ and $C$ are the transmission coefficients of the different spin components of the neutron beam without no change in polarization, $B$ is the transmission coefficient with a change in sign of the polarization, $\hat{P}$ is the polarization vector of the neutron beam, $P$ is the value of the polarization, and $J_{1}$ and $J_{2}$ are the intensities of the spin components of the neutron beam.

A method for measuring the polarization with consideration of depolarization effects was proposed in our preceding paper (Ref. 13), which was devoted to this question. This method was carefully studied during the measurements performed.

The method is based on a design for an analyzing device consisting of two analyzers with a flipper between them (Fig. 1c) (a double flipper system was used to measure the flipper efficiency). Rotating the analyzing device by $180^{\circ}$ about the horizontal axis $O-O^{\prime}$ enables us to obtain the required number of independent measurements and to determine the beam polarization, as well as the efficiency of both analyzers under the assumption that their efficiency is conserved after the reversal operation.

The neutron beam polarization can be calculated from the formula ${ }^{13}$

$$
\begin{align*}
& P_{1}^{2} \equiv \frac{N_{-+} \tilde{N}_{-+}}{N_{++} \widetilde{N}_{+-}}=P^{2} \frac{A_{1}}{\widetilde{A}_{1}},  \tag{6}\\
& P_{1}^{\prime 2} \equiv \frac{N_{-+} \tilde{N}_{-+}}{\widetilde{N}_{++} N_{+-}}=P^{2} \frac{\widetilde{A}_{2}}{A_{2}},  \tag{7}\\
& P_{A}=\sqrt{P_{1} P_{1}^{\prime}}, \tag{8}
\end{align*}
$$

where $N_{++}, N_{+-}, N_{-+}$, and $N_{--}$are linear combinations of the measurement results for the forward position of the analyzing device $\left(A_{1}, A_{2}\right)$ :

$$
\begin{align*}
& N_{++}=\left(N_{00}+N_{10}\right)+\left(N_{01}+N_{11}\right), \\
& N_{+-}=\left(N_{00}+N_{10}\right)-\left(N_{01}+N_{11}\right),  \tag{9}\\
& N_{-+}=\left(N_{00}-N_{10}\right)+\left(N_{01}-N_{11}\right), \\
& N_{--}=\left(N_{00}-N_{10}\right)-\left(N_{01}-N_{11}\right) .
\end{align*}
$$

Similar expressions can be written for the linear combinations $\widetilde{N}_{++}, \widetilde{N}_{+-}, \widetilde{N}_{-+}$, and $\widetilde{N}_{--}$for the backward position of the analyzing device $\left(A_{2}, A_{1}\right)$. Here $N_{00}, N_{10}, N_{01}$, $N_{11}, \widetilde{N}_{00}, \widetilde{N}_{10}, \widetilde{N}_{01}$, and $\widetilde{N}_{11}$ are the detector counting rates for different states of the flippers in both the forward and
backward positions of the analyzing device. The tilde corresponds to the backward position. The indices on $N$ reflect the states of flipper $F_{1}$ and flipper $F_{2}$, respectively. Formulas (9) are written in the simplified form for flippers with an efficiency equal to unity. In the general case, the flipper efficiencies appear as correction factors in (9) without altering their structure.

The condition of equality of the analyzer efficiencies after reversal of the analyzing device is reflected in (6) and (7). The physical properties of the analyzers remain absolutely unchanged, but their analyzing power depends on the angle of incidence of the neutron beam. Therefore, in the present problem the necessary condition is satisfied if the beam divergence remains unchanged along the entire analyzing device, i.e., when the analyzers and the neutron guide form a system of parallel planes without breaks and bends. Unfortunately, to obtain high efficiency, the analyzer assemblies must be bent to avoid direct flight without interaction with the mirrors. Bent systems quickly alter the beam divergence and cause a spurious effect in the measurements. The spurious effect appearing in a polarization measurement has the form of sinusoidal dependence on the inclination of the device relative to the beam.

This effect was detected in the experiment and confirmed in Monte Carlo calculations. The geometry of the apparatus and the previously measured dependences of the reflection coefficients of the supermirrors for both spin components of the neutron beams were incorporated into the calculations. The calculated and experimental results are presented in Fig. 2. Spurious variation of the neutron beam polarization is observed. The effect has a sinusoidal character with an amplitude of $0.5 \%$. When the apparatus is rotated about the beam axis (see Fig. 2a), the $P(\varphi)$ curve takes the form of its mirror image. This attests to the appearance of the spurious dependence under consideration as a consequence of the asymmetric geometry of the apparatus. Fortunately, the spurious effect has an alternating sign, and is compensated to a considerable extent when the mean value of the beam polarization is measured, i.e., when integration is carried out over the angles. As the Monte Carlo calculations show, the compensation is not complete. In the integrated value of the polarization the spurious effect causes underestimation of the mean value by $0.1 \%$; therefore, an appropriate correction must be introduced. In our measurements the statistical accuracy for the mean beam polarization was very high $(0.01 \%)$. However, we estimate the final accuracy of the polarization measurements to be at the $0.25 \%$ level, fearing that the asymmetric angular distribution of the beam can cause a deviation from the results obtained in the Monte Carlo model.

We noted during these investigations that depolarization takes place when the neutron beam interacts with the analyzing devices. The off-diagonal elements of the matrix describing the analyzing devices were equal to $2.5 \times 10^{-3}$. This is the spin-flip probability. This finding is important, since the assumption that there are no depolarization effects and the use of a simplified measurement scheme (without rotation of the analyzing device about axis 1 ) would lead to a $0.5 \%$ error in the polarization measurements. One possible reason for


FIG. 2. a) Polarization measurement schemes in two geometries: normal (I) and mirror-image (II) (lateral view). In each of the geometries measurements were performed for the forward position of the analyzing device $\left(A_{1}, A_{2}\right)$ and for the backward position of the analyzing device $\left(\widetilde{A}_{2}, \widetilde{A}_{1}\right)$, The position was changed from forward to backward and vice versa by rotation about axis 1 . The angular dependence of the polarization was measured by rotating the entire device about axis 2. b) Dependence of the polarization $P(\varphi)$ and the intensity $I$ on the angle of inclination of the analyzing device relative to the beam. The polarization was calculated from Eqs. (9)-(12) under the assumption that the analyzing power of the analyzers remains unchanged after rotation of the device; $A_{1}=\widetilde{A}_{1}, A_{2}=\widetilde{A}_{2}$. Points - results of measurements in geometry I (O) and geometry II (■). Solid lines - Monte Carlo calculation for these geometries.
the depolarization accompanying the interaction with an analyzing device is the inhomogeneity of the magnetic field. If the magnetic field is not parallel to the supermirror surface, an abrupt change in the direction of the force lines occurs at the vacuum-material boundary because of magnetic induction in the material. For example, if the angle between the magnetic field and the surface is $4^{\circ}$, the beam depolarization effect equals $0.5 \%$.

In measurements of the mean polarization, angular scans were carried out both in the vertical plane and with the analyzer slit inclined to the vertical. The horizontal dimensions of the neutron guide system of the analyzing device were sufficient to completely cover the angular distribution of the beam in the horizontal plane.

The spectral dependence of the polarization $P$ on neutron wavelength $\lambda_{n}$ was measured at each point using a time-offlight technique. This dependence was then averaged with the spectrum $J\left(\lambda_{n}\right)$. When the neutron spectrum $J\left(\lambda_{n}\right)$ was

TABLE I.
$\left.\begin{array}{llr}\text { 1. Results of polarization measurements } \\ \text { with consideration of the spectral, angular, and } \\ \text { spatial distributions of the beam }\end{array}\right) \quad 97.5 \pm 0.01 \%$
measured, the analyzing system was oriented in the vertical position, and the beam passed through the gap between the neutron guides in the region of the rotation axis of the analyzing system without interacting with the latter. The spectrum was measured by a detector with an efficiency which depends on the velocity according to a $1 / v$ law. The changes in the form of the spectrum as a result of the spectrally dependent absorption and scattering in the air, in the aluminum exit window of the chamber, and in the aluminum entrance window of the detector, were measured experimentally. For this purpose, aluminum foils were placed in the beam, and relative measurements of the spectrum were made when the chamber of the apparatus was filled with air and when it was evacuated. The measured spectral corrections were used to correct the result obtained by measuring the mean polarization. This correction was insignificant because of the weak spectral dependence of the polarization. The correction for the counting errors of the electronic instrumentation was also measured experimentally. The results of the measurements of the polarization and the corrections are presented in Table I.

The most important elements in the setup for measuring the neutron beam polarization are flipper $F_{1}$, which is intended to reverse the sign of the polarization, and flipper $F_{2}$, which is located between the analyzers.

The operation of the flippers was based on the occurrence of neutron spin flip in a variable magnetic field when the neutron spin precession frequency coincides with the frequency of the variable magnetic field (neutron magnetic resonance). However, the probability of transitions between the Zeeman sublevels depends on the dwell time of the neutron in the field, i.e., such a spin-flip method is spectrally dependent. This problem has been eliminated in our flipper. The magnetic field gradient created in the region of the radio-frequency coil ensures a spin flip for all neutron velocities in the beam when the amplitude of the variable field is large and the following adiabaticity condition holds:

$$
\begin{equation*}
V_{z} \frac{d H}{d z} \ll 2 \pi \gamma H_{1}^{2}, \tag{10}
\end{equation*}
$$

where $V_{z}$ is the velocity of neutrons along the beam axis, $H$ is a constant magnetic field with gradient $d H / d z, H_{1}$ is the amplitude of the variable magnetic field, and $\gamma$ is the gyromagnetic ratio of the neutron. If this condition is satisfied for the fastest neutrons in the beam, the flipper efficiency can reach $99 \%$. Such a flipper was first employed for ultracold

TABLE II.

| Geometry | $f_{1}, \%$ | $f_{1}^{\prime}, \%$ | $f_{2}, \%$ | $f_{2}^{\prime}, \%$ |
| :--- | :---: | :---: | :---: | :---: |
| Forward $\left(A_{1}, A_{2}\right)$ | $98.01 \pm 0.05$ | $96.82 \pm 0.05$ | $98.30 \pm 0.05$ | $99.51 \pm 0.05$ |
| Backward $\left(A_{2}, A_{1}\right)$ | $97.96 \pm 0.05$ | $96.75 \pm 0.05$ | $98.43 \pm 0.05$ | $99.39 \pm 0.05$ |

neutrons in Ref. 14, and was subsequently employed for heavy and cold neutrons. The PF1 beam was recently outfitted with such flippers. The important advantages include the absence of matter in the beam path and the simplicity of control (by turning the variable field on and off).

A polarization analyzer with a double flipper system makes it possible to easily measure the efficiency of a flipper. Therefore, besides flippers $F_{1}$ and $F_{2}$ there are auxiliary flippers $F_{1}^{\prime}$ and $F_{2}^{\prime}$ for measuring the efficiency of the flippers. For each pair of flippers it is possible to perform four different measurements (four combinations of the states of two flippers), which suffice to determine the efficiency of both flippers. The efficiency of the flippers is determined from the relations

$$
\begin{equation*}
f=\frac{N_{0}^{0}+N_{1}^{1}-3 N_{1}^{0}+N_{0}^{1}}{3 N_{0}^{0}-N_{1}^{1}-N_{1}^{0}-N_{0}^{1}}, \quad f=\frac{N_{0}^{0}+N_{1}^{1}-3 N_{0}^{1}+N_{1}^{0}}{3 N_{0}^{0}-N_{1}^{1}-N_{0}^{1}-N_{1}^{0}} . \tag{11}
\end{equation*}
$$

Here $N_{0}^{0}, N_{0}^{1}, N_{1}^{1}$, and $N_{1}^{0}$ are the detector counting rates, where the subscripts correspond to the main flipper, and the superscripts correspond to the auxiliary flipper. The results of the measurements of the flipper efficiencies are presented in Table II. The measurements of the efficiencies $f_{2}$ and $f_{2}^{\prime}$ were performed for two positions of the analyzing device (the forward and backward geometries), with no changes noted in efficiency. The values of $f_{1}$ and $f_{2}$ were obtained automatically. As is seen from Table II, there is fairly good reproducibility of the measurement results.

The stability of the operation of the flippers was regularly monitored during the measurements, and no variations in their efficiency were noted to within $0.05 \%$.

It is noteworthy that a radio-frequency flipper is asymmetric, since the beam polarization is $+P$ when the variable magnetic field is turned off and $-P f$ when the variable magnetic field is turned on.

## 4. MEASUREMENT OF THE EXPERIMENTAL ASYMMETRY

The escape direction of the undetected antineutrino can be determined from the measured proton momentum and electron energy. A diagram of the momenta of the neutron decay products is presented in Fig. 3. For given electron momentum, all possible antineutrino momenta lie on a sphere of radius $P_{\nu}=\left(E_{0}-E_{e}\right) / c$, where $P_{\nu}$ is the antineutrino momentum, $E_{0}$ the kinetic energy of the decay, and $E_{e}$ the electron energy. Thus, knowing the electron energy and measuring the projection of the proton momentum onto the $x$ axis by the time-of-flight method, we can determine the antineutrino escape angle and reconstruct the kinematics of the decay process. Since the ratios between $P_{e}$ and $P_{\nu}$ for different electron momenta are different, the events detected in an experiment should be recorded in the form of


FIG. 3. Diagram of the momenta of the neutron decay products: $P_{e}, P_{\nu}$, and $P_{p}$ are the momenta of the electron, antineutrino, and recoil proton, and $P_{p}^{\prime}$ is the projection of the proton momentum onto the $x$ axis.
coincidence matrices with electron energy $E_{e}$ and proton time of flight $t_{p}$ as coordinates. Complete information on the neutron decay process can be represented by two matrices corresponding to two directions of the neutron beam polarization relative to the $x$ axis of the apparatus, i.e., the axis joining the two detectors.

The number of events in each cell of such a matrix can be written in the form

$$
\begin{align*}
N_{i k}^{ \pm}= & f\left(E_{i}\right)\left[1+a\left(v_{i} / c\right)\left(\cos \theta_{e \nu}\right)_{i k}\right. \\
& \left. \pm P A\left(v_{i} / c\right)\left(\cos \theta_{\sigma e}\right)_{i k} \pm P B\left(\cos \theta_{\sigma \nu}\right)_{i k}\right] \tag{12}
\end{align*}
$$

where $a, A$, and $B$ are the electron-antineutrino, electronspin, and antineutrino-spin angular correlation coefficients, $P$ is the neutron beam polarization, $v_{i} / c$ is the electron velocity expressed in units of the velocity of light, $f\left(E_{i}\right)$ is the Fermi function with allowance for radiative corrections, and the $\cos \theta_{i k}$ are the cosines of the angles between the respective vectors. The labels $i$ and $k$ specify finite intervals of electron energies $\left(E_{i}\right)$ and proton times of flight $\left(t_{k}\right)$. Accordingly, all quantities with these labels should be averaged over the respective interval.

In the absence of correlations the density of events on the neutrino sphere (see Fig. 3) is constant. Owing to the coefficient $a$, asymmetry appears between the event counts in the left- and right-hand hemispheres, even for an unpolarized beam. The coefficient $A$ specifies the asymmetry in the total number of events on the sphere when the direction of the neutron spin is reversed. Finally, the coefficient $B$ leads to asymmetry between event counts in the right- and left-hand hemispheres, which changes sign when the sign of the polarization changes. Thus, it is difficult to directly measure the $B$ asymmetry. However, the experimental asymmetry $X$, which depends on all three coefficients $a, A$, and $B$ simultaneously, can be measured. It is defined as the asymmetry in the number of events (coincidence of the signals in the electron and proton detectors) upon reversal of the sign of the polarization:

$$
\begin{align*}
X_{i k} & =\frac{N_{i k}^{+}-N_{i k}^{-}}{N_{i k}^{+}+N_{i k}^{-}} \\
& =\frac{P B\left(\cos \theta_{\sigma \nu}\right)_{i k}+P A\left(v_{i} / c\right)\left(\cos \theta_{\sigma e}\right)_{i k}}{1+a\left(v_{i} / c\right)\left(\cos \theta_{\sigma \nu}\right)_{i k}} . \tag{13}
\end{align*}
$$

Thus, if we measure the experimental asymmetry $X_{i k}$, we can calculate $(P B)_{i k}$ using the relation

$$
\begin{equation*}
(P B)_{i k}=\frac{X_{i k}\left[1+a\left(v_{i} / c\right)\left(\cos \theta_{e \nu}\right)_{i k}\right]-P A\left(v_{i} / c\right)\left(\cos \theta_{\sigma e}\right)_{i k}}{\left(\cos \theta_{\sigma \nu}\right)_{i k}} . \tag{14}
\end{equation*}
$$

Equations (13) and (14) are valid if the absolute values of the polarization during measurements of $N^{+}$and $N^{-}$are identical. Consideration of flipper asymmetry would require making these formulas more complicated. On the other hand, the sum of two measurements with guiding magnetic fields of opposite sign permits symmetrization of the values of the polarization for $\mathrm{N}^{+}$and $\mathrm{N}^{-}$and the use of Eqs. (13) and (14). The effective value of the polarization then equals $P_{\text {eff }}=P\left(1+f_{1}\right) / 2$.

Determination of $B$ requires knowledge of the neutron beam polarization and calculation of the values of $\left(v_{i} / c\right)$ $\times\left(\cos \theta_{e \nu}\right)_{i k},\left(v_{i} / c\right)\left(\cos \theta_{\sigma e}\right)_{i k}$, and $\left(\cos \theta_{\sigma \nu}\right)_{i k}$. The values of $a$ and $A$ are known from the preceding experiments, ${ }^{15,6-8}$ and since they are small compared with $B$, their error does not make a significant contribution to the total error in the measurement of $B$.

The equipment diagram is shown in Fig. 1a. The apparatus consists of an electron detector, a system of electrodes, which creates the required configuration of electrostatic fields, and a proton detector. The method based on the coincidence of the electron and proton signals was employed to measure the proton momentum by the time-of-flight technique. The recoil proton passed through the free-flight pedestal 3, where there is no electric field, and was then accelerated in the field of the spherical capacitor 4. A proton accelerated to an energy of 25 keV was detected by the detector. The acceleration time, which is appreciably shorter than the time of flight in region 3, was taken into account in simulating the process of recording decay events.

The signals from the electron detector acted as "start'" commands for the temporal encoder and permitted measurement of the electron energy. Pulses from the proton signal served as the "stop" command for the temporal encoder, providing for time measurements. The background of accidental coincidences was measured simultaneously by the shifted coincidence technique using the same electronics. The information obtained was accumulated in the form of valid and random (background) coincidence matrices for the two spin directions in computer memory for subsequent offline processing.

The electron detector consisted of a $75-\mathrm{mm}$ diameter plastic scintillator with a photomultiplier. The energy resolution and response function of the electron detector were determined in a separate experiment. A magnetic $\beta$ spectrometer with a working detector placed at its exit was employed for this purpose. The data from these measurements were used to determine the width of the response function of the electron detector in different parts of the energy range. For example, the full width of the line at half-maximum is equal to 81 keV at an energy of 357 keV and to 108 keV at 616 keV . This is in good agreement with the known dependence for scintillation detectors: $\Delta E \propto \sqrt{E}$, i.e., the energy resolution is proportional to the square root of the energy. As a result, the value $\Delta E=0.227 \sqrt{E} \mathrm{keV}$ was taken for the energy resolution of the detector in the calculations. The "tail'" of
electrons backscattered from the detector then amounts to 6\%.

A diaphragm was positioned in front of the electron detector to determine the solid angle for detecting electrons and to isolate the decay region detected, as was a collimator of special design, which suppressed the scattering of electrons that did not enter the detector.

The proton detector was a striped assembly of two microchannel plates. The diameter of the working region of the detector was 60 mm . The temporal resolution of the proton detector and the electronics was determined directly during the experiment from the form of the instantaneous coincidence peak. The width of the instantaneous coincidence peak was 15 ns . The main contribution to the instantaneous coincidence peak was made by the background processes from cascade $\gamma$ quanta and rescattered electrons.

The focusing of the protons onto the sensitive region of the detector was verified by a calculation and experimentally. Calculations of a map of the electric field followed by calculations of the proton trajectories and the acceleration dynamics were performed on a computer. It was shown that alignment of the detector in the working position relative to the electrodes to within 1 cm ensures the collection of all protons to within $0.1 \%$. This was confirmed in direct experiments on decay protons. For this purpose the sensitive region of the detector was covered by a screen with a diameter of 50 mm so that only the peripheral region with a width of 5 mm would remain open. The count of decay protons in such a detector amounted to $0.1 \%$ of the count in a completely open detector.

The entire chamber was surrounded by three pairs of current-carrying loops to create the guiding magnetic field and to cancel the earth's magnetic field. The amplitude of the guiding magnetic field was 5 Oe , and the earth's magnetic field was cancelled to better than 0.02 Oe. The guiding magnetic field provided for polarization parallel (antiparallel) to the axis of the apparatus. The initial magnetic field near the polarizer was vertical, but in front of the apparatus it was rotated by $+90^{\circ}\left(-90^{\circ}\right)$, i.e., parallel (antiparallel) to the axis of the apparatus. The sign of the polarization was varied during the asymmetry measurements by flipper $F_{1}$ without altering the configuration of the magnetic fields. However, about once a day the direction of the guiding magnetic field of the apparatus was reversed to eliminate the effect of the asymmetry in the operation of the flipper.

## 5. MEASUREMENT RESULTS

The counting rate of the decay events was 0.6 events/s, and 719456 decay events were detected during the 13-day measurement period. The signal-to-background ratio under the time-of-flight coincidence peak was 2.7 . The same ratio at the maximum was equal to 15 .

Figure 4 presents experimental proton time-of-flight spectra and electron energy spectra for one of the series of measurements.

In order to calculate the mean values of $\left(v_{i} / c\right)$ $\times\left(\cos \theta_{e \nu}\right)_{i k},\left(v_{i} / c\right)\left(\cos \theta_{\sigma e}\right)_{i k}$, and $\left(\cos \theta_{\sigma \nu}\right)_{i k}$ appearing in (5), we wrote a program to simulate the $\beta$ decay process


FIG. 4. Experimental and calculated spectra for two beam polarization directions. a) Proton time-of-flight spectra (the channel width is 10 ns ): 1 correlated peak (the intensity is diminished by a factor of 10), 2 - polarization directed toward the electron detector, 3 - polarization directed toward the proton detector. b) Electron energy spectra (the channel width is 13 keV ): 1 - polarization directed toward the electron detector, 2 - polarization directed toward the proton detector. Solid lines - Monte Carlo calculation, points - experimental data.
under the real conditions of the experimental apparatus by the Monte Carlo method. The model took into account all the necessary geometric parameters, the spectrum of decay electrons in the form of a Fermi function, the response functions of the electron and proton detectors, the characteristics of the analog-to-digital converter (ADC) and the time-to-code converter, the neutron density distribution in the beam, and the calculated map of the electric field between the electrodes.

The program yields four matrices with the same coordinates $i$ and $k$ as the experimental coincidence matrices. Three of these matrices are matrices of corresponding cosines, and the fourth matrix is the calculated two-dimensional spectrum for an unpolarized beam $N_{i k}$. The subtlest procedure for processing the results is to match the matrices obtained from the experiment and the cosine matrix calculated by the Monte Carlo method. A shift in the time and energy scales can lead to appreciable errors in the calculations, especially near zeroes of $\cos \theta_{\sigma \nu}$. The inaccuracy in the calibration of the energy and time scales and their possible nonlinearities also cause difficulties in accurately matching the matrices. Therefore, we employed the following simple and effective procedure. The experimental time-of-flight spectrum summed over both polarizations and the spectrum calculated


FIG. 5. Dependence of $P B$ on $\cos \theta_{\sigma \nu}$ for one of the series of measurements.
by the Monte Carlo method for the unpolarized beam were divided into a certain number of parts with equal intensities. Each such part corresponded uniquely to certain mean values of the calculated cosines. Matching the fits of the corresponding parts of the spectra from the experiment and the calculation permitted us to solve for the accuracy of the calibration and the relative displacement of the time scales.

The energy scale was calibrated using ${ }^{113} \mathrm{Sn}$ and ${ }^{137} \mathrm{Cs}$ conversion electron sources. The calibration procedure was performed during the measurements every 24 h . However, the calibration accuracy was not very high because of the diffuseness of the peaks, which is associated with the resolution of the detector. This required a series of calculations with varying energy parameters, i.e., the channel width, and adjustment of the zero within the calibration uncertainty range. Agreement between the experimental and calculated energy and time spectra served as a preliminary criterion for selecting the best variant.

The final criterion of the accuracy of the matching of the energy and time scales was the lack of a dependence of $P B$ on any of the variables. After removing the results for identical values of $\cos \theta_{\sigma \nu}$ from the event matrix, we constructed plots of the dependence of $P B$ on $\cos \theta_{\sigma \nu}$. One example of such an analysis for the constancy of $P B$ using the $\chi^{2}$ criterion is presented in Fig. 5. It was found that the criterion for the constancy of $P B$ near zeroes of $\cos \theta_{\sigma \nu}$ is fairly sensitive to the calibration accuracy of the energy scale and essentially replaces the direct calibration relative to the energy of the conversion sources. The results of a comparison of the measurements and the Monte Carlo calculations are presented in Fig. 4, which shows projections of the density of the event matrices onto the time and energy axes. The proton time-offlight spectra most graphically demonstrate how the experimental asymmetry appears when the sign of the beam polarization is reversed. The values of $\chi^{2}$ indicate the degree of agreement between the calculations and experimental results.

For final processing on the basis of the energy calibrations, all the statistics compiled were divided into three groups. In each of them the corresponding experimental matrices, which were compiled for opposite directions of the guiding magnetic field, were added. The calculation of $P B$ was performed on the basis of these summed matrices for each group. The results of the calculations are presented in

TABLE III.

| Group No. | Number of events | $P B$ | Error |
| :--- | :---: | :---: | :---: |
| 1 | 219650 | 0.9485 | 0.0046 |
| 2 | 347785 | 0.9442 | 0.0037 |
| 3 | 152021 | 0.9479 | 0.0061 |

Table III. The weighted mean of $P B$ for the three groups is $0.9463 \pm 0.0025$.

Possible systematic experimental errors were analyzed by varying the model parameters in the Monte Carlo calculations within their uncertainty ranges. Table IV lists the possible errors.

The largest errors are the statistical uncertainty of 0.0025 , the 0.0020 error due to the poor energy resolution of the detector, and the 0.0025 error due to the systematic errors in the measurements of the neutron beam polarization. The total uncertainty in the measurements of the antineutrino spin asymmetry was 0.0044 , i.e., the result is approximately two times better than the result of the first run of measurements performed in 1994. The results obtained for $P_{\text {eff }} B=0.9463$ $\pm 0.0025$, a neutron beam polarization $P=97.52 \pm 0.25 \%$, and a flipper efficiency equal to $97.99 \pm 0.05 \%$ were used to calculate the antineutrino spin asymmetry coefficient with consideration of the fact that the effective polarization $P_{\text {eff }}$ $=P\left(1+f_{1}\right) / 2$.

Thus, the value obtained in the present experiment for the antineutrino escape asymmetry coefficient with respect to the spin of the decaying neutron is $B=0.9801 \pm 0.0046$. The weighted mean with consideration of the result obtained in 1994 ( $B=0.9894 \pm 0.0083$ ) is $B=0.9821 \pm 0.0040$.

The difference between the value obtained and the value expected according to the standard model of the weak interaction is $0.0059 \pm 0.0040$, i.e., it is 1.5 times the error. It is noteworthy that such accuracy, $0.4 \%$, in measurements of the angular correlation coefficients in neutron decay was obtained for the first time and approaches the accuracy of the neutron lifetime determination.

Within the left-right-symmetric models, the bound on

TABLE IV.

| Source of error | Error | Error in $B$ |
| :--- | :---: | :---: |
| Accuracy of the calculation of mean cosines | - | 0.0010 |
| (accuracy of the Monte Carlo model) |  |  |
| Energy resolution of the | 1.7 | 0.0020 |
| electron detector, keV | 0.02 | 0.0012 |
| Fraction of backscattered electrons | 0.25 | 0.0004 |
| Radius of the proton diaphragm, mm | 0.25 | 0.0001 |
| Radius of the electron detector, mm | 0.25 | 0.0006 |
| Radius of the electron diaphragm, mm | 0.0051 | 0.0010 |
| The coefficient $a$ | 0.0011 | 0.0005 |
| The coefficient $A$ | - | 0.0029 |
| Total systematic error | - | 0.0025 |
| Polarization measurement error | - | 0.0025 |
| Statistical error | - | 0.0046 |
| Total absolute error |  |  |



FIG. 6. Bounds on the parameters of the left-right-symmetric model from the new data on the $B$ asymmetry ( $B=0.9821 \pm 0.0040$ ). The region of allowed model parameters at the $90 \%$ confidence level is hatched.
the parameters of the right-handed currents can be established in accordance with Eq. (1):

$$
\begin{equation*}
2 \delta^{2}+1.21 \zeta^{2}+2.42 \delta \zeta \leqslant 0.0127(90 \% \text { C.L. }) \tag{15}
\end{equation*}
$$

These bounds are graphically displayed in Fig. 6. When the mixing angle equals zero, it is seen that the mass of the right-handed $W$ boson is

$$
M_{W_{R}} \geqslant 284.3 \mathrm{GeV} / c^{2}
$$

On the other hand, when $\delta=0$, the resulting value of $B$ makes it possible to obtain a bound on the helicity of the antineutrino. The helicity of the antineutrino $h_{\nu}$ can be expressed as $h_{\nu}=1-\zeta^{2}$. It then follows from relation (15) that the strength of the antineutrino-spin correlation in neutron decay permits estimation of the deviation of the helicity from unity:

$$
\Delta\left(h_{\nu}\right) \leqslant 0.0105(90 \% \text { C.L. }) .
$$

## 6. PROSPECTS FOR INCREASING THE ACCURACY OF THE MEASUREMENTS

As follows from an analysis of Table IV, progress in improving the accuracy of the measurements is needed in three main areas: 1) increasing the statistical accuracy; 2) improving the energy resolution of the electron detector; and 3) eliminating systematic effects in the polarization measurements.

Concrete steps can be proposed in each of these areas.

1. To increase the statistical accuracy there is a plan to increase the total flux of polarized neutrons in the PF1 beam. A focusing multislit supermirror polarizer with a crosssectional area equal to $6 \times 12 \mathrm{~cm}^{2}$, i.e., 4.8 times the existing value, is being developed for this purpose. Another way to significantly increase the size of the data set of the events is to increase the free-flight pedestal from which the decay products are collected, and to increase the number of detecting systems by a factor of $5-10$. However, this procedure should be regarded as a separate approach requiring considerable capital investments.
2. The energy resolution of the electron detector can be improved by replacing the existing scintillation electron detector by a semiconductor $\mathrm{Si}(\mathrm{Li})$ detector with a diameter of 70 mm , which has already been developed jointly with the Tokyo Institute of Technology and whose use in future measurements is planned.
3. The systematic effects in the polarization measurements can be eliminated by going over to rectilinear analyzing systems, as well as by diminishing the depolarizing effects as a result of improvements in the uniformity of the field of the magnets.

On the whole, the accuracy of the measurement of antineutrino spin asymmetry can be brought up to the $2 \times 10^{-3}$ level, and this is fairly important for the left-rightsymmetric models of the weak interaction.
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#### Abstract

The probabilities of the associated production of a Higgs boson with a $Z$ boson by a charged lepton in the field of a plane electromagnetic wave of arbitrary intensity and in a constant crossed field are obtained. The behavior of the cross section of the process as a function of the particle energies and the external field intensity is investigated for various values of the Higgs boson mass. It is shown that there is a logarithmic increase in the photoproduction cross section at superhigh energies up to a value significantly exceeding the cross section of the reaction $e^{+}+e^{-} \rightarrow Z+H$, which is presently regarded as the most probable channel for the production of Higgs bosons. © 1998 American Institute of Physics. [S1063-7761(98)00406-5]


## 1. INTRODUCTION

Along with gauge invariance, one of the key elements of the standard model of electroweak interactions is the Higgs mechanism for the appearance of gauge boson masses and for the cancellation of divergences on the basis of spontaneous symmetry breaking.

The fundamental massive Higgs boson, whose existence underlies the Weinberg-Salam-Glashow (WSG) theory, has yet to be found. The experimental detection of scalar Higgs bosons would be a decisive verification of the standard model and, in a broader sense, of the very idea that the Higgs mechanism of spontaneous symmetry breaking operates in the physics of elementary particles.

In the WSG theory the masses of $W^{ \pm}$and $Z$ bosons, as well as the vacuum mean $v$ of the Higgs field, can be expressed in terms of the fine-structure constant $\alpha$, the Fermi constant $G_{F}$, and the Weinberg angle $\theta_{W}^{1,2}$ :

$$
\begin{aligned}
& M_{W}=\left(\frac{\pi \alpha}{\sqrt{2} G_{F}}\right)^{1 / 2} \frac{1}{\sin \theta_{W}}=80.37 \pm 0.19 \mathrm{GeV} \\
& M_{Z}=\frac{M_{W}}{\cos \theta_{W}}=91186.3 \pm 1.9 \mathrm{MeV} \\
& v=\left(\sqrt{2} G_{F}\right)^{-1 / 2} \simeq 246 \mathrm{GeV}
\end{aligned}
$$

while the Higgs particle mass $M_{H}$ is a free parameter of the model and is related to the unknown dimensionless parameter $\lambda$, which characterizes the self-action of Higgs scalars:

$$
M_{H}=\lambda v .
$$

Since the interaction constants of Higgs bosons with other particles in the WSG theory are determined by the masses of these particles, the coupling of Higgs bosons to gauge bosons and heavy quarks is far stronger than their coupling to electrons and other light particles. Therefore, the combined production of a Higgs boson with $W^{ \pm}$and $Z$ gauge bosons in $e^{+} e^{-}$and hadronic collisions is believed to be most promising when various mechanisms for production of
the Higgs boson are selected, and it has been a subject of ongoing theoretical and experimental research.

In electron-positron collisions, Higgs bosons should be produced mainly as a result of the processes
$e^{+}+e^{-} \rightarrow W^{+} W^{-} \nu_{e} \tilde{\nu}_{e} \rightarrow H+\nu_{e}+\tilde{\nu}_{e}$,
$e^{+}+e^{-} \rightarrow Z \rightarrow Z+H, \quad e^{+}+e^{-} \rightarrow e^{+} e^{-} Z Z \rightarrow e^{+}+e^{-}+H$
(see Refs. 3-6), among which $e^{+}+e^{-} \rightarrow Z+H$ is the most probable process when $\sqrt{s} \leqq 500 \mathrm{GeV},{ }^{7}$ where $\sqrt{s}$ is the energy of the colliding particles in the center-of-mass system. Experiments devised to detect the process $e^{+}+e^{-} \rightarrow Z+H$ at LEP2 place a lower bound on the Higgs boson mass of $M_{H}>75 \mathrm{GeV} .{ }^{1}$ The reaction cross section is at most 0.3 picobarn when $M_{H} \in(50,350) \mathrm{GeV}$, and it decreases as the Higgs boson mass increases. ${ }^{4,7}$

Taking into account the results of Tevatron experiments that directly measure the $W$ boson and $t$ quark masses, we assume that the Higgs particle mass is $127_{-72}^{+127} \mathrm{GeV}$, and that the Higgs boson mass is at most 465 GeV with $95 \%$ probability. ${ }^{1}$

As for the upper bound on the $H$ boson mass, it is not given, in principle, by the standard model and can be estimated only on the basis of 'common sense" assumptions. For example, if it is taken into account that the constant $\lambda$ describes both the self-action of Higgs bosons and the interaction of $W^{ \pm}$and $Z$ bosons with one another and with $H$ bosons, a strong interaction between the particles appears, which cannot be described by perturbation theory, if $M_{H}$ $>M_{Z}, M_{W}$. A detailed analysis shows that the $H$ boson mass should be at most 700 GeV in this case. ${ }^{7-10}$

Another possible channel for the production of Higgs particles is provided by electron-photon collisions. For example, Hagiroara et al. ${ }^{11}$ studied the dependence of the cross section of the process $e+\gamma \rightarrow W+H+\nu_{e}$ on the Higgs boson mass in the energy range $\sqrt{s}=200-2000 \mathrm{GeV}$, and Eboli et al. ${ }^{12}$ examined the reaction $e+\gamma \rightarrow e \gamma \gamma \rightarrow e+H$, in which the production of Higgs bosons with a mass $M_{H}>140 \mathrm{GeV}$ becomes possible provided $\sqrt{s}>500 \mathrm{GeV}$. In this case it is
proposed that the hard photons be obtained by utilizing the inverse Compton effect, under which the spectrum of scattered radiation for $\chi=2 \omega E / \mathrm{m}^{2} \gg 1$ becomes nearly monochromatic and has a sharp maximum at $\omega^{\prime} \approx E\left(\omega, \omega^{\prime}\right.$, and $E$ are the energies of the incident and scattered photons and the relativistic electron, respectively).

Among the possible mechanisms for the production and decay of $H$ bosons, the processes which take place in external electromagnetic fields should be singled out.

Such investigations are important, because, on the one hand, the probabilities of processes that are forbidden in the free case by the 4 -momentum conservation law achieve appreciable values in an intense external field, and, on the other hand, an external field can be a powerful catalyst and can dramatically increase the amount of information provided by processes that are capable of occurring without a field. ${ }^{13-15}$

The possibility of the associated production of a Higgs boson and a $Z$ boson by a charged lepton in external electromagnetic fields of various configuration is studied in the present work. The probabilities of the processes are calculated by finding exact solutions of the relativistic wave equations with exact consideration of the interaction of the charged particles with the external electromagnetic field. ${ }^{13-16}$

An expression for the probability of the process $e \rightarrow e$ $+Z+H$ in the field of a plane electromagnetic field of arbitrary intensity is obtained in the second section.

The third section is devoted to the calculation of the probability of the process $e \rightarrow e+Z+H$ in a constant crossed field. At ultrarelativistic electron energies and relatively weak fields $\left(E, H \ll H_{0}=m^{2} / e \simeq 4.41 \times 10^{13} \mathrm{G}\right)$ the results of this section are also applicable to the description of the process in an arbitrary constant field.

In the fourth section asymptotic formulas for the probability of the process in a constant crossed field and for the cross section of the process in the field of a plane electromagnetic wave in the applicability region of perturbation theory with respect to a wave intensity parameter are found in several limiting cases.

It is shown that at high energies the cross section of the photoprocess $e+\gamma \rightarrow e+Z+H$, which we have investigated, can significantly surpass the cross section of the reaction $e^{-}+e^{+} \rightarrow Z+H$, with which definite prospects for detecting the Higgs boson have been tied. ${ }^{1,3,4}$

## 2. THE PROCESS $e \rightarrow e+Z+H$ IN THE FIELD OF AN ELECTROMAGNETIC PLANE WAVE

In the standard model of electroweak interactions the matrix element of the process under study has the following form: ${ }^{17}$

$$
\begin{aligned}
\langle f| S^{(2)}|i\rangle= & \frac{i g^{2} M_{Z}}{\cos ^{2} \theta_{W} \sqrt{4 k_{0} k_{0}^{\prime}}} \\
& \times J^{\mu}\left[g_{\mu \nu}-\frac{p_{\mu} p_{\nu}}{M_{Z}^{2}}\right] \frac{e_{\nu}^{(\lambda) *}\left(k^{\prime}\right)}{p^{2}-M_{Z}^{2}+i \Gamma_{Z} M_{Z}} .
\end{aligned}
$$

Here $\Gamma_{Z} \simeq 2494.7 \pm 2.6 \mathrm{MeV}$ is the decay width of the $Z$ boson, $k=\left(k_{0}, \mathbf{k}\right)$ and $k^{\prime}=\left(k_{0}^{\prime}, \mathbf{k}^{\prime}\right)$ are the 4-momenta of the
final-state Higgs and $Z$ bosons, $p$ is the 4 -momentum of the intermediate $Z$ boson, and $J^{\mu}$ is the electroweak current:

$$
J^{\mu}=\int d^{4} x \bar{\psi}_{q^{\prime}}(x) \gamma^{\mu}\left(g_{V}+g_{A} \gamma^{5}\right) \psi_{q}(x) \exp (i p x)
$$

where $g_{A}=-1 / 4, g_{V}=-1 / 4+\sin ^{2} \theta_{W}$, and $\psi_{q}(x)$ is the exact solution of the Dirac equation for an electron moving in the given external field. The wave function of an electron in an arbitrary plane-wave field specified by the 4-potential $A^{\mu}=A^{\mu}(\varphi)$, which depends only on the phase $\varphi=n x$ ( $n$ is the wave vector and $n^{2}=0$ ), can be represented in the form ${ }^{14,18}$

$$
\begin{align*}
\psi_{q}(x)= & \left(2 q_{0} V\right)^{-1 / 2} \\
& \times\left[1+\frac{e}{2(n q)}(\gamma n)(\gamma A)\right] u(q) \exp \left(i S_{q}(x)\right), \tag{1}
\end{align*}
$$

where $V$ is the normalization volume, $u(q)$ is the bispinor amplitude of the free plane wave, which is the solution of the free Dirac equation

$$
(\gamma q-m) u(q)=0, \quad q^{2}=m^{2},
$$

and $S_{q}(x)$ coincides with the classical action function for a particle moving in the field of a wave:

$$
\begin{equation*}
S_{q}(x)=-q x-\int_{0}^{\varphi} d \varphi\left[\frac{e}{(n q)}(q A)-\frac{e^{2} A^{2}}{2(n q)}\right] \tag{2}
\end{equation*}
$$

In the case of interest to us here of a circularly polarized wave specified by the vector potential

$$
\begin{aligned}
& A^{\mu}(x)=a_{1}^{\mu} \cos \varphi+a_{2}^{\mu} \sin \varphi \\
& a_{1}^{2}=a_{2}^{2}=a^{2}, \quad a_{1} a_{2}=0, \quad a_{1} n=a_{2} n=0, \quad \varphi=n x
\end{aligned}
$$

it follows from Eqs. (1) and (2) that

$$
\begin{aligned}
\psi_{q}(x)= & {\left[1+\frac{e}{2(n q)}\left(\hat{n} \hat{a}_{1} \cos \varphi+\hat{n} \hat{a}_{2} \sin \varphi\right)\right] } \\
& \times \frac{u(q)}{\sqrt{2 Q_{0}}} \exp \left\{-i e \frac{a_{1} q}{(n q)} \sin \varphi\right. \\
& \left.+i e \frac{a_{2} q}{(n q)} \cos \varphi-i Q x\right\}
\end{aligned}
$$

Here we have introduced the quasimomentum of an electron in a wave field:

$$
Q^{\mu}=q^{\mu}-e^{2} \frac{a^{2}}{2(n q)} n^{\mu}
$$

Its square plays the role of the electron effective mass in the field:

$$
Q^{2}=m_{*}^{2}=m^{2}\left(1+\xi^{2}\right),
$$

where $\xi=\sqrt{-e^{2} a^{2} / m^{2}}$ is the classical wave intensity parameter, which is equal to the ratio of the work performed by the field to the wavelength to the electron rest energy.

We average the square of the modulus of the matrix element of the process over the spin states of the initial electron and sum over the polarizations of the final electron ac-
cording to the conventional rules, and we perform the summation over the polarizations of the $Z$ boson using the formula

$$
\sum_{\lambda=1,2,3} e_{\nu}^{(\lambda)}\left(k^{\prime}\right) e_{\mu}^{(\lambda)}\left(k^{\prime}\right)=-\left(g_{\mu \nu}-\frac{k_{\mu}^{\prime} k_{\nu}^{\prime}}{M_{Z}^{2}}\right),
$$

where $e_{\nu}^{(\lambda)}\left(k^{\prime}\right)$ is the polarization 4-vector of the $Z$ boson.
Next, performing the integration over the phase volume of the Higgs and final $Z$ bosons in tensor form, for the total probability of the process per unit time and unit volume we obtain

$$
\begin{align*}
& W= \frac{G_{F}^{2}}{(2 \pi)^{3}} M_{Z}^{6} \frac{m^{2}}{Q_{0}} \sum_{s>s_{0}} \int_{u_{1}}^{u_{2}} \frac{d u}{(1+u)^{2}} \\
& \times \int_{M^{2}}^{\tau(u)} \frac{d \tau \sqrt{\left(\tau-M_{Z}^{2}-M_{H}^{2}\right)^{2}-4 M_{Z}^{2} M_{H}^{2}}}{\tau\left(\left(\tau-M_{Z}^{2}\right)^{2}+\left(\Gamma_{Z} M_{Z}\right)^{2}\right)} \\
& \times\left\{A E-4 g_{A}^{2} \frac{m^{2}}{M_{Z}^{2}} F\left(B \frac{\left(\tau-M_{Z}^{2}\right)^{2}}{M_{Z}^{2}}+A\left(2-\frac{\tau}{M_{Z}^{2}}\right)\right)\right\},  \tag{3}\\
& E=\left(g_{A}^{2}+g_{V}^{2}\right)\left[-2 \xi^{2} \frac{u^{2}+2 u+2}{u+1}\left(J_{s+1}^{2}+J_{s-1}^{2}-2 J_{s}^{2}\right)\right. \\
&\left.-8 J_{s}^{2}\left(1-\frac{\tau}{2 m^{2}}\right)\right]+16\left(g_{V}^{2}-g_{A}^{2}\right) J_{s}^{2} \\
&+2 g_{A} g_{V} \frac{u+2}{u+1} J_{s}\left(J_{s-1}-J_{s+1}\right) \frac{(n p)}{m^{2}} \\
& \times 4 z\left(1-\frac{2 \xi^{2}}{1+\xi^{2}} \frac{u}{u_{s} z^{2}}\right), \quad u_{s}=\frac{2 s(n p)}{m_{*}^{2}},  \tag{4}\\
& F=-2 \frac{\tau}{m^{2}} J_{s}^{2}+\frac{u^{2}}{u+1} \xi^{2}\left(J_{s+1}^{2}+J_{s-1}^{2}-2 J_{s}^{2}\right), \\
& B= \frac{\left(\tau+M_{Z}^{2}-M_{H}^{2}\right)^{2}-\tau M_{Z}^{2}}{3 \tau^{2}} . \\
& M+M_{H}, \quad A=\frac{8 \tau M_{Z}^{2}+\left(\tau+M_{Z}^{2}-M_{H}^{2}\right)^{2}}{12 \tau M_{Z}^{2}}, \\
& M
\end{align*}
$$

Each term in (3) corresponds to the production of a Higgs boson and a $Z$ boson as a result of the absorption of $s$ photons from the field, whose minimum number equals

$$
s_{0}=\frac{\left(M+m_{*}\right)^{2}-m_{*}^{2}}{2(n q)} .
$$

In formulas (3) and (4) we have introduced the invariant integration variables $u=-1+(n q) /\left(n q^{\prime}\right)$ and $\tau=(s n+q$ $\left.-q^{\prime}\right)^{2}$. In addition,
$u_{1,2}=\frac{(s n+q)^{2}-M^{2}-m_{*}^{2} \pm \sqrt{\left((s n+q)^{2}-M^{2}-m_{*}^{2}\right)^{2}-4 m_{*}^{2} M^{2}}}{m_{*}^{2}}$,
$\tau(u)+\frac{(s n+q)^{2} u}{1+u}-m_{*}^{2} u$.
The argument of the Bessel functions $J(z)$ in (4) is defined by the formula

$$
z=2 s \frac{\xi}{\sqrt{1+\xi^{2}}} \sqrt{\frac{u}{u_{s}}\left(1-\frac{u}{u_{s}}-\frac{\tau(1+u)}{u u_{s} m_{*}^{2}}\right)} .
$$

We note that the result in the form of (3) and (4) which we have obtained is exact. It is valid for any value of the classical wave nonlinearity parameter, including $\xi \geqq 1$, at which the interaction of the electron with the field of the intense electromagnetic wave leads to effects which are nonlinearly dependent on the energy density of the wave.

Further integration, however, cannot be performed analytically, but under the condition $\xi \ll 1$, which corresponds to the condition for the applicability of perturbation theory with respect to the external field, where the processes with the absorption of the minimum possible number of quanta from the field are most probable, it is possible to perform the expansion of (3) and (4) in powers of $\xi^{2}$ (for further details, see Ref. 14).

Along with the condition $\xi^{2} \ll 1$, we also require that

$$
\begin{equation*}
2(n q)>\left(M+m_{*}\right)^{2}-m_{*}^{2}, \tag{5}
\end{equation*}
$$

whereupon the process resulting from the absorption of one photon from the field becomes possible.

As a result, after dividing the probability (3) by the incident flux density $j=m^{2} \kappa / 2 \omega E V$ ( $\omega$ is the photon energy, $E$ is the electron energy, and $\kappa=2(n q) / m^{2}$ ) and setting $\xi^{2}=4 \pi \alpha / m^{2} \omega V$ ( $\alpha$ is the fine-structure constant), we obtain the cross section of the process $e+\gamma \rightarrow e+Z+H$ in the form

$$
\begin{align*}
\sigma= & \left(\frac{e G_{F} m}{\pi}\right)^{2}\left(\frac{M_{Z}^{2}}{\kappa m^{2}}\right)^{2} \\
& \times \int_{b}^{1-a} \frac{d \lambda\left(1-M^{2} / \kappa \lambda m^{2}\right)^{1 / 2}\left(1-M_{1}^{2} / \kappa \lambda m^{2}\right)^{1 / 2}}{\left(\lambda-M_{Z}^{2} / \kappa M^{2}\right)^{2}} \\
& \times\left\{2 A C-4 g_{A}^{2} \frac{m^{2}}{M_{Z}^{2}} D\left[B \frac{m^{4} \kappa^{2}}{M_{Z}^{4}}\left(\lambda-\frac{M_{Z}^{2}}{\kappa m^{2}}\right)^{2}\right.\right. \\
& \left.\left.+A\left(2-\frac{\kappa \lambda m^{2}}{M_{Z}^{2}}\right)\right]\right\} \tag{6}
\end{align*}
$$

where $\lambda=\tau / m^{2} \kappa$,

$$
\begin{aligned}
C= & \left(g_{V}^{2}+g_{A}^{2}\right)[2 \lambda(1-\lambda)-1] \ln \frac{1-\lambda}{a} \\
& -2 \lambda\left(g_{V}^{2}+g_{A}^{2}\right)(1-\lambda-a)+4 g_{V} g_{A}\left(\frac{1}{2}-\lambda\right) \\
& \times \ln \frac{1-\lambda}{a}-4 g_{V} g_{A}(1-\lambda-a), \\
M_{1}= & M_{Z}-M_{H},
\end{aligned}
$$

$$
\begin{aligned}
& D=[1-2 \lambda(1-\lambda)] \ln \frac{1-\lambda}{a}+2 \lambda(1-\lambda-a), \\
& b=\kappa a=\frac{1}{k} \frac{M^{2}}{m^{2}},
\end{aligned}
$$

and $A$ and $B$ are defined by (4).

## 3. THE PROCESS $e \rightarrow e+Z+H$ IN A CONSTANT CROSSED FIELD

In this section we examine the process $e \rightarrow e+Z+H$ in a constant crossed field (the intensities of the magnetic and electric fields are equal in magnitude and orthogonal to one another: $|\mathbf{E}|=|\mathbf{H}|, \mathbf{E} \perp \mathbf{H}$, and both field invariants are equal to zero).

A crossed field is a special case of an electromagnetic field of the plane-wave type and can be specified by the potential

$$
\begin{equation*}
A^{\mu}=a^{\mu} \varphi, \quad a n=0 \tag{7}
\end{equation*}
$$

and the complete wave function of an electron in a crossed field is obtained from (1) with consideration of (7):

$$
\begin{aligned}
\psi_{q}(x)= & {\left[1+\frac{e(\gamma n)(\gamma a)}{2(n q)} \varphi\right] \frac{u(q)}{\sqrt{2 q_{0} V}} } \\
& \times \exp \left[-i e \frac{(a q)}{2(n q)} \varphi^{2}+i e^{2} a^{2} \frac{\varphi^{3}}{6(n q)}-i(q x)\right] .
\end{aligned}
$$

The probability of the process in a crossed field can be obtained from the general formula (1) using the initial- and final-state wave functions of the electron in the crossed field. However, here we shall utilize another method to calculate the quantity of interest to us, which is based on the exact result (3) for the case of a circularly polarized wave. In fact, in a circularly polarized wave the total probability of the process depends on the two invariant parameters $\xi$ and $\chi$ :
$\xi=\sqrt{-\frac{e^{2} a^{2}}{m^{2}}}=\frac{e F}{m \omega}, \quad \chi=\frac{e}{m^{3}}\left[-\left(F^{\alpha \beta} q_{\beta}\right)\right]^{1 / 2}=\xi \frac{(n q)}{m^{2}}$.
In this case the electric and magnetic field intensity vectors rotate in a plane perpendicular to the wave propagation direction with a frequency equal to the frequency of the wave.

Therefore, when $\omega \rightarrow 0(\xi \rightarrow \infty)$, the total probability of the process in the field of a circularly polarized wave should coincide exactly with the probability of the process in a constant crossed field: ${ }^{14,15,18}$

$$
\begin{equation*}
\lim _{\xi \rightarrow \infty} W(\xi, \chi) \equiv W(\infty, \chi) \equiv W(\chi) \tag{8}
\end{equation*}
$$

We again note that the result obtained on the basis of the limiting transition (8) is exact for a crossed field at any energy and that in the ultrarelativistic case (when the electron energy $\varepsilon \gtrdot>m$ ), as we have noted above, it describes the probability of the process in a constant external electromagnetic field of arbitrary form with an intensity $F \ll H_{0}$ (for more exact applicability conditions, see Ref. 14).

Exchanging the order of summation and integration in Eq (3), we obtain the following expression for the probability:

$$
\begin{aligned}
W & =\sum_{s>s_{0}} \int_{0}^{2 \pi} d \varphi \int_{0}^{\infty} d u \int_{M^{2}}^{\infty} d \tau W(u, \tau, s, \varphi) \\
& =\int_{0}^{2 \pi} d \varphi \int_{0}^{\infty} d u \int_{(M / m)^{2}}^{\infty} d \alpha \sum_{s>s_{\min }} m^{2} W(u, \alpha, s, \varphi),
\end{aligned}
$$

where
$\alpha=\frac{\tau}{m^{2}}, \quad s_{\min }=\frac{\xi^{3} u}{2 \chi}\left[1+\frac{1}{\xi^{2}}\left(1+\alpha \frac{u+1}{u^{2}}\right)\right], \quad \chi=\frac{(n q)}{m^{2}} \xi$.
Since the variables take the values $z \sim s \sim \xi^{3} \gg 1$ over the range of $z$ and $s$ that makes a significant contribution to the total probability when $\xi^{2} \gg 1$, the sum over $s$ can be replaced by integration over the new variable $\tau$. For this purpose we must use the relation

$$
s=\frac{\xi^{3} u}{2 \chi}\left(1+\frac{2 \tau}{\xi}\right)+s_{\min }
$$

As a result, we obtain

$$
\begin{align*}
W= & \int_{0}^{2 \pi} d \varphi \int_{0}^{\infty} d u \int_{(M / m)^{2}}^{\infty} d \alpha \\
& \times \int_{-\xi / 2}^{\infty} d \tau \frac{\xi^{2} u}{\chi} m^{2} W(\varphi, u, \tau, \alpha) . \tag{9}
\end{align*}
$$

We next apply the asymptotic behavior of the Bessel functions, in terms of which $W(\varphi, u, \tau, \alpha)$ can be expressed when their argument and the index tend to infinity with increasing $\xi^{2}$, the ratio between the latter tending to unity ${ }^{19}$ :

$$
J_{s}(z) \simeq \frac{1}{\pi}\left(\frac{2}{s}\right)^{1 / 3} \Phi(y)
$$

where $\Phi(y)$ is the Airy function, whose argument is

$$
y=\left(\frac{s}{2}\right)^{2 / 3}\left(1-\frac{z^{2}}{s^{2}}\right)=\left(\frac{u}{2 \chi}\right)^{2 / 3}\left[1+\alpha \frac{u+1}{u^{2}}+\tau^{2}\right] .
$$

In the limit $\xi \rightarrow \infty$, the integral over the angular variable $\tau$ in Eq. (9) can be calculated using relations known from the theory of Airy functions. ${ }^{14}$ For the total probability of the process $e \rightarrow e+Z+H$ in a constant crossed field we ultimately obtain

$$
\begin{align*}
W= & -\frac{1}{\sqrt{\pi}} \frac{G_{F}^{2} M_{Z}^{6}}{(2 \pi)^{3} Q_{0}}\left(\frac{m}{M}\right)^{2} \int_{0}^{1} \frac{d x}{\left(1-x M_{Z}^{2} / M^{2}\right)^{2}} \\
& \times(1-x)^{1 / 2}\left(1-x \frac{M_{1}^{2}}{M^{2}}\right)^{1 / 2} \int_{0}^{\infty} \frac{d u}{(u+1)^{2}} G(u, x), \tag{10}
\end{align*}
$$

where

$$
G(u, x)=4 F_{1} G_{1}-8 g_{A}^{2} \frac{m^{2}}{M_{Z}^{2}} G_{2}\left[\frac{F_{2}}{x^{2}}\left(1-x \frac{M_{Z}^{2}}{M^{2}}\right)^{2}\left(\frac{M}{M_{Z}}\right)^{4}\right.
$$

$$
\begin{align*}
& \left.+\frac{F_{1}}{x}\left(\frac{M}{M_{Z}}\right)^{2}\left(2 x \frac{M_{Z}^{2}}{M^{2}}-1\right)\right], \\
G_{1}= & 4\left(g_{A}^{2}-g_{V}^{2}\right) \Phi_{1}+\left(g_{A}^{2}+g_{V}^{2}\right)\left[\left(2-\left(\frac{M}{m}\right)^{2} x\right) \Phi_{1}\right. \\
& \left.-2 \frac{u^{2}+2 u+2}{u+1} \Phi^{\prime}\left(\frac{\chi}{u}\right)^{2 / 3}\right], \\
G_{2}= & \left(\frac{M}{m}\right)^{2} x \Phi_{1}+2 \frac{u^{2}}{u+1} \Phi^{\prime}\left(\frac{\chi}{u}\right)^{2 / 3}, \\
F_{1}= & \frac{2}{3}+\frac{1}{6}\left(1-\frac{M_{H}^{2}}{M_{Z}^{2}}\right)+\frac{1}{12}\left(\frac{M}{M_{Z}}\right)^{2} \frac{1}{x}+\frac{1}{12} \\
& \times\left(1-\frac{M_{H}^{2}}{M_{Z}^{2}}\right)^{2}\left(\frac{M_{Z}}{M}\right)^{2} x,  \tag{11}\\
F_{2}= & \frac{1}{3}+\frac{2}{3} \frac{M_{Z}^{2}-M_{H}^{2}}{M^{2}} x+\frac{\left(M_{Z}^{2}-M_{H}^{2}\right)^{2}}{3 M^{4}} x^{2}-\frac{1}{3}\left(\frac{M_{Z}}{M}\right)^{2} x .
\end{align*}
$$

Equation (11) employs not only the Airy function $\Phi(z)$, but also the related function

$$
\Phi_{1}(z)=\int_{0}^{\infty} \Phi(t) d t
$$

with argument

$$
\begin{equation*}
z=\left(\frac{u}{\chi}\right)^{2 / 3}\left[1+\left(\frac{M}{m}\right)^{2} \frac{1}{x} \frac{u+1}{u^{2}}\right] . \tag{12}
\end{equation*}
$$

We note that for a constant magnetic field $\mathbf{H} \uparrow \uparrow z$ with intensity $H \ll H_{0}=m^{2} / e=4.41 \times 10^{13} \mathrm{G}$ and an ultrarelativistic electron with zero longitudinal momentum (the energy $E \gtrdot m$, and $p_{z}=0$ ), the spectral variable and the dynamical parameter in Eqs. (10)-(12) are defined to be

$$
u=\frac{p_{\perp}}{p_{\perp}^{\prime}}-1=\sqrt{\frac{n}{n^{\prime}}}-1, \quad \chi=\frac{H}{H_{0}} \frac{p_{\perp}}{m}
$$

where $p_{\perp}=\sqrt{2 e H n}$ is the transverse momentum of the electron in the magnetic field and $n$ is the principal quantum number. The energy levels of the electron in the magnetic field are given by ${ }^{16}$

$$
E=\sqrt{2 e H n+m^{2}+p_{z}^{2}}
$$

## 4. LIMITING CASES AND DISCUSSION OF RESULTS

We first discuss several results following from the process of the associated production of a Higgs boson and a $Z$ boson by an electron in a constant crossed field investigated in Sec. 3.

In the region $\chi \ll(M / m)^{2}$ the main contribution to (10) is made by the region $z \gtrdot>1$, where the Airy function has the asymptotic behavior

$$
\begin{equation*}
\Phi(z) \simeq \frac{1}{2} z^{-1 / 4} \exp \left(-\frac{2}{3} z^{3 / 2}\right) \tag{13}
\end{equation*}
$$

Using (13), we calculate the integral over the spectral variable in (10) by the saddle-point method, the saddle point being the solution of the equation

$$
2-\frac{\lambda}{u_{0}}-4 \frac{\lambda}{u_{0}^{2}}=0, \quad \lambda=\left(\frac{M}{m}\right)^{2} \frac{1}{x}
$$

whence $u_{0} \simeq \lambda / 2 \gg 1$.
As a result, we obtain

$$
\begin{align*}
W= & \frac{G_{F}^{2} M_{Z}^{6}}{(2 \pi)^{3} Q_{0}} \frac{16}{\sqrt{3}} \chi \int_{\left(\frac{M}{m}\right)^{2}}^{\infty} \frac{d \lambda}{\lambda} G(\lambda)\left[1-\frac{M^{2}}{m^{2} \lambda}\right]^{1 / 2} \\
& \times \exp \left[-\sqrt{3} \frac{\lambda}{\chi}\right], \tag{14}
\end{align*}
$$

where

$$
\begin{aligned}
G(\lambda)= & {\left[1-\frac{M^{2}}{m^{2} \lambda}\right]^{1 / 2} \frac{1}{\left(\lambda-M_{Z}^{2} / m^{2}\right)^{2}} } \\
& \times\left\{\left(g_{V}^{2}+g_{A}^{2}\right) F_{1}+2 g_{A}^{2}\left(\frac{m}{M_{Z}}\right)^{2}\left[F_{2} \frac{m^{4}}{M_{Z}^{4}}\right.\right. \\
& \left.\left.\times\left(\lambda-\frac{M_{Z}^{2}}{m^{2}}\right)^{2}+F_{1}\left(2-\lambda \frac{m^{2}}{M_{Z}^{2}}\right)\right]\right\} .
\end{aligned}
$$

The integral in (14) over the variable $\lambda$ is calculated anew by the saddle-point method.

The result for the total probability of the process in the case of relatively small values of the dynamical parameter, where $\chi \ll(M / m)^{2}$, has the form

$$
\begin{aligned}
W & \simeq \frac{8 G_{F}^{2} M_{Z}^{6}}{(2 \pi)^{3} Q_{0}} \frac{\sqrt{2 \pi}}{\psi^{5 / 2}}\left(\frac{M}{m}\right)^{2} G\left(\frac{M^{2}}{m^{2}}\right) \exp (-\psi), \\
\psi & =\sqrt{3}\left(\frac{M}{m}\right)^{2} \frac{1}{\chi}
\end{aligned}
$$

In accordance with the saddle-point method, the function $G(\lambda)$ in the last formula is taken at the saddle point $\lambda$ $=(M / m)^{2}$.

It is noteworthy that the exponential dependence of the probability of the process at relatively small values of the dynamical parameter $\chi$ is characteristic of processes that are forbidden in the absence of an external field.

We next find the probability of the process in the highly interesting case of large values of the dynamical parameter, where $\chi \gg(M / m)^{2}$.

In the limiting case under consideration, the argument of the Airy function (12) in the real region can be set equal to

$$
\begin{equation*}
z \simeq\left(\frac{M}{m}\right)^{2} \frac{1}{\chi^{2 / 3} u^{1 / 3} x} \tag{15}
\end{equation*}
$$

We note that while the main contribution to the integral over the spectral variable is made by the vicinity of the saddle point $u_{0} \simeq \lambda / 2 \geqslant(1 / 2)(M / m)^{2} \gg 1$ when $\chi \ll(M / m)^{2}$, the dominant contribution comes from the relatively broad range $1 \ll u \ll(M / m)^{2}$ when $\chi \gtrdot(M / m)^{2}$.

When (15) is taken into account, the integration over the variable $u$ is performed using the integrals

$$
\begin{aligned}
& \int_{0}^{\infty} t \Phi^{\prime}(t) d t=-\Phi_{1}(0)=-\frac{\sqrt{\pi}}{3} \\
& \int_{0}^{\infty} t^{2} \Phi_{1}(t) d t=\frac{2}{3} \Phi_{1}(0)
\end{aligned}
$$

As a result, we find

$$
\begin{align*}
W= & \frac{16 G_{F}^{2} M_{Z}^{6}}{3(2 \pi)^{3} Q_{0}}\left(\frac{m}{M}\right)^{6} \chi^{2} \int_{0}^{1} \frac{x^{2} d x}{\left(1-x M_{Z}^{2} / M^{2}\right)^{2}} \\
& \times(1-x)^{1 / 2}\left(1-x \frac{M_{1}^{2}}{M^{2}}\right)^{1 / 2}\left\{\left(g_{V}^{2}+g_{A}^{2}\right) F_{1}\right. \\
& +2 g_{A}^{2}\left(\frac{m}{M_{Z}}\right)^{2}\left[\frac{F_{2}}{x^{2}}\left(1-x \frac{M_{Z}^{2}}{M^{2}}\right)^{2}\left(\frac{M}{M_{Z}}\right)^{4}\right. \\
& \left.\left.+\frac{F_{1}}{x}\left(\frac{M}{M_{Z}}\right)^{2}\left(2 x \frac{M_{Z}^{2}}{M^{2}}-1\right)\right]\right\} \tag{16}
\end{align*}
$$

The integral over $x$ in (16) has been tabulated, but because of the cumbersome nature of the result, here we present only the asymptote of the probability (16) for $M_{H} \gg M_{Z}$ and its value at $M_{H}=M_{Z}$ :

$$
W=C\left(g_{V}^{2}+g_{A}^{2}\right) \begin{cases}\frac{1}{240}\left(\frac{M_{H}}{M_{Z}}\right)^{2}, & M_{H} \gg M_{Z}  \tag{17}\\ \frac{16(23 \sqrt{3} \pi-125)}{9}, & M_{H}=M_{Z}\end{cases}
$$

where

$$
C=\frac{16}{3} \frac{G_{F}^{2} M_{Z}^{6}}{(2 \pi)^{3} Q_{0}}\left(\frac{m}{M}\right)^{6} \chi^{2}
$$

The result (17) for $M_{H} \gg M_{Z}$ agrees to within a numerical factor of order unity with the result in Ref. 20, where the probability of the process $e \rightarrow e+Z+H$ in an ultrastrong magnetic field was calculated and it was shown that the associated production of a Higgs boson with a $Z$ gauge boson in an ultrastrong magnetic field can be a fairly likely process.

We now move on to a study of the limiting cases of Eq. (6), which describes the cross section of the photoproduction process $e+\gamma \rightarrow e+Z+H$.

Figure 1 shows the dependence of the cross section of the process $e+\gamma \rightarrow e+Z+H$ on $\kappa$, which was constructed from Eq. (6) for various values of the Higgs boson mass $M_{H}$. Near the reaction threshold, where, according to (5), $\kappa \gtrsim M^{2} / m^{2} \approx 10^{11}-10^{12} \mathrm{GeV}$, the reaction cross section is small compared to the cross section of the reaction $e^{-}+e^{+}$ $\rightarrow Z+H$.

When $\sqrt{s} \gtrdot M_{H}$ ( $\sqrt{s}$ is the energy of the colliding particles in the center-of-inertia system), the cross section of the reaction $e^{-}+e^{+} \rightarrow Z+H$ decreases proportionally to $s^{-1}$ and is given by ${ }^{17}$


FIG. 1. Dependence of the cross section of the process $e+\gamma \rightarrow e+Z+H$ on $\kappa$ for various values of the Higgs boson mass: $M_{H}=100$ (1), 200 (2), 300 (3), and 400 (4) GeV .

$$
\begin{align*}
\sigma\left(e^{+}+e^{-} \rightarrow\right. & Z+H)=\frac{G_{f}^{2} M_{Z}^{4}}{48 \pi s} \\
& \times\left(1-4 \sin ^{2} \theta_{W}+8 \sin ^{4} \theta_{W}\right) \tag{18}
\end{align*}
$$

while in the logarithmic approximation $\left(\ln \left(\kappa m^{2} / M^{2}\right) \gtrdot 1\right)$ from (6) we obtain

$$
\begin{align*}
& \sigma\left(e^{-}+\gamma \rightarrow e^{-}+Z+H\right)= \begin{cases}\sigma_{1}, & k \gtrdot 1, \\
\sigma_{2}, & k \ll 1,\end{cases} \\
& k=\frac{1}{\kappa}\left(\frac{M_{Z}}{m}\right)^{4} \ln \frac{\kappa m^{2}}{M^{2}}, \\
& \sigma_{1}=\frac{1}{3}\left(g_{V}-g_{A}\right)^{2}\left(\frac{e G_{f} m}{\pi}\right)^{2} \frac{1}{\kappa}\left(\frac{M_{Z}}{m}\right)^{4} \ln \left(\frac{\kappa m}{M}\right) \ln \left(\frac{\kappa m^{2}}{M^{2}}\right), \tag{19}
\end{align*}
$$

$$
\sigma_{2}=\frac{2}{3} g_{A}^{2}\left(\frac{e G_{f} m}{\pi}\right)^{2} \ln \frac{\kappa m^{2}}{M^{2}}
$$

In the case of a head-on collision of a photon with an energy equal to the energy of the electron, from formulas (18) and (19) we find

$$
\begin{align*}
& \frac{\sigma(e+\gamma \rightarrow e+Z+H)}{\sigma\left(e^{+}+e^{-} \rightarrow Z+H\right)} \simeq\left\{\begin{array}{ll}
C_{1}, & k \gtrdot 1, \text { i.e., } \\
C_{2}, & k \ll 1, \text { i.e., }
\end{array} \quad \kappa \gtrdot 10^{22},\right.
\end{aligned}, \begin{aligned}
& C_{1}=5 \alpha \ln \left(\frac{2 E}{m}\right) \ln \left(\frac{4 E^{2}}{M m}\right), \quad C_{2}=\alpha \ln \left(\frac{2 E}{M}\right) \kappa\left(\frac{m}{M_{Z}}\right),
\end{align*}
$$

where $\alpha$ is the fine-structure constant.
The conditions for the applicability of Eqs. (19) and (20) are satisfied over a broad range of energy and field intensity values. For example, when $E>1000 \mathrm{GeV}$, we obtain $C_{1}$ $>10$. Thus, as follows from (20), at high energies the cross section of the process that we investigated can significantly exceed the cross section of the reaction $e^{+}+e^{-} \rightarrow Z+H$, which is presently regarded as the most probable channel for the production of Higgs bosons.
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The nonlinear interference accompanying three-photon spontaneous parametric light scattering is considered. The frequency-angle line shape of the scattering is calculated for nonlinear-crystal/linear-dispersive-medium/nonlinear-crystal and nonlinear-crystal/nonlinear-crystal systems. The question of the possible use of nonlinear interference in spectroscopy is discussed.
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## 1. INTRODUCTION

Spontaneous parametric light scattering (SPS) spectroscopy and the measurement of scattering by polaritons have become traditional methods for studying the dispersive properties of crystals. The advantages of this type of spectroscopy include, first of all, its simplicity of implementation, as well as the possibility of measuring a wide set of quantities: the real (associated with the refractive index) and imaginary (associated with absorption) parts of the dielectric constant, and the real and imaginary parts of components of the secondorder $\left(\chi^{(2)}\right)$ and third-order $\left(\chi^{(3)}\right)$ susceptibilities. These characteristics are measured over a wide spectral rangefrom the visible to the far-IR range, including the regions of fundamental crystal-lattice vibrations. ${ }^{1}$ Among the drawbacks of the method we should mention the limitations on the class of investigatable materials: spontaneous parametric scattering is observed only in noncentrosymmetric media, where $\chi^{(2)} \neq 0$.

Phenomenologically, spontaneous paramagnetic scattering is explained by the spontaneous decay of a laser pump photon with frequency $\omega_{p}$ into a pair of photons-a signal photon $\left(\omega_{s}\right)$ and an idler photon $\left(\omega_{i}\right)$-due to the quadratic susceptibility $\chi^{(2)}$ (Ref. 2). By virtue of the energy conservation law, the sum of the frequencies of the signal and idler radiation is exactly equal to the pump frequency, i.e.,

$$
\begin{equation*}
\omega_{p}=\omega_{s}+\omega_{i}, \tag{1}
\end{equation*}
$$

and the momentum conservation law

$$
\begin{equation*}
\mathbf{k}_{p}=\mathbf{k}_{s}+\mathbf{k}_{i} \tag{2}
\end{equation*}
$$

ensures coupling of the frequencies and angles of the scattered light $\omega_{s}\left(\theta_{s}\right)$.

The condition of spatial synchronism $\Sigma \mathbf{k}_{i}=0$ (2), which holds for optical parametric processes, can be interpreted as a result of the nonlinear interference of the interacting waves. Physically, this condition is equivalent to stationarity of the total phase of all the modes, which ensures growth of the intensity in space in analogy to what occurs in ordinary linear interference. Parametric processes are characterized by a specific line shape, ${ }^{3}$ i.e., by a dependence of the conversion
efficiency on the wave-vector mismatch $\Delta=\sum_{i=1}^{m} \mathbf{k}_{i}$, where $m$ is the number of interacting modes. For a nonlinear layer of thickness $L$ in the plane wave approximation this dependence has the form

$$
\begin{equation*}
g(\Delta)=\sin ^{2}(\Delta L / 2) /(\Delta L / 2)^{2} \equiv \operatorname{sinc}^{2}(\Delta L / 2) \tag{3}
\end{equation*}
$$

For parametric light scattering, if the absorption at one of the frequencies ${ }^{1)}$ is large

$$
\begin{equation*}
\alpha_{i} \gg 1 / L, \tag{4}
\end{equation*}
$$

then the scattering line shape becomes Lorentzian. In this case spontaneous parametric scattering transforms into scattering by polaritons and, in the limit $\omega_{i} \rightarrow \Omega$ (where $\Omega$ is the optical phonon frequency), into Raman scattering. ${ }^{4}$ Condition (4) means that the signal fields created at points in space separated by an interval $x \gg 1 / \alpha_{i}$ are now out of phase, i.e., their intensities, rather than their amplitudes, are added.

The interference nature of the formation of the frequency-angle spectrum for spontaneous paramagnetic scattering raises two obvious questions.

1) How do the phase delays added to any of the modes $\mathbf{k}_{p}, \mathbf{k}_{s}$, and $\mathbf{k}_{i}$ influence the spontaneous parametric scattering line shape $g(\Delta)$ ?
2) Is it possible to draw any conclusions about the dispersive properties of the medium used to introduce optical delays from the line shape?

The answer to the first question (for different parametric processes) has been known for a long time. For example, a method for measuring the relative phase between the first and second harmonics was proposed back in 1965. ${ }^{5}$ The interference of second-harmonic signals from two nonlinear crystals separated by a dispersive medium underlied the technique for determining the signs of the components of the quadratic susceptibility $\chi_{i j k}^{(2)}$ in Ref. 6. Similarly, nonlinear interference has been used in coherent anti-Stokes Raman scattering (CARS), ${ }^{7}$ as well as for determining the components of the third-order nonresonant susceptibility $\chi_{i j k l}^{(3)}$ in gases. ${ }^{8}$ Nonlinear interference also describes quasisynchronous processes: the additional phase shift that interacting waves undergo in periodically nonuniform nonlinear
media-in the generation of the second harmonic, ${ }^{9}$ as well as sum and difference frequencies, ${ }^{10}$ and in CARS. ${ }^{11}$

The situation regarding the interpretation of nonlinear interference takes a dramatic turn in the case of spontaneous parametric scattering. Despite the fact that the nonlinearoptical aspects of the problem have not been investigated in detail either theoretically ${ }^{12,13}$ or experimentally, ${ }^{14,15}$ an unexpected surge of interest in the interference accompanying spontaneous parametric scattering took place in quantum optics in the middle of the 1980's. The paradoxicality of the problem is partly caused by the fact that spontaneous emission, by its very nature is noisy and contributions from macroscopically separated regions would not be expected to interfere. Even today different experimental schemes are being considered, in which a modulation structure is manifested either in the intensity of the scattered light or in coincidences of photon counts. ${ }^{16,17}$ The observed features are associated with the quasimystical power of the photons to have a nonlocal effect on each other during spontaneous parametric scattering. ${ }^{18}$ However, it seems that the most consistent description of nonlinear interference accompanying such scattering was given in Refs. 19 and 20. We note that the problem of the formation of an assigned frequency-angle spectrum of a biphoton field has been considered within the context of devising principles for quantum cryptography and a quantum computer. ${ }^{21}$

The resolution of the second question, which is closely associated with the first, is the subject of nonlinear interferometry-a spectroscopic method that has so far not found wide application. Nevertheless, different types of nonlinear interferometers have been used, for example, to measure the phases of nonlinear susceptibilities ${ }^{22}$ (in various materials, including thin films ${ }^{23}$ ) and to measure the propagation times of photons through dispersive media in quantum optics. ${ }^{24}$

In the present work we have undertaken an attempt to answer the second question, i.e., to estimate the sensitivity of nonlinear interferometry to variation of the medium parameters ${ }^{2)}$ which influence the phase of any of the three modes participating in the process of spontaneous parametric scattering (three-photon interferometry). We limit the discussion to the case in which the spatial inhomogeneity causing the phase shifts is in the direction of the pump wave vector. The scattering geometry with transverse inhomogeneitynonlinear interference in Young's scheme ${ }^{19}$-is not considered here.

The work consists of two parts. In the first part, we consider a three-photon Mach-Zehnder interferometer on the basis of general relations for the spontaneous parametric scattering line shape. The frequency-angle line shape is calculated for a nonlinear-crystal/linear-dispersive-medium/ nonlinear-crystal system. The case where a thin film with an isolated dielectric-constant resonance serves as the interlayer is treated separately. In the second part we obtain an expression for the spontaneous parametric scattering line shape of a nonlinear-crystal/nonlinear-crystal system, where the two nonlinear crystals differ only with respect to the dispersion of their refractive indices. We analyze the possibility of using three-photon interferometry to monitor the linear optical


FIG. 1. Diagram for observation of three-photon interference: two nonlinear crystals $(L)$ separated by a linear medium $\left(L_{1}\right)$.
properties of nonlinear crystals. Obviously, a definitive solution for the problems treated would, on the one hand, substantially broaden the class of materials accessible to conventional SPS spectroscopy and, on the other, introduce a new (and often more convenient) technique for determining the dispersion law of noncentrosymmetric crystals.

## 2. NONLINEAR-CRYSTAL/LINEAR-DISPERSIVE-MEDIUM/ NONLINEAR-CRYSTAL SYSTEMS

We consider two planar nonlinear crystals of thickness $L$ separated by a linear medium of thickness $L_{1}$ (Fig. 1). Such a three-layer system has been termed a nonlinear MachZehnder interferometer ${ }^{25}$ in analogy to the corresponding scheme in linear optics. ${ }^{26}$ Here the linear medium introduces phase delays proportional to $L_{1}$ at all three frequencies:

$$
\begin{aligned}
& \Phi_{1 p} \propto n_{1 p}\left(\omega_{p}\right) L_{1} / \lambda_{p}, \quad \Phi_{1 s} \propto n_{1 s}\left(\omega_{s}\right) L_{1} \cos \vartheta_{s} / \lambda_{s}, \\
& \Phi_{1 i} \propto n_{1 i}\left(\omega_{i}\right) L_{1} \cos \vartheta_{i} / \lambda_{i} .
\end{aligned}
$$

An expression for the spontaneous parametric scattering line shape for this case was obtained in Ref. 13:

$$
\begin{equation*}
g\left(\omega_{s}\right)=\left\{\frac{\sin (\delta / 2)}{\delta / 2} \cos \left[\frac{\delta+\delta_{1}}{2}\right]\right\}^{2}, \tag{5}
\end{equation*}
$$

where $\delta\left(\omega_{s}, \boldsymbol{\vartheta}_{s}\right)=\Delta L=\left(k_{p}-k_{s}-k_{i}\right) L \quad$ and $\quad \delta_{1}\left(\omega_{s}, \boldsymbol{\vartheta}_{s}\right)$ $=\Delta_{1} L_{1}=\left(k_{1 p}-k_{1 s}-k_{1 i}\right) L_{1}$ are the wave-vector mismatches in the nonlinear and linear media, respectively, the $k$ are the projections of the wave vectors onto the direction perpendicular to the layers, and $\vartheta_{s}$ is the scattering angle inside the crystals. We are interested below in the case where the orientations of the polar axes in the nonlinear crystals are opposed, which is equivalent to a phase shift of $\pi / 2$ in the argument of the cosine in Eq. (5):

$$
\begin{equation*}
g\left(\omega_{s}, \vartheta_{s}\right)=\left\{\operatorname{sinc} \frac{\delta}{2} \sin \left[\frac{\delta+\delta_{1}}{2}\right]\right\}^{2}, \tag{6}
\end{equation*}
$$

under the assumption that the signal photons do not leave the interaction region (defined by the thickness of the crystal $L$ and the diameter of the pump beam $d$, Ref. 19): ( $2 L$ $\left.+L_{1}\right) \tan \vartheta_{s}<d$. This condition imposes a practical limit on the angular range for observing the effect: when the distance between the crystals is increased, the contribution to the interference is due to small-angle scattering. Therefore, below


FIG. 2. Frequency-angle intensity distribution for three-photon interference: a-modulation function (7), b-consideration of the envelope (spatial synchronism).
we shall analyze the line shape for the case of collinear synchronism. The normalization in Eq. (6) is chosen such that the scattering intensity at the maximum would be equal to unity for $\delta_{1}=0$ and polar axes of identical direction. Expression (6) has a simple physical meaning: the first factor describes ordinary parametric scattering in the layer of thickness $L$. The second factor is due to the interference of the spontaneous fields arising in the two crystals, and the phase of the interference pattern depends on the dispersion of the linear medium. We note two peculiarities, which follow directly from the form of (6). First, this expression is reminiscent of the intensity distribution for the ordinary (linear) diffraction of a plane wave by a screen with two slits (Ref. 26). ${ }^{3)}$ Second, the optical properties of the linear medium
influence only the second factor in (6): the role of the first factor reduces to filtration of the frequency-angle distribution

$$
\begin{equation*}
g_{1}=\left\{\sin \left[\frac{\delta+\delta_{1}}{2}\right]\right\}^{2} \tag{7}
\end{equation*}
$$

by the envelope $g_{0}=\{\operatorname{sinc}(\delta / 2)\}^{2}$ in accordance with the condition of spatial synchronism (2) in the nonlinear crystal of thickness $L$. Therefore, it would be reasonable to analyze the perceivable frequency-angle intensity distributions (7), which depend on the dielectric constants of the linear and nonlinear media, and to take into account the actual synchronism width in the final stage together with the comparison with experiment. Here the thickness of the nonlinear crystals,
as it were, assigns the size of the "window" through which we view the modulation structure: the smaller is $L$, the wider is the frequency-angle range of the observed interference pattern.

The explicit dependences of the mismatches appearing in (6) on the observable parameters $\omega_{s}$ and $\theta_{s}$ have the form

$$
\begin{align*}
\Delta\left(\omega_{s}, \theta_{s}\right)= & 2 \pi\left(n_{p} \omega_{p}-n_{s} \omega_{s} \sqrt{1-\left[\frac{\sin \theta_{s}}{n_{s}}\right]^{2}}\right. \\
& \left.-n_{i} \omega_{i} \sqrt{1-\left[\frac{\omega_{s}}{\omega_{i} n_{s}} \sin \theta_{s}\right]^{2}}\right)  \tag{8}\\
\Delta_{1}\left(\omega_{s}, \theta_{s}\right)= & 2 \pi\left(n_{1 p} \omega_{p}-n_{1 s} \omega_{s} \sqrt{1-\left[\frac{\sin \theta_{s}}{n_{1 s}}\right]^{2}}\right. \\
& \left.-n_{1 i} \omega_{i} \sqrt{1-\left[\frac{\omega_{s} n_{i}}{\omega_{i} n_{1 i} n_{s}} \sin \theta_{s}\right]^{2}}\right) \tag{9}
\end{align*}
$$

where $\theta_{s}$ is the external scattering angle. The expressions (8) and (9) together with (6) are inputs to the calculation of the frequency-angle distributions of the spontaneous paramagnetic scattering intensity.

Figure 2 corresponds to the case in which two $\mathrm{LiNbO}_{3}$ crystals of identical thickness $L=1 \mathrm{~mm}$ are separated by a vacuum gap of thickness $L_{1}=10 \mathrm{~cm}$, the polar axes of the crystals are antiparallel, and absorption of the idler waves in this range can be neglected: $\alpha_{i} L \ll 1$ (Ref. 27). In the direction of collinear synchronism $\left(\theta_{s}=0\right.$ and $\left.\delta=\delta_{1}=0\right)$ an intensity minimum is observed according to Eq. (6) regardless of the value of $L_{1}$ since the vacuum does not have dispersion:

$$
\Phi_{1 p}=\Phi_{1 s}=\Phi_{1 i}
$$

As the scattering angle $\theta_{s}$ increases the wave-vector mismatch in the gap $\delta_{1}$ grows and a two-dimensional interference pattern appears. Figure 2a illustrates the behavior of the modulation function (7) for the above parameters, and Fig. 2 b illustrates the result of taking the spatial synchronism into account. Let us turn our attention to the outward similarity between the frequency-angle distribution in Fig. 2a and spectra known already at the beginning of this century that were obtained by Rozhdestvenskiî ${ }^{28}$ at the exit of a similar interferometer with illumination by white light. ${ }^{4)}$ However, the '"illumination" of a nonlinear interferometer is provided by the wideband radiation due to spontaneous parametric scattering, while that of a linear interferometer is provided by an external source (an incandescent lamp). Besides, in the linear schemes (the Mach-Zehnder interferometer or the similar Rozhdestvenskiĭ interferometer) the phase difference between the coherent waves shifts due to the difference between the optical paths in the arms of the interferometer. In the nonlinear case the arms are spatially degenerate, but the wave-vector mismatch $\left(\delta+\delta_{1}\right)$ appearing in (7) is always a function of the frequency and angle. Only for exact collinear synchronism $\left(\delta=0, \theta_{s}=0\right)$ and a vacuum gap does the total phase trajectory $\Phi_{\Sigma}=\Phi_{1 p}-\Phi_{1 s}-\Phi_{1 i}$ vanish, regardless of the thickness of the gap $L_{1}$.

Figure 3 illustrates the frequency line shape of the scat-


FIG. 3. Frequency line shape of the parametric scattering for different temperatures of the air between the crystals (collinear synchronism).
tering for a $\mathrm{LiNbO}_{3}-\mathrm{air}-\mathrm{LiNbO}_{3}$ configuration with variation of the refractive index of the air layer at the idler frequency.

Variations of the refractive index of the intervening medium strongly influence the scattering line shape. For example, if the thickness of both crystals is $L=1 \mathrm{~mm}$ and the thickness of the interlayer is $L_{1}=10 \mathrm{~cm}$ in the $\mathrm{LiNbO}_{3}$-air- $\mathrm{LiNbO}_{3}$ configuration, then the interference phase will vary by $\pi$ when the refractive index varies by 0.0001. Without dwelling on the reasons for deviations of the refractive index, we note that they can be caused not only by fluctuations in the temperature, pressure, and humidity, but also by the presence of all kinds of impurities-gases, small particles, etc. A quantitative analysis of the influence of these factors on the dispersion of the dielectric constant $\varepsilon_{1}(\omega)$ is beyond the scope of the present work. We would simply like to underscore the fact that there is an abrupt dependence of the scattering line shape on the parameters just mentioned. As a unique illustration we chose the sensitivity of the line shape to variation of the air temperature in the same configuration ( $L=1 \mathrm{~mm}, L_{1}=10 \mathrm{~cm}$ ). Besides the dispersion of the refractive index of air at all three frequencies, we also took into account its dependence on the atmospheric pressure, the temperature, and the partial pressure of water vapor. ${ }^{26}$ Figure 3 displays frequency scans of the spontaneous paramagnetic scattering spectrum at zero scattering angle. The three curves correspond to different air temperatures in the gap: $25^{\circ} \mathrm{C}$, $25.5^{\circ} \mathrm{C}$, and $26^{\circ} \mathrm{C}$.

Increasing the base of the interferometer to 1 m raises the sensitivity of the line shape to variation of the refractive index to 0.000001 (and to variation of the temperature to a tenth of a degree). Here the traditional question arises: how stable is the scattering line shape toward errors in the determination of the interlayer thickness $L_{1}$ ? In other words, how strongly is the interference structure of the line shape smeared by fluctuations in the distance between the crystals? For linear interferometric devices the addition of a halfwavelength to the optical length of an arm shifts the phase of the interference pattern by $\pi$. The situation is completely different for three-photon interference. Displacements of one crystal relative to the other (without a change in the orientation of the optical axis) have much less of an effect on the intensity distribution in the interference pattern. The reason for this is the spatial degeneracy of the interferometer arms. Since the argument in (7) is a function of the three frequen-


FIG. 4. Diagram of three-photon interference: 1 -wideband mirror, 2nonlinear crystal, 3-Glan-Thompson prism, 4-converging lens, 5entrance slit of the spectrograph.
$\operatorname{cies} \omega_{p}, \omega_{s}$, and $\omega_{i}$, the phase trajectory contains contributions at all three frequencies:

$$
\begin{align*}
\Phi_{\Sigma}= & 2 \pi\left\{n_{1 p}\left(\omega_{p}\right) / \lambda_{p}-n_{1 s}\left(\omega_{s}\right) \cos \boldsymbol{\vartheta}_{s} / \lambda_{s}\right. \\
& \left.-n_{1 i}\left(\omega_{i}\right) \cos \boldsymbol{\vartheta}_{i} / \lambda_{i}\right\} L_{1} \tag{10}
\end{align*}
$$

(we assume that the wave-vector mismatch $\delta$ in the nonlinear medium is constant). For small scattering angles and weak dispersion of the material the expression in curly brackets in formula (10) differs insignificantly from zero; therefore, large variations in $L_{1}$ are necessary to produce appreciable variations in the phase. The derivatives defining the sensitivity and stability of a three-photon interferometer are equal, respectively, to

$$
\begin{align*}
& \partial \Phi_{\Sigma} / \partial n_{1 i}=-2 \pi L_{1} / \lambda_{i},  \tag{11}\\
& \partial \Phi_{\Sigma} / \partial L_{1}=2 \pi\left\{n_{1 p}\left(\omega_{p}\right) / \lambda_{p}-n_{1 s}\left(\omega_{s}\right) / \lambda_{s}-n_{1 i}\left(\omega_{i}\right) / \lambda_{i}\right\} \tag{12}
\end{align*}
$$

(here $\cos \boldsymbol{\vartheta}_{s} \approx \cos \boldsymbol{\vartheta}_{i} \approx 1$ ). Expression (11) reflects the fact that increasing the base $L_{1}$ increases the accuracy of the measurement of the refractive index; Eq. (12) implies a weak dependence of the line shape on fluctuations of $L_{1}$ (e.g., caused by vibrations).

Figure 4 depicts one variant of the scheme of a threephoton interferometer. Here instead of two nonlinear crystals separated by a linear medium, one crystal is used with a wideband metallic mirror located a distance $L_{1} / 2$ from it. Such a scheme is equivalent to the one discussed above (Fig. 1) in a regime similar to collinear synchronism. Upon reflection from the mirror a phase shift of $\pi$ is added to all three modes, and thus the polar axis is rotated by $180^{\circ}$ in the image of the crystal. A Glan-Thompson prism is used to spatially separate the orthogonally polarized pump ( $p$ ) and signal $(s)$. The scheme shown in Fig. 4 is convenient in that it eliminates the need to exactly align the orientations of the optical axes of the two crystals and significantly reduces the parasitic illumination characteristic of the recording of smallangle scattering. Frequency tuning is achieved by rotating the crystal in the plane containing the polar axis.

Figure 5a displays an experimental spontaneous parametric scattering spectrum recorded at the exit of a threephoton interferometer assembled according to the scheme in Fig. 4. ${ }^{5)}$

A lithium iodate crystal of thickness $L=1 \mathrm{~mm}$ is placed in front of an aluminum mirror. The crystal and the mirror are separated by an air gap of thickness $L_{1} / 2=5 \mathrm{~mm}$. Pumping is provided by a $3-\mathrm{W}$ argon laser with a wavelength $\lambda_{p}$ $=4880 \AA$. The frequency of the idler photons coupled with the observed photons is $3770 \mathrm{~cm}^{-1}$, and the synchronism width is $20 \AA$, which substantially exceeds the frequency width of the laser line. Figure 5b displays the calculated frequency-angle distribution of the intensity for the parameters indicated. The good agreement between the calculated and experimental spectra justifies an optimistic assessment of the prospects of using a three-photon interferometer.

So far we have assumed that all three frequencies $\omega_{p}$, $\omega_{s}$, and $\omega_{i}$ fall within the transparency range of the linear medium, where the dispersion of the dielectric constant is small. The wide spectrum of spontaneous parametric scattering, however, makes it possible to closely approach the re-


FIG. 5. a-Photograph of a spontaneous parametric scattering spectrum taken at the exit of a three-photon interferometer (Fig. 4). $\mathrm{LiIO}_{3}$ crystal. b-Calculated frequency-angle distribution of the parametric scattering intensity at the exit of the interferometer (Fig. 4).


FIG. 6. Behavior of the modulation function (a) and the scattering line shape $g\left(\omega_{s}, \theta_{s}\right)(\mathrm{b})$ in the vicinity of a dielectric constant resonance with the parameters $\varepsilon_{0}=3.5, \quad S=0.17, \Gamma=150 \mathrm{~cm}^{-1}$, and $\omega_{0}$ $=2950 \mathrm{~cm}^{-1}$. The thickness of the linear medium $L_{1}=10 \mu \mathrm{~m}$.
gion of strong dispersion. Let us consider the behavior of the scattering line shape in the case of an isolated resonance of the intervening medium.

Let the frequency of the pump and signal photons lie, as before, in the transparency range, and let the dispersion of the medium at the idler frequencies be described in the single-oscillator approximation:

$$
\begin{equation*}
\varepsilon_{1}\left(\omega_{i}\right)=\varepsilon_{0}+S \omega_{0}^{2} \frac{\omega_{0}^{2}-\omega_{i}^{2}}{\left(\omega_{0}^{2}-\omega_{i}^{2}\right)^{2}+\omega_{0}^{2} \Gamma^{2}} \tag{13}
\end{equation*}
$$

The values of the parameters $\varepsilon_{0}, S$ (the oscillator strength), $\omega_{0}$ (the eigenfrequency), and $\Gamma$ (the damping constant) in (13) were taken from Ref. 29 for the high-frequency vibration of the O-H group: $\varepsilon_{0}=3.5, S=0.17, \Gamma=150 \mathrm{~cm}^{-1}$, and $\omega_{0}=2950 \mathrm{~cm}^{-1}\left(\lambda_{s}=5701 \AA\right)$. Figures 6 a and 6 b show the frequency-angle distributions of the modulation function (7) and the scattering intensity (6), respectively. The inset in the upper right-hand corner of Fig. 6a illustrates the frequency dependence $\varepsilon(\omega)$ for the above parameters. In the vicinity of the resonance the behavior of the interference bands (Fig. 6a) is analogous to Rozhdestvenskiř's "hooks," ${ }^{28}$ which are observed near regions with anomalous dispersion. As follows from Eq. (10), the frequency position of the "hook" for the exact synchronism direction
$\left(\partial \Delta_{1} / \partial \omega_{s}=0\right)$ corresponds to equality between the group velocities of the signal and idler photons in the linear medium:

$$
\frac{\partial}{\partial \omega_{s}}\left(n_{1 s} \omega_{s}\right)=\frac{\partial}{\partial \omega_{i}}\left(n_{1 i} \omega_{i}\right) .
$$

It is obvious that the repetition period of the bands in the spectrum along the wavelength axis decreases as the resonance is approached: $\omega_{i} \rightarrow \omega_{0}$ since $\partial \Phi_{\Sigma} / \partial \omega_{i} \approx \partial n_{1 i} / \partial \omega_{i}$. We emphasize that, according to Eq. (12), a decrease in the thickness of the linear layer $L_{1}$ can be compensated by strong dispersion of the dielectric constant of the linear medium. Hence we have the important result that it is possible to use three-photon interference to investigate thin dispersive films. Thus, the value of $L_{1}$ used in the calculation (Fig. 6) is $10 \mu \mathrm{~m}$.

One of the conditions for observing three-photon interference in such a scheme is weak absorption of the idler photons in the nonlinear crystals (4). In other words, the idler photons must leave the first crystal and enter the second. Absorption lowers the contrast of the interference pattern but has essentially no effect on the positions of the interference maxima. A large number of nonlinear crystals having low absorption in the near-IR range are presently known, ${ }^{30}$ and
the question of which one to choose does not pose serious difficulties for the practical implementation of a nonlinear interferometer.

Another contrast-lowering factor arises when the characteristic angular and frequency scales of the modulation line shape are smaller than the angular divergence and frequency width of the pump line, respectively. For example, consideration of the finite width of the pump line leads to the following restriction:

$$
\begin{equation*}
l_{\mathrm{coh}} \gg 2 \frac{c}{n_{1 p}} L_{1}\left(\frac{1}{u_{s} \cos \vartheta_{1 s}}-\frac{1}{u_{i} \cos \vartheta_{1 i}}\right), \tag{14}
\end{equation*}
$$

where $l_{\text {coh }}$ is the pump coherence length, $c / n_{1 p}$ is the speed of light in the linear interval at the pump frequency, $u_{s}$ and $u_{i}$ are the group velocities of the signal and idler radiation, and $\vartheta_{1 s}$ and $\vartheta_{1 i}$ are the corresponding scattering angles inside the linear layer.

## 3. NONLINEAR-CRYSTAL/NONLINEAR-CRYSTAL SYSTEMS

The frequency-angle line shape for the spontaneous parametric scattering of a nonlinear-crystal/nonlinear-crystal system was calculated using the approach developed in Ref. 31. The quadratic susceptibilities of the crystals were assumed to be the same while the refractive indices differed. Such a situation arises, for example, when samples of $\mathrm{LiNbO}_{3}$ are doped with magnesium atoms to prevent optical damage. ${ }^{32}$ The Mg concentration strongly influences the value of the refractive index, especially in the IR region of the spectrum. ${ }^{33}$ If the thicknesses of the crystals are equal to $L$ and $L_{2}$, then the scattering line shape has the form

$$
\begin{align*}
g\left(\omega_{s}, \theta_{s}\right)= & \frac{1}{\left(L+L_{2}\right)^{2}}\left[L^{2} \operatorname{sinc}^{2} \frac{L \Delta}{2}+L_{2}^{2} \operatorname{sinc}^{2} \frac{L_{2} \Delta_{2}}{2}\right. \\
& \left.+2 L L_{2} \operatorname{sinc} \frac{L \Delta}{2} \operatorname{sinc} \frac{L_{2} \Delta_{2}}{2} \cos \frac{L \Delta+L_{2} \Delta_{2}}{2}\right], \tag{15}
\end{align*}
$$

where $\Delta=k_{p}-k_{s}-k_{i}$ and $\Delta_{2}=k_{2 p}-k_{2 s}-k_{2 i}$ are the wavevector mismatches in the first and second crystal, respectively, which coincide with formula (8). The normalization is chosen such that the scattering intensity at the maximum would be equal to 1 for $\Delta=\Delta_{2}$. The first two terms in the square brackets in (15) take into account the additive reinforcement of the scattering spectra of the two crystals, and the third term is the interference term. The interference phase is given by the 'three-photon sum' of the optical paths $\left(L \Delta+L_{2} \Delta_{2}\right) / 2$. Thus, nonlinear interference is manifested in the configuration under consideration only in the region of intersection of the frequency-angle spectra for the spontaneous parametric scattering of the two crystals. We note that the scattering line shape is especially sensitive to variations in the refractive index at any of the three frequencies when $L$ and $L_{2}$ are large. In this case, however, the frequency width of the scattering line decreases. Thus, for example, in order to detect a change in the refractive index $\Delta n \sim 10^{-3}$ at the idler frequency $\omega_{i}=5000 \mathrm{~cm}^{-1}$, it is sufficient to use a sample of thickness 1 mm , and in this case the expected frequency width of the scattering line turns out to be of the


FIG. 7. Frequency line shape for scattering in two $\mathrm{LiNbO}_{3}$ crystals with different values of the refractive index at the idler frequency. Here $L=L_{2}$ $=1 \mathrm{~mm}$, and the pump wavelength is $4880 \AA$.
order of $50 \mathrm{~cm}^{-1}$. If, on the other hand, the change in the refractive index at this same frequency is on the order of $10^{-4}$, it becomes necessary to work with a crystal 10 mm in thickness, which corresponds to an order-of-magnitude decrease in the frequency width of the spectrum. In this case the absorption at the idler frequency can be substantial. In the presence of absorption the contrast of the interference pattern is reduced; strictly speaking, this description is applicable for $L, L_{2} \ll 1 / \alpha$, where $\alpha$ is the absorption coefficient at the idler frequency. All this imposes a limit on the accuracy of measurements of the refractive index

$$
\Delta n_{i} \sim c \alpha / \omega_{i},
$$

i.e., the real part of a wave vector can be measured only to within the magnitude of its imaginary part. A similar problem arises in ordinary polariton scattering spectroscopy, where the real part of the dielectric constant at a given frequency is determined from the position of the maximum of the angular spectra (to within an order of the line width). ${ }^{34}$

Figure 7 displays a family of calculated frequency distributions of the spontaneous parametric scattering intensity for collinear synchronism. Both crystals are magnesiumdoped lithium niobate $\left(L=L_{2}=1 \mathrm{~mm}\right) .{ }^{35}$ The value of the refractive index at the idler frequency in the second crystal, which is more sensitive to variations in the magnesium concentration, serves as a parameter. ${ }^{33}$ It can be seen that a deviation of the refractive index by 0.002 markedly distorts the scattering line shape. For $\Delta n_{i} \geqslant 0.005$ the influence of the interference term is considerably less due to the weak overlap of the spectra of the two crystals.

In conclusion, we note that the three-photon interference, by virtue of its high sensitivity and stability, might be useful in monitoring the presence of impurities in optical materials (especially if the impurity has resonances in the transparency band of the crystals employed), in the investigation of thin dispersive films, etc.

Also, we hope that the use of three-photon interferometry will raise the accuracy of standard SPS spectroscopy in determining the frequency dependence of the refractive index in nonlinear crystals and, in particular, in estimating their degree of spatial homogeneity and monitoring their twinning structure. Finally, interferometers of this kind can be used to study induced variations in the refractive index in photorefractive crystals. In one of the possible experimental
setups the crystal investigated is placed in the gap between two crystals of a different nonlinear material, which is insensitive to the radiation, and the interference pattern is observed as a function of the pump intensity. Typical values of the change in the refractive index in weakly photorefractive crystals (such as, for example, magnesium-doped lithium niobate) in the transparency region can amount to $10^{-4}$ $-10^{-5}$ (Ref. 36), and crystals of thickness $1-10 \mathrm{~cm}$ are needed to detect such changes.
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Zh. Éksp. Teor. Fiz. 113, 2005-2010 (June 1998)
The alignment parameters for $L_{3}$-subshells of Cd and Sb atoms are obtained by measuring the degree of polarization of the $L_{1}$-lines excited by proton impact in the range from 0.1 to 0.5 MeV . To compare the experimental alignment parameter with theory, either experimental or numerical results must be corrected for Coster-Kronig (CK) transitions. The uncertainty in CK transition yields makes this comparison difficult. In this work, semiempirical values of the corrections have been derived from measured $L$-line intensities. The semiempirical correction factors exceed the theoretical ones. For constant reduced velocity, the semiempirical correction factor depends on the atomic number of the target. The semiempirical correction factor obtained in the same experiment improves the agreement between the theoretical alignment parameter and the experimental data. © 1998 American Institute of Physics.
[S1063-7761(98)00606-4]

## 1. INTRODUCTION

The alignment of atomic inner shells induced by ion impact has been the object of extensive theoretical and experimental investigations, because it provides a more sensitive test of theoretical models and atomic wave functions than the total excitation and ionization cross sections. Alignment leads to emission anisotropy and x-ray polarization, which can influence measurements of the x-ray production cross sections in ion-atom collisions. We have studied protoninduced cadmium and antimony $L_{3}$ subshell alignment by measuring $L_{1}$ x-ray line polarization.

To better test theory, an effort should be made to eliminate effects that hinder comparison of theory and experiment. To compare the experimental alignment parameter with theory, either experimental or numerical results must be corrected for Coster-Kronig (CK) transitions. Present knowledge of the CK rates $f_{12}, f_{13}$, and $f_{23}$, which describe the probability of vacancy transfer from $L_{1}$ to $L_{2}$ and $L_{3}$ subshells and from $L_{2}$ to $L_{3}$ subshells, respectively, is unsatisfactory, given the paucity and low accuracy of the experimental and numerical data. This is particularly true in the region of the periodic table around atomic number $Z=50$, where the onset of the $L_{1}-L_{2}-M_{4,5}$ and cutoff of the $L_{1}-L_{3}-M_{4,5}$ CK transitions occur. ${ }^{1}$ The onset and cutoff of CK transitions at certain atomic numbers cause sharp discontinuities in the initial-state lifetimes as functions of atomic number. This results in a dramatic change in the associated yields. ${ }^{1-3}$ Rosato's results ${ }^{4}$ show no sharp discontinuities in the range $47 \leqslant Z \leqslant 53$. The exact location of these cutoffs is also somewhat uncertain.

The uncertainty in the Coster-Kronig yields makes an accurate comparison of experiment and theory difficult. To
avoid these uncertainties, we derive the correction factor from measurements of the $L$ x-ray line intensities. ${ }^{5}$ In this work we also study the effect of the abrupt change of the CK transition probability around $Z=50$ on the measured alignment of $L_{3}$ subshell vacancies.

## 2. EXPERIMENT

The experimental work was carried out at the 0.5 MeV Cockcroft-Walton generator at the Institute of Nuclear Physics of Moscow State University. A Soller type (flat crystal) x-ray spectrometer-polarimeter was used to measure the intensity and polarization of the $L$ x-ray lines. The experimental setup is described in detail elsewhere. ${ }^{6}$ Protons of 0.1 MeV to 0.5 MeV energy were used. The collimated proton beam was stopped by a thick target. The target was oriented at $45^{\circ}$ to the incoming beam. The incident beam intensity was monitored by a current integrator. The x rays emitted perpendicular to the beam axis were analyzed by the spectrometer, which was equipped with a graphite crystal ( $2 d$ $=6.71 \AA$ ). The energy resolution of the spectrometer was $E / \Delta E=600$.

A polarization experiment with the crystal spectrometer can be carried out, due to the linear polarization dependence of the crystal diffraction. The polarization $P$ is defined by

$$
\begin{equation*}
P=\frac{1}{Q} \frac{\left(J_{\|}-J_{\perp}\right)}{\left(J_{\|}+J_{\perp}\right)}, \tag{1}
\end{equation*}
$$

where $Q$ is the polarization sensitivity of the crystal. The alignment parameter $A_{20}$ can then be deduced from the polarization $P$,

$$
\begin{equation*}
A_{20}=\frac{2 P}{\alpha(P-3)} \tag{2}
\end{equation*}
$$

where $\alpha$ is a constant determined by the angular momentum of the initial and final states. ${ }^{7}$ In our experiment we used a thick target, so the experimental alignment parameter is corrected for the energy loss of protons and for the absorption of x rays in the target. ${ }^{8}$ Errors in the alignment parameter are mainly due to errors in the determination of the $L_{1}$ and $L_{\beta}$ yields, which are caused by statistical fluctuations, background substraction, and fitting procedures. The EWA code ${ }^{9}$ was used to evaluate the spectra. As a rule, the statistical error in the measurements of the degree of polarization does not exceed $1 \%$.

To determine the $L_{\alpha}$ x-ray production cross sections, we measured the $L_{\alpha}$ x-ray line yields as a function of incident particle energy. The x-ray production cross section can be determined from these measurements by the method and formulas described by Merzbacher and Lewis. ${ }^{10}$ The proton stopping power was taken from Andersen and Ziegler. ${ }^{11}$ The absorption coefficient was calculated by averaging the data of Storm and Israel. ${ }^{12}$ The x-ray production cross sections were determined to $15 \%$ accuracy.

## 3. RESULTS AND DISCUSSION

The alignment parameter can be inferred from measurements of the proton-induced $L_{1}$ line polarization. To compare experimental and theoretical alignment parameters, we should take into account possible changes in the $L$ subshell populations due to Coster-Kronig transitions (indirect formation of a vacancy in the $L_{3}$ subshell). In proton-atom collisions, vacancies are also produced in the $L_{1}$ and $L_{2}$ subshells, which then decay via Coster-Kronig transitions, so the number of $L_{3}$ vacancies increases. The alignment of $L_{1}$ and $L_{2}$ vacancies is zero, so that this two-step process leads to a decrease in $L_{3}$ vacancy alignment. The alignment parameter correction factor $F$ is

$$
\begin{align*}
& A_{20}=F A_{20}^{\exp }  \tag{3}\\
& F=1+f_{23} \frac{\sigma_{2}}{\sigma_{3}}+\left(f_{13}+f_{12} f_{23}\right) \frac{\sigma_{1}}{\sigma_{3}} \tag{4}
\end{align*}
$$

where $\sigma_{i}$ is the $L_{i}$ subshell ionization cross section, and $f_{i j}$ are the Coster-Kronig yields.

The uncertainty in the Coster-Kronig yields makes it difficult to compare experiment and theory accurately. In order to eliminate this uncertainty, we determine the correction factor $F$ from our measured $L_{\alpha}$ x-ray production cross sections. This cross section is defined as

$$
\begin{equation*}
\sigma_{\alpha}=\omega_{3} \frac{\Gamma_{\alpha 1}+\Gamma_{\alpha 2}}{\Gamma_{R_{3}}}\left(1+f_{23} \frac{\sigma_{2}}{\sigma_{3}}+\left(f_{13}+f_{12} f_{23}\right) \frac{\sigma_{1}}{\sigma_{3}}\right) \sigma_{3} \tag{5}
\end{equation*}
$$

From this equation, the correction factor is

$$
\begin{equation*}
F_{\mathrm{exp}}=\frac{\Gamma_{R_{3}}}{\Gamma_{\alpha 1}+\Gamma_{\alpha 2}} \frac{\sigma_{\alpha}}{\omega_{3} \sigma_{3}} . \tag{6}
\end{equation*}
$$



FIG. 1. Correction factor for CK transitions vs. reduced velocity. $\triangle-\mathrm{Cd}$, $\bigcirc$-Sb. Dashed lines are drawn through the experimental data to guide the eye. The solid lines are the result of the calculation.

As experimental data on $\omega_{3}$ for elements around $Z=50$ are incomplete, we have taken the fluorescence yield $\omega_{3}$ from Ref. 3 and the radiative transition rates $\Gamma_{\alpha 1}, \Gamma_{\alpha 2}, \Gamma_{R_{3}}$ from Ref. 13. Here we have not used the experimental values of $\sigma_{3}$, because these data are found with Eq. (5) based on measurements of $L_{\alpha}$ line intensities, using the CK yields, and the basic parameters ( $\omega_{i}, f_{i j}$ and $\Gamma$ ) can strongly affect the final results. The ionization cross section $\sigma_{3}$ was calculated in terms of the so-called ECPSSR theory of Brandt and Lapicky, ${ }^{14,15}$ which is a derivative of the plane wave Born approximation with corrections for ion energy loss effects (E), Coulomb repulsion (C), polarization and binding-energy changes via perturbed stationary states (PSS), and relativistic effects (R). Obviously, the uncertainty in the $\omega_{3}$, which can change in the course of the collision, increases the uncertainty in the semiempirical correction factor. References 16 and 17 examine the influence of line shape and the satellite contribution on the interpretation of data in the measurements of x-ray spectra, and show that ignoring line shape effects can lead to systematic errors. In the present work it was assumed that satellite structure (in particular, the CK satellites) can be ignored in analyzing the spectra. It is clear that disregard of line shape effects and the fact that satellites contribute to polarization measurements can lead to systematic errors in measurements of the alignment parameter and in the semiempirical correction factor.

Figure 1 presents the semiempirical correction factors $F_{\text {exp }}$ for Cd and Sb atoms obtained using Eq. (6) with the $\sigma_{\alpha}$ values measured in this experiment. The same figure shows the correction factors calculated with Eq. (4), using $\sigma_{i}$ calculated within the ECPSSR theory and the CK yields taken from Ref. 3. It can be seen that the semiempirical correction $F_{\text {exp }}$ exceeds its theoretical value. It is also seen that the correction factors depend on collision velocity $\left(v / v_{0}\right)^{2}(v$ is the proton velocity and $v_{0}$ is the Bohr velocity of $L_{3}$ electrons), and reach their minimum when the reduced velocity is about $\left(v / v_{0}\right)^{2}=0.1$. This minimum results from a minimum in the ratio $\sigma_{1} / \sigma_{3}$ of cross sections for ionization of $L_{1}$ and $L_{3}$ subshells of atoms. ${ }^{18}$ The minimum in the $\sigma_{1} / \sigma_{3}$ ratio is due to the node of the $2 s$-electron wave function. The discrepancy between $F_{\text {exp }}$ and the theoretical value is partly due to the incorrect calculated ionization cross sections. Nevertheless, we believe that the semiempirical correction factor is more accurate, as it contains more accurate basic parameters.

In Fig. 2 we compare the experimental alignment param-


FIG. 2. $L_{3}$ subshell alignment parameter vs. reduced velocity. Experimental data: $\nabla-\mathrm{Cd}, \bigcirc-\mathrm{Sb}$ without correction; $\triangle-\mathrm{Cd}, \bigcirc-\mathrm{Sb}$ with correction for CK transitions. The curve presents the calculation in the Born approximation.
eter $A_{20}^{\exp }$ for Cd and Sb atoms with the alignment parameters corrected as described above, and $A_{20}$ calculated in the Born approximation by the method and equations of Ref. 19. It can be seen that when the semiempirical correction factors $F_{\exp }$ are used, the agreement with the experimental data improves.

Based on measurements of $L_{\alpha}$ x-ray production cross sections, we determined the semiempirical correction factors for elements ranging from $Z=45$ to $Z=51$. The semiempirical correction factors obtained for reduced velocity $\left(v / v_{0}\right)^{2}=0.02$, together with the calculated correction factors, are presented in Fig. 3a as functions of the atomic number of the target. The decrease in the theoretical values of $F$ around $Z=50$ is evident, and correlates with the decrease in $f_{13} \mathrm{CK}$ transition yield (see Fig. 3b). The $f_{13}$ reduction is due to the fact that the $L_{1}-L_{3}-M_{4,5} \mathrm{CK}$ transition becomes energetically forbidden. From this figure it is evident that there is no agreement of theoretical correction factors with experimental ones. The experimental results do not indicate any visible change in the correction factor around $Z=50$.

Summarizing, we conclude that accurately corrected values of the alignment parameter have to be introduced in order to reach good agreement between theoretical and experimental alignments. As the Coster-Kronig yield can change in the course of the collision (post-collision interactions, multiple ionization, chemical effects), the semiempirical correction factor obtained in the same experiment that measured the alignment parameter is a more realistic one. But even so, the uncertainty due to errors in the $L_{3}$ subshell fluorescence yield and ionization cross sections remains. The $Z$ dependence of the correction factor is smooth, and the experimental results do not show sharp discontinuities anywhere within the range $47 \leqslant Z \leqslant 51$.

It is a pleasure for us to thank Dr. N. M. Kabachnik for calculations and Dr. T. Papp for helpful discussions and comments.


FIG. 3. a) Correction factor for CK transitions as a function of the atomic number of the target; upper part-experiment, lower part-result of the calculations. b) CK probabilities $f_{13}$ (from Ref. 3) as a function of the atomic number.
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#### Abstract

The evolution of two spatially separated light beams in a nonlinear Kerr medium described by a system of coupled nonlinear Schrödinger equations is studied. An analytic solution is found for the variational problem. It is shown that when two crossed beams interact, a bound state can develop in which the distance between the centers of the beams and their radii vary periodically. Here the mutual curvature of the trajectories of the centers of the beams causes the beams to bend into a helical structure whose parameters (pitch and diameter) are also periodic functions. The threshold power for mutual trapping is determined and the period of the oscillations is found. © 1998 American Institute of Physics. [S1063-7761(98)00706-9]


## 1. INTRODUCTION

The evolution of a light beam in a nonlinear dispersive medium is a typical problem in nonlinear optics and has been studied now for two or three decades. But interest in this problem has not flagged. An example of this continued interest is research on the formation of small-scale transverse structures in the electromagnetic field (diffraction autosolitons), dislocations in the wave front, and the interaction of these dislocations. ${ }^{1-4}$ When a broadband interferometer is excited by radiation of this type, the autosoliton is scattered on the dislocation and it is trapped, with the buildup of rotation about the dislocation. In a semi-infinite nonlinear medium, the same effect leads to a rotation of the electromagnetic field structures in space as the radiation propagates into the medium. ${ }^{3}$

In the initial stage of these studies attention was focused on studies of a single beam, but recently, systems of two beams have been studied. ${ }^{5-9}$ There are a number of papers ${ }^{10-14}$ that examine bound states in which pulses with different polarization states propagate in the form of twocomponent (vector) solitons. The spacetime analogy makes it possible to transfer the results obtained for pulses to a description of a noncollinear interaction of wave beams. ${ }^{15}$ It is natural to expect that, besides the well known effects of selffocusing and beam bending, when the self- and crossmodulation effects are combined the interaction of two spatially separated light beams can lead to a mutual bending of the ray trajectories and mutual trapping. An effect of this sort, referred to as the 'entrainment'" of light beams, was recently predicted theoretically and studied experimentally using second harmonic generation in a quadratic medium. ${ }^{7,8}$

It should be noted that the interaction of noncollinear light beams in a Kerr (focusing and defocusing) medium has been studied in a two-dimensional geometry, ${ }^{16,17}$ where it was assumed that the beams propagate either parallel or antiparallel to one another. A case in which a beam is reflected from a mirror and Snell's law is violated was also examined.

The many studies of spatial solitons in photorefractive media ${ }^{18-24}$ are another example of the active research in
progress on the interaction between beams of electromagnetic radiation.

In this paper we examine the interaction (owing to crossmodulation of the refractive index) of two spatially separated light beams in a nonlinear Kerr medium. To simplify the problem it is assumed that although the radii of the beams vary, they remain identical all the time. As in orthogonally polarized coaxial beams, ${ }^{9}$ monotonic and oscillatory propagation regimes are found. In the case of crossed (noncoplanar) beams, the oscillatory regime (mutual trapping) is characterized by a spatial rotation of the beams, with the angular rotation velocity which determines the pitch and diameter of the helices being a periodic function of the propagation variable.

In Kerr media, beams are unstable: they either experience collapse or they spread out. The analysis of beam propagation considered here assumes that their power differs slightly, on the low side, from the threshold power required for self-focusing of an isolated beam. The estimates given in the Conclusion show that it is possible to choose beam parameters such that the diffraction spread of the beams is a slow process compared to helix formation.

## 2. DERIVATION OF THE BASIC EQUATIONS

In an isotropic Kerr medium with an instantaneous response, the refractive index can be assumed to depend linearly on the intensity in many cases. For an incoherent superposition of the two waves

$$
\begin{aligned}
\mathbf{E}_{1}= & \mathbf{e}_{1} u(x, y, z) \exp \left\{i k \cos \left(\varphi_{1} z\right)+i \mathbf{k}_{\perp 1} \cdot \mathbf{r}_{\perp 1}-i \omega t\right\} \\
& + \text { c.c. }, \\
\mathbf{E}_{2}= & \mathbf{e}_{2} v(x, y, z) \exp \left\{i k \cos \left(\varphi_{2} z\right)+i \mathbf{k}_{\perp 2} \cdot \mathbf{r}_{\perp 2}-i \omega t\right\} \\
& + \text { c.c. },
\end{aligned}
$$

the permittivity for wave $i$ can be written in the form ${ }^{15}$

$$
\varepsilon_{i}=\varepsilon^{(0)}+\varepsilon^{(2)}\left|\mathbf{E}_{i}\right|^{2}+\varepsilon_{c}^{(2)}\left|\mathbf{E}_{j}\right|^{2}, \quad i, j=1,2, \quad i \neq j
$$

Here $k=(\omega / c) \sqrt{\varepsilon^{(0)}}, \mathbf{e}_{i}$ are the unit vectors of the waves, $\varphi_{i}$ are the angles of incidence of the beams at the boundary $z=0$, and $\boldsymbol{\varepsilon}^{(2)}$ and $\boldsymbol{\varepsilon}_{c}^{(2)}$ are nonlinear coefficients corresponding to self- and cross-modulation, respectively. In the following we assume that the directions of beam propagation deviate little from the $z$ axis-so little that the factors $\exp \left(i \mathbf{k}_{\perp i} \cdot \mathbf{r}\right)$ can be included in the slowly varying envelopes $u(x, y, z)$ and $v(x, y, z)$. We assume that the region within which the electric field varies in the transverse direction is much smaller than the region within which it varies in the longitudinal direction. Following the standard procedure for constructing an evolution equation for the slowly varying envelope, one can obtain a system of coupled nonlinear Schrödinger equations:

$$
\begin{align*}
& i \frac{\partial u}{\partial z}+\sigma \nabla_{\perp}^{2} u+\mu\left(|u|^{2}+\varepsilon|v|^{2}\right) u=0 \\
& i \frac{\partial v}{\partial z}+\sigma \nabla_{\perp}^{2} v+\mu\left(|v|^{2}+\varepsilon|u|^{2}\right) v=0 \tag{1}
\end{align*}
$$

where

$$
\begin{aligned}
& \sigma=\frac{1}{2 k \cos \varphi_{1}} \approx \frac{1}{2 k \cos \varphi_{2}}, \quad \mu=\frac{k \varepsilon^{(2)}}{2 \varepsilon^{(0)}}, \\
& \varepsilon=\frac{\varepsilon_{c}^{(2)}}{\varepsilon^{(2)}}, \quad \nabla_{\perp}^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}} .
\end{aligned}
$$

It can be shown ${ }^{14,25-27}$ that the system of Eqs. (1) has the same form as the Euler equations generated by the variational problem $\delta S=0$, where the action functional is defined as

$$
\begin{equation*}
S=\int_{-\infty}^{\infty}\langle L\rangle d z \tag{2}
\end{equation*}
$$

with the lagrangian

$$
\langle L\rangle=\int_{-\infty}^{\infty} d x \int_{-\infty}^{\infty} L d y, \quad L=L_{u}+L_{v}+L_{u v}
$$

where

$$
\begin{aligned}
& L_{u}=\frac{i}{2}\left(u^{*} \frac{\partial u}{\partial z}-u \frac{\partial u^{*}}{\partial z}\right)-\sigma\left|\frac{\partial u}{\partial x}\right|^{2}-\sigma\left|\frac{\partial u}{\partial y}\right|^{2}+\frac{\mu}{2}|u|^{4}, \\
& L_{v}=L_{u}(u \rightarrow v), \quad L_{u v}=\mu \varepsilon|u|^{2}|v|^{2} .
\end{aligned}
$$

We seek a solution of the variational problem in the class of trial functions of the form

$$
\begin{align*}
u(x, y, z)= & A_{1}(z) \exp \left(-\frac{\left|\mathbf{r}-\mathbf{r}_{1}(z)\right|^{2}}{2 a^{2}(z)}+i \phi_{1}(x, y, z)\right) \\
v(x, y, z)= & A_{2}(z) \exp \left(-\frac{\left|\mathbf{r}-\mathbf{r}_{2}(z)\right|^{2}}{2 a^{2}(z)}+i \phi_{2}(x, y, z)\right),  \tag{3}\\
\phi_{i}(x, y, z)= & B(z)\left|\mathbf{r}-\mathbf{r}_{i}(z)\right|^{2}+C_{i}(z)\left[x-x_{i}(z)\right] \\
& +D_{i}(z)\left[y-y_{i}(z)\right]+\alpha_{i}(z)
\end{align*}
$$

where $\mathbf{r}=\mathbf{e}_{x} x+\mathbf{e}_{y} y$, and $\mathbf{r}_{i}(z)=\mathbf{e}_{x} x_{i}(z)+\mathbf{e}_{y} y_{i}(z)$ are the radius vectors of the beam centers. The choice of Gaussian trial functions was justified previously ${ }^{26}$; furthermore, it is
easier to calculate $\left\langle L_{u v}\right\rangle$ for these trial functions. We note also that the phases $\phi_{i}(x, y, z)$ account for the transverse components of the wave vectors of the carrier wave in the initial representation of the electric field strengths of the two waves.

Substituting Eq. (3) in Eq. (2) and calculating the variational derivatives yields equations for the extremum of the action (2) $(i, j=1,2 ; i \neq j)$ :

$$
\begin{align*}
& a^{2}(z) A_{i}^{2}(z)=a^{2}(0) A_{i}^{2}(0)=E_{i},  \tag{4a}\\
& \frac{d a(z)}{d z}=4 \alpha a(z) B(z) \text {. }  \tag{4b}\\
& 2 \sum_{k=1}^{2}\left[-2 a^{2}\left(\frac{d B}{d z}+4 \sigma B^{2}\right)+C_{k}\left(\frac{d x_{k}}{d z}-\sigma C_{k}\right)\right. \\
& \left.+D_{k}\left(\frac{d y_{k}}{d z}-\sigma D_{k}\right)-\frac{d \alpha_{k}}{d z}+\frac{\mu}{4} A_{k}^{2}\right] A_{k}^{2} \\
& +\mu \varepsilon A_{1}^{2} A_{2}^{2}\left(1+\frac{R^{2}}{2 a^{2}}\right) \exp \left(-\frac{R^{2}}{2 a^{2}}\right)=0,  \tag{4c}\\
& 2\left[-a^{2}\left(\frac{d B}{d z}+4 \sigma B^{2}\right)-\frac{\sigma}{a^{2}}+C_{i}\left(\frac{d x_{i}}{d z}-\sigma C_{i}\right)\right] \\
& +2\left[D_{i}\left(\frac{d y_{i}}{d z}-\sigma D_{i}\right)-\frac{d \alpha_{i}}{d z}+\frac{\mu}{2} A_{i}^{2}\right] \\
& +\mu \varepsilon A_{j}^{2} \exp \left(-\frac{R^{2}}{2 a^{2}}\right)=0 ;  \tag{4d}\\
& \frac{d x_{i}}{d z}=2 \sigma C_{i}, \quad \frac{d y_{i}}{d z}=2 \sigma D_{i},  \tag{5a}\\
& \frac{d C_{i}}{d z}=(-1)^{i} A_{j}^{2}\left(x_{1}-x_{2}\right) \frac{\mu \varepsilon}{2 a^{2}} \exp \left(-\frac{R^{2}}{2 a^{2}}\right), \\
& \frac{d D_{i}}{d z}=(-1)^{i} A_{j}^{2}\left(y_{1}-y_{2}\right) \frac{\mu \varepsilon}{2 a^{2}} \exp \left(-\frac{R^{2}}{2 a^{2}}\right), \tag{5b}
\end{align*}
$$

Here $R(z) \equiv|\mathbf{R}(z)|=\left|\mathbf{r}_{1}(z)-\mathbf{r}_{2}(z)\right|$.
After some transformations, Eqs. (4) reduce to an equation for the radius $a(z)$ of the beams:

$$
\begin{align*}
\frac{d^{2} a}{d z^{2}}= & \frac{\sigma}{a^{3}}[4 \sigma-\mu W(1-\delta) \\
& \left.-\mu \varepsilon W \delta\left(1-\frac{R^{2}}{2 a^{2}}\right) \exp \left(-\frac{R^{2}}{2 a^{2}}\right)\right] \tag{6}
\end{align*}
$$

where $W=E_{1}+E_{2}$ is the total power of the beams and $\delta$ $=2 E_{1} E_{2}\left(E_{1}+E_{2}\right)^{-2}$ is a dimensionless quantity characterizing the ratio of the beam powers, with $0<\delta \leqslant 0.5$.

The self-interaction of beams in a focusing Kerr medium is determined ${ }^{15}$ by the competition between two factors: diffraction (first term on the right-hand side of Eq. (6)) and nonlinear compression (second term). The term (proportional to $\varepsilon$ ) corresponding to the interaction between beams in Eq. (6) can be regarded as a measure (strength) of the influence of one beam on the other. When the variables change in the region $R<\sqrt{2 a}$, this force increases the nonlinear compres-
sion, and when they change in the region $R>\sqrt{2 a}$, it weakens it. In particular, as will be shown below, the radii can oscillate (like the oscillations found in Ref. 9), which is a qualitative difference from the case of self-action.

Using the expression $\mathbf{R}(z)=\left[x_{1}(z)-x_{2}(z)\right] \mathbf{e}_{x}$ $+\left[y_{1}(z)-y_{2}(z)\right] \mathbf{e}_{y}$, we can reduce Eqs. (5) to the form

$$
\begin{equation*}
\frac{d^{2} \mathbf{R}}{d z^{2}}=-\mathbf{R} \frac{\sigma \mu \varepsilon W}{a^{4}} \exp \left(-\frac{R^{2}}{2 a^{2}}\right) \tag{7}
\end{equation*}
$$

Equation (7) makes it possible to find an integral of the motion,

$$
\begin{equation*}
\mathbf{R} \times \frac{d \mathbf{R}}{d z}=M \mathbf{e}_{z}, \quad M=\text { const. } \tag{8}
\end{equation*}
$$

With Eq. (8), Eq. (7) yields

$$
\begin{equation*}
\frac{d^{2} R}{d z^{2}}=\frac{M^{2}}{R^{3}}-R \frac{\sigma \mu \varepsilon W}{a^{4}} \exp \left(-\frac{R^{2}}{2 a^{2}}\right) . \tag{9}
\end{equation*}
$$

Thus, the system of first-order equations for the parameters of the trial functions reduces to a system of two secondorder equations (6) and (9) for the radius $a(z)$ and the distance $R(z)$ between the beam centers.

Let us introduce polar coordinates in the $x, y$ plane,

$$
\begin{aligned}
& R_{x}(z) \equiv x_{1}(z)-x_{2}(z)=R(z) \cos \psi(z) \\
& R_{y}(z) \equiv y_{1}(z)-y_{2}(z)=R(z) \sin \psi(z)
\end{aligned}
$$

which then yield an equation for $\psi(z)$ from Eq. (8):

$$
\begin{equation*}
\frac{d \psi}{d z}=\frac{M}{R^{2}(z)} \tag{10}
\end{equation*}
$$

The polar angle $\psi(z)$ amounts to the angle of rotation of the vector $\mathbf{R}(z)$ joining the beam centers. When the beams do not interact and are parallel $(M=0), \mathbf{R}(z)$ is a constant vector. When the beams do not interact and are noncoplanar, this vector varies in direction and magnitude, but the overall angle of rotation of $\mathbf{R}(z)$ in the $x y$ plane does not exceed $\pi$. The bending of the beams owing to their interaction changes the maximum value of the overall angle of rotation; for example, if this angle should exceed $2 \pi$, then we can speak of helical bending of the beams.

Before proceeding to solve the system of Eqs. (6) and (9), we can simplify the problem, without loss of generality, by making the following choice of boundary conditions:

1. Let the coordinate origin in the plane $z=0$ on the segment joining the beam centers be chosen from the condition $E_{1} \mathbf{r}_{1}(0)+E_{2} \mathbf{r}_{2}(0)=0$ and the direction of the $x$ axis be chosen to be along $\mathbf{R}_{0} \equiv \mathbf{R}(0)$; then $\psi(0)=0$.
2. Choose the parallel planes in which the axes of the beams incident upon the boundary $z=0$ to be perpendicular to the boundary $z=0$; then these planes become the planes of incidence of the beams.
3. Choose the angles of incidence of the beams, $\varphi_{1}$ and $\varphi_{2}$, to be such that $E_{1} \tan \varphi_{1}=E_{2} \tan \varphi_{2}$.

The physical significance of the vectors $\dot{\mathbf{r}}_{1}(0)$ and $\dot{\mathbf{r}}_{2}(0)=0$ (the initial values of the derivatives of $\mathbf{r}_{1,2}$ with respect to $z$ ) is clear from the equations $\left|\dot{\mathbf{r}}_{1}(0)\right|=\tan \varphi_{1}$ and $\left|\dot{\mathbf{r}}_{2}(0)\right|=\tan \varphi_{2}$. We choose the direction of incidence of the
beams so that when the second and third conditions are satisfied, the equation $E_{1} \dot{\mathbf{r}}_{1}(0)+E_{2} \dot{\mathbf{r}}_{2}(0)=0$ is satisfied. Then an explicit expression for the constant $M$ can be written in the form

$$
\begin{equation*}
M=R_{0} R_{0}^{\prime} \tan \beta=R_{0}\left(\tan \varphi_{1}+\tan \varphi_{2}\right) \sin \beta \tag{11}
\end{equation*}
$$

where $R_{0}^{\prime} \equiv d R /\left.d z\right|_{z=0}=\left(\tan \varphi_{1}+\tan \varphi_{2}\right) \cos \beta$, with $\beta$ being the angle between the initial directions of $\mathbf{R}$ and the derivative of $\mathbf{R}$ with respect to $z$. To enlarge the beam interaction region, it is necessary to put $R_{0}^{\prime} \leqslant 0$, i.e., $\beta \geqslant \pi / 2$, in the following.

## 3. SOLUTION OF THE EQUATIONS OF THE VARIATIONAL PROBLEM

The system of Eqs. (6) and (9) has two conservation laws:

$$
\begin{align*}
& W a^{2}(z)+m R^{2}(z)=P_{2} z^{2}+P_{1} z+P_{0},  \tag{12}\\
& P_{2}= W\left(\frac{d a}{d z}\right)^{2}+m\left(\frac{d R}{d z}\right)^{2}+\frac{\sigma W[4 \sigma-\mu W(1-\delta)]}{a^{2}} \\
&+\frac{m M^{2}}{R^{2}}-\frac{\sigma \mu \varepsilon W^{2} \delta}{a^{2}} \exp \left(-\frac{R}{2 a^{2}}\right), \tag{13}
\end{align*}
$$

where $\quad m=\delta W / 2=E_{1} E_{2}\left(E_{1}+E_{2}\right)^{-1}, \quad P_{1}=2 W a_{0} a_{0}^{\prime}$ $+2 m R_{0} R_{0}^{\prime}, a_{0}=a(0)$, and $P_{0}=W a_{0}^{2}+m R_{0}^{2}$.

Let us introduce the new variables

$$
\begin{equation*}
W a^{2}(z)=\rho^{2}(z) t(z), \quad m R^{2}(z)=\rho^{2}(z)(1-t(z)) . \tag{14}
\end{equation*}
$$

In terms of the new variables, Eqs. (12) and (13) take the form

$$
\begin{align*}
\rho^{2}(z) & =P_{2} z^{2}+P_{1} z+P_{0},  \tag{15}\\
P_{2}= & \left(\frac{d \rho}{d z}\right)^{2}+\frac{\rho^{2}}{4 t(1-t)}\left(\frac{d t}{d z}\right)^{2} \\
& +\frac{\sigma W^{2}[4 \sigma-\mu W(1-\delta)]}{\rho^{2} t}+\frac{m^{2} M^{2}}{\rho^{2}(1-t)} \\
& -\frac{\sigma \mu \varepsilon W^{3} \delta}{\rho^{2} t} \exp \left(\frac{t-1}{\delta t}\right) . \tag{16}
\end{align*}
$$

By separating variables in Eq. (16), we can obtain a general analytic solution of Eqs. (6) and (9):

$$
\begin{align*}
2 \int_{0}^{z} & \frac{d z}{p_{2} z^{2}+p_{1} z+p_{0}}=\int \frac{d t}{\sqrt{G(t)}}  \tag{17}\\
G(t)= & s t\left(t_{0}-t\right)+(1-t)\left[\Delta\left(t_{0}-t\right)+\lambda t+\exp \left(\frac{t-1}{\delta t}\right)\right. \\
& \left.\quad-\frac{t}{t_{0}} \exp \left(\frac{t_{0}-1}{\delta t_{0}}\right)\right] \tag{18}
\end{align*}
$$

where, according to Eqs. (11) and (13),

$$
\begin{aligned}
& s=\frac{a_{0}^{2}\left(R_{0}^{\prime}\right)^{2} \tan ^{2} \beta}{2 \sigma \mu \varepsilon W t_{0}}, \quad t_{0} \equiv t(0)=\frac{W a_{0}^{2}}{W a_{0}^{2}+m R_{0}^{2}} \\
& \Delta=\frac{\mu W(1-\delta)-4 \sigma}{\mu \varepsilon W \delta t_{0}}, \quad \lambda=\frac{\left(a_{0} R_{0}^{\prime}-r_{0} a_{0}^{\prime}\right)^{2}}{2 \sigma \mu \varepsilon W},
\end{aligned}
$$

$$
\begin{equation*}
p_{j}=\frac{P_{j}}{\sqrt{\sigma \mu \varepsilon W^{3} \delta}}, \quad j=0,1,2 \tag{19}
\end{equation*}
$$

The description of the dynamics of the system becomes complete after integrating Eq. (10):

$$
\begin{equation*}
\psi(z)=\frac{M}{4} \sqrt{\frac{\delta}{\sigma \mu \varepsilon W}} \int \frac{d t}{(1-t) \sqrt{G(t)}}, \tag{20}
\end{equation*}
$$

where we have used Eqs. (14) and (17).
Equations (17) and (20) are an exact solution of the variational problem. However, Eqs. (17) and (20) are unsuitable for further analytic study, since the integrals on the right-hand side with the expression (18) under the radical sign cannot be expressed in terms of any known functions.

In the next section, a qualitative analysis of Eqs. (17) and (20) is used to obtain the general features of the monotonic propagation regime for spatially separated light beams, with principal attention devoted to the oscillatory regime. Approximate solutions of Eqs. (17) and (20) are obtained that describe the bound state (oscillatory regime), and the range of parameters over which this state is realized is determined analytically.

## 4. ANALYSIS OF THE SOLUTION

A study of the integrals in Eqs. (17) and (20) shows that the beam dynamics are qualitatively determined by the behavior of the function $\rho^{2}(z)$ and the zeroes of the functions $G(t)$ in Eq. (18).

If the total power $W$ of the beams is less than the critical value $W_{\text {cr }}=4 \sigma[\mu(1-\delta)]^{-1}$, then the parameter $\Delta<0$, the zeroes $t_{1}$ and $t_{2}$ of $G(t)$ lie within the limits $0<t_{2}<t_{0}<t_{1}$ $<1$ and, since $P_{2}>0$ in this case, the beams undergo monotonic diffraction spreading. Here the interaction leads to a negligible mutual deflection of the beams.

When the total power exceeds the critical value, $\Delta>0$ and one of the zeroes of $G(t)$ becomes negative. If $t_{0}$ $\in\left(0, t_{1}\right)$, where $t_{1}$ is a zero of $G(t)$, then, according to Eq. (14), upon reaching $t=0$ the light beams collapse to a finite distance $z_{\text {coll }}$ determined from the condition $t\left(z_{\text {coll }}\right)=0$.

These results are consistent with the well known selffocusing behavior of light beams, so in the following we concentrate on studying the oscillatory propagation regime and on determining the spatial rotation parameters of the beams. The above discussion implies that in principle, $t(z)$ can vary periodically only when $G(t)$ has three zeroes in the interval $(0,1)$ and the initial value $t_{0}$ lies within an interval that does not contain the point $t=0$. If the total power is much higher than the critical value, so that $P_{2}<0$, then the function $\rho^{2}(z)$ goes to zero at a finite distance, which corresponds to collapse and 'adhesion'' of the beams. Thus, there is yet another condition for the existence of a periodic solution, $\rho^{2}=$ const.

The condition $\rho^{2}=$ const is equivalent to the three conditions $P_{1}=0, P_{2}=0$, and $\rho^{2}=P_{0}$. Thus,

$$
\begin{equation*}
P_{1}=0 \rightarrow a_{0}^{\prime}=-\frac{\delta}{2} \frac{R_{0}}{a_{0}} R_{0}^{\prime}, \tag{21}
\end{equation*}
$$

and since it was assumed that $R_{0}^{\prime} \leqslant 0$, it is necessary to set $a_{0}^{\prime} \geqslant 0$, i.e., at the boundary of the medium the beams must have positive wavefront curvature. This implies external defocusing of the beams.

Using Eq. (21), we rewrite Eq. (19) for $s$ as

$$
\begin{equation*}
s=\lambda t_{0} \tan ^{2} \beta=\frac{a_{0}^{2}\left(R_{0}^{\prime}\right)^{2} \tan ^{2} \beta}{2 \sigma \mu \varepsilon W t_{0}}, \tag{22}
\end{equation*}
$$

so that the condition $P_{2}=0$ can be written explicitly as

$$
\begin{align*}
W= & W_{\mathrm{thr}} \equiv W_{\mathrm{cr}}\left[1+\frac{\delta a_{0}^{2}\left(\tan \varphi_{1}+\tan \varphi_{2}\right)^{2}}{8 \sigma^{2}}\right. \\
& \left.\times\left(1+\frac{1-t_{0}}{t_{0}} \cos ^{2} \beta\right)\right] \tag{23}
\end{align*}
$$

Equation (23) determines the threshold power $W_{\text {thr }}$ at which mutual trapping of the beams takes place, since $W<W_{\text {thr }}$ $\rightarrow P_{2}>0$ and $W>W_{\text {thr }} \rightarrow P_{2}<0$, which correspond to the cases discussed above.

Now we have to find the relationships among the parameters such that $G(t)$ will have three zeroes $t_{1,2,3}$ with $0<t_{3}$ $<t_{2}<t_{1}<1$ and $t_{0} \in\left(t_{2}, t_{1}\right)$. Given Eqs. (21), (22), and (23), Eq. (18) for $G(t)$ transforms to

$$
\begin{align*}
G(t)= & s\left(t_{0}-t\right)+(1-t)\left[\lambda t_{0}+\exp \left(\frac{t-1}{\delta t}\right)\right. \\
& \left.-\frac{t}{t_{0}} \exp \left(\frac{t_{0}-1}{\delta t_{0}}\right)\right] . \tag{24}
\end{align*}
$$

An analysis of this expression shows that the desired situation occurs only for $\delta>0.4$ (which corresponds to $E_{1} / E_{2}\left(\right.$ or $\left.E_{2} / E_{1}\right)<2$ ), i.e., the beam powers must be similar. When this condition is satisfied, Eq. (24) can be well approximated by the polynomial

$$
\begin{equation*}
G_{a}(t)=\lambda t_{0}(1-t)+\left(t_{0}-t\right)\left[s-t^{2}(1-t)\right], \tag{25}
\end{equation*}
$$

for which, as opposed to the exact expression (24), it is possible to determine the desired range of the parameters $s, t_{0}$, and $\beta$ analytically.

Let the inequalities

$$
\begin{equation*}
s<\frac{2}{27}, \quad t_{0}>t^{*}, \quad \tan ^{2} \beta>\frac{1}{t_{0}-t^{\prime}}\left(\frac{t^{\prime}}{s}-\frac{1}{1-t^{\prime}}\right)^{-1}, \tag{26}
\end{equation*}
$$

be satisfied, where $t^{*}$ is the root of the trinomial $s-t^{2}(1$ $-t$ ) closest to the zero from the right, and $t^{\prime}$ corresponds to the local minimum of the function $\left(t_{0}-t\right)\left[s-t^{2}(1-t)\right]$. Then the fourth-degree polynomial $G_{a}(t)$ (25) has four real roots $t_{1,2,3,4}$ with $t_{4}<0<t_{3}<t_{2}<t_{0}<t_{1}<1$.

Note that the lower bound on $t_{0}$ leads to an upper bound on the ratio $R_{0} / a_{0}$ :

$$
\frac{R_{0}}{a_{0}}=\sqrt{\frac{2\left(1-t_{0}\right)}{\delta t_{0}}}<\sqrt{\frac{2\left(1-t^{*}\right)}{\delta t^{*}}} .
$$

The condition for applicability of the trial function method in problems of this type is that the beams be far from one another. In order for the beams to be regarded as different, it is necessary to set $R_{0}>2 a_{0}$, which imposes an upper
bound on $t_{0}: t_{0}<(1+2 \delta)^{-1}$. At the end of this section, we present numerical estimates showing that both conditions can be satisfied. We note additionally that the last inequality in Eq. (26) can always be satisfied by choosing the angle $\beta$ to be close enough to $\pi / 2$. Equations (21), (22), (23), and (26) determine the parameter domain within which the oscillatory regime occurs.

Replacing the exact expression in Eqs. (17) and (20) by the approximation $G_{a}(t)$, we obtain an approximate solution of the problem,

$$
\begin{align*}
R(z)= & R_{0} \sqrt{\frac{1-t(z)}{1-t_{0}}}, \quad a(z)=a_{0} \sqrt{\frac{t(z)}{t_{0}}} \\
\psi(z)= & \frac{\sqrt{s\left(1-t_{0}\right)}}{1-t_{3}}\left\{F(\varphi(z), k)-F\left(\varphi_{0}, k\right)\right. \\
& \left.+\frac{t_{2}-t_{3}}{1-t_{2}}\left[\Pi(\varphi(z), \nu, k)-\Pi\left(\varphi_{0}, \nu, k\right)\right]\right\} . \tag{27}
\end{align*}
$$

Here

$$
\begin{aligned}
& t(z)=\frac{t_{2}\left(t_{1}-t_{3}\right)-t_{3}\left(t_{1}-t_{2}\right) \mathrm{sn}^{2} w(z)}{\left(t_{1}-t_{3}\right)-\left(t_{1}-t_{2}\right) \mathrm{sn}^{2} w(z)} \\
& w(z)=F\left(\varphi_{0}, k\right)+\frac{\sqrt{\left(t_{1}-t_{3}\right)\left(t_{2}-t_{4}\right)}}{p_{0}} z
\end{aligned}
$$

$\varphi(z)=\operatorname{am}(w(z))$ is the amplitude and $\operatorname{sn}(w(z))$ is the Jacobi elliptic sine; $F(\varphi, k)$ and $\Pi(\varphi, \nu, k)$ are the incomplete Legendre elliptic integrals of the first and third kinds, respectively; and,

$$
\begin{aligned}
& k^{2}=\frac{t_{1}-t_{2}}{t_{1}-t_{3}} \frac{t_{3}-t_{4}}{t_{2}-t_{4}}, \quad \nu=\frac{t_{1}-t_{2}}{t_{1}-t_{3}} \frac{1-t_{3}}{1-t_{2}}, \quad \varphi\left(t_{2}\right)=0 . \\
& \varphi\left(t_{0}\right)=\varphi_{0} \equiv \sin ^{-1} \sqrt{\frac{t_{1}-t_{3}}{t_{1}-t_{2}} \frac{t_{0}-t_{2}}{t_{0}-t_{3}}}, \quad \varphi\left(t_{1}\right)=\frac{\pi}{2} .
\end{aligned}
$$

The approximate solution (27) determines the dynamics of the system approximately: the distance between the beam centers (helix diameter) varies periodically between $R_{\text {min }}$ $=R_{0} \sqrt{\left(1-t_{1}\right) /\left(1-t_{0}\right)} \quad$ (here $\left.a_{\max }=a_{0} \sqrt{t_{1} / t_{0}}\right)$ and $R_{\text {max }}$ $=R_{0} \sqrt{\left(1-t_{2}\right) /\left(1-t_{0}\right)}\left(a_{\min }=a_{0} \sqrt{t_{2} / t_{0}}\right)$, while the angle of rotation increases nonuniformly over a period $z_{p}$ by an amount $\psi_{p}$, i.e., the pitch of the helix is also a periodic function. For numerical estimates of the parameters $z_{p}$ and $\psi_{p}$ of the periodic structure, we can use the exact expressions

$$
\begin{align*}
& z_{p}=p_{0} \int_{t_{\min }}^{t_{\max }} \frac{d t}{\sqrt{G(t)}}, \\
& \psi_{p}=\sqrt{s\left(1-t_{0}\right)} \int_{t_{\min }}^{t_{\max }} \frac{d t}{(1-t) \sqrt{G(t)}} . \tag{28}
\end{align*}
$$

Here $t_{\max }$ and $t_{\text {min }}$ are the zeroes of $G(t)$ (Eq. (24)) corresponding to the roots $t_{1}$ and $t_{2}$ of the polynomial $G_{a}(t)$ (25).

Using the procedure with Eqs. (21)-(23), (26), and (28) described above, we can optimize the given parameters. Taking $s \simeq 0.03, t_{0} \simeq 0.3$, and $\beta \simeq 100^{\circ}$, we obtain $\psi_{p} \simeq \pi$, i.e., a complete turn $(\psi=2 \pi)$ occurs over a distance $z_{2 \pi} \simeq 2 z_{p}$. The integration is over limits from $t_{\min } \simeq 0.288\left(t_{2} \simeq 0.271\right)$ to
$t_{\text {max }} \simeq 0.978\left(t_{1} \simeq 0.968\right) ;$ the variables vary over the limits $1.01 \geqslant R / R_{0} \geqslant 0.18$ and $0.98 \leqslant a / a_{0} \leqslant 1.81$ for an initial $R_{0}$ $\simeq 3.3 a_{0}$. The magnitude of $z_{p}$ for given $s, t_{0}$, and $\beta$ is determined by the magnitude of $a_{0}$ and is $\sim 10 \mathrm{~cm}$ for $a_{0}$ $\sim 10 \mu \mathrm{~m}$. The initial divergence of the beams (external defocusing) $a_{0}^{\prime}$ is of order $10^{-3}$, which corresponds to diffractive divergence for Gaussian beams. For estimates, we set the coefficients $\varepsilon$ and $\varepsilon^{(0)}$ equal to unity and the frequency of the carrier wave to $\nu \approx 10^{15} \mathrm{~s}^{-1}$.

## 5. CONCLUSION

In this paper we have used a variational technique to study the mutual effect of two spatially separated light beams owing to cross-modulation of the refractive index in a cubic nonlinear medium. The interaction is attractive in nature and causes the ray trajectories to bend. Under the conditions determined here, crossed beams are trapped into a bound state, which causes them to rotate in space. Since the rate of rotation is an oscillatory function, the spatial parameters of the helical structure (pitch, diameter) vary periodically.

In our model, an oscillatory regime that is not limited by collapse will be realized for beam powers that are equal or close in magnitude. This property is evidently a consequence of our assumption that the beam radii behave in the same way, i.e., it is inherent only to the model chosen here. If we assume that the beam radii are different in the trial functions for the variational method, then instead of the system of two equations, (6) and (9), we obtain a system of three secondorder equations for the radii and the distances between the beam centers. No analytic solution can be found for that system of equations.

We have not dwelt here on the change in phase of both of the beams, although these quantities are taken into account in the trial functions (3) used here. The variational problem yields equations for the evolution of the phases $\phi_{1}$ and $\phi_{2}$ along the $z$ axis and in the $x y$ plane, which are not coupled to the equations (4) considered here. However, given the solution of the system of Eqs. (4), it would be possible to calculate $\phi_{1}$ and $\phi_{2}$ by direct integration. This problem might turn out to be extremely attractive if we are interested in the topological properties of the wave front, as for example in a study of dislocations in a wave front. ${ }^{4,5,28-30}$ The difference in phase of neighboring beams is extremely important when they propagate in quadratic media, ${ }^{7,8}$ where Eqs. (4) acquire additional terms that account for the parametric interaction of the beams.

The interest in spatial optical structures is based on the possibility, in principle, of using them for information processing. ${ }^{31,32}$ The rotation of optical beams considered here can obviously be used in simple optical switching schemes, since it does not require the creation of special conditions (e.g., feedback) to operate. Further studies of the model developed here with differing beam radii will be useful from the standpoint of studying the mutual effect of beams on collapse, or from a more general standpoint, of the control of light by light. ${ }^{33}$
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#### Abstract

We solve the Bethe-Salpeter equation that describes radiation transfer in highly inhomogeneous media with an anisotropic scattering with allowance for the contributions of Legendre polynomials of the zeroth, first, and second degrees. An analytical expression for the radiationtransfer propagator is derived. We show that as the average value of the second-degree Lagrange polynomial increases, the region where the diffusion approximation is valid shifts toward large distances. Within this approach we calculate the coherent backscattering intensity and study the effect of higher-order moments on the angular dependence of this intensity. Finally, we show that it is possible to experimentally detect the coherent backscattering peak in the critical region. © 1998 American Institute of Physics. [S1063-7761(98)00806-3]


## 1. INTRODUCTION

During recent years extensive study, both theoretical and experimental, has been in progress in the field of interference effects in multiple scattering of light (see the review articles in Refs. 1-5). A consistent theory of these effects has been developed for systems of point scatterers or for an inhomogeneous medium in which the spatial dispersion of the structure factor is small compared to the wavelength of the incident radiation. However, most experiments have been conducted with systems in which the spatial dimensions of the inhomogeneities are comparable to the wavelength of the radiation or are larger.

Allowing for the finite size of the scatterers usually amounts to replacing the photon mean free path $l$ by the transport length ${ }^{6,7} l^{*}=l /(\overline{\cos \theta})$, where $\overline{\cos \theta}$ is the average cosine of the single-scattering angle. It is assumed that the results obtained in the theory of point scatterers remain valid but that the parameter $l^{*}$, which can be much larger than $l$, becomes the natural scale. Such an approach is justified by the diffusion approximation in radiation-transfer theory. ${ }^{8,9}$ It actually amounts to allowing for the anisotropy of the scattering indicatrix via an expansion in Legendre polynomials ${ }^{10,11}$ and keeping only first- and second-order terms.

However, in comparing theory and experiment, such an approach is also used for large scatterers, when the anisotropy of the indicatrix is not small. In this case it is natural to allow higher-order expansion terms in the indicatrix. In the research devoted to multiple scattering of light in liquid crystals within the scope of the Bethe-Salpeter equation, ${ }^{12-15}$ the problem was solved numerically by using expansions in spherical functions for indicatrices of the Ornstein-Zernike type. There the asymptotic part of the coherence function, or the radiation-transfer propagator, was calculated. The numerical results were found to support the validity of the dif-
fusion approximation at large distances. Gorodnichev and Rogozkin ${ }^{16}$ examined highly anisotropic indicatrices of the form $(\cos \theta)^{-\alpha}$, where $\theta$ is the scattering angle, for layers whose thickness $L$ was much smaller than the transport length, $L \ll l^{*}$. This corresponds to the case where the diffusion regime is not realized.

In the present paper we solve the Bethe-Salpeter equation with allowance for Legendre polynomials of the zeroth, first, and second degrees. Allowing for the second and higher-order terms means going outside the scope of the diffusion approximation. We show that here the main diffusion term in the radiation-transfer propagator of the form $(1-\overline{\cos \theta}) r^{-1}$ does not change, and allowing for the secondorder term has an effect on the form of the terms that rapidly decrease with increasing distance $r$, terms that retain the information about the anisotropy of the differential singlescattering cross section. These rapidly decreasing terms are nevertheless important when the scattered radiation is formed in a layer of thickness of the order of the extinction length, say, in backscattering.

The results are used to calculate the angular dependence of the coherent backscattering intensity. We show that allowing for second-order terms leads to a sizable contribution to the intensity. We also analyze the possibility of experimentally detecting the backscattering peak near second-order phase transition points. The coherent backscattering intensity is calculated for the Ornstein-Zernike indicatrix in the critical region. The calculated value of the effect is large enough to be detectible by modern experimental techniques both in temperature and scattering angles.

## 2. RADIATION TRANSFER IN AN INHOMOGENEOUS MEDIUM

We examine the propagation of light in an inhomogeneous medium whose stochastic properties are described by
fluctuations of the dielectric constant, $\Delta \varepsilon=\varepsilon(\mathbf{r})-\varepsilon$, where $\varepsilon=\overline{\varepsilon(\mathbf{r})}$. In such a medium the wave equation is

$$
\begin{equation*}
\left(\text { curl curl }-k^{2}\right) \mathbf{E}(\mathbf{r})=k_{0}^{2} \Delta \varepsilon(\mathbf{r}) \mathbf{E}(\mathbf{r}), \tag{2.1}
\end{equation*}
$$

where $\mathbf{E}(\mathbf{r})$ is the electric field in the random medium, $k$ $=k_{0} \sqrt{\varepsilon}$, and $k_{0}=2 \pi / \lambda$ is the wave number, with $\lambda$ the wavelength.

If we ignore polarization effects, we can replace the wave equation (2.1) by a scalar one, which in integral form is

$$
\begin{equation*}
E(\mathbf{r})=\langle E(\mathbf{r})\rangle+\frac{1}{4 \pi} \int d \mathbf{r}_{1} T\left(\mathbf{r}-\mathbf{r}_{1}\right) \Delta \varepsilon\left(\mathbf{r}_{1}\right) E\left(\mathbf{r}_{1}\right) \tag{2.2}
\end{equation*}
$$

where $T(r)=k_{0}^{2} \exp (i k r) / r$ is the Green's function of the scalar wave equation.

Let us define the scattering intensity at large distances $r_{0}$ from the medium as

$$
I(\mathbf{r})=\overline{\delta E(\mathbf{r}) \delta E^{*}(\mathbf{r})} \equiv r_{0}^{-2} I\left(\mathbf{k}_{s} \mid \mathbf{k}_{i}\right),
$$

where $\mathbf{k}_{i}$ and $\mathbf{k}_{s}$ are the wave vectors of the incident and scattered waves, and $\delta E(\mathbf{r})=E(\mathbf{r})-\overline{E(\mathbf{r})}$ is the scattered field. The function $I\left(\mathbf{k}_{s} \mid \mathbf{k}_{i}\right)$ can be written as ${ }^{1-5}$

$$
\begin{equation*}
I\left(\mathbf{k}_{s} \mid \mathbf{k}_{i}\right)=I_{1}\left(\mathbf{k}_{s} \mid \mathbf{k}_{i}\right)+I_{M}\left(\mathbf{k}_{s} \mid \mathbf{k}_{i}\right) \tag{2.3}
\end{equation*}
$$

where $I_{1}$ is the single-scattering intensity, which is not discussed below, and $I_{M}$ is the total intensity of all multiplicities of scattering beginning with the second.

In the weak-scattering approximation, $\lambda / l \ll 1$, only ladder diagrams contribute to the principal order in the parameter $\lambda / l$ in the scattering-multiplicity series, i.e., $I_{M}\left(\mathbf{k}_{s} \mid \mathbf{k}_{i}\right)$ $=I_{L}\left(\mathbf{k}_{s} \mid \mathbf{k}_{i}\right)$, where

$$
\begin{align*}
I_{L}\left(\mathbf{k}_{s} \mid \mathbf{k}_{i}\right)= & \int d \mathbf{R}_{1} d \mathbf{R}_{2} \exp \left(2 \operatorname{Im} \mathbf{k}_{s} \mathbf{R}_{2}-2 \operatorname{Im} \mathbf{k}_{i} \mathbf{R}_{1}\right) \\
& \times \Gamma\left(\mathbf{R}_{2}, \mathbf{R}_{1} \mid \mathbf{k}_{s}, \mathbf{k}_{i}\right)|E|^{2} \tag{2.4}
\end{align*}
$$

$\operatorname{Im} \mathbf{k}$ is the imaginary part of the wave vector, $2 \operatorname{Im} k=l^{-1}$, and the function $\Gamma\left(\mathbf{R}_{2}, \mathbf{R}_{1} \mid \mathbf{k}_{s}, \mathbf{k}_{i}\right)$ the radiation-transfer propagator. Both terms in the exponential in (2.4) describe the damping of plane waves in the medium. For instance, for a medium occupying the half-space $z \geqslant 0$ the exponential factor is

$$
\exp \left[\left(-\frac{z_{2}}{\cos \theta_{s}}-\frac{z_{1}}{\cos \theta_{i}}\right) \frac{1}{l}\right],
$$

where $\theta_{i}$ is the angle of incidence, and $\theta_{s}$ is the scattering angle measured from the backscattering direction; for such a geometry we have $\theta_{i}, \theta_{s}<\pi / 2$. Here we consider nonabsorbing media, so that damping is due solely to scattering.

The scattering-multiplicity series can be summed, and the result is a Bethe-Salpeter equation for the radiationtransfer propagator:

$$
\begin{align*}
\Gamma\left(\mathbf{R}_{2}, \mathbf{R}_{1} \mid \mathbf{k}_{s}, \mathbf{k}_{i}\right)= & k_{0}^{8} \widetilde{G}\left(-\mathbf{k}_{s}+\mathbf{k}_{21}\right) \Lambda\left(\mathbf{R}_{21}\right) \widetilde{G}\left(\mathbf{k}_{i}+\mathbf{k}_{12}\right) \\
& +k_{0}^{4} \int d \mathbf{R}_{3} \widetilde{G}\left(\mathbf{k}_{23}-\mathbf{k}_{s}\right) \Lambda\left(\mathbf{R}_{23}\right) \\
& \times \Gamma\left(\mathbf{R}_{3}, \mathbf{R}_{1} \mid \mathbf{k}_{23}, \mathbf{k}_{i}\right) . \tag{2.5}
\end{align*}
$$

Here $\widetilde{G}(\mathbf{q})=\int d \mathbf{r} G(\mathbf{r}) \exp (-i \mathbf{q} \mathbf{r})$ is the Fourier transform of the correlation function of dielectric-constant fluctuations,

$$
\begin{equation*}
G(\mathbf{r})=(4 \pi)^{-2} \overline{\Delta \varepsilon(0) \Delta \varepsilon(\mathbf{r})} \tag{2.6}
\end{equation*}
$$

$\Lambda(\mathbf{r})=r^{-2} \exp (-r / l), \mathbf{k}_{i j}=k \mathbf{R}_{i j} / R_{i j}$ is the wave vector of the scattered wave propagating between the points $\mathbf{R}_{i}$ and $\mathbf{R}_{j}$, and $\mathbf{R}_{i j}=\mathbf{R}_{i} \mathbf{R}_{j}$. Note that the Bethe-Salpeter equation in the form (2.5) is similar to the mixed Wigner representation. ${ }^{17}$

If only ladder diagrams are considered, interference effects are not present in the picture discussed in Ref. 3. These effects are taken into account in Sec. 4.

## 3. ALLOWING FOR THE NONLOCAL NATURE OF FLUCTUATIONS

The correlation function $G(\mathbf{r})$ is characterized by a correlation radius $r_{c}$. Generally, for an arbitrary value of $k r_{c}$, it is impossible to solve Eq. (2.5) even for a homogeneous medium. However, when the correlation length is small, so that $G(\mathbf{r})$ can be replaced by a delta function, which in the wave-vector space corresponds to an isotropic singlescattering indicatrix, $\widetilde{G}(\mathbf{q})=$ const and the Bethe-Salpeter equation can easily be solved by going over to the Fourier spectrum in the variable $\mathbf{R}_{2}-\mathbf{R}_{1}$. Ordinarily this case is used as a starting approximation in analyzing coherent and correlation effects in multiple scattering.

To allow for the finiteness of the correlation length, i.e., for the dependence of $\Gamma\left(\mathbf{R}_{2}, \mathbf{R}_{1} \mid \mathbf{k}_{s}, \mathbf{k}_{i}\right)$ on the orientations of $\mathbf{k}_{s}$ and $\mathbf{k}_{i}$, the radiation-transfer propagator can be expanded in a series in Legendre polynomials with only the zeroth- and first-order terms retained. However, for indicatrices with a strong anisotropy, higher-order moments $\overline{\cos ^{n} \theta}$ may play an important role. The approach based on the expansion in spherical functions has been widely used in connection with the equation of radiation transfer. ${ }^{11,18}$ In particular, Apresyan and Kravtsov ${ }^{11}$ analyzed this equation in detail with firstand second-order moments taken into account.

According to (2.5), in a homogeneous medium the function $\Gamma\left(\mathbf{R}_{2}, \mathbf{R}_{1} \mid \mathbf{k}_{s}, \mathbf{k}_{i}\right)$ depends on the relative vector $\mathbf{R}_{21}$ $=\mathbf{R}_{2}-\mathbf{R}_{1}$ and the mutual orientation of the vectors $\mathbf{k}_{i}, \mathbf{k}_{s}$, and $\mathbf{R}_{21}$. Generally, this dependence can be expressed in the form of an expansion in spherical functions:

$$
\begin{align*}
\Gamma\left(\mathbf{R} \mid \mathbf{k}_{s}, \mathbf{k}_{i}\right)= & \frac{1}{4 \pi} \sum_{k, l,|m| \leqslant \min \{k, l\}} \gamma_{k l m}(R) \\
& \times P_{k}^{m}\left(\cos \theta_{s}\right) P_{l}^{m}\left(\cos \theta_{i}\right) \exp \left[\operatorname{im}\left(\phi_{s}-\phi_{i}\right)\right] \tag{3.1}
\end{align*}
$$

where $P_{k}^{m}(\cos \theta)$ is the associated Legendre polynomial,

$$
\cos \theta_{s}=\frac{\mathbf{k}_{s} \mathbf{R}}{k R}, \quad \cos \theta_{i}=\frac{\mathbf{k}_{i} \mathbf{R}}{k R},
$$

and $\phi_{s}-\phi_{i}$ is the angle between the projections of the vectors $\mathbf{k}_{s}$ and $\mathbf{k}_{i}$ on a plane orthogonal to $\mathbf{R}$.

To simplify the analysis, we integrate Eq. (2.5) over the orientations of $\mathbf{k}_{i}$. The equation remains closed, since the
unknown function in its left- and right-hand sides depends on the same incident wave vector $\mathbf{k}_{i}$. Introducing a new function $\Gamma_{0}\left(\mathbf{R}_{21} \mid \mathbf{k}_{s}\right)=\int d \boldsymbol{\Omega}_{i} \Gamma\left(\mathbf{R}_{21} \mid \mathbf{k}_{s}, \mathbf{k}_{i}\right)$, we get

$$
\begin{align*}
\Gamma_{0}\left(\mathbf{R}_{21} \mid \mathbf{k}_{s}\right)= & k_{0}^{4} l^{-1} \widetilde{G}\left(-\mathbf{k}_{s}+\mathbf{k}_{21}\right) \Lambda\left(\mathbf{R}_{21}\right) \\
& +k_{0}^{4} \int d \mathbf{R}_{3} \widetilde{G}\left(\mathbf{k}_{23}-\mathbf{k}_{s}\right) \Lambda\left(\mathbf{R}_{23}\right) \Gamma_{0}\left(\mathbf{R}_{31} \mid \mathbf{k}_{23}\right) . \tag{3.2}
\end{align*}
$$

In deriving this Eq. (3.2) we used the optical theorem, $l^{-1}$ $=k_{0}^{4} \int d \boldsymbol{\Omega}_{s} \widetilde{G}\left(\mathbf{k}_{s}-\mathbf{k}_{i}\right)$.

Although in going over to the equation for $\Gamma_{0}$ we lost the contribution of some terms, the equation makes it possible to calculate exactly the isotropic part of the radiation-transfer propagator outside the scope of the diffusion approximation. We allow for the orientational dependence of both vectors later, when we calculate coherent backscattering.

Expanding the function $\Gamma_{0}\left(\mathbf{R}_{21} \mid \mathbf{k}_{s}\right)$ in a series in Legendre polynomials,

$$
\begin{equation*}
\Gamma_{0}(\mathbf{R} \mid \mathbf{k})=\sum_{n=0}^{\infty} \gamma_{n}(R) P_{n}\left(\frac{\mathbf{R k}}{R k}\right), \tag{3.3}
\end{equation*}
$$

where $\gamma_{n}(R)=\gamma_{n, 0,0}(R)=\gamma_{0, n, 0}(R)$, and using the orthogonality of the polynomials $P_{n}(\cos \theta)$, we reduce Eq. (3.2) to a system of equations for the expansion coefficients in (3.3):

$$
\begin{align*}
\frac{4 \pi}{(2 n+1)} \gamma_{n}\left(R_{21}\right)= & \overline{P_{n}}\left[l^{-2} \Lambda\left(R_{21}\right)+l^{-1}\right. \\
& \times \int d \mathbf{R}_{3} P_{n}\left(\frac{\mathbf{R}_{23} \mathbf{R}_{21}}{R_{23} R_{21}}\right) \Lambda\left(R_{23}\right) \\
& \left.\times \sum_{m=0}^{\infty} \gamma_{m}\left(R_{31}\right) P_{m}\left(\frac{\mathbf{R}_{31} \mathbf{k}_{23}}{R_{31} k}\right)\right] . \tag{3.4}
\end{align*}
$$

Here the parameters $\overline{P_{n}}$ are defined as averages over the single-scattering indicatrix:

$$
\begin{equation*}
\overline{P_{n}}=\frac{\int d \mathbf{\Omega}_{s} \widetilde{G}\left(\mathbf{k}_{s}-\mathbf{k}_{i}\right) P_{n}\left(\frac{\mathbf{k}_{s} \mathbf{k}_{i}}{k^{2}}\right)}{\int d \mathbf{\Omega}_{s} \widetilde{G}\left(\mathbf{k}_{s}-\mathbf{k}_{i}\right)} \tag{3.5}
\end{equation*}
$$

Next we solve the system of equations (3.4), keeping only the first three terms in the expansion (3.3). Instead of the functions $\gamma_{1}\left(R_{21}\right)$ and $\gamma_{2}\left(R_{21}\right)$ we introduce the vector function $\mathbf{g}_{1}\left(\mathbf{R}_{21}\right)=\gamma_{1}\left(R_{21}\right) \mathbf{R}_{21} / R_{21}$ and the tensor function

$$
\hat{\mathbf{g}}_{2}\left(\mathbf{R}_{21}\right)=\gamma_{2}\left(R_{21}\right)\left(\frac{3 \mathbf{R}_{21} \mathbf{R}_{21}}{R_{21}^{2}}-\hat{I}\right) .
$$

Applying the Fourier transformation in the spatial variables $\mathbf{R}_{i j}$, we can write the system of equations (3.4) as follows:

$$
\begin{aligned}
4 \pi \tilde{\gamma}_{0}(q)= & l^{-2} \tilde{\Lambda}_{0}(q)+l^{-1}\left\{\tilde{\Lambda}_{0}(q) \tilde{\gamma}_{0}(q)+\tilde{\Lambda}_{1}(\mathbf{q}) \tilde{\mathbf{g}}_{1}(\mathbf{q})\right. \\
& \left.+\frac{1}{6}\left[\left(3 \hat{\tilde{\Lambda}}_{2}(\mathbf{q})-\hat{\boldsymbol{I}} \tilde{\Lambda}_{0}(q)\right) \hat{\tilde{\mathbf{g}}}_{2}(q)\right]\right\},
\end{aligned}
$$

$$
\begin{align*}
\frac{4 \pi}{3 \overline{P_{1}}} \tilde{\mathbf{g}}_{1}(\mathbf{q})= & l^{-2} \tilde{\Lambda}_{1}(\mathbf{q})+l^{-1}\left\{\tilde{\Lambda}_{1}(\mathbf{q}) \tilde{\gamma}_{0}(q)\right. \\
& \left.+\hat{\tilde{\Lambda}}_{2}(\mathbf{q}) \tilde{\mathbf{g}}_{1}(\mathbf{q})+\frac{1}{2} \hat{\tilde{\Lambda}}_{3}(\mathbf{q}) \hat{\tilde{\mathbf{g}}}_{2}(\mathbf{q})\right\},  \tag{3.6}\\
\frac{4 \pi}{5 \overline{P_{2}}} \hat{\tilde{\mathbf{g}}}_{2}(\mathbf{q})= & l^{-2}\left[3 \hat{\tilde{\Lambda}}_{2}(\mathbf{q})-\hat{\mathbf{I}} \tilde{\Lambda}_{0}(q)\right]+l^{-1}\left\{\left[3 \hat{\tilde{\Lambda}}_{2}(\mathbf{q})\right.\right. \\
& \left.-\hat{\mathbf{I}} \tilde{\Lambda}_{0}(q)\right] \tilde{\gamma}_{0}(q)+3 \hat{\tilde{\boldsymbol{\Lambda}}}_{3}(\mathbf{q}) \tilde{\mathbf{g}}_{1}(\mathbf{q})-\hat{\mathbf{I}} \widetilde{\boldsymbol{\Lambda}}_{1}(\mathbf{q}) \tilde{\mathbf{g}}_{1}(\mathbf{q}) \\
& \left.+\frac{3}{2} \hat{\tilde{\Lambda}}_{4}(\mathbf{q}) \hat{\tilde{\mathbf{g}}}_{2}(\mathbf{q})-\frac{1}{2} \hat{\mathbf{I}} \operatorname{Tr}\left(\hat{\tilde{\boldsymbol{\Lambda}}}_{2}(\mathbf{q}) \hat{\tilde{\mathbf{g}}}_{2}(\mathbf{q})\right)\right\},
\end{align*}
$$

where the tilde indicates the Fourier transform of the corresponding function. The function

$$
\begin{equation*}
\hat{\tilde{\boldsymbol{\Lambda}}}_{n}(\mathbf{q})=\int d \mathbf{r} \exp (-i \mathbf{q} \mathbf{r}) \frac{\mathbf{r r} \ldots \mathbf{r}}{r^{n}} \Lambda(\mathbf{r}) \tag{3.7}
\end{equation*}
$$

is a tensor of rank $n$. Integrals of type (3.7) can easily be calculated. In particular, we have

$$
\begin{align*}
& \tilde{\Lambda}_{0}(q)=4 \pi l p_{0} \\
& \tilde{\Lambda}_{1}(\mathbf{q})=-4 \pi i \mathbf{q} l^{2} p_{1}  \tag{3.8}\\
& \hat{\tilde{\Lambda}}_{2}(\mathbf{q})=4 \pi l\left[\frac{\mathbf{q} \mathbf{q}}{q^{2}} p_{1}+\frac{p_{0}-p_{1}}{2}\left(\hat{I}-\frac{\mathbf{q q}}{q^{2}}\right)\right],
\end{align*}
$$

where we have introduced the auxiliary functions

$$
p_{0}=\frac{\arctan w}{w}, \quad p_{1}=\frac{1-p_{0}}{w^{2}}, \quad p_{2}=\frac{1}{w^{2}}\left(\frac{1}{3}-p_{1}\right),
$$

and $w=q l$ is the dimensionless argument.
As a result the solution of the system (3.6) can be written as

$$
\begin{align*}
& \tilde{\gamma}_{0}(q)=\frac{p_{0}-3 p_{1} \overline{\cos \theta}}{l w^{2} p_{1}}+\frac{3 p_{2}-p_{1}}{2 A l p_{1}} \\
& \tilde{\mathbf{g}}_{1}(\mathbf{q})=\frac{\mathbf{q}}{q} \tilde{\gamma}_{1}(q), \quad \tilde{\gamma}_{1}(q)=-\frac{3 i \overline{\cos \theta}}{l w},  \tag{3.9}\\
& \hat{\tilde{\mathbf{g}}}_{2}(\mathbf{q})=\left(\frac{3 \mathbf{q q}}{q^{2}}-\hat{I}\right) \tilde{\gamma}_{2}(q), \quad \tilde{\gamma}_{2}(q)=-\frac{1}{l A}
\end{align*}
$$

where
$A=\frac{p_{1}}{2\left(3 p_{2}-p_{1}\right)}\left[\frac{4}{5 \overline{P_{2}}}-9 p_{2}+6 p_{1}-p_{0}-\frac{w^{2}\left(3 p_{2}-p_{1}\right)^{2}}{p_{1}}\right]$.

Formula (3.9) determines the propagator $\Gamma_{0}(\mathbf{R} \mid \mathbf{k})$ when the scattering indicatrix is described by three Legendre polynomials.

The propagator of radiation transfer over large distances, i.e., the behavior of its Fourier transforms for $q l \leqslant 1$, plays an important role in coherent effects of multiple scattering. In this region the formula for $\tilde{\gamma}_{0}(q)$ in (3.9) yields

$$
\begin{equation*}
\tilde{\gamma}_{0}(q) \approx \frac{3}{l}\left[\frac{1-\overline{\cos \theta}}{w^{2}}+\frac{28}{27} \frac{1}{(35 / 9)\left(1 / \overline{P_{2}}-1\right)+w^{2}}\right] \tag{3.11}
\end{equation*}
$$

The first term in the square brackets corresponds to the wellknown expression in the diffusion approximation $\tilde{\gamma}_{0}(q)$ $\sim 3 / l * w^{2}$. Within the equation of radiation transfer the form of this term in the absence of absorption does not change even if one allows for $\overline{P_{2}}$ (Ref. 11). The second term in (3.11) reflects a more detailed description of radiation transfer by the Bethe-Salpeter equation. This term vanishes as $\overline{P_{2}} \rightarrow 0$. As $\overline{P_{1}}=\overline{\cos \theta}$ increases, it is natural to expect that for real systems the average of the second Legendre polynomial over the scattering angle, $\overline{P_{2}}$, also increases, and the second term becomes much more important.

The region of applicability of the diffusion approximation is determined from the condition that the first term in the square brackets in (3.11) provides the main contribution, i.e.,

$$
\begin{equation*}
\frac{27}{28}(1-\overline{\cos \theta})>\frac{q^{2} l^{2}}{(35 / 9)\left(1 / \overline{P_{2}}-1\right)+q^{2} l^{2}} . \tag{3.12}
\end{equation*}
$$

We see from (3.12) that range of wave vectors $\mathbf{q}$ for which the diffusion approximation is valid narrows as the anisotropy of the scattering indicatrix increases, i.e., when $\overline{\cos \theta}$ and $\overline{P_{2}}$ grow.

Let us establish the limits of the approach based on allowing for a finite number of terms in the expansion in the Legendre polynomials in the scattering indicatrix. With allowance for (3.5) this expansion becomes

$$
\begin{equation*}
\frac{\widetilde{G}\left(\mathbf{k}_{s}-\mathbf{k}_{i}\right)}{\int \widetilde{G}\left(\mathbf{k}_{s}-\mathbf{k}_{i}\right) d \Omega}=\sum_{0}^{\infty}(2 n+1) \overline{P_{n}} P_{n}(x), \tag{3.13}
\end{equation*}
$$

where $x=\left(\mathbf{k}_{i} \mathbf{k}_{s}\right) / k^{2}$. Here $\widetilde{G}\left(\mathbf{k}_{s}-\mathbf{k}_{i}\right)$ describes the intensity of scattering in the direction of $\mathbf{k}_{s}$ and must be nonnegative, $\widetilde{G}\left(\mathbf{k}_{s}-\mathbf{k}_{i}\right) \geqslant 0$. In particular, if we limit ourselves to seconddegree polynomials, we have

$$
\begin{equation*}
1+3 \overline{P_{1}} x+5 \overline{P_{2}}\left(\frac{3}{2} x^{2}-\frac{1}{2}\right) \geqslant 0 \tag{3.14}
\end{equation*}
$$

for values of $x$ in the interval $-1 \leqslant x \leqslant 1$.
Equations (3.9)-(3.11) imply that the parameters $\overline{P_{n}}$ with $n \geqslant 2$ have no effect on the asymptotic behavior of the diffusion, so that for every value of $\overline{\cos \theta}$ there exists a range of distances within which the diffusion approximation is valid. However, in calculating the correction terms, which contain information about the higher-order moments of the indicatrix, the restriction (3.14) and other conditions that make it possible to describe the indicatrix by a finite number of moments are important.

## 4. COHERENT BACKSCATTERING

To illustrate the above results, we take the example of calculating the shape of the coherent backscattering peak. As is known, the peak appears because for scattering angles $\theta_{s}$ $\ll \lambda / l$ measured from the backscattering direction, in addition to (2.3) and (2.4) there are cyclic diagrams that contribute to the scattering intensity, and the contribution is of the
same order as that of ladder diagrams. Such interference corrections to the intensity of backscattering of light were first mentioned in Refs. 19-23 and discovered in experiments of Van Albada and Lagendijk ${ }^{6}$ and Wolf and Maret. ${ }^{7}$

We consider the case of normal incidence, $\theta_{i}=0$. The contribution of cyclic diagrams to scattering is given by the following expression: ${ }^{8,9}$

$$
\begin{align*}
I_{C}\left(\mathbf{k}_{s}, \mathbf{k}_{i}\right) \propto & \int d \mathbf{R}_{1} d \mathbf{R}_{2} \exp \left[-\left(z_{1}+z_{2}\right) l^{-1}+i k_{0} \theta_{s}\left(x_{1}-x_{2}\right)\right] \\
& \times\left[\Gamma\left(\mid \mathbf{R}_{2}-\mathbf{R}_{1} \| \mathbf{k}_{s}, \mathbf{k}_{i}\right)-\Gamma\left(\mid \mathbf{R}_{2}-\mathbf{R}_{1}^{(m)} \| \mathbf{k}_{s}, \mathbf{k}_{i}\right)\right] \tag{4.1}
\end{align*}
$$

where $\mathbf{R}_{1}^{(m)}=\left(x_{1}, y_{1},-z_{1}-2 l_{m}\right)$ is the mirror image of point $\mathbf{R}_{1}$ with respect to the plane $z=-l_{m}$. The parameter $l_{m}$ is usually chosen in the form $l_{m}=0.71 l^{*}$ (Ref. 23). Equation (4.1) is written for the case of scattering from the half-space $z>0$ for a wave backscattered at an angle $\theta_{s}$ in the $x, z$ plane.

We see that the scattering intensity depends on the complete function $\Gamma\left(\mathbf{R} \mid \mathbf{k}_{s}, \mathbf{k}_{i}\right)$. Hence we must refine the analysis of Sec. 3 by including the dependence on the orientation of both vectors, $\mathbf{k}_{s}$ and $\mathbf{k}_{i}$. Applying to Eq. (2.5) the operation of integration in the form

$$
\iint d \boldsymbol{\Omega}_{s} d \boldsymbol{\Omega}_{i} P_{1}\left(\cos \theta_{s}\right) P_{1}\left(\cos \theta_{i}\right)
$$

and allowing for the expansion (3.1), for a homogeneous medium we have

$$
\begin{align*}
\frac{4 \pi}{9} \gamma_{110}\left(R_{21}\right)= & \frac{{\overline{\cos \theta^{2}} \Lambda\left(R_{21}\right)}_{l^{2}}+\frac{\overline{\cos \theta}}{3 l} \int d \mathbf{R}_{3} \Lambda\left(R_{23}\right)}{} \\
& \times \frac{\left(\mathbf{R}_{21} \mathbf{R}_{23}\right)}{R_{21} R_{23}} \frac{\left(\mathbf{R}_{21} \mathbf{R}_{31}\right)}{R_{21} R_{31}} \gamma_{1}\left(R_{31}\right)+O\left(\overline{\cos \theta^{3}}\right) \tag{4.2}
\end{align*}
$$

Inserting the expansion (3.1) into (4.1) and doing a Fourier transformation in the variables $\mathbf{R}_{2}-\mathbf{R}_{1}$ and $\mathbf{R}_{2}-\mathbf{R}_{1}^{(m)}$, we obtain

$$
\begin{align*}
I_{C}\left(\mathbf{k}_{s}, \mathbf{k}_{i}\right) \propto & \int_{-\infty}^{\infty} \frac{d q_{z}}{2 \pi} f\left(q_{z}\right) \\
& \times\left[\tilde{\gamma}_{0}\left(q_{s}\right)+2 P_{2}\left(\frac{q_{z}}{q_{s}}\right) \tilde{\gamma}_{2}\left(q_{s}\right)+\frac{\mathbf{k}_{i} \mathbf{k}_{s}}{k^{2}} \hat{\bar{g}}_{11}\left(\mathbf{q}_{s}\right)\right], \tag{4.3}
\end{align*}
$$

where $\mathbf{q}_{s}=\left(k_{0} \theta_{s}, 0, q_{z}\right), q_{s}=\sqrt{\left(k_{0} \theta_{s}\right)^{2}+q_{z}^{2}}$, and

$$
\begin{equation*}
\hat{g}_{11}\left(\mathbf{q}_{s}\right)=\int d \mathbf{R} \frac{\mathbf{R} \mathbf{R}}{R^{2}} \gamma_{110}(R) \exp \left(-i \mathbf{q}_{s} \mathbf{R}\right) \tag{4.4}
\end{equation*}
$$

The function $f(q)$ depends on the choice of boundary conditions. Taking $l_{m}=0.71 l^{*}$, we get ${ }^{8}$

$$
\begin{aligned}
f(q)= & \frac{1-w^{2}}{\left(1+w^{2}\right)^{2}}\left(1-\cos \frac{1.42 w l^{*}}{l}\right) \\
& +\frac{2 w}{\left(1+w^{2}\right)^{2}}\left(w+\sin \frac{1.42 w l^{*}}{l}\right) .
\end{aligned}
$$

The function $\gamma_{110}(R)$ can be immediately calculated by (4.2) if we use the expression for the vector $(\mathbf{R} / R) \gamma_{1}(R)$ $=\mathbf{g}_{1}(\mathbf{R})$ found in Sec. 3.

Parametrizing the tensor $\hat{\widetilde{\mathbf{g}}}_{11}\left(\mathbf{q}_{s}\right)$ as

$$
\begin{equation*}
\hat{\mathbf{g}}_{11}\left(\mathbf{q}_{s}\right)=a_{11}\left(q_{s}\right) \hat{\mathbf{I}}+\frac{1}{2} b_{11}\left(q_{s}\right)\left(3 \frac{\mathbf{q}_{s} \mathbf{q}_{s}}{q_{s}^{2}}-\hat{\mathbf{I}}\right), \tag{4.5}
\end{equation*}
$$

from (4.4) we get

$$
\begin{align*}
& a_{11}\left(q_{s}\right)=\frac{1}{3} \int d \mathbf{R} \gamma_{110}(R) \exp \left(-i \mathbf{q}_{s} \mathbf{R}\right)  \tag{4.6}\\
& b_{11}\left(q_{s}\right)=\frac{2}{3} \int d \mathbf{R} P_{2}\left(\frac{\mathbf{q}_{s} \mathbf{R}}{q_{s} R}\right) \gamma_{110}(R) \exp \left(-i \mathbf{q}_{s} \mathbf{R}\right) \tag{4.7}
\end{align*}
$$

Substituting the right-hand side of Eq. (4.2) for $\gamma_{110}(R)$ in (4.6) and (4.7) and employing (3.8) and (3.9), we obtain

$$
\begin{align*}
a_{11}\left(q_{s}\right)= & \frac{3 \overline{\cos \theta^{2}}}{l} \\
& \times\left[\frac{1}{w_{s}}\left(1+\frac{1}{w_{s}^{2}}\right) \arctan w_{s}-\frac{1}{w_{s}^{2}}+2 \int_{q_{s}}^{\infty} \frac{p_{1}}{q} d q\right]  \tag{4.8}\\
b_{11}\left(q_{s}\right)= & \frac{3 \overline{\cos \theta^{2}}}{l} \\
& \times\left[\frac{1}{w_{s}^{2}}-\frac{1}{w_{s}}\left(1+\frac{1}{w_{s}^{2}}\right) \arctan w_{s}\right. \\
& \left.+2 q_{s}^{-3} \int_{0}^{q_{s}} q^{2} p_{1} d q\right] \tag{4.9}
\end{align*}
$$

where $w_{s}=l q_{s}$.
As a result the angle-dependent part of the coherent backscattering intensity can be represented (to within terms of order $\overline{\cos \theta^{2}}$ ) as

$$
\begin{align*}
I_{C}\left(\mathbf{k}_{s}, \mathbf{k}_{i}\right) \propto & \int_{-\infty}^{\infty} \frac{d q_{z}}{2 \pi} f\left(q_{z}\right)\left[\tilde{\gamma}_{0}\left(q_{s}\right)+2 P_{2}\left(\frac{q_{z}}{q_{s}}\right)\right. \\
& \left.\times \tilde{\gamma}_{2}\left(q_{s}\right)-a_{11}\left(q_{s}\right)-b_{11}\left(q_{s}\right) P_{2}\left(\frac{q_{z}}{q_{s}}\right)\right] . \tag{4.10}
\end{align*}
$$

In the case of backscattering the contribution of $\gamma_{1}$ vanishes due to parity considerations.

The diffusion approximation amounts to allowing for the term $\tilde{\gamma}_{0}\left(q_{s}\right)$ in (4.10). Only this term yields a linear dependence on the scattering angle $\theta_{s}$. The other contributions, responsible for anisotropy in the radiation-transfer propagator, yield a peak of Lorentzian form. Generally speaking, their presence leads to a deviation of the dependence from linear and at small angles manifests itself as a change in the initial slope. In the diffusion approximation, the shape of the peak at small angles is described by the formula 1 $-\gamma k l^{*} \theta_{s}$, where the constant $\gamma$ is the initial slope. Although the presence of correction terms complicates the description of the shape of the peak, these terms make it possible to determine not only $l^{*}$ but also $l, \overline{P_{1}}$, and $\overline{P_{2}}$ separately, i.e., to extract detailed information about the scattering system,


FIG. 1. Backscattering intensity normalized to the peak's height, $I\left(\theta_{s}\right) / I(0)$, as a function of the angular variable $k l^{*} \theta_{s}$ at $\overline{\cos \theta}=0.5$ for different values of $\overline{P_{2}}$ : curve $1, \overline{P_{2}}=0.1$; curve $2, \overline{P_{2}}=0.2$; and curve 3 , $\overline{P_{2}}=0.3$. Curve 4 represents the function with only the first two expansion terms taken into account in (3.3).
since Eq. (4.10) describes not only the initial slope but also the shape of the peak in a broad range of angles.

Figure 1 shows how the shape of the backscattering peak varies with the parameter

$$
\overline{P_{2}}=\overline{\frac{3}{2} \cos ^{2} \theta-\frac{1}{2}}
$$

for a fixed value $\overline{P_{1}}=\overline{\cos \theta}=0.5$. We see that the slope increases with $\overline{P_{2}}$. For instance, at $\overline{P_{2}}=0.1$ the slope is $\gamma$ $=1.5$ and at $\overline{P_{2}}=0.3$ it is $\gamma=1.7$. This means that the slope cannot be correctly described by only one parameter $\cos \theta$. Curve 4 was obtained by allowing for $\gamma_{0}$ and $\gamma_{1}$ in (3.3) and yields a slope $\gamma=1.35$. Note that the diffusion approximation also allows for only these two terms, but for $\tilde{\gamma}_{0}(q)$ it uses not an exact but an approximate expression of the form $\left(l^{*} w^{2}\right)^{-1}$, which leads to a slope $\gamma=2.3$ (Ref. 24). Thus, curve 4 can be considered a refinement of the diffusion approximation. We used it as a reference curve to illustrate the role of higher-order terms in the expansion of the propagator.

Figure 2 depicts the backscattering intensity, calculated by (4.10), relative to the value of the intensity calculated


FIG. 2. Ratio of the backscattering intensity $I\left(\theta_{s}\right)$ at $\overline{P_{1}}=0.5$ to the intensity $I_{\mathrm{st}}\left(\theta_{s}\right)$ calculated with $\gamma_{n}=0$ for $n \geqslant 2$, as a function of the scattering angle for $\overline{P_{2}}=0.1$ (curve 1), $\overline{P_{2}}=0.2$ (curve 2), and $\overline{P_{2}}=0.3$ (curve 3).


FIG. 3. Angular dependence of the backscattering intensity calculated for the Ornstein-Zernike indicatrix at different values of $k r_{c}$ : curve $1, k r_{c}$ $=0.775,\left(k l=4.9 \times 10^{4}, \overline{P_{1}}=0.2\right.$, and $\left.\overline{P_{2}}=0.047\right)$; curve $2, k r_{c}=2.45$, $\left(k l=1.7 \times 10^{4}, \overline{P_{1}}=0.46\right.$, and $\left.\overline{P_{2}}=0.25\right)$; and curve $3, k r_{c}=2.56,(k l$ $=1.5 \times 10^{4}, \overline{P_{1}}=0.49$, and $\overline{P_{2}}=0.28$ ). The values of $k l, \overline{P_{1}}$, and $\overline{P_{2}}$ were calculated by formulas (4.11) and (4.12).
with only two terms in the expansion (3.3). We see that allowing for higher-order moments, first, reduces the height of the peak and, second, distorts the peak.

We used the results in an analysis of the possibility of detecting the coherent backscattering peak in the critical region. To simplify matters in describing the angular dependence of single scattering, we used the Ornstein-Zernike formula

$$
\widetilde{G}(q) \propto\left(r_{c}^{-2}+q^{2}\right)^{-1},
$$

where $r_{c}$ is the correlation radius. For such an indicatrix,

$$
\begin{align*}
& \overline{\cos \theta}=\frac{1+2 x^{2}}{2 x^{2}}-\frac{2}{\ln \left(1+4 x^{2}\right)}, \\
& \overline{\cos ^{2} \theta}=\frac{1+2 x^{2}}{2 x^{2}} \overline{\cos \theta}, \tag{4.11}
\end{align*}
$$

and the extinction length ${ }^{25}$ is given by the following expression:

$$
\begin{equation*}
\frac{1}{l}=\frac{\pi}{2} B\left[\left(2+x^{-2}+\frac{1}{4} x^{-4}\right) \ln \left(1+4 x^{2}\right)-2-x^{-2}\right], \tag{4.12}
\end{equation*}
$$

where $x=k r_{c}$ and $B=R_{\mathrm{sc}} / x^{2}$, with $R_{\mathrm{sc}}$ the scattering constant.

We calculated the angular dependence of the backscattering peak for the range of $k r_{c}$ values in which the first two moments of the scattering indicatrix satisfy the condition (3.4). We selected the following values characteristic of highly opalescent systems: ${ }^{26,27} B=1 \mathrm{~cm}^{-1}, r_{c}=r_{0} \tau^{-\nu}, \nu$ $=0.63, r_{0}=3.2 \AA, \lambda=6328 \AA, k=2 n \pi / \lambda$, and $n=1.3$.

Figure 3 depicts the results of calculations for values $k r_{c}=0.775,2.45$, and 2.56. The curves are plotted in terms of real angular units, so that it becomes possible to estimate the possibility of experimentally detecting the coherent backscattering peak in the critical region. We see that to an accu-
racy of 0.05 mrad , the backscattering peak can be detected in the critical region and its temperature dependence can be studied.

## 5. CONCLUSION

By examining radiation transfer in highly inhomogeneous media we have developed an approach that consistently takes into account the higher-order moments of the single-scattering indicatrix. We have obtained analytical expressions for the radiation-transfer propagator that take into account Legendre polynomials of the first and second degrees.

In solving the problem of radiation transfer, one can always indicate a range of distance $r \geqslant l^{*}$ in which the diffusion approximation is valid. There is no need to take into account higher-order terms in the expansion in spherical functions. However, for specific problems of multiple scattering, the boundary region of thickness of order the extinction length $l$, which is much smaller than $l^{*}$ as $\overline{\cos \theta} \rightarrow 1$, becomes important. In the intermediate region $l<r<l^{*}$, the contribution of higher-order spherical harmonics proves to be appreciable. In this connection the problem of explicitly taking into account the boundary conditions outside the scope of the mirror-image method becomes important.

As an example of an application of the new approach, we have calculated the coherent backscattering intensity and have studied the effect of higher-order moments on its angular dependence. We have demonstrated the possibility of experimentally detecting the coherent backscattering peak in the critical region.
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#### Abstract

A theory of the propagation instability of plane, monochromatic, circularly polarized electromagnetic waves of relativistic intensity in matter is developed for a spatially threedimensional geometry including arbitrary polarization of the scattered radiation. Harmonic generation owing to striction and relativistic nonlinearity is examined, as well as scattering owing to electron recoil, the decay instability of the harmonics with formation of scattered electromagnetic waves (Stokes components of the stimulated Raman scattering and plasmons), the interaction of electromagnetic waves in the plasma (antistokes stimulated Raman scattering), and the generation of a radiative continuum. The transition of the threedimensional theory to a one-dimensional problem in the nonrelativistic limit is discussed. © 1998 American Institute of Physics. [S1063-7761(98)00906-8]


## 1. INTRODUCTION

Experimental and theoretical studies of the scattering of ultrahigh-intensity laser light in matter have been of great interest in recent years. ${ }^{1-10}$ By ultrahigh, we mean intensities $I \geqslant 10^{18} \mathrm{~W} / \mathrm{cm}^{2}$ at which relativistic effects show up in the electron motion. These intensities are attained at present in experiments with high-power ultrashort laser pulses. ${ }^{11-13}$ When an ultrashort laser pulse is focussed onto a material, the bulk of the pulse interacts with the plasma formed at its leading edge. Polarization of the material in a high-power laser radiation field, which leads to scattering, can be caused by nonlinear free-electron currents, ${ }^{14}$ deformation of the electronic shells of atoms and ions, ${ }^{15}$ and molecular vibrations and rotations. ${ }^{16}$ In experiments with light atomic gases, it is possible to isolate the first component of the polarization from this list on reaching full ionization of the material. We consider laser light scattering in plasmas for this specific reason in the following. The scattering of coherent radiation in plasmas at nonrelativistic intensities has been studied previously. ${ }^{14,17-22}$ Of the papers which analyze scattering at relativistic intensities, we note above all Refs. 8-10 (see Refs. 1-7 as well).

The study of laser light scattering in matter can be arbitrarily divided into two essentially unrelated problems. The first involves determining the local characteristics of the medium: the temporal growth rates (spatial gain coefficients) of the scattered radiation in an elementary volume of plasma as functions of the components of the wave vector of the scattered wave and of the parameters of the reference wave. The second, in contrast, is an integro-differential transport problem and reduces to calculating the radiation field far from the scattering volume, including amplification and absorption along the propagation path. In this article we examine the
first problem in detail; in particular, the temporal growth rates are calculated. The second problem is touched upon only at a qualitative level.

Recently, there has been a tendency to construct spatially three-dimensional models of the scattering of relativistically intense, plane, monochromatic, circularly polarized electromagnetic waves in plasmas. ${ }^{9,10}$ The theory comprises a set of varied wave phenomena: harmonic generation, stimulated Raman scattering on electron plasma oscillations excited by the propagating laser pulse, the hydrodynamic analog of the Compton effect, etc., as well as limiting transitions to previously known cases-primarily to the nonrelativistic approximation.

At the same time, describing the scattering of relativistically intense electromagnetic waves in plasmas turns out to be so complicated that various authors have restricted themselves to examining a number of approximations. These include: 1) the one dimensional approximation ${ }^{8}$; 2) the assumption that a certain polarization of the scattered radiation, such as circular, is maintained (the approximation of a given polarization $)^{8,10} ; 3$ ) searching for the growth rates assuming that one of the transverse components of the wave vector equals zero ${ }^{9}$; 4) resonance approximations, which reduce to using exact conditions for phase synchrony for several wave processes. ${ }^{20}$

In this article, we propose a variant of the theory of the scattering of relativistically intense laser radiation in plasmas in which there is no need to use any of the four approximations indicated above. Numerical methods are used to describe harmonic generation, stimulated Raman scattering on plasmons, the hydrodynamic analog of Compton scattering, and continuum generation, as well as the mutual effects of these processes. This study is based on a rigorous analysis of
the linearized Maxwell equations and equations for the relativistic hydrodynamics of the electron component of a plasma in a strong electromagnetic field. A proper analysis of this type requires the availability of an exact reference solution of the initial nonlinear system of equations. In the present case, that solution is a plane, monochromatic, circularly polarized electromagnetic wave of arbitrary intensity. ${ }^{23}$ We note that in the earlier literature, there are a number of studies of the propagation instability of linearly polarized, monochromatic plane waves which are not exact solutions of the initial relativistic equations, and therefore can only be used when it is assumed that their intensity is low.

The problem of studying the propagation instability of a circularly polarized, monochromatic, plane reference wave of arbitrary intensity reduces to solving a system of linear partial differential equations with oscillating coefficients. After introducing a running variable along the propagation axis and taking the Fourier transform with respect to the spatial coordinate, we arrive at a linear system consisting of an infinite number of coupled ordinary differential equations (owing to the necessity of accounting for the generation of harmonics and their interactions). As these calculations show, a proper approximate solution of this problem is obtained when more than a hundred equations are included in the analysis. The temporal growth rate of this instability is defined as the maximum eigenvalue of the matrix for the linear system being solved. This approach, in particular, makes it possible to avoid writing down and analyzing the cumbersome dispersion relations. Hydrodynamic studies of this type have been done with a numerical analysis of the linear stage of the development of turbulence. ${ }^{24}$ We have tested this method in a linear analysis of the instability of a plane wave in the approximation of a specified polarization. ${ }^{10}$

In this paper, therefore, for the first time we present the results of a rigorous linear analysis of the system formed by Maxwell's equations and the equations of relativistic electron hydrodynamics.

## 2. INITIAL EQUATIONS

The propagation of laser light at relativistic intensities in a plasma is described by Maxwell's equations and the equations of relativistic electron hydrodynamics ${ }^{23,25}$ :

$$
\begin{align*}
& \square A=\nabla \phi_{t}+\gamma^{-1} n(\mathbf{A}+\nabla \psi),  \tag{1}\\
& \nabla^{2} \phi=n-1,  \tag{2}\\
& \nabla \cdot \mathbf{A}=0,  \tag{3}\\
& \psi_{t}=\phi-\gamma,  \tag{4}\\
& n_{t}+\nabla \cdot\left[\gamma^{-1} n(\mathbf{A}+\nabla \psi)\right]=0,  \tag{5}\\
& \gamma=\left(1+|\mathbf{A}+\nabla \psi|^{2}\right)^{1 / 2} . \tag{6}
\end{align*}
$$

Here $\mathbf{A}$ and $\phi$ are the vector and scalar potentials of the electromagnetic field, $\psi$ is the potential for the generalized electron momentum, and $n$ is the electron density. Equation (6) defines the relativistic mass factor $\gamma$. The subscript $t$ denotes a partial derivative with respect to time.

The system of Eqs. (1)-(6) is normalized as follows: $\mathbf{A}$ and $\phi$ to $m c^{2} / e, n$ to the unperturbed value $n_{0}$, the momentum of the electron fluid to $m c$, the time to $\omega_{p}^{-1}$, where $\omega_{p}$ is the unperturbed value of the plasma frequency, and the spatial coordinate to $c / \omega_{p}$.

The exact solution of the system of Eqs. (1)-(6) is a plane, monochromatic, circularly polarized wave of arbitrary intensity, propagating, for example, along the $\mathbf{e}_{3}$ axis: ${ }^{23}$

$$
\begin{equation*}
\mathbf{A}_{0}=(1 / 2)\left(\mathbf{e}_{1}+i \mathbf{e}_{2}\right) A_{0} \exp (i k \xi)+\text { c.c. } \tag{7}
\end{equation*}
$$

Here $\xi=x_{3}-q t$ is the running variable and $q=\omega / k$ is the phase velocity of the wave. In addition, the conditions $\omega^{2}$ $-k^{2}=\gamma_{0}^{-1}, \gamma_{0}=\left(1+A_{0}^{2}\right)^{1 / 2}, n=1, \phi=\gamma_{0}$, and $\psi=0$ are satisfied. In the following we use the notation $k^{-1}=\varepsilon$.

Let us consider the development of small perturbations, indicated by the symbol '" $\sim$,' in the plasma, through which the wave (7) propagates:

$$
\begin{equation*}
\mathbf{A}=\mathbf{A}_{0}+\widetilde{\mathbf{A}}, \quad n=1+\tilde{n}, \quad \phi=\gamma_{0}+\widetilde{\phi}, \quad \psi=\tilde{\psi} . \tag{8}
\end{equation*}
$$

The linearized system of equations for the perturbations has the form

$$
\begin{align*}
\square \widetilde{\mathbf{A}}= & \nabla \widetilde{\phi}_{t}+\gamma_{0}^{-1}(\widetilde{\mathbf{A}}+\nabla \widetilde{\psi})+\gamma_{0}^{-1} \tilde{n} \mathbf{A}_{0} \\
& -\gamma_{0}^{-3}\left[\mathbf{A}_{0} \cdot(\widetilde{\mathbf{A}}+\nabla \widetilde{\psi})\right] \mathbf{A}_{0},  \tag{9}\\
\nabla^{2} \widetilde{\phi}= & \tilde{n},  \tag{10}\\
\nabla \cdot \widetilde{\mathbf{A}}= & 0  \tag{11}\\
\tilde{\psi}_{t}-\widetilde{\phi}= & -\gamma_{0}^{-1}\left[\mathbf{A}_{0} \cdot(\mathbf{A}+\nabla \widetilde{\psi})\right] . \tag{12}
\end{align*}
$$

The continuity equation is obtained by taking the divergence of Eq. (9),

$$
\begin{align*}
\tilde{n}_{t}+\gamma_{0}^{-1}\left(\mathbf{A}_{0} \cdot \nabla \tilde{n}\right)= & -\gamma_{0}^{-1} \Delta \tilde{\psi}+\gamma_{0}^{-3} \\
& \times\left\{\mathbf{A}_{0} \cdot \nabla\left[\mathbf{A}_{0} \cdot(\tilde{\mathrm{~A}}+\nabla \tilde{\psi})\right]\right\} . \tag{13}
\end{align*}
$$

The system of Eqs. (9)-(13) is the same as the equations obtained in Ref. 9 to within the normalization.

Our procedure in the following differs from that used in Ref. 9. In the system of Eqs. (9)-(13) we transform to the comoving variables ( $\mathbf{x}_{\perp}, \xi, t$ ), after which the differential operators take the following form:

$$
\begin{gathered}
\nabla \rightarrow\left(\nabla_{\perp}, \partial_{\xi}\right), \quad \nabla^{2} \rightarrow \nabla_{\perp}^{2}+\partial_{\xi}^{2}, \quad \partial_{t} \rightarrow D_{t}=\partial_{t}-q \partial_{\xi}, \\
\square \rightarrow D_{\square}=\Delta_{\perp}-\partial_{t}^{2}+2 q \partial_{\xi t}^{2}-\varepsilon^{2} \gamma_{0}^{-1} \partial_{\xi}^{2} .
\end{gathered}
$$

As a result, we obtain a system of linear differential equations with coefficients that depend periodically on $\xi$, which we shall not write out. Given that we are studying the propagation of laser light in an unbounded uniform plasma, we transform this system of equations into the wave vector space of the perturbations (into momentum $\mathbf{k}$-space) by taking the Fourier transform with respect to $\mathbf{x}_{\perp}, \xi\left(k=\left|\mathbf{k}_{\perp}\right|\right)$ :

$$
\begin{aligned}
(\tilde{\mathbf{A}}, \tilde{\phi}, \tilde{n}, \bar{\psi})^{T}= & (2 \pi)^{-3 / 2} \int(\tilde{\mathbf{A}}, \tilde{\phi}, \tilde{n}, \tilde{\psi})_{\mathbf{k}_{\perp}, \xi}^{T} \\
& \times \exp \left[i\left(\left(\mathbf{k}_{\perp}, \mathbf{x}_{\perp}\right)+\chi \xi\right)\right] d^{2} \mathbf{k}_{\perp} d \chi .
\end{aligned}
$$

In the following the symbol ' $\sim$ '" on the small perturbations will be omitted for the sake of brevity.

The results of taking the Fourier transforms ( $g_{1}$ $\left.=a_{0}^{2} / 2 \gamma_{0}^{3}, g_{2}=a_{0} / 2 \gamma_{0}\right)$ are

$$
\begin{align*}
& \hat{D}_{\square} A_{1}+g_{1} \frac{i k_{1} \chi^{2}}{\mathbf{k}^{2}+\chi^{2}} \psi-g_{1} \frac{k_{1} k_{2}}{\mathbf{k}^{2}+\chi^{2}} A_{2} \\
& \quad+g_{1} \frac{k_{2}^{2}+\chi^{2}}{\mathbf{k}^{2}+\chi^{2}} A_{1}+g_{2}\left(\left(F_{1,1}^{-}\right)_{\chi-k}+\left(F_{1,1}^{+}\right)_{\chi^{+k}}\right) \\
&  \tag{14}\\
& \quad+\frac{g_{1}}{2}\left(\left(F_{1,2}^{-}\right)_{\chi-2 k}+\left(F_{1,2}^{-}\right)_{\chi^{+2 k}}\right)=0, \\
& \hat{D}_{\square} A_{2}+g_{1} \frac{i k_{2} \chi^{2}}{\mathbf{k}^{2}+\chi^{2}} \psi-g_{1} \frac{k_{1} k_{2}}{\mathbf{k}^{2}+\chi^{2}} A_{1} \\
& \quad+g_{1} \frac{k_{1}^{2}+\chi^{2}}{\mathbf{k}^{2}+\chi^{2}} A_{2}+g_{2}\left(\left(F_{2,1}^{-}\right)_{\chi-k}+\left(F_{2,1}^{+}\right)_{\chi^{+k}}\right)  \tag{15}\\
& \quad+g_{1}\left(\left(F_{2,2}^{-}\right)_{\chi-2 k}+\left(F_{2,2}^{+}\right)_{\chi^{+2 k}}\right)=0,  \tag{16}\\
& -\left(\mathbf{k}^{2}+\chi^{2}\right) \phi=n,  \tag{17}\\
& \hat{D}_{t} \psi- \\
& \phi+g_{2}\left(\left(\Pi_{1}+i \Pi_{2}\right)_{\chi-k}+\left(\Pi_{1}-i \Pi_{2}\right)_{\chi+k}\right)=0, \\
& \hat{D}_{t} n= \\
&  \tag{18}\\
& \quad\left(\gamma_{0}^{-1} \chi^{2}+\left(\gamma_{0}^{-1}-g_{1}\right) k^{2}\right) \psi+i g_{1}\left(k_{1} A_{1}+k_{2} A_{2}\right) \\
& \quad-g_{2}\left(\left(i k_{1}-k_{2}\right) n_{\chi-k}+\left(i k_{1}+k_{2}\right) n_{\chi+k}\right) \\
& \quad+\left(g_{1} / 2\right)\left[\left(\left(i k_{1}-k_{2}\right) \Pi_{1}-\left(i k_{2}+k_{1}\right) \Pi_{2}\right)_{\chi-2 k}\right. \\
& \left.\quad+\left(\left(i k_{1}+k_{2}\right) \Pi_{1}-\left(i k_{2}-k_{1}\right) \Pi_{2}\right)_{\chi+2 k}\right] .
\end{align*}
$$

Here we have used the notation

$$
\begin{aligned}
& \mathbf{A}=\left(A_{1}, A_{2}, A_{3}\right), \quad \Pi_{1,2}=A_{1,2}+i k_{1,2} \psi, \quad \hat{D}_{t}=\partial_{t}-i q \chi, \\
& \hat{D}_{\square}=-\partial_{t}^{2}+2 i q \chi \partial_{t}+\left(\chi^{2} / \gamma_{0} k^{2}-\mathbf{k}^{2}\right)-\gamma_{0}^{-1}, \\
& F_{1,1}^{-}=\left(k_{1} \frac{k_{1}+i k_{2}}{\mathbf{k}^{2}+\chi^{2}}-1\right) n, \quad F_{1,1}^{+}=\left(k_{1} \frac{k_{1}-i k_{2}}{\mathbf{k}^{2}+\chi^{2}}-1\right) n, \\
& F_{1,2}^{-}=-\left(k_{1} \frac{k_{1}+i k_{2}}{\mathbf{k}^{2}+\chi^{2}}-1\right)\left(\Pi_{1}+i \Pi_{2}\right), \\
& F_{1,2}^{+}=-\left(k_{1} \frac{k_{1}-i k_{2}}{\mathbf{k}^{2}+\chi^{2}}-1\right)\left(\Pi_{1}-i \Pi_{2}\right), \\
& F_{2,1}^{-}=\left(k_{2} \frac{k_{1}+i k_{2}}{\mathbf{k}^{2}+\chi^{2}}-i\right) n, \quad F_{2,1}^{+}=\left(k_{2} \frac{k_{1}-i k_{2}}{\mathbf{k}^{2}+\chi^{2}}+i\right) n, \\
& F_{2,2}^{-}=\left(i k_{2} \frac{k_{1}+i k_{2}}{\mathbf{k}^{2}+\chi^{2}}+1\right)\left(i \Pi_{1}-\Pi_{2}\right), \\
& F_{2,2}^{+}=\left(i k_{2} \frac{k_{1}-i k_{2}}{\mathbf{k}^{2}+\chi^{2}}-1\right)\left(i \Pi_{1}+\Pi_{2}\right) .
\end{aligned}
$$

Upon shifting the argument $\chi$ in these equations by $\pm n k$, where $n$ is an integer, we arrive at an infinite chain of coupled, linear ordinary differential equations with respect to time for the amplitudes of the harmonics over which the perturbations are expanded. This latter system of equations can be written in the form

$$
\begin{equation*}
\mathbf{Y}_{t}=\mathbf{B Y}, \tag{19}
\end{equation*}
$$

where $\mathbf{Y}$ is an infinite-dimensional column vector, and $\mathbf{B}$ is an infinite-dimensional 30-diagonal matrix.

## 3. ONE-DIMENSIONAL PROBLEM

In the one-dimensional approximation, the components $k_{1}$ and $k_{2}$ of the perturbation wave vector must be set equal to zero in Eqs. (14)-(18). The equations for the one dimensional approximation are

$$
\begin{align*}
& \hat{D}_{\square, 1} A_{1}+g_{1} A_{1}-g_{2}\left(n_{\chi-k}+n_{\chi+k}\right) \\
& \quad+\left(g_{1} / 2\right)\left(\left(A_{1}+i A_{2}\right)_{\chi-2 k}+\left(A_{1}-i A_{2}\right)_{\chi+2 k}\right)=0,  \tag{20}\\
& \hat{D}_{\square, 1} A_{2}+g_{1} A_{2}+i g_{2}\left(-n_{\chi-k}+n_{\chi+k}\right) \\
& \quad+\left(g_{1} / 2\right)\left(\left(i A_{1}-A_{2}\right)_{\chi-2 k}-\left(i A_{1}+A_{2}\right)_{\chi+2 k}\right)=0,
\end{align*}
$$

$$
\begin{equation*}
\hat{D}_{t} \psi+\chi^{-2} n+g_{2}\left(\left(A_{1}+i A_{2}\right)_{\chi-k}+\left(A_{1}-i A_{2}\right)_{\chi+k}\right)=0, \tag{21}
\end{equation*}
$$

$$
\begin{equation*}
\hat{D}_{t} n-\gamma_{0}^{-1} \chi^{2} \psi=0 \tag{22}
\end{equation*}
$$

where

$$
\hat{D}_{\square, 1}=-\partial_{t}^{2}+2 i q \chi \partial_{t}+\chi^{2} / \gamma_{0} k^{2}-\gamma_{0}^{-1} .
$$

The form of these equations, as well as the structure of the matrix $\mathbf{B}$, are analogous to those for the spatially threedimensional case.

## 4. APPROXIMATION WITH A GIVEN CIRCULAR POLARIZATION

Equations (14)-(18), as well as their one-dimensional counterparts Eqs. (20)-(23), correspond to an arbitrary polarization of the perturbations in the electromagnetic field in the plasma, and in this regard, they differ from the problems presented in Refs. 8 and 10. In the latter, the polarization of the perturbation in the electric field was assumed to be circular, which greatly limited the generality of the approach.

Let us consider the spatially one-dimensional case. For a perturbation with given circular polarization,

$$
\mathbf{A}=(1 / 2)\left(\mathbf{e}_{1}+i \mathbf{e}_{2}\right) a \exp \left[i\left(k x_{3}-\omega t\right)\right]+\text { c.c. },
$$

which in terms of Fourier transforms means that

$$
\begin{equation*}
A_{1}=\frac{1}{2}\left(a_{\chi-k}+b_{\chi+k}\right), \quad A_{2}=\frac{i}{2}\left(a_{\chi-k}-b_{\chi+k}\right), \tag{24}
\end{equation*}
$$

where $a_{\chi}$ and $b_{\chi}$ are the Fourier transforms of $a$ and $a^{*}$, respectively.

Substituting these equations into Eqs. (20) and (21), we obtain the following equation for $a$ :

$$
\begin{align*}
& -a_{t t}+2 i q \chi a_{t}+\left(\chi^{2} / \gamma_{0} k^{2}\right) a+2 i\left(\omega a_{t}-\left(i \chi / \gamma_{0} k\right) a\right) \\
& \quad=2 g_{2} n-g_{1}(a+b) . \tag{25}
\end{align*}
$$

Differentiating Eq. (23) with respect to time and using Eq. (22), as well as solving Eqs. (24) for $a_{\chi}$ and $b_{\chi}$, we obtain the following equation for the response of plasma electrons to the propagating laser radiation:

$$
\begin{equation*}
\left(\left(\partial_{t}-i q \chi\right)^{2}+\gamma_{0}^{-1}\right) n=-\left(a_{0} / 2 \gamma_{0}^{2}\right) \chi^{2}(a+b) . \tag{26}
\end{equation*}
$$

It is easy to confirm that Eqs. (25) and (26) are the Fourier transforms of the equations used in Ref. 8 to describe the corresponding instability of laser radiation in a plasma, under the assumption that its circular polarization is preserved.

## 5. NUMERICAL STUDY OF THE MAXIMUM INSTABILITY GROWTH RATES FOR LASER RADIATION IN A PLASMA

In examining the linearized problem with a matrix $\mathbf{B}$ of finite size, it is natural to take the maximum of the real part in its eigenvalue spectrum as the temporal growth rate. The linear algebra problem of finding the eigenvalues of the matrix can be solved using the $Q R$ algorithm. ${ }^{26}$ The results below emphasize the advantage of the approach used here compared to the traditional methods of finding the growth rates, which involve solving the discriminant (dispersion) equations.

### 5.1. One-dimensional problem

Let us consider the problem of finding the maximum growth rates for the system of Eqs. (20)-(23). The results of the corresponding calculations are shown in Figs. 1 and 2. The size of the matrix $\mathbf{B}$ increases as $B=m \times m$, where $m$ $=6+12 j$, with $j=0,1,2, \ldots, 17$. As the number $j$ increases, the number of harmonics taken into account becomes larger, and this is reflected in Fig. 1. $j=1$ corresponds to the frequency of the laser radiation. The wave vector of the scattered radiation equals $\chi$. If $\chi>0$, then the scattered radiation propagates in the positive $x_{3}$ direction, while if $\chi<0$, then it propagates in the negative direction.

Figures 1 and 2 show the growth rates of the perturbations as functions of $\chi$. The scattered radiation is a set of harmonics, each of which is a doublet consisting of Stokes and antistokes stimulated Raman scattering components. Thus, all the peaks in Figs. 1 and 2 correspond to values $\chi= \pm j k \pm k_{p}$ of the wave vector. Weak peaks are observed near $\chi= \pm j k$, corresponding to the hydrodynamic analog of Compton scattering.

The calculations show that as the dimensionality $m$ of the matrix $\mathbf{B}$ increases, the changes in the magnitudes of the growth rates of the bulk of the harmonics become small, except for a few at the edges (see Fig. 1). In other words, in calculations using a matrix $\mathbf{B}$ with a finite dimensionality, there is an edge effect encompassing the extreme harmonics. For example, if $m=210$, then the harmonics $j=0,1,2, \ldots, 14$ are given with adequate accuracy, while the harmonics $j$ $=15,16$, and 17 are 'smeared out'" by the edge effect.

For the parameters of the calculations shown in Fig. 2, compared to the parameters corresponding to Fig. 1, the electron density is lower by a factor of two; this led to a drop in the plasma frequency $\omega_{p}$ and in $k_{p}$ by a factor of $\sqrt{2}$. The stimulated Raman scattering components of the harmonics in Fig. 2 were closer by a factor of $\sqrt{2}$.

Figure 2 shows that as the amplitude of the field of the reference wave increases, the stimulated Raman scattering components are broadened. At fields $A_{0} \simeq 1$, the two stimulated Raman scattering components merge into one. Thus, in


FIG. 1. The effect of the number of harmonics on the growth rate: $2 j+1$ $=5(\mathrm{a}), 15(\mathrm{~b}), 35(\mathrm{c})$ harmonics; $a_{0}=0.1, \varepsilon^{2}=7.43 \cdot 10^{-2}$. The growth rate is shown here as a function of the longitudinal component of the perturbation wave vector for $\chi>0$. The plot is symmetric in $\chi$.
the relativistic region with $A_{0}>1$, the harmonics are resolvable, but the stimulated Raman scattering components are not.

It is interesting to follow the correspondence between these calculations and those of Ref. 8, where it was assumed that in the framework of the one-dimensional problem the scattered radiation is circularly polarized. Our study shows that this leads to a significant error-an infinite sequence of harmonics is omitted. The problem reduces to studying a $6 \times 6$ matrix. As the computational results described above


FIG. 2. The dependence of the growth rate on the intensity of the reference wave for $\chi>0$. The plot is symmetric in $\chi \cdot a_{0}=0.1$ (a), 0.5 (b), 5 (c). $\varepsilon^{2}$ $=3.72 \cdot 10^{-2}$.
show, for arbitrarily polarized scattered light, in the onedimensional problem all the harmonics of the radiation are generated and they all interact. In mathematical terms, here the problem reduces to the need to solve an infinite squence of coupled linear differential equations. Note that calculations using matrices with low dimensionality $m<20$ yield results close to those of Ref. 8.

### 5.2. Three-dimensional problem

We have studied the maximum growth rate for Eqs. (14)-(18) as a function of the three components of the per-
turbation wave vector $\mathbf{k}$. Only a plot of the growth rate as a function of two variables is capable of providing a clear representation. For example, we considered distributions of the growth rate of the form $G\left(k_{1}, 0, \chi\right), G\left(0, k_{2}, \chi\right)$, and $G\left(k_{1}, k_{2}, 0\right)$, as well as $G(k \cos \Phi, k \sin \Phi, \chi)$ for a fixed angle $\Phi$ and $k=\left(k_{1}^{2}+k_{2}^{2}\right)^{1 / 2}$. An investigation showed that the growth rate is a quasiperiodic function of $\chi$ (to within the accuracy of the numerical calculations) and is not axially symmetric with respect to the $\mathbf{e}_{3}$ axis, owing to the lack of such symmetry in the linearized equations over the period of the reference wave. The oscillatory coefficients that appear in the linearized equations depend on the choice of reference system. In our case, we calculated the growth rate under conditions such that at time $t=0$ the vector $\mathbf{A}_{0}$ is directed along $\mathbf{e}_{1}$ at the point $x_{3}=0$. However, the choice of initial time within a wave period is random. This means that the growth rate must be averaged over a wave period with respect to the initial time, which is equivalent in turn to averaging the growth rate over the azimuthal angle. Thus, the unaveraged computational results are intermediate and have the significance of 'unobservables," while the averaged results correspond to physically observable quantities.

Figure 3 shows the average growth rate as a function of $k$ and $\chi$. The distinct feature of this solution is that, against a continuum background, one can see 1) a system of interlocking rings, 2) repeating peaks located near the $\mathbf{e}_{3}$ axis, and 3) an increase in the growth rate as $k \rightarrow \infty$. Figure 3 illustrates the scattering of circularly polarized laser radiation in plasmas. Because of striction and the relativistic nonlinearity, harmonics $m \mathbf{k}_{0}-\delta \mathbf{k}$, with $m=0, \pm 1, \pm 2, \ldots$ (including a shift $\delta \mathbf{k}$ owing to electron recoil, with $|\delta \mathbf{k}| \ll\left|\mathbf{k}_{0}\right|$ ) are generated in a medium through which laser light with wave vector $\mathbf{k}_{0}$ propagates.

The initial equations obey the energy and momentum conservation laws. ${ }^{25}$ Since their subsequent transformations are exact, the electron recoil effect must be included in this theory. Because of the decay instability,

$$
\begin{aligned}
& m \mathbf{k}_{0}-\delta \mathbf{k} \rightarrow \mathbf{k}_{m}^{\prime}+\mathbf{k}_{e}, \\
& m \omega_{0}-\delta \omega=\left(m \omega_{0}-\delta \omega-\omega_{p}\right)+\omega_{p},
\end{aligned}
$$

each harmonic decays into an electromagnetic (Stokes stimulated Raman scattering) component and a plasma wave. Since the wave vector of plasma oscillations in a cold plasma can have any value, the vector $\mathbf{k}_{m}^{\prime}$ is oriented arbitrarily in space. Thus, the growth rate for the Stokes stimulated Raman scattering component in $\mathbf{k}$-space has a distribution close to a circle of radius $\left|\mathbf{k}_{m}^{\prime}\right|$. Furthermore, wave interactions leading to the formation of scattered waves $\mathbf{k}^{\prime \prime}=n \mathbf{k}_{0}+\mathbf{k}_{m}^{\prime}$ can take place, where $n$ and $m$ are arbitrary integers. In Fig. 3, one can see ring structures of type $\mathbf{k}^{\prime \prime}=n \mathbf{k}_{0}+\mathbf{k}_{1}^{\prime}$. Ring structures with larger $m>1$ vanish during averaging, but they were seen in the intermediate (unaveraged) calculations.

In a medium without a reference plasma wave at frequency $\omega_{p}$, the antistokes stimulated Raman scattering components do not appear, and this is shown by the calculations. Nevertheless, because of wave interactions between the harmonics $m \mathbf{k}_{0}$ and the backscattered Stokes stimulated Raman scattering components $\mathbf{k}_{n}^{\prime}$, waves with wave vectors directed


FIG. 3. Two-dimensional distribution of the growth rate as a function of $k$ and $\chi$ averaged over azimuthal angle. $a_{0}=0.1$ and $\varepsilon^{2}=7.43 \cdot 10^{-2}$.
along the propagation axis and absolute values $(m-n) k_{0}$ $+k_{p}$ appear. This creates a pattern in which antistokes stimulated Raman scattering components appear in the onedimensional problem. In the three-dimensional case, for this reason, scattering will be observed in the antistokes components only within narrow solid angles along the propagation axis of the reference wave.

The peaks along the $\mathbf{e}_{3}$ axis correspond to harmonics with wave vectors $\mathbf{k}^{\prime \prime}=m \mathbf{k}_{0}-\delta \mathbf{k}$, which have been shifted as a result of electron recoil.

The increase in growth rate as $k \rightarrow \infty$ corresponds to generation of a continuum, i.e., to scattered radiation in the continuum. When an electron revolves in a circle, ${ }^{27}$ synchrotron radiation is produced at an infinite set of harmonics. When the circular trajectories of the electrons are distorted, the emission spectrum changes, leading to formation of a continuum. In experiments with laser plasmas, the continuum is produced by at least three mechanisms: 1) bremsstrahlung and partial photorecombination radiation from the plasma, 2) nonmonochromaticity of the laser radiation, which is especially important for ultrashort pulses, and 3) anharmonicity of the electron currents in the plasma. The latter factor is usually related to plasma turbulence and to an anomalous increase in radiation from the plasma. ${ }^{20}$

This theory leads to an interesting hypothesis about the polarization of the scattered light. Since a perturbation in the volume of the plasma at a given time consists of the sum of perturbations arising at different times within a wave period (the linear problem), while the asymptotic solutions for different initial times differ by a rotation of the $\mathbf{k}$-space through an azimuthal angle $\varphi$ (the phase angle) relative to the $\mathbf{e}_{3}$ axis, we should expect that the resulting vector potential would have components $\left\langle A_{1}\right\rangle=0,\left\langle A_{2}\right\rangle=0$, and $\left\langle A_{3}\right\rangle \neq 0$. The rms values of all the components are, of course, nonzero, i.e., the scattered radiation will be partially depolarized. A more de-
tailed study of this question will require use of the methods of statistical mechanics, ${ }^{28}$ which lies beyond the scope of this article.

The theory discussed above allows a limiting transition to the nonrelativistic approximation. In mathematical terms, it is necessary here to eliminate terms proportional to $A_{0}^{2}$ and set $\gamma_{0}=1$ in Eqs. (9) $-(13)$. We then obtain an eigenvalue problem for a matrix $\mathbf{B}$ which is 15 -diagonal, as opposed to the relativistic case. Calculations in the nonrelativistic approximation for $a_{0}=0.1$ agree with those shown in Figs. 1 and 2 a to high accuracy.

The class of nonrelativistic problems was examined quite long ago in the literature and two different approaches were used: studying the instabilities in a framework of linearized equations based on a resonance approximation assuming that the phase synchronism conditions are satisfied, ${ }^{20}$ and studying the dispersion relations without employing the phase synchronism conditions ${ }^{14}$ (an initial or boundary value problem). As the present study has shown, the resonance approximation is not valid for relativistic problems because of the considerable broadening of the resonance structures.

There is some interest in comparing the results of this paper with Ref. 9, in which dispersion relations were obtained for the scattering of circularly polarized waves in a three-dimensional geometry. That study ${ }^{9}$ was limited to the case $k_{2}=0$, assuming axial symmetry of the problem (the real situation is more complicated and requires averaging of the growth rate over the azimuthal angle in $\mathbf{k}$-space). The series of Stokes stimulated Raman scattering harmonics ${ }^{9}$ corresponds, in our case, to a system of rings for scattered waves with a wave vector $\mathbf{k}_{m}^{\prime}$. The differences are the following: 1) in the unaveraged picture, as the polar angle $\theta \rightarrow 0$, $\pi$, the growth rate approaches the nonzero values obtained by solving the one-dimensional problem, as opposed to Ref.
$9 ; 2)$ in the averaged picture, for scattering at large angles, one sees only the Stokes component at the fundamental frequency $\mathbf{k}_{1}^{\prime}$ against a continuum background; and, 3) for scattering at small angles the theory yields Stokes and antistokes components over the entire sequence of harmonics.

## 6. CONCLUSION

A rigorous linear analysis of propagation instabilities of a plane, monochromatic, circularly polarized electromagnetic wave of arbitrary intensity in a plasma has been presented in this article in terms of a three-dimensional geometry. The theory describes the following wave processes: generation of harmonics of the propagating laser radiation in a nonlinear medium, scattering including the effect of electron recoil, decay instability of the harmonics with formation of scattered electromagnetic waves and plasmons, interactions of electromagnetic waves in the plasma, and generation of a continuum during scattering of the laser radiation. This set of wave processes has been studied in both the relativistic and nonrelativistic cases.

The calculations demonstrate the possibility of forward and backward scattering. Each of the radiation fluxes contains a set of harmonics. Scattering of the harmonics takes place into a set of overlapping spatial cones. A higher harmonic propagates into a narrower spatial cone. Outside these cones the theory predicts scattering with a continuous spectrum for the change in the wave vector. This effect is dominant.

As laser pulses propagate in a plasma, the lower-order harmonics are radiated into wider cones than the higherorder harmonics. Thus, the lower-order harmonics can leave the localization region of the pulse in the course of propagating. At the same time, the higher-order harmonics propagate along with the pulse. They can probably be detected by spectral analysis of the pulse in an experiment with a special geometry. The backscattering intensity is low because the interaction time for the radiation propagating in opposite directions is short. ${ }^{10}$

In this paper, we have examined for the first time a onedimensional theory of scattering of laser radiation in plasmas without assuming that a particular type of polarization is preserved. It has been shown that in this case scattering leads to a sequence of harmonics of the laser light, each of which consists of a doublet made up of the Stokes and antistokes components. The mechanisms for generation of the harmonics of the scattered light are relativistic nonlinearity and electron striction.

In the framework of a multidimensional theory it has been established that during scattering of laser radiation at large angles, the most important effects that might be observed experimentally are the production of a Stokes stimulated Raman scattering component at the fundamental frequency and the generation of a scattered light continuum.

For scattering into small solid angles along the propagation axis of the reference wave, the harmonics contain both Stokes and antistokes stimulated Raman scattering components, with the latter resulting from a combination of higherorder harmonics with the Stokes stimulated Raman backscat-
ter component. It has been shown that the harmonics have a doublet structure for nonrelativistic intensities, while for relativistic intensities the components of the harmonics are broadened and merge into a single line.

The results of the multidimensional theory for polar scattering angles of 0 and $\pi$ transform to the corresponding results of the one-dimensional theory. (Unlike in Ref. 9, the growth rates for these scattering angles do not go to zero.)

In the numerical studies, we have, for the first time, calculated the maximum growth rates (real parts of the eigenvalues) for the matrix $\mathbf{B}$ of an infinite sequence of coupled ordinary differential equations as a technique for analyzing this class of problems. This approach is more effective than deriving and studying the extremely cumbersome dispersion relations.

In comparing theory with experiment, the following circumstances must be taken into account. First, the calculations do not account for absorption of the radiation in the plasma. The theoretical predictions may be somewhat different if absorption is included. Second, questions relating to the experimental geometry and the finite pulse duration may be important: a) the minimum size of the scattering region (transverse beam diameter) must exceed the wavelength, and b) the time for the instabilities under consideration to develop must be shorter than the pulse duration.

Linearly polarized radiation is mainly used in experiments with pulses at relativistic intensities, while all the results presented here apply to a circularly polarized reference wave. The group of physical effects outlined above, however, will also show up in the case of a linearly polarized reference wave. There are some differences. Thus, in the case of linear polarization, the scattering will not be azimuthally symmetric.
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Using the imaginary time method, we study the structure of the perturbation series for the hydrogen atom in electric $\mathscr{E}$ and magnetic $\mathscr{H}$ fields. It is shown that there is a "critical" value of the ratio $\gamma=\mathscr{H} / \mathscr{E}$ at which the perturbation series for the ground state changes from having a fixed sign (for $\gamma<\gamma_{c}$ ) to having a variable sign (for $\gamma>\gamma_{c}$ ). This conclusion is confirmed by direct higher-order perturbation calculations. The change in the asymptotic regime is explained by competition among the contributions of the various complex trajectories that describe the subbarrier motion of the electrons. Here the parameter $\gamma_{c}$ depends on the angle $\theta$ between the electric and magnetic fields. © 1998 American Institute of Physics.
[S1063-7761(98)01006-3]

1. The problem of the hydrogen atom in external fields is of fundamental importance in quantum mechanics and atomic physics and is often encountered in applications. ${ }^{1-5}$

Recently, ${ }^{6-8}$ a semiclassical theory has been developed for the ionization of atoms and ions in constant and uniform electric $\mathscr{E}$ and magnetic $\mathscr{H}$ fields. The imaginary time method $^{9-11}$ was used to calculate the ionization probability $w(\mathscr{E}, \mathscr{H})$, as it yields a convincing description of the subbarrier motion of the particles using the classical equations of motion, but with an imaginary "time.," 1)

The ionization probability for the atomic $s$ level with binding energy $\left|E_{0}\right|=\kappa^{2} / 2$ is given by $(\hbar=m=e=1$, natural units)

$$
\begin{equation*}
w(\mathscr{E}, \mathscr{H})=\kappa^{2} R(\gamma, \theta) \exp \left\{-\frac{2}{3 \epsilon} g(\gamma, \theta)\right\}, \tag{1}
\end{equation*}
$$

which is asymptotically exact in the limit of weak fields $(\epsilon, h \ll 1)$. Here $\epsilon=\mathscr{E} / \kappa^{3} \mathscr{E}_{a}$ and $h=\mathscr{H} \mid \kappa^{2} \mathscr{H}_{a}$ are the reduced electric and magnetic fields, $\theta$ is the angle between the fields, $\mathscr{E}_{a}=m^{2} e^{5} / \hbar^{4}$ and $\mathscr{H}_{a}=m^{2} c e^{3} / \hbar^{3}$ are the atomic units for the field strengths, $m$ is the electron mass, $\gamma=h / \epsilon$,

$$
\begin{equation*}
g(\gamma, \theta)=\frac{3}{2} \beta\left[1-\frac{\sqrt{\beta^{2}-1}}{\gamma} \sin \theta-\frac{1}{3} \beta^{2} \cos ^{2} \theta\right] \tag{2}
\end{equation*}
$$

$\beta=\tau_{0} / \gamma, \tau_{0}=\tau_{0}(\gamma, \theta)$ is the positive root of the equation

$$
\begin{equation*}
\tau^{2}-\sin ^{2} \theta(\tau \operatorname{coth} \tau-1)^{2}=\gamma^{2} \tag{3}
\end{equation*}
$$

and, finally, $R$ is a (rather complicated) factor introduced in Ref. 7: $R=2^{2 \eta} \epsilon^{1-2 n} P Q^{\eta}$ in the notation given there. Equation (3) can be easily obtained using the imaginary time method, where $\tau_{0}$ has a simple physical significance: $\tau_{0}=$ $-i \omega_{L} t_{0}$, where $\omega_{L}=|e| \mathscr{H} / m c$ is the Larmor frequency and $t_{0}$ is the "time" (purely imaginary) for subbarrier motion of the electron. Note that for $\gamma \rightarrow 0$,

$$
\beta=1+\frac{\sin ^{2} \theta}{18} \gamma^{2}+\ldots,
$$

while for $\gamma \rightarrow \infty$,

$$
\beta(\gamma, \theta)= \begin{cases}\frac{1}{\cos \theta}-\tan ^{2} \theta \gamma^{-1}+O\left(\gamma^{-2}\right), & 0 \leqslant \theta<\pi / 2,  \tag{3a}\\ \frac{\gamma}{2}\left(1+\gamma^{-2}+\ldots\right), & \theta=\pi / 2 .\end{cases}
$$

Thus, for the function $g$, which determines the principal (exponential) factor in the ionization probability, we obtain

$$
\begin{align*}
& g(\gamma, \theta)=1+O\left(\gamma^{2}\right), \quad \gamma \rightarrow 0, \\
& g(\gamma, \theta)=\frac{1}{\cos \theta}-\frac{3}{2} \tan ^{2} \theta \cdot \gamma^{-1}+\ldots, \quad \gamma \rightarrow \infty \tag{3b}
\end{align*}
$$

(for $\theta<\pi / 2$; for $\theta=\pi / 2$ the asymptote has a different form; see Eq. (16) below). The function $g(\gamma, \theta)$ increases monotonically ${ }^{2)}$ along with $\gamma$ (Fig. 1), so raising the magnetic field (at fixed $\mathscr{E}$ ) sharply reduces the ionization probability, stabilizing the atomic level. ${ }^{6,7}$

Using Eqs. (1)-(3) and invoking the same considerations as before, ${ }^{15,16}$ one can obtain the asymptotic behavior of the higher orders of perturbation theory, which is the subject of this paper. We note that higher-order perturbation theory has been studied for use in many quantum mechanical problems: the anharmonic oscillator, ${ }^{20-22}$ the Yukawa and funnel potentials, ${ }^{23-26}$ the Stark ${ }^{27-33}$ and Zeeman ${ }^{34-36}$ effects in the hydrogen atom, the molecular hydrogen ion, etc., as well as for $1 / n$-expansions. ${ }^{14-17}$ The problem examined below is of interest in that the asymptotic regime undergoes a change at a certain value of $\gamma=\gamma_{c}$ : the perturbation series switches from a constant sign series to an alternating series, which is


FIG. 1. The function $g(\gamma, \theta)$ (smooth curves next to which the angle $\theta$ is indicated) as a function of the parameter $\gamma$. The dashed curves are the values of $\left|g_{c}(\gamma, \theta)\right|$ for $N=1$ and 2, corresponding to the solution of Eqs. (10)(12).
explained by examining a new class of complex subbarrier trajectories besides the usual subbarrier trajectory.

The asymptotic behavior of the higher orders of perturbation theory is of interest from a general standpoint, but is also of practical importance for calculating the shifts of atomic levels and their widths $\Gamma=\hbar \omega(\mathscr{E}, \mathscr{H})$, using special procedures for summing diverging series, such as the Borel or Padé-Borel summation techniques. ${ }^{28-33,37,38}$
2. In calculating the energy levels of atoms in an electric field $\mathscr{E}$, the standard approach is to expand the energy in a perturbation series,

$$
\begin{equation*}
E(\mathscr{E})=\sum_{k=0}^{\infty} E_{k} \mathscr{C}^{k} \tag{4}
\end{equation*}
$$

According to Dyson's argument, ${ }^{39}$ the instability of the state (complex energy $E=E_{r}-i \Gamma / 2$, where $\Gamma$ is the level width) is related to the divergence of the perturbation theory series. We shall study the behavior of the higher orders of perturbation theory in the presence of a magnetic field. To evaluate the behavior of the perturbation coefficients $E_{k}$ as $k \rightarrow \infty$, we use the dispersion relation ${ }^{20,28,33}$

$$
\begin{equation*}
E_{k}=\frac{1}{2 \pi i} \oint \frac{E(\mathscr{E})}{\mathscr{E}^{k+1}} d \mathscr{E}=-\frac{1}{2 \pi} \int_{0}^{\infty} \frac{\Gamma(\mathscr{E})}{\mathscr{E}^{k+1}} d \mathscr{E} \tag{5}
\end{equation*}
$$

(here we have taken advantage of the familiar analytic properties of the function $E(\mathscr{E})$, in particular its behavior on a large circle ${ }^{32}:|E(\mathscr{E})| \propto(\mathscr{E} \ln \mathscr{E})^{2 / 3}$ as $\mathscr{E} \rightarrow \infty$ for the ground state of hydrogen).

The asymptotic behavior of the higher orders of perturbation theory is determined by the level width $\Gamma(\mathscr{E})$ in an arbitrarily small field, so that it is possible to use the semiclassical Eq. (1). Equation (3) is even with respect to $\tau$ and has a pair of roots $\pm \tau_{0}$, for which the values of $g(\gamma, \theta)$ differ in sign. Given this, Eqs. (1) and (5) imply that

$$
\begin{align*}
& E_{k} \approx \frac{1+(-1)^{k}}{2} k!a^{k} k^{\beta}\left(c_{0}+\frac{c_{1}}{k}+\ldots\right), \quad k \rightarrow \infty,  \tag{6}\\
& a=3\left[2 \kappa^{3} g(\gamma, \theta)\right]^{-1} \tag{7}
\end{align*}
$$

(in the case of the ground state, the odd orders of the perturbation expansion for the energy $E(\mathscr{E})$ vanish identically). In the following we examine only the even orders of the per-
turbation expansion, omitting the factor $\left[1+(-1)^{k}\right] / 2$. In particular, for the Stark effect in the hydrogen atom, we have ${ }^{28}$
$E_{k} \approx-\frac{6}{\pi} k!\left(\frac{3}{2}\right)^{k}\left[1-\frac{107}{18 k}+\frac{7363}{648 k^{2}}+\ldots\right], \quad a=\frac{3}{2}, \quad \beta=0$
(in the ground state $E_{0}=-1 / 2, \kappa=\sqrt{-2 E_{0}}=1$ ).
Besides the Stark expansion (4), let us consider the expansion of the ground state energy in powers of the magnetic field:

$$
\begin{equation*}
E=\sum_{k=0}^{\infty} \tilde{E}_{k} \mathscr{H}^{k}, \quad \tilde{E}_{k}=\gamma^{-k} E_{k} . \tag{8}
\end{equation*}
$$

In the case of the Zeeman effect $(\gamma \rightarrow \infty)$, the higher orders of this expansion also increase factorially: ${ }^{35,36}$

$$
\begin{equation*}
\tilde{E}_{k} \approx(-1)^{(k+2) / 2}\left(\frac{4}{\pi}\right)^{5 / 2} \Gamma\left(k+\frac{3}{2}\right)\left(\frac{1}{\pi}\right)^{k}\left[1+O\left(k^{-1}\right)\right] \tag{6b}
\end{equation*}
$$

( $k$ even), which corresponds formally to the asymptote (6) with a purely imaginary parameter $\tilde{a}=a / \gamma= \pm(\pi i)^{-1}$. At the same time, for $\gamma \gg 1$, by virtue of Eqs. (3b) and (7), we have

$$
\tilde{a}=3 / 2 \gamma g(\gamma, \theta) \approx \frac{3}{2 \gamma} \cos \theta \rightarrow 0,
$$

which is inconsistent with the previous result. This suggests the existence of other solutions (i.e., complex subbarrier trajectories for which the parameter $\tilde{a}$ does not vanish in the limit of a strong magnetic field). We shall show that this is indeed so, by solving Eq. (3) for $\gamma \rightarrow \infty$ in the complex plane.

Taking $\tau=i \tilde{\tau}$ and $\gamma=i \tilde{\gamma}$, we rewrite Eq. (3) in the form

$$
\begin{equation*}
\tilde{\tau}^{2}+\sin ^{2} \theta(1-\tilde{\tau} \cot \tilde{\tau})^{2}=\tilde{\gamma}^{2} \tag{9}
\end{equation*}
$$

There are two possibilities as $\gamma \rightarrow \infty$ : either $\tilde{\tau}_{0} \rightarrow \pm i \gamma / \cos \theta$ (here $\left.\cot \tilde{\tau}_{0} \rightarrow \mp i\right)$ or $\tilde{\tau}_{0} \rightarrow \pm N \pi$ for integer $N \neq 0\left(\cot \tilde{\tau}_{0}\right.$ $\rightarrow \infty)$. The first possibility corresponds to the real solution considered above. In the second case we obtain
$\tilde{\tau}_{0}=N \pi+N \pi \sin \theta \cdot \tilde{\gamma}^{-1}+\frac{1}{2}(N \pi)^{3} \sin \theta$

$$
\begin{equation*}
\times\left[\left(1-\frac{2}{3} \sin ^{2} \theta\right) \tilde{\gamma}^{-3}+\sin \theta\left(1-\frac{1}{3} \sin ^{2} \theta\right) \tilde{\gamma}^{-4}\right]+\ldots \tag{10}
\end{equation*}
$$

$(N=1,2, \ldots)$, with $\tilde{\tau}_{0}^{*},-\tilde{\tau}$, and $-\widetilde{\tau}_{0}^{*}$ also solutions of Eq. (9). Introducing the function

$$
\begin{align*}
G(\gamma, \theta) & =\frac{2 \tilde{\gamma}}{3 \pi} g_{c}(\gamma, \theta) \\
& =\frac{2 \widetilde{\tau}_{0}^{3}}{3 \pi \widetilde{\gamma}^{2}}\left\{1+\frac{1}{2} \sin ^{2} \theta\left[1+3 \cot \tilde{\tau}_{0}\left(\cot \tilde{\tau}_{0}-\frac{1}{\widetilde{\tau}_{0}}\right)\right]\right\} \tag{11}
\end{align*}
$$

and substituting Eq. (10) into it, some simple but cumbersome calculations yield


FIG. 2. Solutions of Eq. (9) in the complex plane for $\theta=30^{\circ}, 60^{\circ}$, and $90^{\circ}$ ( $N=1$ ). The values of the parameter $\gamma=0,2,4, \ldots$ are indicated on the curves.

$$
\begin{align*}
G(\gamma, \theta)= & N\left\{1-2 \sin \theta \cdot \tilde{\gamma}^{-1}\right. \\
& +\left(\sin ^{2} \theta-\frac{(N \pi)^{2}}{3} \cos ^{2} \theta\right) \tilde{\gamma}^{-2} \\
& +(N \pi)^{2} \sin \theta\left(\frac{2}{3} \sin ^{2} \theta-1\right) \cdot \tilde{\gamma}^{-3} \\
& +(N \pi)^{2} \sin ^{2} \theta\left(\frac{1}{3} \sin ^{2} \theta-1\right) \tilde{\gamma}^{-4} \\
& -(N \pi)^{2} \sin \theta\left[\frac{1}{3} \sin ^{2} \theta+(N \pi)^{2}\left(\frac{2}{15} \sin ^{4} \theta\right.\right. \\
& \left.\left.\left.-\frac{1}{3} \sin ^{2} \theta+\frac{1}{4}\right)\right] \tilde{\gamma}^{-5}+\ldots\right\} . \tag{12}
\end{align*}
$$

These expansions are valid for $\gamma \rightarrow \infty$. On the other hand, the value of $\tilde{\tau}_{0}$ at $\gamma=0$ can be determined from the equation $\cot \tilde{\tau}_{0}-1 / \widetilde{\tau}_{0}= \pm i / \sin \theta$. A numerical analysis of Eq. (9) shows that as $\gamma$ increases, the point $\tau_{0}=i \widetilde{\tau}_{0}(\gamma, \theta)$ describes the curves shown in Fig. 2 in the complex plane.

We shall mainly be interested in the case $N=1$, where the function $G(\gamma, \theta)$ has its minimum absolute value. The values of $\left|g_{c}\right|=|(3 \pi / 2 \tilde{\gamma}) G(\gamma, \theta)|$ for $N=1$ and 2 are shown in Fig. 1 as the dotted curves. For sufficiently large $\gamma$, when $\left|g_{c}\right|<g$, the asymptotic parameter $a$ can be found from Eq. (7) by replacing $g$ with $g_{c}$. Because of the existence of a pair of complex conjugate solutions $\widetilde{\tau}_{0}$ and $\widetilde{\tau}_{0}^{*}$, the asymptotes of the higher-order perturbation theory now have the form

$$
\begin{equation*}
\tilde{E}_{k} \sim(-1)^{k / 2} \operatorname{Re}\left(C A^{k}\right) k!k^{\beta}, \quad A=i \tilde{a}=3 / 2\left|g_{c}(\gamma, \theta)\right|, \tag{13}
\end{equation*}
$$

so that the perturbation series is alternating for sufficiently large $k$.

In the limit $\theta \rightarrow 0$ (parallel $\mathscr{E}$ and $\mathscr{H}$ fields), the expansion (12) terminates at the third term, so a solution can be obtained in analytic form:

$$
\begin{align*}
& G(\gamma, 0)=N\left[1-\frac{(N \pi)^{2}}{3 \widetilde{\gamma}^{2}}\right] \\
& g_{c}(\gamma, 0)=i \frac{3 N \pi}{2 \gamma}\left[1+\frac{(N \pi)^{2}}{3 \gamma^{2}}\right] . \tag{14}
\end{align*}
$$

The condition $\left|g_{c}(\gamma, 0)\right|=g(\gamma, 0)=1$ determines the "critical', value of $\gamma$ (Ref. 6):

$$
\begin{align*}
& \gamma_{c}=\pi\left[(1+\sqrt{2})^{1 / 3}-(1+\sqrt{2})^{-1 / 3}\right]^{-1}=5.270495 \ldots \\
& N=1 \tag{15}
\end{align*}
$$

(see Appendix). For $\gamma<\gamma_{c}$, i.e., in sufficiently strong electric fields, the dominant contribution to the asymptotic $E_{k}$ is from the subbarrier trajectory with real $\tau_{0}$, corresponding to the function $g(\gamma, 0)$, and the perturbation series has a fixed sign. If, however, $\gamma>\gamma_{c}$, then $a_{c}=1.5\left|g_{c}\right|^{-1}>a$ $=1.5|g|^{-1}$, so the signs of the higher orders of perturbation theory should alternate according to Eq. (13). Thus, at $\gamma$ $=\gamma_{c}$ the structure of the perturbation series changes.

We have verified this by direct calculation of the perturbation series coefficients $E_{k}$ up to $k=80$ (see Table I). (For $k \leqslant 10$ our calculations agree with an earlier paper ${ }^{40}$ and for $\gamma=0$, with Refs. 28-33). Some of these results are shown in Fig. 3. It has been shown that between $\gamma=5$ and 5.5, the order of the signs ${ }^{3)}$ of the coefficients $E_{k}$ does indeed change. In addition, for $\gamma<\gamma_{c}$ the coefficients $E_{k}(\gamma)$ are all of the same order of magnitude (since $g(\gamma, \theta) \equiv 1$ and the asymptotic parameter $a=3 / 2$ is independent of $\gamma$ ), while for $\gamma>\gamma_{c}$ they begin an additional (and very rapid!) growth in accordance with the reduction in $\left|g_{c}(\gamma)\right|$, which is clearly evident in Fig. 3 (see also Eq. (A4)).

In the case considered here $(\theta=0)$, the critical value of the parameter $\gamma=h / \epsilon$ can be found analytically. It is interesting to study the structure of the perturbation series in the more general case as well, especially for mutually perpendicular fields. The value of $\gamma_{c}$ that determines the restructuring of the perturbation series can be found from the condition $g=\left|g_{c}\right|$, where ${ }^{4)}$

$$
\begin{align*}
g\left(\gamma, \frac{\pi}{2}\right)= & \frac{3}{8} \gamma\left(1+2 \gamma^{-2}+\gamma^{-4}+\ldots\right), \quad \gamma \rightarrow \infty  \tag{16}\\
G\left(\gamma, \frac{\pi}{2}\right)= & 1-\gamma^{-2}-\frac{2 \pi^{2}}{3} \gamma^{-4}-\frac{2 i}{\gamma}\left[1-\frac{\pi^{2}}{6} \gamma^{-2}\right. \\
& \left.+\frac{\pi^{2}}{6}\left(1+\frac{3 \pi^{2}}{20}\right) \gamma^{-4}\right]+\ldots, \tag{17}
\end{align*}
$$

whence
$\left|g_{c}\left(\gamma, \frac{\pi}{2}\right)\right|=\frac{3 \pi}{2 \gamma}$

$$
\begin{equation*}
\times\left[1+2 \gamma^{-2}-\left(\frac{8 \pi^{2}}{3}-1\right) \gamma^{-4}+O\left(\gamma^{-6}\right)\right] \tag{17a}
\end{equation*}
$$

and $\gamma_{c} \approx 3.54$. This simple estimate is in good agreement with the numerical calculations (see the point of intersection of the smooth and dashed $(N=1)$ curves for $\theta=90^{\circ}$ in Fig. 1).

Similarly, we can calculate $\gamma_{c}$ for arbitrary angles $\theta$. It would be interesting to confirm the existence of a switch in the asymptotic regime at $\gamma=\gamma_{c}(\theta)$ by direct calculation of the higher perturbation orders, as has been done above for the case of parallel fields.

TABLE I. Higher orders of perturbation theory (hydrogen atom in parallel fields).

| $k$ | $-E_{k}(\gamma)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\gamma=0$ | $\gamma=2$ | $\gamma=5$ | $\gamma=5.5$ | $\gamma=10$ |
| 0 | 0.500 | 0.500 | 0.500 | 0.500 | 0.5000 |
| 2 | 2.250 | 1.2500 | -4.000 | -5.3125 | -22.750 |
| 4 | 55.547 | 40.089 | 1.039(2) | 1.578(2) | 2.319(3) |
| 6 | 4.908(3) | 3.351(3) | -6.448(3) | -1.437(4) | -9.358(5) |
| 8 | 7.942(5) | 5.201(5) | $1.195(6)$ | 2.930(6) | 6.971(8) |
| 10 | 1.945 (8) | 1.232(8) | -2.232(8) | -8.027(8) | -7.817(11) |
| 20 | 1.121(22) | 6.574(21) | 1.033(22) | 1.015(23) | 8.114(28) |
| 30 | 7.898(37) | 4.529(37) | 3.485(37) | -1.405(39) | -9.211(47) |
| 40 | $1.478(55)$ | 8.389(54) | 5.674(54) | 5.015(56) | 2.642(68) |
| 50 | 3.279(73) | 1.850(73) | -3.502(72) | -2.054(75) | -8.726(89) |
| 60 | 5.282(92) | 2.968(92) | 9.221 (91) | 6.026(97) | 2.054(112) |
| 66 | 3.973 (104) | 2.228(104) | -6.181(101) | -6.445(106) | -1.217(126) |
| 68 | 4.084(108) | $2.289(108)$ | 5.568(107) | 7.450(110) | $5.355(130)$ |
| 70 | 4.449 (112) | 2.493(112) | 5.862(110) | -9.115(114) | -2.497(135) |
| 72 | 5.130(116) | 2.873(116) | 6.295(115) | 1.181(119) | $1.232(140)$ |
| 74 | 6.250(120) | $3.499(120)$ | $1.558(119)$ | -1.614(123) | -6.420(144) |
| 76 | $8.033(124)$ | $4.496(124)$ | 8.981(123) | 2.329(127) | $3.528(149)$ |
| 78 | $1.088(129)$ | 6.085(128) | $3.728(127)$ | -3.537(131) | -2.042(154) |
| 80 | 1.550 (133) | 8.667(132) | 1.598(132) | 5.654(135) | 1.243 (159) |

Note. The table lists the coefficients in the perturbation theory series (4) for the ground state of the hydrogen atom taken with the opposite sign; $k$ is the perturbation theory order; $a(b) \equiv a \cdot 10^{b}$.
3. Therefore, at $\gamma=\gamma_{c}$ there is a change in the character of the asymptotic behavior of the higher orders of perturbation theory. ${ }^{5}$ ) Upon going from one asymptotic regime to the other, the perturbation series switches (when $k \geqslant k_{0}$ ) from an alternating series to one with a constant sign, which shows up in the position of the singularities in the Borel transformants that are closest to zero, and therefore in the choice of an efficient method for taking the sum. ${ }^{17,33,37}$

The complex solutions of Eq. (3) found above correspond to complex subbarrier trajectories which, therefore, can be important in determining the asymptotic behavior of the higher orders of perturbation theory. Their physical significance can be clarified using the example of parallel $\mathscr{E}$ and $\mathscr{H}$ fields. It is known that the asymptotic behavior of the higher orders of perturbation theory is directly related to the tunneling probability for a particle in a potential with the "wrong" sign on the coupling constant, e.g., $g \rightarrow-g$ in the case of an anharmonic oscillator,

$$
V(x)=\frac{1}{2} x^{2}+g \frac{x^{4}}{4}
$$



FIG. 3. Higher orders of perturbation theory (Eq. (4)) for the ground state of the hydrogen atom in parallel fields.
(the Dyson phenomenon ${ }^{39,20}$ ). In our problem, $\mathscr{H}^{2}$ plays the role of $g$. Going to purely imaginary values of the magnetic field $(\mathscr{H}=i \widetilde{\mathscr{H}})$, we obtain a potential proportional to $-(1 / 8) \widetilde{\mathscr{H}}^{2} \rho^{2}$, decreases without bound as $\rho=\sqrt{x^{2}+y^{2}}$ $\rightarrow \infty$. It is evident that in such a potential, tunneling is possible both along the electric field (the $z$ axis) and perpendicular to it. The complex solutions (10)-(12) probably correspond to an analytic continuation of 'perpendicular"' subbarrier trajectories of this sort from a region of purely imaginary magnetic fields into a region of real $\mathscr{H}$.
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## APPENDIX

The perturbation theory coefficients (4) for the energy of the ground state of the hydrogen atom are polynomials in $\gamma^{2}$ :

$$
\begin{align*}
& E(\mathscr{E}, \mathscr{H})=\sum_{i, j} c_{i j} \epsilon^{2 i} h^{2 j}=\sum_{k=0}^{\infty} E_{2 k}(\gamma) \epsilon^{2 k},  \tag{A1}\\
& E_{2 k}(\gamma)=\sum_{j=0}^{k} c_{k-j, j} \gamma^{2 j}, \tag{A2}
\end{align*}
$$

where $2 k$ is the order of perturbation theory, $\gamma=h / \epsilon$ $=\alpha \mathscr{F} / \mathscr{E}$, and $\alpha=e^{2} / \hbar c$ is the fine structure constant. Several of the lowest orders of perturbation theory are known exactly, i.e., in the form of rational fractions, as

$$
E_{0}=-\frac{1}{2}, \quad E_{2}=-\frac{1}{4}\left(9-\gamma^{2}\right)
$$

$$
\begin{align*}
E_{4}= & -\frac{1}{64}\left(3555-318 \gamma^{2}+\frac{53}{3} \gamma^{4}\right) \\
E_{6}= & -\frac{1}{512}\left(2512779-254955 \gamma^{2}\right. \\
& \left.+\frac{49195}{3} \gamma^{4}-\frac{5581}{9} \gamma^{6}\right), \\
E_{8}= & -2^{-12} \cdot\left(\frac{13012777803}{4}-\ldots-\frac{12368405}{9} \gamma^{6}\right. \\
& \left.+\frac{21577397}{540} \gamma^{8}\right), \tag{A3}
\end{align*}
$$

and were used to monitor the numerical calculations. The outer coefficients $c_{k 0}$ and $c_{0 k}$ in Eq. (A2) correspond to the Stark ${ }^{27-31}$ and Zeeman ${ }^{34}$ effects, while the cross terms $(1 \leqslant j \leqslant k-1)$ were taken from Johnson et al. ${ }^{40}$ and Lambin et al. ${ }^{41}$ Here $c_{k-j, j}=2^{-3 j} \boldsymbol{\epsilon}^{(k-j, j)}$, where the $\boldsymbol{\epsilon}^{(i j)}$ are coefficients tabulated (for the case of parallel fields) by Johnson et al. ${ }^{40}$

The asymptotes of the higher-order perturbation theory can be written in the form

$$
\begin{equation*}
E_{k}(\gamma) \approx-k!\left\{\frac{6}{\pi} c_{0} a^{k}+(-1)^{k / 2}\left(\frac{4}{\pi}\right)^{5 / 2} c_{1} a_{c}^{k} k^{1 / 2}\right\}, \tag{A4}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\frac{3}{2}, \quad a_{c}=\frac{\gamma}{\pi}\left(1+\frac{\pi^{2}}{3 \gamma^{2}}\right)^{-1}, \tag{A5}
\end{equation*}
$$

$c_{0}=\gamma / \sinh \gamma$, and for $c_{1}$ we obtained (numerically) $c_{1} \approx 1$ $-12.03 \gamma^{-2}$ for $\gamma \gg 1$. The condition $a=a_{c}$ yields a cubic equation whose solution (according to the Cardano formula) leads to Eq. (15).
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We show that in dark magneto-optical lattices, effects associated with the Bose statistics of atoms can be observed even at laser cooling temperatures ( $10^{-4}-10^{-6} \mathrm{~K}$ ), which exceed evaporative cooling temperatures in magnetic traps by several orders of magnitude. Quasicondensation occurs, i.e., the wave function is formed over the distances on which atoms are localized near the bottom of a separate potential well. In addition, switching off the magnetic field adiabatically reduces the temperature significantly, as a result of which Bose condensation in the entire volume of the gas can be observed. We propose a configuration of the light and magnetic fields in which the shape of the three-dimensional magneto-optical potential is independent of the phases of the emerging light waves. © 1998 American Institute of Physics. [S1063-7761(98)01106-8]

## 1. INTRODUCTION

In 1995, the efforts of many years to achieve BoseEinstein condensation in atomic gases were crowned with success. ${ }^{1-3}$ The new state of matter was created by trapping laser-cooled spin-polarized atoms in magnetic traps followed by evaporative cooling to temperatures $T$ of order $10^{-7} \mathrm{~K}$.

In the present paper we examine the possibility of using dark magneto-optical lattices to observe effects associated with the quantum statistics of the particles. Such lattices form because of the resonant interaction of atoms with transitions $F_{g}=F \rightarrow F_{e}=F$ ( $F$ is an integer) or $F_{g}=F \rightarrow F_{e}=F$ $-1\left(F_{g}\right.$ and $F_{e}$ are the angular momenta of the ground and excited states) and an inhomogeneously polarized field under conditions of coherent trapping of populations in a static magnetic field. ${ }^{4}$ The cold atoms, which are in the dark state of coherent trapping of populations, are localized near the points where this state is not destroyed by the magnetic field and hence the optical interaction is close to zero. Localization and cooling in such lattices for the one- and twodimensional cases were studied in Refs. 5-7.

We suggest a field configuration for stable three-dimensional trapping of atoms with the $1 \rightarrow 1$ transition in a dark magneto-optical lattice. When the laser field is strong, the percentage modulation of the magneto-optical potential is determined by the Zeeman splitting of the ground state, $\hbar \Omega$, and the period, by the wavelength $\lambda$ of the light, as in the case of a one-dimensional lattice considered by Konopleva et al. ${ }^{7}$ In the limit $\Omega \gg \omega_{r}$ (here $\hbar \omega_{r}=\hbar^{2} k^{2} / 2 M$ is the onephoton recoil energy), tunneling between the wells can be ignored, and the distance between the low-lying vibrational levels in a potential well is of order $\hbar \sqrt{\Omega \omega_{r}}$. Then at temperatures $k_{B} T<\hbar \sqrt{\Omega \omega_{r}}$ the quantum statistical effects become significant at concentrations $n \lambda^{3} \geqslant 1$, when on the average there is more than one atom to a well. For instance, Bose atoms, irrespective of their number, are practically all in the ground state. This leads to formation of a quasicon-
densate, where the phase of the wave function is fixed over distances of localization in a single well ( $<\lambda$ ) and varies at random from well to well. Such quasicondensation manifests itself in sudden changes in the spatial distribution, heat capacity, etc. The jumps and fairly smooth, as in the transition at the critical point in a system of several particles in a single potential well. ${ }^{8}$ Since the curvature of the magneto-optical potential near the minimum points is much larger than the curvature of the potential in the magnetic traps, the degeneracy of the atomic gas is substantial at temperatures ( $T$ $\sim 10^{-4}-10^{-6} \mathrm{~K}$ ) that are much higher than those for magnetic traps. ${ }^{1-3}$

On the basis of a thermodynamic analysis we also show that when $n \lambda^{3}>1$, the temperature drops significantly (by several orders of magnitude) under adiabatic switch-off of the magnetic field. The possible result is Bose-Einstein condensation in the entire volume of the gas. In contrast to ordinary Bose condensation of free particles, a macroscopic wave function $\left|\Psi_{N C}\right\rangle$ is formed. This wave function is a spatially inhomogeneous coherent superposition of the ground-state Zeeman wave functions and is annihilated by the operator of the interaction with the laser field: $\hat{\mathbf{d}} \cdot \mathbf{E}\left|\Psi_{N C}\right\rangle=0$. From the practical viewpoint this method of adiabatic switch-off of the magnetic field can be considered a new, highly effective method of ultradeep cooling of atomic gases that uses dark magneto-optical lattices.

## 2. STATEMENT OF THE PROBLEM

We examine a gas consisting of Bose atoms resonantly interacting with a spatially inhomogeneous monochromatic laser field

$$
\mathbf{E}(\mathbf{r}, t)=\mathbf{E}(\mathbf{r}) e^{-i \omega t}+\mathrm{c} . \mathrm{c}
$$

on the $F_{g}=1 \rightarrow F_{e}=1$ transition in the presence of a constant magnetic field B. As is known, ${ }^{9}$ for all $F \rightarrow F$ transitions $(F$
is an integer) there are states of coherent trapping of populations, states that nullify the interaction with the field:

$$
\hat{\mathbf{d}} \cdot \mathbf{E}(\mathbf{r})\left|\psi_{n c}(\mathbf{r})\right\rangle=0,
$$

where $\hat{\mathbf{d}}$ is the is the atomic dipole moment operator. In our case $(F=1)$ this state has the form ${ }^{10}$

$$
\begin{equation*}
\left|\psi_{n c}(\mathbf{r})\right\rangle=\frac{1}{|\mathbf{E}(\mathbf{r})|} \sum_{q=0, \pm 1} E^{q}(\mathbf{r})|g, \mu=q\rangle \tag{1}
\end{equation*}
$$

where $E^{q}(\mathbf{r})$ are the components of the field $\mathbf{E}(\mathbf{r})$ in the cyclic base $\left\{\mathbf{e}_{0}=\mathbf{e}_{z}, \mathbf{e}_{ \pm 1}=\mp\left(\mathbf{e}_{x} \pm i \mathbf{e}_{y}\right) / \sqrt{2}\right\}$. The state (1) is a superposition of the ground-state Zeeman wave functions $|g, \mu\rangle$ with inhomogeneous coefficients and generally is an eigenstate of neither the operator of interaction with the magnetic field, $\hat{H}_{B}=-(\hat{\boldsymbol{\mu}} \cdot \mathbf{B})$, nor the kinetic-energy operator $\hat{H}_{K}=\hat{p}^{2} / 2 M$. However, the corrections introduced by translational motion and the magnetic field can be considered small perturbations in relation to the interaction with the laser field provided that

$$
\begin{equation*}
V(\mathbf{r}) \sqrt{G} \gtrdot k \bar{v}, \Omega \tag{2}
\end{equation*}
$$

where $V(\mathbf{r})=|\langle\hat{d}\rangle \mathbf{E}(\mathbf{r})| / \hbar$ is the local Rabi frequency, $G$ $=V^{2}(\mathbf{r}) /\left[\gamma^{2} / 4+\delta^{2}+V^{2}(\mathbf{r})\right]$ is the saturation parameter with allowance for field broadening of the levels (where $\delta$ is the detuning of the frequency of the light field from resonance, and $\gamma$ is the radiative relaxation rate of the excited state), and $\bar{v}$ is the average velocity of the atoms. In this case the majority of atoms are in a dark state $\left|\psi_{n c}(\mathbf{r})\right\rangle$, since when the condition (2) is met the relative populations of atoms in the state of coherent population, $n_{n c}$, and in the excited state, $n_{e}$, satisfy

$$
\left(1-n_{n c}\right) \sim n_{e} \sim\left(\frac{\max \{k \bar{v}, \Omega\}}{V(\mathbf{r}) \sqrt{G}}\right)^{2} \ll 1
$$

To the same accuracy, the evolution of an individual atom can be described by the effective one-particle Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}^{(1)}=\left\langle\psi_{n c}(\mathbf{r})\right|\left(\hat{H}_{K}+\hat{H}_{B}\right)\left|\psi_{n c}(\mathbf{r})\right\rangle . \tag{3}
\end{equation*}
$$

Following the standard rules of many-particle quantum theory, we describe an ensemble of atoms by the following Hamiltonian in the second-quantization representation:

$$
\hat{H}=\int \hat{b}^{\dagger}(\mathbf{r}) \hat{H}_{\mathrm{eff}}^{(1)}(\mathbf{r}) \hat{b}(\mathbf{r}) d^{3} r
$$

where $\hat{b}^{\dagger}(\mathbf{r})$ and $\hat{b}(\mathbf{r})$ are the creation and annihilation operators for atoms in the state (1) of coherent trapping of populations at the point $\mathbf{r}$.

Note that if condition (2) is met, due to the effect of coherent trapping of populations the strongest dipole-dipole interaction of atoms is strongly suppressed ( $n_{e} n \lambda^{3} \gg 1$ ), so that we can ignore it. We also ignore interatomic collisions, i.e., we use the ideal-gas approximation.

## 3. THE EFFECTIVE HAMILTONIAN FOR ATOMS IN A DARK STATE

Using the explicit form (1) for the state of coherent trapping of populations, we write the one-particle Hamiltonian (3) as a sum of four terms:

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}^{(1)}=\frac{\hat{p}^{2}}{2 M}+U(\mathbf{r})+\frac{1}{2 M}\{\mathbf{A}(\mathbf{r}) \cdot \hat{\mathbf{p}}+\hat{\mathbf{p}} \cdot \mathbf{A}(\mathbf{r})\}+W(\mathbf{r}) \tag{4}
\end{equation*}
$$

The first term on the right-hand side of Eq. (1) is the kinetic energy operator. The second is the magneto-optical potential

$$
\begin{equation*}
U(\mathbf{r})=\hbar \Omega \frac{i \mathbf{B} \cdot\left(\mathbf{E}(\mathbf{r}) \times \mathbf{E}^{*}(\mathbf{r})\right)}{|\mathbf{B} \| \mathbf{E}(\mathbf{r})|^{2}} \tag{5}
\end{equation*}
$$

and below we assume that $\Omega>0$. The last two corrections in (4) reflect the spatial inhomogeneity of the dark state. The first is of order $k v$ and can be interpreted as an interaction with the effective vector potential

$$
\begin{equation*}
A_{j}(\mathbf{r})=-i \hbar\left(\frac{\mathbf{E}^{*}}{|\mathbf{E}|} \cdot \frac{\partial}{\partial x_{j}} \frac{\mathbf{E}}{|\mathbf{E}|}\right) \tag{6}
\end{equation*}
$$

The second is of order the one-photon recoil energy $\hbar \omega_{r}$ and contributes to the potential energy of an atom:

$$
\begin{equation*}
W(\mathbf{r})=\frac{\hbar^{2}}{2 M} \sum_{j}\left|\frac{\partial}{\partial x_{j}} \frac{\mathbf{E}}{|\mathbf{E}|}\right|^{2} \tag{7}
\end{equation*}
$$

If the Zeeman splitting satisfies

$$
\begin{equation*}
\Omega \gtrdot k \bar{v}, \omega_{r} \tag{8}
\end{equation*}
$$

the last two terms in (4) can be ignored. In this case

$$
\hat{H}_{\mathrm{eff}}^{(1)} \approx \frac{\hat{p}^{2}}{2 M}+U(\mathbf{r}),
$$

and the problem reduces to that of the motion of a structureless particle in the magneto-optical potential (5), for which the depth is determined by the magnetic field and the spatial periodicity by the wavelength of the light.

## 4. FIELD CONFIGURATION FOR THREE-DIMENSIONAL TRAPPING OF ATOMS

Obviously, the potential (5) can be used to create a three-dimensional lattice of atoms if the laser field $\mathbf{E}(\mathbf{r}, t)$ is a finite set of plane waves. However, a certain problem arises in this case: the shape of the potential (5) generally depends on the phases of the emerging plane waves, and usually these phases cannot be controlled. Changes in the phases of fields can lead, among other things, to a violation of the condition of stable three-dimensional atom trapping, i.e., the minima of the potential form continuous lines or flat surfaces. Hence of special interest from the standpoint of the experimenter are such configurations of the light fields for which the shape of the potential is independent of the choice of phases, so that it leads only to a shift in the spatial pattern as a whole.

In this paper we propose such a configuration, which is formed by five linearly polarized laser beams (Fig. 1):


FIG. 1. Configuration of the optical and magnetic fields in which the shape of the magneto-optical potential (5) is independent of the phases of the emerging light waves and the choice of the origin of coordinates reduces the potential to (9).

$$
\begin{aligned}
\mathbf{E}(\mathbf{r})= & \mathbf{e}_{x} E_{1} \exp \left(i \mathbf{k}_{1} \cdot \mathbf{r}\right)+\mathbf{e}_{y} E_{1} \exp \left(i \mathbf{k}_{2} \cdot \mathbf{r}\right) \\
& +\mathbf{e}_{z} E_{2}\left\{\exp \left(i \mathbf{k}_{3} \cdot \mathbf{r}\right)+\exp \left(i \mathbf{k}_{4} \cdot \mathbf{r}\right)+\exp \left(i \mathbf{k}_{5} \cdot \mathbf{r}\right)\right\}
\end{aligned}
$$

The two oppositely directed beams propagating along the $z$ axis $\left(\mathbf{k}_{2}=-\mathbf{k}_{1}=|k| \mathbf{e}_{z}\right)$ have the same amplitude $E_{1}$ and mutually orthogonal linear polarizations (the lin $\perp$ lin configuration). The other three beams have equal amplitudes $E_{2}$ and are linearly polarized along $\mathbf{e}_{z}$; their wave vectors $\mathbf{k}_{3}, \mathbf{k}_{4}$, and $\mathbf{k}_{5}$ lie in the $x y$ plane and form an angle of $120^{\circ}$ with each other.

It can be shown that for any phases of the emerging waves the magneto-optical potential (5) can be reduced, via an appropriate selection of the origin of coordinates, to the form

$$
\begin{equation*}
U(\mathbf{r})=\frac{-2 \hbar \Omega \cos (2 k z)}{2+\left|\frac{E_{2}}{E_{1}}\right|^{2}\left\{\sin ^{2} \frac{3 k y}{2}+\left(\cos \frac{3 k y}{2}+2 \cos \frac{\sqrt{3} k x}{2}\right)^{2}\right\}} \tag{9}
\end{equation*}
$$

The minima of this potential are located in the planes $z$ $=m \lambda / 2 \quad(m=0, \pm 1, \ldots)$, with each forming a twodimensional lattice consisting of regular triangles with sides equal to $2 \lambda / 3$. At these points the polarization of the field $\mathbf{E}(\mathbf{r})$ is left-hand circular, and the state (1) of coherent trapping of populations coincides with the Zeeman sublevel $|g, \mu=-1\rangle$ and is not destroyed by the magnetic field $\mathbf{B}$ (Fig. 2). As shown in Ref. 7, the localization of atoms near these points leads to additional stability of the states of coherent trapping of populations opposed to the destructive effect of magnetic field. As a result, for localized atoms we have a stronger estimate:

$$
\left(1-n_{n c}\right) \sim n_{e} \sim\left(\frac{\Omega}{V \sqrt{G}}\right)^{2} \sqrt{\frac{\omega_{r}}{\Omega}} \ll 1,
$$

which because of the factor $\sqrt{\omega_{r} / \Omega} \ll 1$ differs substantially from the general estimate of Sec. 1.

We can easily show that the potential (9) corresponds to three-dimensional periodic lattice with a unit-cell volume $u$


FIG. 2. Light-induced transitions (denoted by arrows) at the localization points. The dark state (1) coincides with the Zeeman sublevel $|g, \mu=-1\rangle$ (denoted by an asterisk).
$=\lambda^{3} / 3 \sqrt{3}$. It is well-known that in a periodic potential the energy spectrum has a band structure. However, in view of (8), for the lower bands we can ignore the tunneling of particles from one well to another. Here the widths of the lower bands are exponentially small in the parameter $\exp \left(-\sqrt{\Omega / \omega_{r}}\right)$, and positions of these bands can be found from a harmonic expansion of the potential (9) near the bottom of an isolated well:

$$
U(\mathbf{r}) \approx-\hbar \Omega\left[1-\frac{9\left|E_{2}\right|^{2}}{8\left|E_{1}\right|^{2}} k^{2}\left(x^{2}+y^{2}\right)-2 k^{2} z^{2}\right]
$$

We see that the distance between the two lowest energy bands for commensurable values of the amplitudes $\left|E_{1}\right|$ and $\left|E_{2}\right|$ is of order $\hbar \sqrt{\Omega \omega_{r}}$ (Fig. 3). Putting $\left|E_{2}\right|=4\left|E_{1}\right| / 3$, we arrive at the case of a three-dimensional isotropic harmonic oscillator with a frequency $\Omega_{\text {osc }}=\sqrt{8 \Omega \omega_{r}}$. For the sake of definiteness, below we examine this case.

## 5. QUASICONDENSATION

At temperatures $k_{B} T<\hbar \Omega$ the atoms are in finite motion in the magneto-optical potential (9). As is known, the effects of quantum statistics become appreciable when the de Broglie wavelength becomes equal to the average interatomic distance. In our case this corresponds to the condition $k_{B} T$ $<\hbar \Omega_{\text {osc }}(n u)^{1 / 3}$, where $n u$ is the average number of atoms per unit cell $(n u>1)$.

If we allow for the finite value of the width $\Delta \varepsilon_{0}$ of the lower energy band, we can isolate two regions. First,


FIG. 3. A rough diagram of the low-lying vibrational levels in the magnetooptical potential (9).

$$
\begin{equation*}
\Delta \varepsilon_{0}<k_{B} T<\hbar \Omega_{\mathrm{osc}}(n u)^{1 / 3} \tag{10}
\end{equation*}
$$

where practically all Bose atoms are in the lower energy band with an equiprobable distribution over the quasimomenta. This corresponds to quasicondensation, where the wave function of the atoms is formed over distances of localization $(\ll \lambda)$ in a single well. When we go from one well to another, the phase of this function changes at random, i.e., there is global condensation in the entire volume of the lattice. In the interval (10), the volume density $S$ of the system's entropy is weakly temperature-dependent and in the zeroth-order in $\left(\Delta \varepsilon_{0} / k_{B} T\right) \ll 1$ has the value

$$
\begin{equation*}
S \approx n\left[\frac{\ln (1+n u)}{n u}+\ln \left(1+\frac{1}{n u}\right)\right], \tag{11}
\end{equation*}
$$

which can be obtained from combinatorial analysis:

$$
S=\lim _{V \rightarrow \infty} \frac{\ln c}{V}
$$

where $c$ is the number of different arrangements of $n V$ different objects (atoms) in $V / u$ cells (quasimomenta of the lower band) when each cell can contain any number of objects (Bose statistics), i.e.,

$$
c=\frac{(n V+V / u-1)!}{(n V)!(V / u-1)!} .
$$

Using the well-known Stirling's asymptotic formula for $a$ ! as $a \rightarrow \infty \quad\left(a!\approx a^{a} e^{-a} \sqrt{2 \pi a}\right)$, we arrive at (11). Formula (11) can also be obtained from the grand canonical distribution.

Second, if we have $k_{B} T<\Delta \varepsilon_{0}$, order in the quasimomenta of the lower band sets in. Here, as expected, the system's entropy tends to zero. However, if the conditions (8) are met, $\Delta \varepsilon_{0}$ is exponentially small (as noted earlier), so that the temperature range $k_{B} T<\Delta \varepsilon_{0}$ is of no practical interest.

## 6. BOSE CONDENSATION WHEN THE MAGNETIC FIELD IS SWITCHED OFF ADIABATICALLY

As the magnetic field gets weaker, the wave-function localization distances in each well increase, the tunneling of atoms from well to well becomes more intense, and the wave functions overlap. This may lead (at least in principle) to correlation in phases of the atomic wave functions and to Bose condensation in the entire volume of the gas.

Let us do a thermodynamic estimate of the possibility of such an effect when the magnetic field is switched off adiabatically. The thermodynamic condition that a process be adiabatic is the constancy of the entropy, $S=$ const. For the initial conditions we take the temperature range (10). Then the value of $S$ is given by (11). To estimate the values of the thermodynamic parameters in a zero magnetic field, we use the approximation of an ideal gas of free structureless particles. For instance, the entropy of an ideal Bose gas, $S_{I}$, at the critical point $T_{c}$ is $S_{I}\left(T_{c}\right) \approx 1.28 n$ (see Ref. 11). Then, if we want to reduce the temperature below the critical temperature by switching off the magnetic field adiabatically so that Bose condensation will occur, $S$ must be smaller than
$S_{I}\left(T_{c}\right)$ (this follows from the fact that entropy is a monotonic function of temperature). According to (11), this yields the following inequality:

$$
\begin{equation*}
\frac{\ln (1+n u)}{n u}+\ln \left(1+\frac{1}{n u}\right)<1.28 \tag{12}
\end{equation*}
$$

which is valid if $n u>1.17$. Thus, adiabatic switch-off of the magnetic field sharply reduces the temperature, a process that outwardly resembles magnetic cooling. However, the physics of the process implies that we are dealing with cooling due to gas expansion. Indeed, in our case the magnetic field creates a magneto-optical potential and a strong spatial localization of the atoms in regions whose dimensions are much smaller than $\lambda$. When the magnetic field is switched off, the atoms become delocalized, which corresponds to effective expansion of the gas.

Note that to achieve a more rigorous estimate of the state of the system in the absence of a magnetic field we must take into account the last two corrections in (4), which are due to the periodic inhomogeneity of the state (1) of coherent trapping of populations over distances of the order of the light wavelength $\lambda$. However, for $n u>1$ these corrections do not change the thermodynamic quantities much in comparison to a gas of free particles. For instance, from general physical considerations is it clear that even if we allow for the corrections (6) and (7), the expression for the entropy at the critical value $T_{c}$ is $S\left(T_{c}\right)=D n$, where the coefficient $D$ reaches a saturation plateau as the parameter $n u$ increases and is of order unity, as in the case of a gas of free particles. Here the factor $(n u)^{-1} \ln (1+n u)+\ln \left(1+(n u)^{-1}\right)$ in (11) fairly rapidly decreases as $n u$ grows (actually, it decreases as $\left.(n u)^{-1}\right)$. Thus, we see that we can always select a value $f$ such that for $n u>f$ this factor, $(n u)^{-1} \ln (1+n u)+\ln (1$ $+(n u)^{-1}$ ), is smaller than $D$, i.e., when the temperature drops below $T_{c}$ as the magnetic field is switched off adiabatically and Bose condensation is possible even if one allows for the spatial inhomogeneity of the state (1) of the coherent trapping of populations.

At the same time, in determining the ground-state wave function of the system one must carefully take into account the terms (6) and (7) in (4). Most likely, the ground state of the system in our case is the well-known macroscopic dark state, ${ }^{10}$

$$
\left|\Psi_{N C}\right\rangle=R\left|\mathbf{E}(\mathbf{r}) \| \psi_{n c}(\mathbf{r})\right\rangle=R \sum_{q=0, \pm 1} E^{q}(\mathbf{r})|g, \mu=q\rangle
$$

which is not destroyed by translational motion:

$$
\frac{\hat{p}^{2}}{2 M}\left|\Psi_{N C}\right\rangle=\hbar \omega_{r}\left|\Psi_{N C}\right\rangle
$$

where $R$ is the normalization constant. Indeed, the amplitude $|\mathbf{E}(\mathbf{r})|$ is an eigenfunction of the Hamiltonian (4) at $\mathbf{B}=0$, is real, and has no nodes in the configuration depicted in Fig. 1.

For an example we take the transition $1 \rightarrow 1$ involving the $D_{1}$-line of ${ }^{87} \mathrm{Rb}\left(\lambda=7947.6 \times 10^{-8} \mathrm{~cm}\right)$. If we take a magnetic field $B \approx 4 \mathrm{G}(\Omega \approx \gamma / 2)$, we readily see that for temperatures $T \leqslant 10^{-5} \mathrm{~K}$ and concentrations $n \geqslant 1.2$ $\times 10^{13} \mathrm{~cm}^{-3}$ the quasicondensation condition (10) and the
condition (12) are met, i.e., when Bose condensation in possible in the entire volume of the gas as a result of adiabatic switch-off of the magnetic field (for a gas of free particles with $n=1.2 \times 10^{13} \mathrm{~cm}^{-3}$ we have $\left.T_{c}=9.7 \times 10^{-8} \mathrm{~K}\right)$. These estimates also demonstrate the high efficiency (several orders of magnitude) of the proposed method of adiabatic cooling of a gas using dark magneto-optical lattices. Note that for condition (2) to be met the light intensity must be greater than or of order $1 \mathrm{~W} \mathrm{~cm}^{-2}$.

Such values of the concentrations have yet to be achieved in experiments in laser cooling and trapping of atoms. But the rapid progress in experimental techniques gives hope that in the near future the regime with $n u>1$ in dark optical and magneto-optical lattices will be achieved.

The case $n u<1$ requires special consideration.
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#### Abstract

We present a theoretical study of the ultrashort nonlinear dynamics of bosonic quasiparticles in condensed media participating in two-photon quantum transitions. In the resonance approximation we obtain exact solutions in the form of elliptic functions. We show that allowing for antiresonant terms in the Hamiltonian of the interaction of the electromagnetic field and the quasiparticles leads to an entirely new phenomenon: the development of ultrashort chaos. The dynamical stochasticity of the quasiparticles is due to the disintegration of constants of motion of the system. Finally, we predict the effect of nonlinear tunneling from one potential well to another. © 1998 American Institute of Physics. [S1063-7761(98)01206-2]


## 1. INTRODUCTION

Lately there has been an upsurge of interest in the study of nonlinear dynamics, especially of dynamical chaos in physical, chemical, biological, and other systems.

The discovery of dynamical chaos in nonlinear deterministic systems has been one of the most important and striking scientific achievements in recent times. ${ }^{1}$ Numerous papers devoted to deterministic chaos have been published. The theory of the stochastic behavior of dissipative and Hamiltonian dynamical systems has been studied in monographs, textbooks, and reviews. ${ }^{1-5}$

Of special interest is the study of optical dynamical chaos, especially in condensed media in connection with predictions of new physical phenomena in such media and their use in new optoelectronic devices. Another potential field of research is the application of these phenomena in optical processing of information and in designing a new generation of optical computers.

Because of the large nonlinearity values in semiconductors at the long-wavelength fundamental absorption edge of the crystal, aspects of optical self-organization are undergoing intensive study, including dynamical chaos in a system of coherent (in the Bogolyubov sense) excitons and biexcitons.

A theory of dissipative dynamical chaos in a system of excitons and biexcitons participating in various quantum transitions was developed in Refs. 6-12. There it was demonstrated (among other things) that in the region of the $M$ luminescence band of a semiconductor, the dynamical evolution of the quasiparticles is described by a system of Lorenz equations in four-dimensional phase space. It has been proved that the transition to the chaotic mode is achieved through period-doubling bifurcations accompanied by the formation of strange attractors in the four-dimensional phase space. The dynamical evolution of coherent excitons and photons was studied in Refs. 13 and 14 with allowance for exciton-exciton interaction. In this case the quasiparticle dynamics is described by a generalized system of Keldysh
equations. ${ }^{15}$ It is shown that in contrast to Lorenz chaos, where the stochastic oscillations and the formation of a strange attractor are related to jumps between the corresponding equilibrium states, in the given case stochasticity is related to the formation of a strange attractor in fourdimensional phase space, which is filled by unstable phase trajectories in a complicated manner.

As for the dynamical chaos in Hamiltonian systems of coherent quasiparticles in semiconductors and insulators, the study of these phenomena has only begun. The possibility in principle of ultrashort dynamical chaos emerging in a system of excitons and biexcitons near the $M$ luminescence band of the crystal and in two-photon creation of biexcitons from the ground state of the crystal has been proved in Ref. 16-18. There it was shown that at certain critical values of the parameters, stochastic instability sets in in the system due to destruction of constants of motion.

The present paper investigates a new cooperative nonlinear phenomenon: ultrashort dynamical chaos in a system of coherent bosons in the optical transitions between the levels. By way of an example, we study the nonlinear dynamics in two-photon transitions between exciton or exciton-biexciton levels in the course of time intervals shorter than the characteristic relaxation times.

Because these transitions are characterized by gigantic oscillator strengths, the effects of coherent nonlinear interaction of light and matter in this frequency range manifest themselves most vividly.

Wang and Haken ${ }^{19}$ and Moskalenko et al. ${ }^{20,21}$ have developed theories of a two-photon laser, respectively, for the model of two-level atoms and in two-photon optical conversion of biexcitons into excitons.

Moskalenko et al. ${ }^{20,21}$ used the methods of the quantum theory of fluctuations and decay to obtain a master equation for the density matrix of excitons, photons, and biexcitons in solids. Using Glauber's $P$-representation, they derived a Fokker-Plank equation for the system of coherent quasiparticles. They found the condition needed for two-photon laser


FIG. 1. Energy level diagram of the two-photon conversion of bosons from one excited state to another: 0 is the ground state of the crystal, 1 is the energy level of the first bosonic level, 2 is the energy level of the second bosonic level, $\omega_{\mathrm{ph}}$ is the light frequency, $\omega_{a}$ is the frequency of the first bosonic transition, and $\omega_{b}$ is the frequency of the second bosonic transition.
generation of biexcitons in biexciton-exciton conversion. Finally, they showed that the transition from the disordered phase to the ordered one is equivalent to a first-order phase transition.

The general drawback of Refs. 19-21 is that they study only steady states of the particles and quasiparticles in twophoton quantum transitions. More interesting, however, is the study of nonlinear dynamics in the corresponding quantum transitions with and without allowance for dissipation processes.

## 2. HAMILTONIAN OF THE PROBLEM; DERIVATION OF THE DYNAMICAL EQUATIONS

Let us study the nonlinear ultrashort dynamics of coherent quasiparticles in condensed media in the case two-photon exciton-biexciton or exciton-exciton transitions.

The model we will be using is depicted in Fig. 1. The ground state of the quasiparticles is an exciton or the first exciton level, and the excited state is a biexciton or the second exciton level.

As is known, the characteristic relaxation times of excitons and biexcitons in semiconductors and insulators are of order $10^{-11}-10^{-10} \mathrm{~s}$. However, by means of a newly developed method of generating and forming light pulses with a length down to $10^{-15} \mathrm{~s}$, we can experimentally study coherent phenomena for times shorter than the relaxation time. In particular, to observe ultrashort phenomena in a system of excitons and biexcitons under two-photon excitation, pulses in the picosecond and subpicosecond ranges are needed.

Up till now the nonlinear dynamics of coherent excitons and biexcitons has been studied in the resonance approximation. Below we show that allowing for nonresonant (antiresonant) terms in the interaction Hamiltonian dramatically changes the nonlinear dynamics of the quasiparticles and under certain conditions results in a new cooperative phenomenon, ultrashort two-photon dynamical chaos in excitonbiexciton or exciton-exciton transitions.

We begin our study of two-photon nonlinear dynamics by introducing the Hamiltonian of coherent quasiparticles uniformly distributed over the crystal:

$$
\frac{H}{\hbar}=\omega_{a} a_{\mathbf{p}}^{\dagger} a_{\mathbf{p}}+\omega_{b} b_{2 \mathbf{k}+\mathbf{p}}^{\dagger} b_{2 \mathbf{k}+\mathbf{p}}+\omega_{\mathrm{ph}} c_{\mathbf{k}}^{\dagger} c_{\mathbf{k}}+i q\left(a_{\mathbf{p}}^{\dagger}+a_{-\mathbf{p}}\right)
$$

$$
\begin{align*}
& \times\left(c_{\mathbf{k}}^{\dagger}+c_{-\mathbf{k}}\right)\left(c_{\mathbf{k}}^{\dagger}+c_{-\mathbf{k}}\right) b_{2 \mathbf{k}+\mathbf{p}} \\
& -i q\left(a_{\mathbf{p}}+a_{-\mathbf{p}}^{\dagger}\right)\left(c_{\mathbf{k}}+c_{-\mathbf{k}}^{\dagger}\right)\left(c_{\mathbf{k}}+c_{-\mathbf{k}}^{\dagger}\right) b_{2 \mathbf{k}+\mathbf{p}}^{\dagger} \tag{1}
\end{align*}
$$

Here $a_{\mathbf{p}}^{\dagger}\left(a_{\mathbf{p}}\right)$ and $b_{\mathbf{p}}^{\dagger}\left(b_{\mathbf{p}}\right)$ are the creation (annihilation) operators for quasiparticles with a wave vector $\mathbf{p}$ on the first and second levels with generation energies $\hbar \omega_{a}$ and $\hbar \omega_{b}$, respectively; $c_{\mathbf{k}}^{\dagger}\left(c_{\mathbf{k}}\right)$ is the creation (annihilation) operator for a photon with a wave vector $\mathbf{k}$ and energy $\hbar \omega_{\mathrm{ph}}$; and $q$ is the constant of two-photon conversion between the levels. From now on we set $\hbar=1$ and go over to amplitude-phase variables:

$$
\begin{align*}
& a_{\mathbf{p}}=\sqrt{n} \exp \left(-i \varphi_{a}+i p x\right), \quad a_{\mathbf{p}}^{\dagger}=\sqrt{n} \exp \left(i \varphi_{a}-i p x\right) \\
& c_{\mathbf{k}}=\sqrt{f} \exp \left(-i \varphi_{e}+i k x\right), \quad c_{\mathbf{k}}^{\dagger}=\sqrt{f} \exp \left(i \varphi_{e}-i k x\right), \\
& b_{2 \mathbf{k}+\mathbf{p}}=\sqrt{N} \exp \left(-i \varphi_{b}+i(2 k+p) x\right) \\
& b_{2 \mathbf{k}+\mathbf{p}}^{\dagger}=\sqrt{N} \exp \left(i \varphi_{b}-i(2 k+p) x\right), \tag{2}
\end{align*}
$$

where $n, \varphi_{a}, N$, and $\varphi_{b}$ are, respectively, the number and phase of the quasiparticles on the first and second levels, and $f$ and $\varphi_{e}$ are, respectively, the number and phase of the photons.

In terms of the new variables the system Hamiltonian is

$$
\begin{align*}
H= & H_{0}+H_{r}+H_{a r}, \\
H_{0}= & \omega_{a} n+\omega_{b} N+\omega_{\mathrm{ph}} f, \\
H_{r}= & 2 q \sqrt{n N} f \sin \left(\varphi_{b}-\varphi_{a}-2 \varphi_{e}\right), \\
H_{a r}= & 2 q \sqrt{n N} f\left[\sin \left(\varphi_{b}-\varphi_{a}+2 \varphi_{e}\right)+\sin \left(\varphi_{b}-\varphi_{a}\right)\right. \\
& +\sin \left(\varphi_{b}+\varphi_{a}-2 \varphi_{e}\right)+\sin \left(\varphi_{b}+\varphi_{a}+2 \varphi_{e}\right) \\
& \left.+\sin \left(\varphi_{b}+\varphi_{a}\right)\right], \tag{3}
\end{align*}
$$

where $H_{0}$ is the free-particle Hamiltonian, and $H_{r}$ and $H_{a r}$ are the resonant and nonresonant (antiresonant) terms in the Hamiltonian responsible for particle interaction. Here and in what follows we discard the subscripts on the wave vectors.

If we allow for (3), we can easily derive a system of nonlinear differential equations describing the dynamical evolution of the coherent quasiparticles:

$$
\begin{align*}
\frac{d n}{d t}= & -\frac{\partial H}{\partial \varphi_{a}}=2 q \sqrt{n N} f\left[\cos \left(\varphi_{b}-\varphi_{a}-2 \varphi_{e}\right)+\cos \left(\varphi_{b}-\varphi_{a}\right.\right. \\
& \left.+2 \varphi_{e}\right)+2 \cos \left(\varphi_{b}-\varphi_{a}\right)-\cos \left(\varphi_{b}+\varphi_{a}-2 \varphi_{e}\right) \\
& \left.-\cos \left(\varphi_{b}+\varphi_{a}+2 \varphi_{e}\right)-2 \cos \left(\varphi_{b}+\varphi_{a}\right)\right],  \tag{4}\\
\frac{d N}{d t}= & -\frac{\partial H}{\partial \varphi_{b}}=-2 q \sqrt{n N} f\left[\cos \left(\varphi_{b}-\varphi_{a}-2 \varphi_{e}\right)+\cos \left(\varphi_{b}\right.\right. \\
& \left.-\varphi_{a}+2 \varphi_{e}\right)+2 \cos \left(\varphi_{b}-\varphi_{a}\right)+\cos \left(\varphi_{b}+\varphi_{a}-2 \varphi_{e}\right) \\
& \left.+\cos \left(\varphi_{b}+\varphi_{a}+2 \varphi_{e}\right)+2 \cos \left(\varphi_{b}+\varphi_{a}\right)\right],  \tag{5}\\
\frac{d f}{d t}= & -\frac{\partial H}{\partial \varphi_{e}}=4 q \sqrt{n N} f\left[\cos \left(\varphi_{b}-\varphi_{a}-2 \varphi_{e}\right)-\cos \left(\varphi_{b}-\varphi_{a}\right.\right. \\
& \left.\left.+2 \varphi_{e}\right)+\cos \left(\varphi_{b}+\varphi_{a}-2 \varphi_{e}\right)-\cos \left(\varphi_{b}+\varphi_{a}+2 \varphi_{e}\right)\right], \tag{6}
\end{align*}
$$

$$
\begin{align*}
\frac{d \varphi_{a}}{d t}= & \frac{\partial H}{\partial n}=\omega_{a}+q f \sqrt{\frac{N}{n}}\left[\sin \left(\varphi_{b}-\varphi_{a}-2 \varphi_{e}\right)+\sin \left(\varphi_{b}-\varphi_{a}\right.\right. \\
& \left.+2 \varphi_{e}\right)+\sin \left(\varphi_{b}-\varphi_{a}\right)+\sin \left(\varphi_{b}+\varphi_{a}-2 \varphi_{e}\right)+\sin \left(\varphi_{b}\right. \\
& \left.\left.+\varphi_{a}+2 \varphi_{e}\right)+\sin \left(\varphi_{b}+\varphi_{a}\right)\right],  \tag{7}\\
\frac{d \varphi_{b}}{d t}= & \frac{\partial H}{\partial N}=\omega_{b}+q f \sqrt{\frac{n}{N}}\left[\sin \left(\varphi_{b}-\varphi_{a}-2 \varphi_{e}\right)+\sin \left(\varphi_{b}-\varphi_{a}\right.\right. \\
& \left.+2 \varphi_{e}\right)+\sin \left(\varphi_{b}-\varphi_{a}\right)+\sin \left(\varphi_{b}+\varphi_{a}-2 \varphi_{e}\right)+\sin \left(\varphi_{b}\right. \\
& \left.\left.+\varphi_{a}+2 \varphi_{e}\right)+\sin \left(\varphi_{b}+\varphi_{a}\right)\right],  \tag{8}\\
\frac{d \varphi_{e}}{d t}= & \frac{\partial H}{\partial f}=\omega_{\mathrm{ph}}+2 q \sqrt{n N}\left[\sin \left(\varphi_{b}-\varphi_{a}-2 \varphi_{e}\right)+\sin \left(\varphi_{b}-\varphi_{a}\right.\right. \\
& \left.+2 \varphi_{e}\right)+\sin \left(\varphi_{b}-\varphi_{a}\right)+\sin \left(\varphi_{b}+\varphi_{a}-2 \varphi_{e}\right)+\sin \left(\varphi_{b}\right. \\
& \left.\left.+\varphi_{a}+2 \varphi_{e}\right)+\sin \left(\varphi_{b}+\varphi_{a}\right)\right] . \tag{9}
\end{align*}
$$

To separate the resonance phase, we introduce the following notation:

$$
\begin{aligned}
& \psi=\varphi_{b}-\varphi_{a}-2 \varphi_{e}, \quad \varphi_{1}=\varphi_{b}-\varphi_{a}+2 \varphi_{e} \\
& \varphi_{2}=\varphi_{b}-\varphi_{a}, \quad \varphi_{3}=\varphi_{b}+\varphi_{a}+2 \varphi_{e} \\
& \varphi_{4}=\varphi_{b}+\varphi_{a}, \quad \varphi_{5}=\varphi_{b}+\varphi_{a}-2 \varphi_{e}
\end{aligned}
$$

Then the system of equations (4)-(9) becomes

$$
\begin{align*}
\frac{d n}{d \tau}= & \frac{\lambda}{5} \sqrt{n N} f\left[\cos \psi+\varepsilon\left(\cos \varphi_{1}+2 \cos \varphi_{2}\right.\right. \\
& \left.\left.-\cos \varphi_{3}-2 \cos \varphi_{4}-\cos \varphi_{5}\right)\right]  \tag{10}\\
\frac{d f}{d \tau}= & \frac{2 \lambda}{5} \sqrt{n N} f\left[\cos \psi-\varepsilon\left(\cos \varphi_{1}+\cos \varphi_{3}-\cos \varphi_{5}\right)\right] \tag{11}
\end{align*}
$$

$$
\begin{align*}
\frac{d N}{d \tau}= & -\frac{\lambda}{5} \sqrt{n N} f\left[\cos \psi+\varepsilon\left(\cos \varphi_{1}+2 \cos \varphi_{2}\right.\right. \\
& \left.\left.+\cos \varphi_{3}+2 \cos \varphi_{4}+\cos \varphi_{5}\right)\right] \tag{12}
\end{align*}
$$

$\frac{d \psi}{d \tau}=\Delta+\frac{\lambda}{10}\left[f \sqrt{\frac{n}{N}}-f \sqrt{\frac{N}{n}}-2 \sqrt{n N}\right] B$,
$\frac{d \varphi_{1}}{d \tau}=\Delta+4+\frac{\lambda}{10}\left[f \sqrt{\frac{n}{N}}-f \sqrt{\frac{N}{n}}+2 \sqrt{n N}\right] B$,
$\frac{d \varphi_{2}}{d \tau}=\Delta+2+\frac{\lambda}{10}\left[f \sqrt{\frac{n}{N}}-f \sqrt{\frac{N}{n}}\right] B$,
$\frac{d \varphi_{3}}{d \tau}=\Delta+4+2 \frac{\omega_{a}}{\omega_{\mathrm{ph}}}+\frac{\lambda}{10}\left[f \sqrt{\frac{n}{N}}+f \sqrt{\frac{N}{n}}+2 \sqrt{n N}\right] B$,
$\frac{d \varphi_{4}}{d \tau}=\Delta+2+2 \frac{\omega_{a}}{\omega_{\mathrm{ph}}}+\frac{\lambda}{10}\left[f \sqrt{\frac{n}{N}}+f \sqrt{\frac{N}{n}}\right] B$,
$\frac{d \varphi_{5}}{d \tau}=\Delta+2 \frac{\omega_{a}}{\omega_{\mathrm{ph}}}+\frac{\lambda}{10}\left[f \sqrt{\frac{n}{N}}+f \sqrt{\frac{N}{n}}-2 \sqrt{n N}\right] B$,
where $B=\sin \psi+\varepsilon\left(\sin \varphi_{1}+2 \sin \varphi_{2}+\sin \varphi_{3}+2 \sin \varphi_{4}+\sin \varphi_{5}\right)$, $\tau=t c k, \lambda=10 q / \omega_{\mathrm{ph}}, \Delta=\left(\omega_{b}-\omega_{a}-2 \omega_{\mathrm{ph}}\right) / \omega_{\mathrm{ph}}$, and the parameter $\varepsilon$ was introduced formally and takes a value of 0 or 1 . For $\varepsilon=1$, Eqs. (10)-(18) are equivalent to Eqs. (4)(9). The resonance approximation amounts to ignoring the terms containing $\varphi_{i}, i=1-5$, which is equivalent to $\varepsilon=0$.

## 3. RESONANCE APPROXIMATION $\varepsilon=0$

In the resonance approximation the system has three constants of motion for the numbers of particles:

$$
\begin{equation*}
2 N+f=C, \quad n+N=C_{1}, \quad 2 n-f=C_{2} . \tag{19}
\end{equation*}
$$

Bearing this in mind and using Eqs. (10)-(18), we can easily obtain a reduced system of equations that describes the dynamical evolution of the coherent quasiparticles in the resonance approximation:

$$
\begin{align*}
\begin{aligned}
\frac{d \psi}{d \tau}= & \frac{\partial P}{\partial N}=\Delta+\frac{\lambda}{10}\left[\sqrt{\frac{C_{1}-N}{N}}(C-2 N)\right. \\
& \left.-\sqrt{\frac{N}{C_{1}-N}}(C-2 N)-2 \sqrt{N\left(C_{1}-N\right)}\right] \sin \psi, \\
\frac{d N}{d \tau}= & -\frac{\partial P}{\partial \psi}=-\frac{\lambda}{5}(C-2 N) \sqrt{N\left(C_{1}-N\right)} \cos \psi, \\
P= & \frac{H-\omega_{a} C_{1}-\omega_{\mathrm{ph}} C}{\omega_{\mathrm{ph}}}=\Delta N \\
& +\frac{\lambda}{5}(C-2 N) \sqrt{N\left(C_{1}-N\right)} \sin \psi,
\end{aligned},
\end{align*}
$$

where $P$ an additional constant of motion acting as a Hamiltonian in the space of the variables $N$ and $\psi$.

The evolution of the system varies depending on the relationship between the constants of motion and the detuning from resonance.

If we introduce the notation $\hat{\lambda}=\lambda C_{1}, \hat{n}=n / C_{1}, \hat{N}$ $=N / C_{1}, \hat{f}=f / C_{1}$, and $\hat{C}=C / C_{1}$, go over to the variables $N$ and $d N / d \tau$, substitute (22) in (21), and drop the "hat,' we arrive at the following equation for the unperturbed case:

$$
\begin{equation*}
\left(\frac{d N}{d \tau}\right)^{2}=\frac{\lambda^{2}}{25} N(1-N)(C-2 N)^{2}-(P-\Delta N)^{2} \tag{23}
\end{equation*}
$$

The solution of this equation is

$$
\begin{equation*}
N=\frac{N_{4} N_{13}+N_{1} N_{34} \mathrm{sn}^{2}\left((\lambda \tau / 5) \sqrt{N_{24} N_{13}}+F\left(\varphi_{0}\right) ; \kappa\right)}{N_{13}+N_{34} \operatorname{sn}^{2}\left((\lambda \tau / 5) \sqrt{N_{24} N_{13}}+F\left(\varphi_{0}\right) ; \kappa\right)} . \tag{24}
\end{equation*}
$$

Here $\varphi_{0}=\sin ^{-1} \sqrt{N_{13} N_{04} / N_{34} N_{10}}$ is the argument of the elliptic integral of the first kind $(F), \kappa=\sqrt{N_{12} N_{34} / N_{13} N_{24}}$ is the modulus of the elliptic function, $N_{0}$ is the initial number of particles on the second level, and $N_{i j}=N_{i}-N_{j}$, where $N_{4}<N_{3}<N_{2}<N_{1}$ are the roots of the equation

$$
\begin{equation*}
\frac{\lambda^{2}}{25} N(1-N)(C-2 N)^{2}-(P-\Delta N)^{2}=0 \tag{25}
\end{equation*}
$$

The nonlinear oscillation frequency is


FIG. 2. Potential energy $W(N)$ of a nonlinear oscillator: in the general case (a), for $P=C \Delta / 2$ and $C>2$ (b), for $P=C \Delta / 2$ and $C<2$ (c), and for $P=\Delta=0$ and $C=2$ (d). The horizontal line corresponds to the total energy of the oscillator.

$$
\begin{equation*}
\omega(P)=\frac{\pi q \sqrt{N_{13} N_{24}}}{K(\kappa)} \tag{26}
\end{equation*}
$$

where $K(\kappa)$ is the complete elliptic integral of the first kind.
Thus, the number of quasiparticles is a periodic function of time with a frequency that depends on the values of the constants of motion and the detuning from resonance.

For $P / \Delta=C / 2$ and $C>2$ we arrive at a particular solution of the form

$$
\begin{equation*}
N=\frac{N_{4} N_{13}+N_{1} N_{34} \sin ^{2}\left((\lambda \tau / 5) \sqrt{N_{24} N_{13}}+\varphi_{0}\right)}{N_{13}+N_{34} \sin ^{2}\left((\lambda \tau / 5) \sqrt{N_{24} N_{13}}+\varphi_{0}\right)} \tag{27}
\end{equation*}
$$

where $N_{4}=25 \Delta^{2} / 4 \lambda^{2}, N_{3}=1$, and $N_{1,2}=C / 2$. For $P=\Delta$ $=0, N_{1}=N_{2}=N_{3}=1$, and $N_{4}=0$, we have

$$
\begin{equation*}
N=\frac{\lambda^{2} \tau^{2} / 25}{1+\lambda^{2} \tau^{2} / 25} \tag{28}
\end{equation*}
$$

For $P / \Delta=C / 2$ and $C<2$ the phase trajectory of the systems is the separatrix. As is well known, ${ }^{2,3}$ any small perturbation causes a dramatic disintegration of the trajectories near a separatrix and under certain conditions the quasiparticle motion becomes stochastic.

The solution on the separatrix is

$$
\begin{equation*}
N=\frac{N_{4} N_{13}+N_{1} N_{34} \tanh ^{2}\left((\lambda \tau / 5) \sqrt{N_{24} N_{13}}+\log \left(\tan \left(\varphi_{0} / 2\right)+\pi / 4\right)\right)}{N_{13}+N_{34} \tanh ^{2}\left((\lambda \tau / 5) \sqrt{N_{24} N_{13}}+\log \left(\tan \left(\varphi_{0} / 2\right)+\pi / 4\right)\right)} . \tag{29}
\end{equation*}
$$

Here $N_{4}=25 \Delta^{2} / 4 \lambda^{2}, N_{2,3}=C / 2$, and $N_{1}=1$.
Note that the various solutions of Eq. (23) are determined by the shape of the potential curve (Fig. 2)

$$
\begin{equation*}
W(N)=-\frac{\lambda^{2}}{25} N(1-N)(C-2 N)^{2}-(P-\Delta N)^{2} \tag{30}
\end{equation*}
$$

## 4. DISINTEGRATION OF CONSTANTS OF MOTION AND STOCHASTIZATION OF PHASE TRAJECTORIES

In the unperturbed case, the trajectories of motion are closed curves $N(\psi)$ determined by the parametric equation (22). If we allow for antiresonant terms $\varepsilon=1$, for small values of $\lambda$ the constants of motion change and then, as $\lambda$ increases, disintegrate.

The variation of the constant of motion $P$ with time is given by the following expression:

$$
\begin{equation*}
\frac{d P\left(N, \psi, C, C_{1}\right)}{d \tau}=\frac{\partial P}{\partial N} \frac{d N}{d \tau}+\frac{\partial P}{\partial \psi} \frac{d \psi}{d \tau}+\frac{\partial P}{\partial C} \frac{d C}{d \tau}+\frac{\partial P}{\partial C_{1}} \frac{d C_{1}}{d \tau} . \tag{31}
\end{equation*}
$$

Allowing for (12), (13), (20), and (21), for the perturbed equations we have

$$
\begin{equation*}
\frac{d N}{d \tau}=-\frac{\partial P}{\partial \psi}+\delta\left(\frac{d N}{d \tau}\right), \quad \frac{d \psi}{d \tau}=\frac{\partial P}{\partial N}+\delta\left(\frac{d \psi}{d \tau}\right) \tag{32}
\end{equation*}
$$

where

$$
\begin{align*}
\delta\left(\frac{d N}{d \tau}\right)= & -\frac{\lambda}{5}(C-2 N) \sqrt{N\left(C_{1}-N\right)}\left(\cos \varphi_{1}\right. \\
& \left.+2 \cos \varphi_{2}+\cos \varphi_{3}+2 \cos \varphi_{4}+\cos \varphi_{5}\right)  \tag{33}\\
\delta\left(\frac{d \psi}{d \tau}\right)= & \frac{\lambda}{10}\left[\sqrt{\frac{C_{1}-N}{N}}(C-2 N)-\sqrt{\frac{N}{C_{1}-N}}(C-2 N)\right. \\
& \left.-2 \sqrt{N\left(C_{1}-N\right)}\right]\left(\sin \varphi_{1}+2 \sin \varphi_{2}\right. \\
& \left.+\sin \varphi_{3}+2 \sin \varphi_{4}+\sin \varphi_{5}\right) \tag{34}
\end{align*}
$$

Substituting (32)-(34) into (31) yields

$$
\begin{align*}
\frac{d P}{d \tau}= & \left\{\frac{\lambda^{2}}{50}\left[(C-2 N)^{2}(1-2 N)-2(C-2 N)(1-N) N\right]\right. \\
& \times\left(\sin \left(\varphi_{1}-\psi\right)+2 \sin \left(\varphi_{2}-\psi\right)+\sin \left(\varphi_{3}-\psi\right)\right. \\
& \left.+2 \sin \left(\varphi_{4}-\psi\right)+\sin \left(\varphi_{5}-\psi\right)\right)+\frac{\Delta \lambda}{5}(C-2 N) \\
& \times \sqrt{N\left(C_{1}-N\right)}\left(\cos \varphi_{1}+2 \cos \varphi_{2}+\cos \varphi_{3}\right. \\
& \left.\left.+2 \cos \varphi_{4}+\cos \varphi_{5}\right)\right\} /\left[1+\frac{P-\Delta N}{C-2 N}\right] \tag{35}
\end{align*}
$$

where for $N, \psi$, and $\varphi_{i}$ we took the unperturbed expressions.
Near the separatrix $P / \Delta \rightarrow C / 2, C<2$, we obtain the following expressions for the characteristic roots:

$$
\begin{align*}
& N_{1}=1-\frac{(P-\Delta)^{2}}{(2 \lambda / 5)^{2}(C / 2-1)^{2}-2(P-\Delta)},  \tag{36}\\
& N_{2,3}=\frac{C}{2}-\frac{(P-\Delta C / 2)(\Delta \pm(\lambda / 5) \sqrt{C(2-C)})}{\left(\lambda^{2} / 25\right) C(2-C)-\Delta^{2}}  \tag{37}\\
& N_{4}=\frac{P^{2}}{(\lambda C / 5)^{2}+2 \Delta P} \tag{38}
\end{align*}
$$

The quantity $N(\tau)$ varies almost from 0 to $C / 2$, where at a turning point of the hyperbolic type its period tends to infinity. For $\lambda \ll 1$ the dominator in (35) is of order unity, $(C-2 N)^{2}(1-2 N)-2(C-2 N)(1-N) N \sim C^{2}$, and $\quad(C$ $-2 N) \sqrt{N\left(C_{1}-N\right)} \sim(P-\Delta C / 2) / \lambda$ holds far from the singular point $N=C / 2$ within a small temporal interval of the small-oscillation period $2 \pi / \omega_{0}$. In the neighborhood of the singular point, $\quad(C-2 N)^{2}(1-2 N)-2(C-2 N)(1-N) N$ $\sim(P-\Delta C / 2) / \lambda$ and $(C-2 N) \sqrt{N\left(C_{1}-N\right)} \sim(P-\Delta C / 2) / \lambda$ within a large temporal interval $2 \pi / \omega(P)$, where $\omega(P)$ is the nonlinear oscillation frequency. In this case, instead of (35) we have

$$
\begin{align*}
\frac{d P}{d \tau}= & \frac{\lambda^{2}}{50} C^{2} A(\tau)\left(\sin \theta_{1}+2 \sin \theta_{2}\right. \\
& \left.+\sin \theta_{3}+2 \sin \theta_{4}+\sin \theta_{5}\right),  \tag{39}\\
\frac{d \theta_{1}}{d \tau}= & \Delta+4+O(\lambda),  \tag{40}\\
\frac{d \theta_{2}}{d \tau}= & \Delta+2+O(\lambda),  \tag{41}\\
\frac{d \theta_{3}}{d \tau}= & \Delta+4+2 \frac{\omega_{a}}{\omega_{\mathrm{ph}}}+O(\lambda),  \tag{42}\\
\frac{d \theta_{4}}{d \tau}= & \Delta+2+2 \frac{\omega_{a}}{\omega_{\mathrm{ph}}}+O(\lambda),  \tag{43}\\
\frac{d \theta_{5}}{d \tau}= & \Delta+2 \frac{\omega_{a}}{\omega_{\mathrm{ph}}}+O(\lambda), \tag{44}
\end{align*}
$$

where $A(\tau)$ is a periodic function with a period $2 \pi / \omega(P)$, a height of order unity, and a width of $2 \pi / \omega_{0} ; \omega_{0}$ $=\lambda \sqrt{2+C} / 5$ is the frequency of small oscillations of the system for $P \rightarrow \Delta C / 2$ and $C<2$.

If in (39)-(44) we go over to a system of discrete transformations, we get

$$
\begin{align*}
P_{m+1}= & P_{m}+\bar{\Delta} P  \tag{45}\\
\theta_{i, m+1}= & \theta_{i, m}+\frac{4 \pi}{\omega\left(P_{m+1}\right)}=\theta_{i, m}+\frac{4 \pi}{\omega\left(P_{m}\right)} \\
& -\frac{4 \pi}{\omega^{2}\left(P_{m}\right)} \frac{d \omega\left(P_{m}\right)}{d P_{m}}, \quad i=1-5,  \tag{46}\\
\bar{\Delta} P \approx & \frac{\lambda^{2}}{50} C^{2} \int d \tau A(\tau)\left(\sin \theta_{1}+2 \sin \theta_{2}\right. \\
& \left.+\sin \theta_{3}+2 \sin \theta_{4}+\sin \theta_{5}\right) \tag{47}
\end{align*}
$$

The nature of the solution (45)-(47) is determined by the value of $M$ (Refs. 2 and 3):

$$
\begin{equation*}
M=\frac{4 \pi}{\omega^{2}(P)}\left|\frac{d \omega(P)}{d P}\right| . \tag{48}
\end{equation*}
$$

When $M \ll 1$, the system of coherent particles performs quasi-periodic oscillations. When $M \gg 1$, the motion becomes stochastic during the phase decorrelation time
$R(\tau)=\left\langle\exp \left(\sum_{i=1,5}\left[\theta_{i}\left(\tau_{1}\right)-\theta_{i}\left(\tau_{1}+\tau\right)\right]\right)\right\rangle \sim \exp \left(-\frac{5 \tau}{\tau_{c}}\right)$,
where $\tau_{c}=1 / \omega(P) \ln M$.
The change in $P$ in one transformation step is

$$
\begin{equation*}
\max \bar{\Delta} P \sim \frac{28}{10} C^{2} \lambda \pi \exp \left(-\frac{5 \alpha \pi}{2 \lambda}\right), \tag{50}
\end{equation*}
$$

where the constant $\alpha$ is of order unity. The nonlinear oscillation frequency $\omega(P)$ near the separatrix is

$$
\begin{equation*}
\omega(P)=\frac{\pi \lambda \sqrt{N_{13} N_{24}}}{5 \ln \frac{5 \sqrt{C(2-C)}\left(\left(\lambda^{2} / 25\right) C(2-C)-\Delta^{2}\right)}{\lambda(P-\Delta C / 2)}} . \tag{51}
\end{equation*}
$$

Plugging (50) and (51) into (48), we get

$$
\begin{equation*}
M=\frac{56 C^{2} \pi \exp (-5 \alpha \pi / 2 \lambda)}{(P-\Delta C / 2) \sqrt{N_{13} N_{24}}} \tag{52}
\end{equation*}
$$

The boundary of the stochastic layer is determined from the condition $M\left(P_{0}, H\right) \sim 1$, or

$$
\begin{equation*}
P_{0}=\frac{\Delta C}{2}+\frac{56 C^{2} \pi \exp (-5 \alpha \pi / 2 \lambda)}{\sqrt{N_{13} N_{24}}}, \tag{53}
\end{equation*}
$$

and the nutation decay constant is given by the following expression:

$$
\begin{equation*}
\gamma_{c}=\frac{\pi \lambda \sqrt{N_{13} N_{24}} \ln M}{5 \ln \frac{5 \sqrt{C(2-C)}\left(\left(\lambda^{2} / 25\right) C(2-C)-\Delta^{2}\right)}{\lambda(P-\Delta C / 2)}} . \tag{54}
\end{equation*}
$$

## 5. COMPUTER EXPERIMENT

The numerical analysis was done, without loss of generality, at $\Delta=0$. Generally, the system of equations (4)-(9) has one constant of motion, the system energy $H$, and the region of motion is a five-dimensional hypersurface defined by (3) in a six-dimensional phase space.

When the antiresonant terms are ignored, four additional constants of motion emerge, $C, C_{1}, C_{2}$, and $P$, of which two are linearly independent. The quantities $H, C$, and $P$ determine a three-parameter family of trajectories that are either closed curves on the surface or asymptotic curves. The temporal evolution of coherent quasiparticles in this case are nonlinear periodic oscillations with a finite or infinite period. The period of nutation oscillations decreases with increasing $\lambda$. As the separatrix is approached $(C<2$ and $P \rightarrow 0)$, the angles of the phase trajectories become sharper and assume a rectangular shape. The number of quasiparticles varies from minimum to maximum (or from maximum to minimum) as the phase remains constant, $\psi=n \pi(n=0, \pm 1, \pm 2, \ldots$, depending on the initial conditions). When the quasiparticle number reaches its maximum or minimum, the phase undergoes a jump: $\psi_{t+0}=\psi_{t-0} \pm \pi$.

Allowing for the antiresonant terms in the Hamiltonian leads to changes in the shape of the potential energy, so that all existing aperiodic oscillation regimes cease to exist. In this case, for small values of $\lambda$ and any initial conditions the system performs quasiperiodic oscillations (Fig. 3). In the phase space this motion is depicted by a trajectory that winds itself around a toroidal tube. Here the fundamental harmonic is modulated by subharmonics, whose amplitudes increase with $\lambda$, making the motion more complicated.

As $\lambda$ increases, the motion of the system becomes more complicated and the quasiperiodic oscillations begin to change into chaotic oscillations. The constants of motion completely disintegrate in the process. Figure 4 depicts the chaotic dynamics of quasiparticle and phonon numbers $n$ and $f$ and the corresponding phase portrait. Note that the quasi-


FIG. 3. Temporal evolution of the number of (a) coherent bosons on the first excited level and (b) photons, and (c) the projection of the phase trajectory on the $(n, \psi)$ plane at $n_{0}=1, N_{0}=10^{-8}, f_{0}=1.4, \varphi_{a 0}=\varphi_{e 0}=1.571, \varphi_{b 0}$ $=10^{-8}$, and $\lambda=0.5$.
particle numbers change within the potential wells inside which they begin their motion. An interesting phenomenon was detected in computer experiments for $C \sim 1.3-1.7$. At such values, tunneling of the nonlinear motion from one well to another was observed. The tunneling was accompanied by a spread of the trajectories over the phase space (Fig. 5). Figure 5 clearly shows that there is a rapid change in the lower limit of the number of quasiparticles on the first level $(n)$ and the upper limit of the number of photons $(f)$ in comparison to Fig. 4, where the motion is only in one potential well. The phase trajectory in this case spreads out in the phase space and occupies a greater phase volume.

The calculations have shown that the evolution of the quasiparticles may be localized to a single potential well with $\lambda$ constant by changing the detuning from resonance, $\Delta$, i.e., by moving away from the condition $P=\Delta C / 2$.


FIG. 4. Temporal evolution of the number of (a) coherent bosons on the first excited level and (b) photons, and (c) the projection of the phase trajectory on the $(n, f)$ plane at $n_{0}=1, N_{0}=10^{-8}, f_{0}=1.4, \varphi_{a 0}=\varphi_{e 0}=-1.571$, $\varphi_{b 0}=10^{-8}$, and $\lambda=1.025$.

This model has one distinctive feature. The condition $C<2$ determines not one separatrix, as it does in Refs. 17 and 18 , but a family of separatrices. Each separatrix in this family corresponds to a set of initial quasiparticle concentrations. By changing the quasiparticle concentration we can move into the neighborhood of another separatrix. Near different separatrices chaos emerges at different values of $\lambda$. Chaos sets in most rapidly when $C$ is large. As $C$ decreases, chaos emerges at large values of $\lambda$.

Depending on the specific physical situation, we may find that only one nonresonant term in (6) is finite.

Figure 6 depicts the dynamical evolution in the case of a finite nonresonant term containing $\sin \varphi_{1}$. We see that as the resonance phase reaches the value $\psi=-\pi / 2$, which in the unperturbed case corresponds to a hyperbolic turning point, the system goes into the stochastic-motion mode, which confirms that points of the hyperbolic type play a special role in the formation of a stochastic instability. We also note that although the evolution of the numbers $n$ and $\psi$ is stochastic, the constant of motion $C=n+N$ is preserved, i.e., the nonresonant term $\sin \varphi_{1}$ does not destroy it.

Figure 7 depicts the development of a local instability at various values of $\lambda$. The distance between two initially close trajectories is given by the following expression:

$$
\begin{align*}
D= & {\left[\left(n_{1}-n_{2}\right)^{2}+\left(N_{1}-N_{2}\right)^{2}+\left(f_{1}-f_{2}\right)^{2}+\left\{\frac{\varphi_{a 1}-\varphi_{a 2}}{2 \pi}\right\}^{2}\right.} \\
& \left.+\left\{\frac{\varphi_{b 1}-\varphi_{b 2}}{2 \pi}\right\}^{2}+\left\{\frac{\varphi_{e 1}-\varphi_{e 2}}{2 \pi}\right\}^{2}\right]^{1 / 2} . \tag{55}
\end{align*}
$$

The decay constant is given by the formula

$$
\begin{equation*}
D=D_{0} \exp \left(\gamma_{c} \tau\right) \tag{56}
\end{equation*}
$$

When $\lambda$ is small, the distance between initially close trajectories remains small with the passage of time. As $\lambda$ increases and reaches a certain value $\lambda_{\text {cr }}$, the value of $D$ becomes of order unity. For $\lambda>\lambda_{\text {cr }}$ the decay constant $\gamma_{c}$ rapidly increases: $\gamma_{c}=0.008$ and 0.04 at $\lambda=1.025$ and 1.05 , and $C=1.4$. Each separatrix has its own value of $\lambda_{\text {cr }}$. Calculations have shown that $C \lambda_{C, \text { cr }} \approx$ const.

The predicted dynamical chaos is an example of such chaos in Hamiltonian systems.

Generally, the dynamical equations for a system with $n$ degrees of freedom are not completely integrable.


FIG. 5. Temporal evolution of the number of (a) coherent bosons on the first excited level and (b) photons at $n_{0}=1, N_{0}=10^{-8}, f_{0}=1.4, \varphi_{a 0}$ $=\varphi_{e 0}=-1.571, \varphi_{b 0}=10^{-8}$, and $\lambda=1.05$.


FIG. 6. Temporal evolution of the number of (a) coherent bosons on the first excited level and of (b) the coherent phase at $n_{0}=1, N_{0}=10^{-8}, f_{0}$ $=2, \psi_{0}=\varphi_{01}=1.571$, and $\lambda=7.5$.

In our case the system of equations describing the dynamical evolution of coherent bosons consists of an integrable part (at $\varepsilon=0$ ) and a nonintegrable part for which nonresonant terms ( $\varepsilon=1$ ) are responsible.

For $\varepsilon=0$ Eqs. (10)-(18) are completely integrable in terms of periodic trigonometric and elliptic functions and aperiodic hyperbolic functions on the separatrix.

The Kolmogorov-Arnold-Moser theorem ${ }^{22-25}$ answers the question as to what extent the nature of integrable systems changes when perturbations are taken into account ( $\varepsilon$ $=1$ ). In this case the energy hypersurface is partitioned into two finite-volume regions. One region contains tori deformed by the antiresonant terms in the Hamiltonian. In the other (smaller) region, whose volume is zero at $\varepsilon=0$, the motion is extremely complicated. The tori that exist in this region at $\varepsilon=0$ are destroyed and the motion becomes chaotic.

As is well known, when the number of degrees of freedom $n>2$ (in our case $n=3$ ), the $n$-dimensional undestroyed tori fail to partition the $2 n-1$-dimensional energy surface into nonintersecting parts and the regions of destroyed resonant tori merge, forming a unique complex net, which is known as an Arnold web. Here the phase points may wander far from their unperturbed positions, i.e., a phenomenon known as Arnold diffusion ${ }^{2,26,27}$ is observed. A characteristic feature of such diffusion is that globally the system is unstable.

The emerging chaotic instability is not related to the action of random forces; rather, it is due to an intrinsic property of the system, the local instability.

In the model we have studied the expression for the perturbation is exact, so that the chaos is not related to poor convergence.

The computer experiment was performed with varying accuracy. We found that the chaotic solution is stable with respect to the choice of the calculation step, i.e., we are not dealing with chaos produced by the computer experiment itself. We checked our program by reproducing the results of Zaslavskiĭ and Sagdeev ${ }^{3}$ concerning dynamical chaos and applying it to the system of Lorentz equations (see p. 88 of Ref. 10).

Thus, we have proved that in principle ultrashort dynamical chaos may occur in two-photon quantum transitions between the energy levels of bosonic quasiparticles in condensed media. We have shown that allowing for antiresonant


FIG. 7. Temporal dependence between initially close trajectories at $n_{0}=1$, $N_{0}=10^{-8}, f_{0}=1.4, \varphi_{a 0}=\varphi_{e 0}=1.571, \varphi_{b 0}=10^{-8}$, and $\lambda=1$ (a), $\lambda=1.25$ (b), and $\lambda=1.05$ (c).
terms in the Hamiltonian responsible for the interaction between the electromagnetic field and the system of quasiparticles at certain values of the parameters, makes the system chaotic. The value $\lambda \sim 1$ is critical (at $C=1.4$ ) and leads to a large stochastization region. We predict the presence of tunneling of nonlinear motion from one potential well to another.

In conclusion we note that two-photon ultrashort dynamical chaos may also occur in the model of two-level atoms.
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#### Abstract

A generalized variant of the nonequilibrium thermodynamics of rarefied gases based on the linearized equations of Grad's method of moments is studied. It is shown that despite the more complicated form of the thermodynamic forces, which include spatial derivatives of the fluxes, entropy production remains a bilinear combination of generalized thermodynamic fluxes and forces. Using perturbation theory in the small Knudsen number, the expressions obtained can be reduced to the well-known results of the Chapman-Enskog method at the level of the linearized Burnett approximation. © 1998 American Institute of Physics. [S1063-7761(98)01306-7]


## 1. INTRODUCTION

The methods of the kinetic theory of gases are often used to substantiate the limits of applicability of phenomenological nonequilibrium thermodynamics. ${ }^{1,2}$ A long-standing limitation on the application of nonequilibrium thermo-dynamics-that the classical form is compatible with the kinetic theory of rarefied gases only at the level of the first approximation in the well-known Chapman-Enskog method ${ }^{7,8}$-has been removed in a recent series of works. ${ }^{3-6}$ It has been shown that nonequilibrium thermodynamics is also compatible with higher approximations of the method, for example, with the results of the linearized Burnett approximation. In the latter case additional terms, which are proportional to the second derivatives of the velocity and temperature, and the corresponding "nonphysical" fluxes, whose introduction ensures satisfaction of the Onsager relations, ${ }^{5,6}$ appear in the expression for the local entropy production.

As far back as 1948, Grad noted on the basis of his method of moments ${ }^{9,10}$ that nonequilibrium thermodynamics is applicable in more general situations where the nonequilibrium state of a gas (and the nonequilibrium entropy) is determined not only by the local values of the density and internal energy (temperature) of the gas, as in the standard classical scheme of nonequilibrium thermodynamics, but also by any number of additional state variables (moments of the distribution function). This idea was then implemented in attempts to construct a extended irreversible thermodynamics, which employs the heat flux and the viscous-stress tensor, ${ }^{11-13}$ and sometimes even a larger number of moments, ${ }^{14,15}$ as additional variables.

The specific area of application of extended irreversible thermodynamics has been the analysis of situations where the characteristic time in the problem is comparable to the relaxation time due to intermolecular collisions, which calls for the use of nonstationary moment equations in the theory. At the same time, questions concerning the problem of taking into account the spatial derivatives of fluxes (moments)
of a different tensor order in the linearized equations remained on the sidelines. The presence of such derivatives in the expressions for the heat flux and the viscous-stress tensor as well as in other nonphysical fluxes which follow from the solution of the moment equations, sets these expressions apart from the standard linear transport relations of classical nonequilibrium thermodynamics. However, it can be shown that such a generalization does not result in any conflict with the canonical results of nonequilibrium thermodynamics. Despite the fact that the new terms make the expressions for the thermodynamic forces somewhat more complicated, the expression for entropy production remains a bilinear combination of the generalized thermodynamic forces and fluxes. At the same time, allowing for additional moments of the distribution function greatly expands the system of phenomenological equations for the fluxes and forces, while the cross coefficients in the expressions for the fluxes with the same tensor order satisfy the Onsager symmetry relations.

Our aim in the present paper is to construct such a generalization of nonequilibrium thermodynamics. An expression for the local entropy production is derived on the basis of an expansion of the distribution function into a series in orthogonal tensor polynomials, which, to within a normalization, are products of Sonine polynomials and tensor spherical harmonics, as well as the use of the moment equations obtained from a linearized kinetic equation. An application of perturbation theory in the small Knudsen number to the system of moment equations then yields results that are virtually identical to the well-known results of the Chapman-Enskog method at the level of both the first and second (Burnett) approximations. This pertains both to the generalized expressions for the fluxes and the corresponding representation for the entropy production and to the concrete results which make it possible to calculate all required transport coefficients with an accuracy that corresponds to retaining an arbitrary number of Sonine polynomials in the expansion of the distribution function.

## 2. EXPANSION OF THE DISTRIBUTION FUNCTION AND THE MOMENT EQUATIONS

Let us consider a stationary state of a rarefied monatomic gas described by a distribution function $f(\mathbf{v}, \mathbf{r})$, where $\mathbf{v}$ is the particle velocity and $\mathbf{r}$ is the particle position. Let the state of the gas deviate slightly from equilibrium. Then $f(\mathbf{v}, \mathbf{r})$ can be represented in the form

$$
\begin{equation*}
f=f^{(0)}(1+\Phi), \quad f^{(0)}=n(\beta / \pi)^{3 / 2} \exp \left(-\beta c^{2}\right) \tag{1}
\end{equation*}
$$

where $f^{(0)}$ is the local Maxwellian velocity distribution of the particles, $\Phi$ is a small correction $(|\Phi| \ll 1), \beta=m / 2 k T, n$ is the density, $T$ is the temperature, $m$ is the particle mass, $\mathbf{c}=\mathbf{v}-\mathbf{u}$ is the velocity of the particles relative to the center of mass, and $\mathbf{u}$ is the macroscopic velocity of the gas.

The correction $\Phi(\mathbf{v}, \mathbf{r})$ satisfies the linearized Boltzmann equation ${ }^{8,10}$

$$
\begin{equation*}
(\mathbf{v} \cdot \boldsymbol{\nabla}) \ln f^{(0)}+(\mathbf{v} \cdot \boldsymbol{\nabla}) \Phi=L \Phi, \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
\nabla \ln f^{(0)}=\nabla \ln p+\left(\beta c^{2}-5 / 2\right) \nabla \ln T+2 \beta \mathbf{c}(\nabla \cdot \mathbf{u}) . \tag{3}
\end{equation*}
$$

In addition,

$$
\begin{equation*}
L \Phi=\iint\left(\Phi^{\prime}+\Phi_{1}^{\prime}-\Phi-\Phi_{1}\right) f_{1}^{(0)} g \sigma(g, \Omega) d \Omega d \mathbf{v}_{1} \tag{4}
\end{equation*}
$$

is the linearized collision operator for molecules with the velocities $\mathbf{v}$ and $\mathbf{v}_{1}$ (the prime indicates that the distribution function depends on the postcollision velocities of the molecules), $p=n k T$ is the pressure, $\sigma(g, \Omega)$ is the differential collision cross section, $g$ is the relative velocity of the colliding molecules, and $\Omega$ is the scattering angle.

It is helpful to introduce the scalar product of functions in a Hilbert space:

$$
(g, h)=\frac{1}{n} \int f^{(0)}(\mathbf{c}) g(\mathbf{c}) h(\mathbf{c}) d \mathbf{c} .
$$

The parameters of the local Maxwellian distribution ( $n, \mathbf{u}, T$ ) are defined in the same manner with respect to both the complete distribution function $f$ and $f^{(0)}$. This leads to the conditions

$$
\begin{equation*}
(1, \Phi)=0, \quad(\mathbf{c}, \Phi)=0, \quad\left(c^{2}, \Phi\right)=0 . \tag{5}
\end{equation*}
$$

Two well-known properties of the linearized collision operator will be employed below: ${ }^{8}$ the symmetry relation

$$
\begin{equation*}
(\Psi, L \Phi)=(L \Psi, \Phi) \tag{6}
\end{equation*}
$$

and the condition

$$
\begin{equation*}
(\Phi, L \Phi) \leqslant 0 . \tag{7}
\end{equation*}
$$

The equal sign in the latter relation corresponds to the case where $\Phi$ is an invariant of the particle collisions.

Let us expand the nonequilibrium correction $\Phi$ into a series in an orthonormal system of tensor polynomials $\mathbf{P}^{p s}(\mathbf{W})$ of the dimensionless relative velocity of the particles $\mathbf{W}=\mathbf{c} \sqrt{\beta}$ :

$$
\begin{equation*}
\Phi=\sum_{p=0}^{\infty} \sum_{s=0}^{\infty} \mathbf{a}^{p s}(\mathbf{r}) \otimes \mathbf{P}^{p s}(\mathbf{W}), \tag{8}
\end{equation*}
$$

where the symbol $\otimes$ denotes the scalar product of the tensors. The polynomials have the form (see Refs. 16 and 17) ${ }^{1)}$

$$
\begin{equation*}
\mathbf{P}^{p s}(\mathbf{W})=\gamma_{p s} S_{p+1 / 2}^{(s)}\left(W^{2}\right) \mathbf{R}^{p}(\mathbf{W}) \tag{9}
\end{equation*}
$$

Here $S_{p+1 / 2}^{(s)}\left(W^{2}\right)$ are Sonine polynomials, ${ }^{1}$ the $\mathbf{R}^{p}(\mathbf{W})$ are tensor spherical harmonics, ${ }^{16}$ and $\gamma_{p s}$ is a normalization factor:

$$
\gamma_{p s}=(-1)^{s} \sqrt{\frac{2^{p+s} s!(2 p+1)!!}{p!(2 p+2 s+1)!!}} .
$$

The polynomials $\mathbf{P}^{p s}$ are normalized by the condition

$$
\begin{equation*}
\left(\mathbf{P}^{p s}, \mathbf{P}^{p^{\prime} s^{\prime}}\right)=\delta_{p p^{\prime}} \delta_{s s^{\prime}} \Delta^{(p)} \tag{10}
\end{equation*}
$$

where $\Delta^{(p)}$ is the unit projection tensor. ${ }^{17}$
The first few polynomials are:

$$
\begin{aligned}
& P^{00}=1, \quad P^{01}=\sqrt{2 / 3}\left(W^{2}-3 / 2\right), \quad \mathbf{P}^{10}=\sqrt{2} \mathbf{W}, \\
& \mathbf{P}^{11}=\sqrt{4 / 5} \mathbf{W}\left(W^{2}-5 / 2\right), \quad \mathbf{P}^{20}=\sqrt{2} \mathbf{W} \mathbf{W}, \\
& \mathbf{P}^{30}=\sqrt{4 / 3} \mathbf{W} \mathbf{W} \mathbf{W}
\end{aligned}, .
$$

$\stackrel{\rightharpoonup a a \ldots}{ }$ is used to denote irreducibility of the tensor. For example,

$$
\begin{aligned}
& (\stackrel{\rightharpoonup}{\mathbf{W W}})_{i k}=W_{i} W_{k}-\frac{1}{3} \delta_{i k} W^{2}, \\
& (\stackrel{\mathbf{W W W}}{ })_{i k l}=W_{i} W_{k} W_{l}-\frac{1}{5} W^{2}\left(\delta_{i k} W_{l}+\delta_{i l} W_{k}+\delta_{k l} W_{i}\right) .
\end{aligned}
$$

We note that

$$
\begin{equation*}
\mathbf{a}^{p s}=\frac{1}{n} \int \mathbf{P}^{p s} f^{(0)} \Phi d \mathbf{c}=\left(\mathbf{P}^{p s}, \Phi\right) \tag{12}
\end{equation*}
$$

follows from the orthogonality of the polynomials $\mathbf{P}^{p s}$ with a Maxwellian weight function. On account of the conditions (5) we have $a^{00}=\mathbf{a}^{10}=a^{01}=0$, i.e., the expansion (8) actually starts from the polynomials $\mathbf{P}^{11}$ and $\mathbf{P}^{20}$ with the corresponding coefficients $\mathbf{a}^{11}$ and $\mathbf{a}^{20}$.

The equations for the coefficients $\mathbf{a}^{p s}$ (the linearized moment equations) can be obtained by multiplying the kinetic equation (2) by $f^{(0)} \mathbf{P}^{p s}$ and integrating over the velocities.

For simplicity, below we shall consider only slow gas flows, for which, along with the condition that the gradients of the principal thermodynamic quantities $(n, \mathbf{u}, T)$ be small, the condition

$$
\begin{equation*}
|\mathbf{u}| \ll \sqrt{k T / m} \tag{13}
\end{equation*}
$$

also holds. In this case the terms of order $\mathbf{u} \cdot \nabla \ln f^{(0)}$ and $(\mathbf{u} \cdot \nabla) \Phi$ in Eq. (2) can be neglected. The latter means that the variable $\mathbf{c}$ or $\mathbf{v}$ can be used equally well in Eqs. (2) and (3). The corresponding system of moment equations then becomes

$$
\begin{align*}
& \left(\mathbf{P}^{p s},(\mathbf{c} \cdot \boldsymbol{\nabla}) \ln f^{(0)}\right)+\sum_{p^{\prime} s^{\prime}}\left(\mathbf{P}^{p s}, \mathbf{c P}^{p^{\prime} s^{\prime}}\right) \otimes \nabla \mathbf{a}^{p^{\prime} s^{\prime}} \\
& \quad=\sum_{p^{\prime} s^{\prime}}\left(\mathbf{P}^{p s}, L \mathbf{P}^{p^{\prime} s^{\prime}}\right) \otimes \mathbf{a}^{p^{\prime} s^{\prime}} \tag{14}
\end{align*}
$$

It is easy to see that $(\mathbf{c} \cdot \nabla) \ln f^{(0)}$ contains a linear combination of the polynomials $\mathbf{P}^{10}, \mathbf{P}^{11}$, and $\mathbf{P}^{20}$. Then, since the polynomials satisfy the orthogonality condition (10), we have

$$
\begin{align*}
\left(\mathbf{P}^{p s},(\mathbf{c} \cdot \boldsymbol{\nabla}) \ln f^{(0)}\right)= & (\sqrt{2} / 2) \beta^{-1 / 2} \nabla \ln p \delta_{p 1} \delta_{s 0} \\
& +\sqrt{5 / 4} \beta^{-1 / 2} \nabla \ln T \delta_{p 1} \delta_{s 1} \\
& +\sqrt{2} \nabla \mathbf{u} \delta_{p 2} \delta_{s 0} . \tag{15}
\end{align*}
$$

It can be shown for symmetric irreducible tensors $\mathbf{P}^{p s}$ that the flux term on the left-hand side of Eq. (14) is a linear combination of the derivatives of the coefficients of tensor orders $p+1$ and $p-1$ with respect to the coordinates (Refs. 16 and 17)

$$
\begin{align*}
\sum_{p^{\prime} s^{\prime}}\left(\mathbf{P}^{p s}, \mathbf{c}^{p^{\prime} s^{\prime}}\right) \otimes \nabla \mathbf{a}^{p^{\prime} s^{\prime}}= & \sum_{s^{\prime}=0}^{\infty}\left(A_{p s}^{p+1, s^{\prime}} \nabla \mathbf{a}^{p+1, s^{\prime}}\right. \\
& \left.+B_{p s}^{p-1, s^{\prime}} \nabla \mathbf{a}^{p-1, s^{\prime}}\right) \tag{16}
\end{align*}
$$

where the operators $A$ and $B$ are given by the expressions

$$
\begin{align*}
& A_{p s}^{p+1, s^{\prime}}=\frac{1}{2 p+3}\left(\mathbf{P}^{p s} \otimes \mathbf{c P}^{p+1, s^{\prime}}\right),  \tag{17}\\
& B_{p s}^{p-1, s^{\prime}}=\frac{1}{2 p+1}\left(\mathbf{P}^{p s} \otimes \mathbf{c P}^{p-1, s^{\prime}}\right)
\end{align*}
$$

The notation $\nabla_{\mathbf{a}^{p-1, s^{\prime}}}$ denotes a symmetric irreducible tensor. Thus, if $\mathbf{a}^{p-1, s^{\prime}}$ is a vector $(p=2)$, then $\nabla \mathbf{a}^{1 s^{\prime}}$ is an irreducible tensor of rank 2 ,

$$
\frac{1}{2}\left(\frac{\partial a_{i}^{1 s^{\prime}}}{\partial x_{j}}+\frac{\partial a_{j}^{1 s^{\prime}}}{\partial x_{i}}\right)-\frac{1}{3} \delta_{i j} \frac{\partial a_{l}^{1 s^{\prime}}}{\partial x_{l}} .
$$

It is convenient to express the right-hand side of the system (14), or the "moment with respect to the collision integral," by means of the so-called integral brackets of the corresponding polynomials. To this end we make use of the relation ${ }^{17}$

$$
\begin{equation*}
\left(\mathbf{P}^{p s}, L \mathbf{P}^{p^{\prime} s^{\prime}}\right)=-\delta_{p p^{\prime}} n\left[\mathbf{P}^{p s}, \mathbf{P}^{p^{\prime} s^{\prime}}\right] \Delta^{(p)} \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[\mathbf{P}^{p s}, \mathbf{P}^{p^{\prime} s^{\prime}}\right]=\frac{1}{4 n^{2}} \int f^{(0)} f_{1}^{(0)} \Delta P^{p s} \Delta P^{p^{\prime} s^{\prime}} g \sigma d \Omega \mathbf{d c} \mathbf{d c}_{1} \tag{19}
\end{equation*}
$$

Here

$$
\Delta F=F\left(\mathbf{c}^{\prime}\right)+F\left(\mathbf{c}_{1}^{\prime}\right)-F(\mathbf{c})-F\left(\mathbf{c}_{1}\right) .
$$

Using Eq. (18) we find

$$
\begin{equation*}
\sum_{p^{\prime} s^{\prime}}\left(\mathbf{P}^{p s}, L \mathbf{P}^{p^{\prime} s^{\prime}}\right) \otimes \mathbf{a}^{p^{\prime} s^{\prime}}=-\sum_{s^{\prime}=0}^{\infty} n \Lambda_{p s s^{\prime}} \mathbf{a}^{p s^{\prime}} \tag{20}
\end{equation*}
$$

where $\Lambda_{p s s^{\prime}}$ can be expressed in terms of the known integral brackets of Sonine polynomials. ${ }^{7,8}$ Allowing for the explicit form (9) of the polynomials $\mathbf{P}^{p s}$, we have

$$
\begin{align*}
\Lambda_{p s s^{\prime}}= & \frac{1}{2 p+1} \gamma^{p s} \gamma^{p s^{\prime}} \\
& \times\left[S_{p+1 / 2}^{(s)}\left(W^{2}\right) \mathbf{R}^{(p)}(\mathbf{W}), S_{p+1 / 2}^{\left(s^{\prime}\right)}\left(W^{2}\right) \mathbf{R}^{(p)}(\mathbf{W})\right] \tag{21}
\end{align*}
$$

The expressions (20) and (21) take into account that the total trace of the projection tensor $\Delta^{(p)}$ equals $2 p+1$.

The moment equations thus assume the following final form:

$$
\begin{align*}
& \left(\mathbf{P}^{p s},(\mathbf{c} \cdot \boldsymbol{\nabla}) \ln f^{(0)}\right) \\
& \quad+\sum_{s^{\prime}=0}^{\infty}\left(A_{p s}^{p+1, s^{\prime}} \nabla \mathbf{a}^{p+1, s^{\prime}}+B_{p s}^{p-1, s^{\prime}} \nabla \mathbf{a}^{p-1, s^{\prime}}\right) \\
& \quad=-\sum_{s^{\prime}=0}^{\infty} n \Lambda_{p s s^{\prime}} \mathbf{a}^{p s^{\prime}} \tag{22}
\end{align*}
$$

where the first term on the left-hand side is defined by (15).
The direct application of the moment equations in the form (22) is of interest in cases where their right-hand side is nonzero. It is easy to see for the polynomials $P^{00}, \mathbf{P}^{10}$, and $P^{01}$ that the right-hand side of the initial moment equations (14) equals zero by virtue of the condition (7), since these polynomials are collision invariants corresponding to the conservation of the mass, momentum, and energy of the particles in collisions. In this case the standard conservation equations (the equations of hydrodynamics) for slow gas flows follow from Eq. (14):

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{u}=0, \quad \nabla p+\nabla \boldsymbol{\pi}, \quad \boldsymbol{\nabla} \cdot \mathbf{q}=0 \tag{23}
\end{equation*}
$$

Here $\boldsymbol{\pi}$ is the viscous-stress tensor, and $\mathbf{q}$ is the heat flux. They are defined by the expressions

$$
\begin{align*}
& \boldsymbol{\pi}=\operatorname{mn}(\stackrel{\square}{\mathbf{c}}, \Phi)=\sqrt{2} p \mathbf{a}^{20} \\
& \mathbf{q}=p\left(\left(\beta c^{2}-5 / 2\right) \mathbf{c}, \Phi\right)=(5 / 4)^{1 / 2} \beta^{-1 / 2} p \mathbf{a}^{11} \tag{24}
\end{align*}
$$

Here $(\nabla \pi)_{i}=\partial \pi_{i k} / \partial x_{k}$.

## 3. SOLUTIONS OF THE MOMENT EQUATIONS

The equations (22) form an infinite system of coupled equations (on account of the presence of the flux terms on the left-hand side) for scalar $(p=0)$, vector $(p=1)$, and tensor $(p=2,3, \ldots)$ quantities. They can be solved if the expansion (8) is limited to a finite number of terms.

Let us consider an approximation where terms including tensor polynomials of rank no higher than 3 are retained in the expansion, i.e., let us set $\mathbf{a}^{p s}=0$ for $p \geqslant 4$. The corresponding systems of equations (22) for $p=1,2,3, \ldots$ become

$$
\begin{align*}
& (5 / 4)^{1 / 2} \beta^{-1 / 2} \nabla \ln T \delta_{s 1}+\sum_{s^{\prime}=0}^{\infty}\left(A_{1 s}^{2 s^{\prime}} \nabla \mathbf{a}^{2 s^{\prime}}+B_{1 s}^{0 s^{\prime}} \nabla \mathbf{a}^{0 s^{\prime}}\right) \\
& \quad=-\sum_{s^{\prime}=0}^{\infty} n \Lambda_{1 s s^{\prime}} \mathbf{a}^{1 s^{\prime}},  \tag{25}\\
& \sqrt{ }{ }^{2} \nabla \mathbf{u} \delta_{s 0}+\sum_{s^{\prime}=0}^{\infty}\left(A_{2 s}^{3 s^{\prime}} \nabla \mathbf{a}^{3 s^{\prime}}+B_{2 s}^{1 s^{\prime}} \nabla \mathbf{a}^{1 s^{\prime}}\right) \\
& \quad=-\sum_{s^{\prime}=0}^{\infty} n \Lambda_{2 s s^{\prime}} \mathbf{a}^{2 s^{\prime}},  \tag{26}\\
& \sum_{s^{\prime}=0}^{\infty} B_{3 s}^{2 s^{\prime}} \nabla \mathbf{a}^{2 s^{\prime}}=-\sum_{s^{\prime}=0}^{\infty} n \Lambda_{3 s s^{\prime}} \mathbf{a}^{3 s^{\prime}} . \tag{27}
\end{align*}
$$

The solution of the equations can be further simplified by truncating the series at finite values of $s$ and $s^{\prime}$. As an example, we shall consider the well-known 20-moment Grad approximation, ${ }^{9,10}$ where, along with the coefficients $\mathbf{a}^{11}$ and $\mathbf{a}^{20}$, the coefficient $\mathbf{a}^{30}$ with the corresponding polynomial $\mathbf{P}^{30}=\sqrt{4 / 3} \mathbf{W W W}$ is retained in the expansion. The coefficient $\mathbf{a}^{30}$ is related to the third-order moment $\hat{\mathbf{S}}=m \int \widehat{\mathbf{c c c}} f \mathbf{d c}$ of the distribution function, so that

$$
\begin{equation*}
\hat{\mathbf{S}}=\sqrt{3} \beta^{-1 / 2} p \mathbf{a}^{30} . \tag{28}
\end{equation*}
$$

In this case Eqs. (25)-(27) assume the form

$$
\begin{align*}
& \sqrt{5 / 4} \beta^{-1 / 2} \nabla \ln T+A_{11}^{20} \nabla \mathbf{a}^{20}=-n \Lambda_{111} \mathbf{a}^{11}, \\
& \sqrt{ }  \tag{29}\\
& \sqrt{2} \nabla \mathbf{u}+A_{20}^{30} \nabla \mathbf{a}^{30}+B_{20}^{11} \nabla \mathbf{a}^{11}=-n \Lambda_{200} \mathbf{a}^{20}, \\
& \nabla \\
& B_{30}^{20} \nabla \mathbf{a}^{20}=-n \Lambda_{300} \mathbf{a}^{30} .
\end{align*}
$$

The coefficients $A$ and $B$, as well as $\Lambda_{p s s^{\prime}}$, can be calculated on the basis of the expressions (17) and (21). Using the known expressions for the integral brackets relating them to $\Omega^{(l, s)}$ integrals, ${ }^{7,8}$ as well as Eqs. (24) and (28), we arrive at the following expressions for $\mathbf{q}, \boldsymbol{\pi}$, and $\hat{\mathbf{S}}$ :

$$
\begin{align*}
& \mathbf{q}=-L_{11}\left[\frac{\nabla T}{T}+\frac{2}{5} \frac{1}{p} \nabla \pi\right],  \tag{30}\\
& \pi=-L_{22}\left[\nabla \mathbf{u}+\frac{2}{5} \frac{1}{p} \nabla \mathbf{q}+\frac{1}{2 p} \nabla \hat{\mathbf{S}}\right],  \tag{31}\\
& \hat{\mathbf{S}}=-L_{33} \frac{\nabla \pi}{2 p} \tag{32}
\end{align*}
$$

where

$$
\begin{aligned}
(\sqrt{\nabla})_{i j k}= & \left(\frac{\partial \pi_{j k}}{\partial x_{i}}+\frac{\partial \pi_{i k}}{\partial x_{j}}+\frac{\partial \pi_{i j}}{\partial x_{k}}\right) \\
& -\frac{2}{5}\left(\frac{\partial \pi_{i l}}{\partial x_{l}} \delta_{j k}+\frac{\partial \pi_{j l}}{\partial x_{l}} \delta_{i k}+\frac{\partial \pi_{k l}}{\partial x_{l}} \delta_{i j}\right) .
\end{aligned}
$$

The coefficients $L_{11}, L_{22}$, and $L_{33}$ are related to the viscosity $[\eta]_{1}$ and the thermal conductivity $[\lambda]_{1}$, which appear in the
first approximation (with respect to the number of Sonine polynomials in the Chapman-Cowling expansion):

$$
L_{11}=[\lambda]_{1}, \quad L_{22}=2[\eta]_{1}, \quad L_{33}=(4 k T / 3 m)[\eta]_{1},
$$

where

$$
\begin{equation*}
[\eta]_{1}=\frac{5}{8} \frac{k T}{\Omega^{(2,2)}}, \quad[\lambda]_{1}=\frac{75}{32} \frac{k^{2} T}{m \Omega^{(2,2)}} \tag{33}
\end{equation*}
$$

Generally speaking, the system of equations (30) and (31) for $\mathbf{q}$ and $\boldsymbol{\pi}$ must be solved self-consistently, since the thermodynamic forces contain derivatives of the fluxes. This situation is somewhat different from the conventional representation of the phenomenological equations of nonequilibrium thermodynamics, where the fluxes appear on the lefthand side and the gradients of the standard hydrodynamic variables appear on the right-hand side. However, it is easy to see that this system can formally be brought into a classical form, but with transport coefficients represented in operator form. It is equally correct to use such a representation in the canonical nonequilibrium thermodynamics along with the standard representation. ${ }^{1}$

The expressions for $\mathbf{q}$ and $\pi$, corresponding to the known 13-moment approximation ${ }^{9}$ follow from Eqs. (30)(32) if we set $\hat{\mathbf{S}}=0$. In this case a different representation of Eqs. (30) and (31) in a form close to the canonical representation is possible. The heat flux $\mathbf{q}$ can be expressed in terms of the pressure and temperature gradients [see Eq. (45) below]. Then only derivatives of the standard thermodynamic variables (including the second derivatives of temperature and pressure) remain in the expression for $\boldsymbol{\pi}$ on the righthand side.

Including a larger number of terms in the expansion makes the structure of the solutions appreciably more complicated, though the formal representation of the solutions for the coefficients $n \mathbf{a}^{p s}$ reduces mainly to finding the inverse matrix of coefficients $\left(\Lambda_{p s s^{\prime}}\right)^{-1}$. The solutions for the 26moment approximation were studied in, for example, Refs. 14 and 15.

## 4. ENTROPY BALANCE EQUATION

As is generally known, nonequilibrium thermodynamics is based on a local entropy balance equation, which can be obtained from the complete (not linearized) kinetic equation for $f$ by multiplying by $\ln f$ and integrating over the velocities. The local entropy density $\rho s$ ( $\rho$ is the density) is then specified by the expression ${ }^{1,19}$

$$
\begin{equation*}
\rho s=-k \int f \ln f \mathbf{d c}+k n \tag{34}
\end{equation*}
$$

( $k$ is Boltzmann's constant, $n$ is the particle density), while the balance equation for the stationary case has the form

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}_{s}=\sigma, \tag{35}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{J}_{s}=-k \int \mathbf{v} f \ln f d \mathbf{c}+k n \mathbf{u} \tag{36}
\end{equation*}
$$

is the total entropy flux density and

$$
\begin{equation*}
\sigma=-k \int f^{(0)} \ln f L \Phi d \mathbf{c} \tag{37}
\end{equation*}
$$

is the local entropy production.
Substituting $f$ in the form (1) into Eqs. (34), (36), and (37) and using the condition (5), we obtain up to terms quadratic in the small correction $\Phi$

$$
\begin{align*}
& \rho s=(\rho s)_{0}-\frac{k n}{2}\left(1, \Phi^{2}\right), \quad \mathbf{J}_{s}=\rho s \mathbf{u}+\frac{\mathbf{q}}{T}-\frac{k n}{2}\left(\mathbf{c}, \Phi^{2}\right),  \tag{38}\\
& \sigma=-k n(\Phi, L \Phi) .
\end{align*}
$$

Here the index 0 corresponds to the entropy density determined in the state of local equilibrium.

Using the expansion (8), Eqs. (34) and (36) can be represented as

$$
\begin{align*}
& \rho s=(\rho s)_{0}-\frac{k n}{2} \sum_{p, s} \mathbf{a}^{p s} \mathbf{a}^{p s},  \tag{39}\\
& \mathbf{J}_{s}=\rho s \mathbf{u}+\frac{\mathbf{q}}{T}-\frac{k n}{2} \sum_{p, s} \sum_{p^{\prime}, s^{\prime}} \mathbf{a}^{p s}\left(\mathbf{P}^{p s}, \mathbf{c P}^{p^{\prime} s^{\prime}}\right) \mathbf{a}^{p^{\prime} s^{\prime}} .
\end{align*}
$$

In the 20 -moment approximation these expressions assume the form ${ }^{14}$

$$
\begin{align*}
& \rho s=(\rho s)_{0}-\frac{1}{4 p T} \pi \pi-\frac{m}{5 p k T^{2}} \mathbf{q q}-\frac{1}{12} \frac{m}{p k T^{2}} \hat{\mathbf{S}} \hat{\mathbf{S}},  \tag{40}\\
& J_{s i}=\rho s u_{i}+\frac{q_{i}}{T}-\frac{2}{5 p T} q_{j} \pi_{i j}-\frac{5}{14 p T} \hat{S}_{i j k} \pi_{j k} .
\end{align*}
$$

We are henceforth interested mainly in the expression (38) for the local entropy production $\sigma$. We substitute the expansion for $\Phi$ into it and replace the linearized collision integral $L \Phi$ by the left-hand side of the kinetic equation (2). The result is

$$
\begin{align*}
T \sigma= & -k T \sum_{p, s} n \mathbf{a}^{p s} \otimes\left[\left(\mathbf{P}^{p s},(\mathbf{c} \cdot \nabla) \ln f^{(0)}\right)\right. \\
& \left.+\sum_{p^{\prime}, s^{\prime}}\left(\mathbf{P}^{p s}, \mathbf{c P}^{p^{\prime} s^{\prime}}\right) \otimes \nabla \mathbf{a}^{p^{\prime} s^{\prime}}\right] \tag{41}
\end{align*}
$$

or, taking into account the definitions (24) and (16),

$$
\begin{align*}
T \sigma= & -\frac{1}{T} q \nabla T-\boldsymbol{\pi} \otimes \nabla \mathbf{u}-k T \sum_{p, s} n \mathbf{a}^{p s} \\
& \otimes\left[\sum_{s^{\prime}=0}^{\infty} A_{p s}^{p+1, s^{\prime}} \nabla \mathbf{a}^{p+1, s^{\prime}}+B_{p s}^{p-1, s^{\prime}} \nabla \mathbf{a}^{p-1, s^{\prime}}\right] . \tag{42}
\end{align*}
$$

The first two terms in Eq. (42) correspond to the standard representation of the local entropy production in the form of a bilinear combination of the fluxes $\mathbf{q}$ and $\boldsymbol{\pi}$ and the thermodynamic forces conjugate to them, which can be obtained within the classical scheme of nonequilibrium thermodynamics for vector and tensor phenomena. ${ }^{1}$ A new feature is that the same fluxes ( $p \mathbf{a}^{11} \sim \mathbf{q}$ and $\left.p \mathbf{a}^{20} \sim \boldsymbol{\pi}\right)$ appear together with the additional forces conjugate to them in the next terms in (42).

For the 20-moment approximation, a calculation of the entropy production in this case gives

$$
\begin{align*}
T \sigma= & -\mathbf{q}\left(\frac{1}{T} \nabla T+\frac{2}{5 p} \nabla \pi\right)-\boldsymbol{\pi} \otimes\left(\nabla \mathbf{u}+\frac{2}{5} \frac{1}{p} \nabla \mathbf{q}\right. \\
& \left.+\frac{1}{2 p} \nabla \hat{\mathbf{S}}\right)-\frac{1}{2 p} \hat{\mathbf{S}} \otimes \nabla \boldsymbol{\nabla} \tag{43}
\end{align*}
$$

The linear phenomenological relations of nonequilibrium thermodynamics corresponding to the representation (43) are completely consistent with the expressions (30)-(32) following from a direct solution of the system of moment equations.

We note that the complication of the form of the thermodynamic forces on account of the derivatives of the fluxes in (30) and (31) did not necessitate a revision of the values of the coefficients $L_{11}$ and $L_{12}$, which once again are determined by the values of the ordinary viscosity and thermal conductivity. Moreover, just as in the standard classical scheme, ${ }^{1}$ the entropy production is found to be a linear combination of terms which are quadratic in the fluxes:

$$
\begin{equation*}
T \boldsymbol{\sigma}=\frac{1}{L_{11}} \mathbf{q q}+\frac{1}{L_{22}} \boldsymbol{\pi} \otimes \boldsymbol{\pi}+\frac{1}{L_{33}} \hat{\mathbf{S}} \otimes \hat{\mathbf{S}} \tag{44}
\end{equation*}
$$

The condition $\sigma \geqslant 0$ (positive entropy production), which follows from the properties of the linearized collision integral (7), is guaranteed by the positive values of the coefficients $L_{i i}$ or the obvious conditions $\eta>0$ and $\lambda>0$.

We note for slow flows that the relation $\nabla \boldsymbol{\pi}=-\nabla p$ follows from the equation of motion (23). Then the expression (30) for the heat flux assumes the form

$$
\begin{equation*}
\mathbf{q}=-L_{11}\left(\frac{\nabla T}{T}-\frac{2}{5} \frac{\nabla p}{p}\right) \tag{45}
\end{equation*}
$$

Curiously, in the well-known monograph by Landau and Lifshitz (Ref. 20) the important assumption that the heat flux can depend only on the temperature gradient is used in the derivation of the expression for the entropy production. The corresponding proof is as follows (Ref. 20, p. 274): 'If $\mathbf{q}$ contained a term proportional to $\nabla p$, the expression... for the rate of change of entropy would include another term having the product $\nabla p \cdot \nabla T$ in the integrand. Since the latter might be either positive or negative, the time derivative of the entropy would not necessarily be positive, which is impossible."

In fact, it fact from the expressions (44) and (45) obtained above that the part of the entropy production that corresponds to the heat flux can be represented in the form

$$
\begin{equation*}
T \sigma_{q}=L_{11}\left(\frac{\nabla T}{T}-\frac{2}{5} \frac{\nabla p}{p}\right)^{2} \tag{46}
\end{equation*}
$$

i.e., it remains essentially positive despite the fact that the expression for the heat flux contains a term with a pressure gradient.

The cross terms, whose coefficients ordinarily satisfy the Onsager relations, are absent in the system of equations (30)-(32). This is because these equations correspond to the minimum number of polynomials in the expansion for $\Phi$ of the same tensor order (first, second, and third). It is easy to show that when a larger number of expansion coefficients
and corresponding fluxes (which no longer have any direct physical meaning) are taken into account, it is possible to obtain a set of linear phenomenological relations containing the cross terms for the fluxes. Thus, if the coefficients $n \mathbf{a}^{p s}$ are chosen as the fluxes $\mathbf{J}^{p s}$ and the expressions

$$
\begin{align*}
\mathbf{F}^{p s}= & k T\left[\left(\mathbf{P}^{p s},(\mathbf{c} \cdot \boldsymbol{\nabla}) \ln f^{(0)}\right)+\sum_{s^{\prime}} A_{p s}^{p+1, s^{\prime}} \nabla \mathbf{a}^{p+1, s^{\prime}}\right. \\
& \left.+B_{p s}^{p-1, s^{\prime}} \nabla \mathbf{a}^{p-1, s^{\prime}}\right] \tag{47}
\end{align*}
$$

are taken as the thermodynamic forces, then the system of linear phenomenological equations of different tensor order relating the thermodynamic fluxes and forces becomes

$$
\begin{align*}
& \mathbf{J}^{0 s}=\sum_{s^{\prime}} L_{s s^{\prime}}^{(0)} \mathbf{F}^{0 s^{\prime}}, \\
& \mathbf{J}^{1 s}=\sum_{s^{\prime}} L_{s s^{\prime}}^{(1)} \mathbf{F}^{1 s^{\prime}},  \tag{48}\\
& \cdots \cdots \cdots \cdots \cdots \cdots \\
& \mathbf{J}^{p s}=\sum_{s^{\prime}} L_{s s^{\prime}}^{(p)} \mathbf{F}^{p s^{\prime}},
\end{align*}
$$

where the cross kinetic coefficients $L_{s s^{\prime}}^{(p)}$ satisfy the Onsager relations $\left(L_{s s^{\prime}}^{(p)}=L_{s^{\prime} s}^{(p)}\right.$ ).

Equations (48) have the same structure as the direct solution of Eqs. (22) for the coefficients $n \mathbf{a}^{p s}$. The matrix of phenomenological coefficients $L_{i j}$ is identical to the inverse matrix of coefficients $\Lambda$. The symmetry of the cross coefficients then follows from the symmetry of the coefficients $\Lambda_{p s s^{\prime}}$ defined by the expression (21).

## 5. RELATION TO THE CHAPMAN-ENSKOG RESULTS

It is helpful to clarify the assumptions under which the results obtained by the method of moments agree with the results obtained by the standard Chapman-Enskog method. ${ }^{7,8}$ The latter method is known to be based on the application of perturbation theory with the Knudsen number as the small parameter $(\mathrm{Kn}=l / L \ll 1$, where $l$ is the mean free path of the particles and $L$ is the characteristic dimension in the problem). The parameter $\mathrm{Kn}^{-1}$ is introduced on the right-hand side of the kinetic equation, and the distribution function is expanded into a series in the small Knudsen number. We apply this procedure not to the distribution function, but rather to the expansion coefficients $\mathbf{a}^{m n}$. This is made possible, because the coefficients $\Lambda_{p s s^{\prime}}$ on the righthand side of the linearized moment equations are of the order of the reciprocal $\tau^{-1}$ of the characteristic time between particle collisions, where $\tau=1 /\langle v\rangle=[\eta]_{1} / p$ and $\langle v\rangle$ is the average thermal velocity of the particles.

Using the formal expansion of the coefficients $\mathbf{a}^{p s}$ into a series of the form

$$
\mathbf{a}^{p s}=\mathbf{a}_{(1)}^{p s}+\mathrm{Kn} \mathbf{a}_{(2)}^{p s}+\mathrm{Kn}^{2} \mathbf{a}_{(3)}^{p s}+\ldots
$$

substituting these series into Eqs. (25)-(27), and equating the terms with like powers of Kn , we arrive at systems of
equations of first-, second-, and higher-order perturbation theory. The first approximation corresponds to a system of equations on whose left-hand sides the flux terms with derivatives of the coefficients $\mathbf{a}^{p s}(p=0,1,2,3, \ldots)$ are omitted. For the vector and tensor coefficients $\mathbf{a}_{(1)}^{1 k}$ and $\mathbf{a}_{(1)}^{2 k}$ we have, specifically, two independent systems of algebraic equations of the form

$$
\begin{align*}
& -\sqrt{5 / 4} \beta^{-1 / 2} \nabla \ln T \delta_{p 1}=\sum_{s=1}^{\infty} n \Lambda_{1 p s} \mathbf{a}_{(1)}^{1 s},  \tag{49}\\
& -\sqrt{2} \nabla \mathbf{u} \delta_{p 2}=\sum_{s=0}^{\infty} n \Lambda_{2 p s} \mathbf{a}_{(1)}^{2 s} .
\end{align*}
$$

These equations can be solved with respect to the fluxes $\mathbf{J}_{1 s}=n \mathbf{a}_{(1)}^{1 s}$ and $\mathbf{J}_{2 s}=n \mathbf{a}_{(1)}^{2 s}$ for any finite value $p=\xi$. Specifically, values are obtained for $n \mathbf{a}_{(1)}^{11}$ and $n \mathbf{a}_{(1)}^{20}$ or the corresponding heat flux $\mathbf{q}$ and viscous-stress tensor $\boldsymbol{\pi}$ to them to any approximation in $\xi$. The latter can be represented as

$$
\begin{equation*}
\mathbf{q}=-\lambda \nabla T, \quad \pi=-2 \eta \nabla \mathbf{u} \tag{50}
\end{equation*}
$$

It is easy to show that these solutions are completely consistent with the results of the first (non-Burnett) approximation in the Chapman-Enskog method. ${ }^{8}$

We recall that in this method the first-approximation correction to the distribution function is sought in the form

$$
\begin{equation*}
\Phi_{1}=\Phi_{t}(\mathbf{c} \cdot \nabla) \ln T+\Phi_{p} \mathbf{c} \mathbf{c} \otimes \nabla \mathbf{\nabla} \tag{51}
\end{equation*}
$$

where expansions of the form

$$
\begin{equation*}
\mathbf{c} \Phi_{t}=\frac{1}{n} \sum_{k=1}^{\infty} A_{1 k} \mathbf{P}^{1 k}, \quad \text { cc } \Phi_{p}=\frac{1}{n} \sum_{k=0}^{\infty} A_{2 k} \mathbf{P}^{2 k} \tag{52}
\end{equation*}
$$

are used for $\Phi_{t}$ and $\Phi_{p}$. Comparing Eqs. (51) and (52) with the expansion (8) for $\Phi$ shows that the coefficients $\mathbf{a}^{i k}$ and $A_{i k}$ are related by the expressions

$$
\begin{equation*}
\mathbf{a}_{(1)}^{1 k}=\frac{1}{n} A_{1 k} \nabla \ln T, \quad \mathbf{a}_{(1)}^{2 k}=\frac{1}{n} A_{2 k} \nabla \mathbf{\square} . \tag{53}
\end{equation*}
$$

Then it follows from the definitions (24) that

$$
\lambda=-\sqrt{\frac{5}{4}} k \beta^{-1 / 2} A_{11}, \quad \eta=-\frac{\sqrt{2}}{2} k T A_{20} .
$$

In the Chapman-Enskog method a system of algebraic equations for the coefficients $A_{i k}$ is obtained from the integral equations for $\Phi_{t}$ and $\Phi_{p}{ }^{7,8}$ by multiplying the latter by $f^{(0)} \mathbf{P}^{1 n}$ and $f^{(0)} \mathbf{P}^{2 n}$, respectively, and then integrating over the velocities. It is easily found that these equations are completely equivalent to the system (49), if the relation (53) is substituted into the latter.

Thus, the coefficients $A_{11}$ and $A_{20}$, in terms of which $\lambda$ and $\eta$ are expressed, can, in fact, be found (to any approximation in $\xi$ ) in both methods from similar systems of algebraic equations.

We now turn to the next (Burnett) approximation in the Chapman-Enskog method. The correction $\Phi_{2}$ in the linearized Burnett approximation in known to have the form ${ }^{5,6}$

$$
\begin{equation*}
\Phi_{2}=\boldsymbol{\Phi}_{B}^{T} \otimes \frac{\nabla \nabla}{T}+\boldsymbol{\Phi}_{B}^{u} \otimes \nabla \nabla \nabla \mathbf{u}+\Phi_{B}^{v} \mathbf{c} \cdot \nabla^{2} \mathbf{u} \tag{54}
\end{equation*}
$$

The expression obtained for the entropy production can be written using $\Phi_{1}(51)$ and $\Phi_{2}$ (54) in the form ${ }^{6}$

$$
\begin{align*}
T \sigma= & -\left[(\mathbf{q} \cdot \nabla) \ln T+\pi \otimes \nabla \mathbf{u}+\mathbf{J}^{T} \otimes \frac{\boxed{\nabla \nabla T}}{T}\right. \\
& \left.+\mathbf{J}^{u} \otimes \nabla \nabla \nabla \mathbf{u}+\mathbf{J}^{v} \cdot \nabla^{2} \mathbf{u}\right], \tag{55}
\end{align*}
$$

where the additional 'nonphysical', fluxes are defined as

$$
\begin{align*}
& \mathbf{J}^{T}=n k T\left(\Phi_{t} \mathbf{c c}, \Phi\right), \quad \mathbf{J}^{v}=n k T\left(\left(\Phi_{p} \frac{c^{2}}{5}+\frac{\eta}{p}\right) \mathbf{c}, \Phi\right),  \tag{56}\\
& \mathbf{J}^{u}=n k T\left(\Phi_{p} \text { сес }, \Phi\right) .
\end{align*}
$$

The representation (55) corresponds to three independent systems of phenomenological equations of the form

$$
\begin{align*}
& \mathbf{q}=-\Lambda_{11} \nabla \ln T-\Lambda_{12} \nabla^{2} \mathbf{u},  \tag{57a}\\
& \mathbf{J}^{v}=-\Lambda_{21} \nabla \ln T-\Lambda_{22} \nabla^{2} \mathbf{u}, \\
& \boldsymbol{\pi}=-\lambda_{11} \nabla \mathbf{u}-\lambda_{12} \frac{\nabla \nabla T}{T},  \tag{57b}\\
& \mathbf{J}^{T}=-\lambda_{21} \nabla \mathbf{u}-\lambda_{22} \frac{\nabla \nabla T}{T}, \\
& \mathbf{J}^{u}=-L_{11} \nabla \nabla \mathbf{u} \tag{57c}
\end{align*}
$$

where the cross coefficients of each pair of equations (57a) and (57b) satisfy the Onsager relations $\left(\Lambda_{12}=\Lambda_{21}\right.$ and $\lambda_{12}$ $=\lambda_{21}$ ).

We now show for the example of the vector fluxes $\mathbf{q}$ and $\mathbf{J}^{v}$ that expressions with completely similar structure can be obtained from the results of the method of moments presented above. We note first that the solution of the equation for $\Phi_{B}^{v}$, just as for $\Phi_{t}$, can be sought in the form of an expansion in the polynomials $\mathbf{P}^{1 k}$ :

$$
\begin{equation*}
\mathbf{c} \Phi_{B}^{v}=\frac{1}{n} \sum_{k} B_{1 k} \mathbf{P}^{1 k} \tag{58}
\end{equation*}
$$

As we have already noted, the matrix of the coefficients $L_{i j}$ in the expression (48) for $\mathbf{J}^{p s}=n \mathbf{a}^{p s}$ is the inverse matrix of the coefficients $\Lambda_{p s s^{\prime}}$. Using the integral equations of the Chapman-Enskog method ${ }^{6-8}$ for $\Phi_{B}^{v}$ and $\Phi_{t}$, as well as the expansions (52) and (58), it is easy to obtain the following relations:

$$
\begin{align*}
& \sum_{k}\left(\mathbf{c}\left(\beta c^{2}-\frac{5}{2}\right), \mathbf{P}^{1 k}\right) L_{k n}^{(1)}=A_{1 n}  \tag{59}\\
& \sum_{k}\left(\mathbf{c}\left(\frac{c^{2}}{5} \Phi_{p}+\frac{\eta}{p}\right), \mathbf{P}^{1 k}\right) L_{k n}^{(1)}=B_{1 n}
\end{align*}
$$

We now write the expressions for $\mathbf{q}$ and $\mathbf{J}^{v}$ in the form

$$
\begin{align*}
\mathbf{q}= & n k T\left(\mathbf{c}\left(\beta c^{2}-\frac{5}{2}\right), \Phi\right) \\
= & k T \sum_{s}\left(\mathbf{c}\left(\beta c^{2}-\frac{5}{2}\right), \mathbf{P}^{1 s}(\mathbf{W})\right) n \mathbf{a}^{1 s} \\
= & k T \sum_{s} \sum_{s^{\prime}}\left(\mathbf{c}\left(\beta c^{2}-\frac{5}{2}\right), \mathbf{P}^{1 s}(\mathbf{W})\right) L_{s s^{\prime}}^{(1)} \mathbf{F}^{1 s^{\prime}}  \tag{60}\\
= & k T \sum_{s}\left(\mathbf{c}\left(\Phi_{p} \frac{c^{2}}{5}+\frac{\eta}{p}\right), \mathbf{P}^{1 s}(\mathbf{W})\right) n \mathbf{a}^{1 s}=k T \\
& \times \sum_{s} \sum_{s^{\prime}}\left(\mathbf{c}\left(\Phi_{p} \frac{c^{2}}{5}+\frac{\eta}{p}\right), \mathbf{P}^{1 s}(\mathbf{W})\right) L_{s s^{\prime}}^{(1)} \mathbf{F}^{1 s^{\prime}}
\end{align*}
$$

If Eqs. (59) are taken into account, the relations (60) can be rewritten as

$$
\begin{equation*}
\mathbf{q}=k T \sum_{k} A_{1 k} \mathbf{F}^{1 k}, \quad \mathbf{J}^{v}=k T \sum_{k} B_{1 k} \mathbf{F}^{1 k} . \tag{61}
\end{equation*}
$$

Using Eqs. (52) and (58) and the explicit form of the expressions for $F^{1 k}$ (47) we have

$$
\begin{align*}
\mathbf{q}= & k \operatorname{Tn}\left\{\left(c \Phi_{t},(\mathbf{c} \cdot \boldsymbol{\nabla}) \ln f^{(0)}\right)\right. \\
& \left.+\frac{1}{5} \sum_{k}\left(\mathbf{c} \Phi_{t}, \mathbf{c} \mathbf{P}^{2 k}\right) \nabla \mathbf{a}^{2 k}\right\}  \tag{62}\\
\mathbf{J}^{v}= & k \operatorname{Tn}\left\{\left(c \Phi_{B}^{v},(\mathbf{c} \cdot \boldsymbol{\nabla}) \ln f^{(0)}\right)\right. \\
& \left.+\frac{1}{5} \sum_{k}\left(\mathbf{c} \Phi_{B}^{v}, \mathbf{c} \mathbf{P}^{2 k}\right) \nabla \mathbf{a}^{2 k}\right\} .
\end{align*}
$$

Using the perturbation expansion of $\mathbf{a}^{p s}$, we can now replace the terms with the derivatives $\nabla \mathbf{a}^{p s}$ with the aid of the second relation in Eq. (53), which corresponds to the first approximation. The result is
$\mathbf{q}=n k T\left\{\left(\mathbf{c} \Phi_{t},(\mathbf{c} \cdot \nabla) \ln f^{(0)}\right)+\frac{1}{5}\left(\mathbf{c} \Phi_{t}, \boldsymbol{\operatorname { c c c }} \Phi_{p}\right) \nabla \nabla \mathbf{u}\right\}$,
$\mathbf{J}^{v}=n k T\left\{\left(\mathbf{c} \Phi_{B}^{v},(\mathbf{c} \cdot \nabla) \ln f^{(0)}\right)+\frac{1}{5}\left(\mathbf{c} \Phi_{B}^{v}, \mathbf{c} \square_{\mathbf{c}} \Phi_{p}\right) \nabla \nabla \mathbf{u}\right\}$.
Using (3), retaining the term with $\nabla p=\eta \Delta \mathbf{u}$ in $\nabla \ln f^{(0)}$, and isolating the vector part in the terms $\nabla \nabla \mathbf{u}$, we arrive at the final result

$$
\begin{align*}
\mathbf{q}= & n k\left[\left(\mathbf{c} \Phi_{t}, \mathbf{c}\left(\beta c^{2}-\frac{5}{2}\right)\right) \nabla T\right. \\
& \left.+\left(\mathbf{c} \Phi_{t}, \mathbf{c}\left(\Phi_{p} \frac{c^{2}}{5}+\frac{\eta}{p}\right)\right) \nabla^{2} \mathbf{u}\right]  \tag{64}\\
\mathbf{J}^{v}= & n k\left[\left(\mathbf{c} \Phi_{B}^{v}, \mathbf{c}\left(\beta c^{2}-\frac{5}{2}\right)\right) \nabla T\right. \\
& \left.+\left(\mathbf{c} \Phi_{t}, \mathbf{c}\left(\Phi_{B}^{v} \frac{c^{2}}{5}+\frac{\eta}{p}\right)\right) \nabla^{2} \mathbf{u}\right]
\end{align*}
$$

It is easy to see that the expressions obtained are in complete agreement with Eq. (57a). In accordance with the definition of $\lambda,{ }^{7,8}$ we have $\Lambda_{11}=\lambda T$. We now prove that the kinetic coefficients are symmetric. Indeed,

$$
\left(\mathbf{c} \Phi_{B}^{v}, \mathbf{c}\left(\beta c^{2}-\frac{5}{2}\right)\right)=\left(\mathbf{c} \Phi_{B}^{v}, L\left(\mathbf{c} \Phi_{t}\right)\right) .
$$

where the known ${ }^{7,8}$ integral equation for $\Phi_{t}$ was employed.
On the basis of the symmetry condition (6) we have

$$
\begin{aligned}
\left(\mathbf{c} \Phi_{B}^{v}, L\left(\mathbf{c} \Phi_{t}\right)\right) & =\left(\mathbf{c} \Phi_{t}, L\left(\mathbf{c} \Phi_{B}^{v}\right)\right) \\
& =\left(\mathbf{c} \Phi_{t}, \mathbf{c}\left(\Phi_{p} \frac{c^{2}}{5}+\frac{\eta}{p}\right)\right) .
\end{aligned}
$$

where the integral equation for $\mathbf{c} \Phi_{B}^{v}$ was also used. ${ }^{6}$ It follows from the relations obtained that $\Lambda_{12}=\Lambda_{21}$.

Using transformations similar to those presented above it is easy to show that the expressions for the tensor fluxes $\boldsymbol{\pi}$ and $\mathbf{J}^{T}$ can also be represented in the form of the linear relations (57b). Then, for the coefficients $\lambda$ in these relations we obtain $\lambda_{11}=2 \eta$ and

$$
\begin{align*}
& \lambda_{21}=\lambda_{12}=\frac{m n}{5}\left(\mathbf{c c} \otimes \Phi_{B}^{T}\right)=\frac{k T}{5}\left(\Phi_{t} \mathbf{c} \otimes \mathbf{c c} \Phi_{p}\right),  \tag{65}\\
& \lambda_{22}=\frac{k T}{5}\left(\Phi_{t} \mathbf{c c} \otimes \Phi_{B}^{T}\right) .
\end{align*}
$$

The results presented above completely close the scheme for obtaining the phenomenological relations of nonequilibrium thermodynamics at the level of the Chapman-Enskog method from the linearized equations of Grad's method of moments.
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Dynamics of double membrane films is investigated in the long-wavelength limit $q h \ll 1$ ( $q$ is the wave vector, and $h$ is the thickness of the film) including the overdamped squeezing mode. We demonstrate that thermal fluctuations essentially modify the character of the mode due to its nonlinear coupling to the transverse shear hydrodynamic mode. The renormalization can be analyzed if the condition $g \ll 1$ is satisfied (where $g \sim T / \kappa, T$ is the temperature, and $\kappa$ is the bending modulus). The corresponding Green's function acquires as a function of the frequency $\omega$ a cut along the imaginary semiaxis. At $q h>\sqrt{g}$ the effective length of the cut is $\sim T q^{3} / \eta$ (where $\eta$ is the shear viscosity of the liquid). At $q h<\sqrt{g}$ the fluctuations lead to an increase in the attenuation of the squeezing mode: it is larger than the 'bare' value by a factor $1 / \sqrt{g}$. We also present the analysis of the elastic modes. © 1998 American Institute of Physics. [S1063-7761(98)01406-1]

## 1. INTRODUCTION

The most distinctive property of amphiphilic molecules is their ability to spontaneously self-assemble into aggregates of various shapes. Typically, the molecules spontaneously self-assemble into membranes which are bilayers of a thickness of the order of a molecular length. Different lyotropic structures consisting of these membranes have generated considerable current interest (see Refs. 1-3 and review articles ${ }^{4-6}$ ). Films composed of two bilayer membranes sandwiching a thin layer of a liquid are widely used in the lyotropic systems. They play also an essential role in various biological processes (note the so-called flickering phenomena in erythrocytes or red blood cells). In this paper we will examine the dynamic properties of such double membrane films.

The main peculiarity of a membrane is its negligible surface tension. The membrane is immersed into a liquid and consequently its area can vary. Zero surface tension is the equilibrium condition with respect to the variations. In this case the shape fluctuations of the membrane are determined by the bending elasticity; the corresponding energy is ${ }^{7,8}$

$$
\begin{equation*}
\mathscr{H}_{\mathrm{curv}}=\frac{\kappa}{2} \int d A\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right)^{2} \tag{1}
\end{equation*}
$$

where the integral is taken over the membrane which is considered as a two-dimensional object, $R_{1}$ and $R_{2}$ are its local curvature radii, and $\kappa$ is the bending rigidity modulus. Corrugations of the membrane induced by the thermal noise lead
to the loss of the orientation correlation of the membrane pieces at separations larger than the so-called persistent length ${ }^{9} \xi_{p}$, which is estimated to be

$$
\xi_{p} \sim a \exp (2 \pi \kappa / T)
$$

where $T$ is the temperature, and $a$ is the thickness of the membrane. The shape fluctuations of the membrane lead to the logarithmic renormalization of the bending modulus $\kappa$, which was examined first by Helfrich ${ }^{10}$ and later by Förster. ${ }^{11}$ The correct renormalization-group (RG) equation was derived by Peliti and Liebler, ${ }^{12}$ Kleinert, ${ }^{13}$ and Polyakov. ${ }^{14}$ The explicit form of the one-loop RG equation is

$$
\frac{d \kappa}{d \xi}=-\frac{3 T}{4 \pi}
$$

Here $\xi=\ln (r / a)$, and $r$ is the characteristic scale. As follows from the equation, the role of the dimensionless coupling constant is played by the quantity

$$
\begin{equation*}
g=\frac{3 T}{4 \pi \kappa} \tag{2}
\end{equation*}
$$

Note that $\ln \left(\xi_{p} / a\right) \sim g^{-1}$. For real membranes $g \sim 10^{-2}-$ $10^{-3}$ and, consequently, we can treat $g$ as a small parameter. The smallness of $g$ means that there exists a wide range of scales $r<\xi_{p}$ where the thermal fluctuations can be treated in the framework of the perturbation theory.

Below we consider a double membrane film. We assume that at equilibrium the film is parallel to the $x y$ plane. Corrugations of the membranes in a double film can be decomposed into undulation (or bending) deformations and squeez-
ing deformations. The bending deformations are characterized by the displacement $u$ of the film as a whole from its equilibrium position along the $z$ axis and the squeezing deformation is characterized by variations of the film thickness $h$ (which is the separation between the membranes). In the harmonic approximation we obtain from (1) the energy

$$
\begin{equation*}
\mathscr{H}=\int d x d y\left[\kappa\left(\nabla^{2} u\right)^{2}+\frac{\kappa}{4}\left(\nabla^{2} h\right)^{2}\right], \tag{3}
\end{equation*}
$$

where $u$ and $h$ are treated as functions of $x$ and $y$, and $\nabla$ is the two-dimensional gradient.

In deriving (3) we disregarded the interaction between the membranes. First, one should remember the steric interaction, which is associated with a certain restriction of accessible configurations for one membrane in the presence of the second membrane. ${ }^{8}$ The explicit expression for the energy is ${ }^{15}$

$$
\begin{equation*}
\mathscr{H}_{\text {ster }}=\int d x d y \frac{3 \pi^{2} T^{2}}{128 \kappa h^{2}} \tag{4}
\end{equation*}
$$

Due to the interaction (4) two membranes can be treated independently only on scales smaller than $g^{-1 / 2} h$. Therefore (3) is the main contribution to the energy if

$$
\begin{equation*}
q h>\sqrt{g}, \tag{5}
\end{equation*}
$$

where $q$ is the characteristic wave vector. Second, we should take into account the van der Waals interaction. We assume that the same liquid is inside and outside the film. We can then write the van der Waals energy as ${ }^{16}$

$$
\begin{equation*}
\mathscr{H}_{\mathrm{vdw}}=\int d x d y \frac{H a^{2}}{2 \pi h^{4}} \tag{6}
\end{equation*}
$$

where $H$ is the Hamaker constant. We can disregard this energy, in contrast with (3), if

$$
(q h)^{4}>\frac{H}{\kappa}\left(\frac{a}{h}\right)^{2} .
$$

Let us assume that the thickness of the film is large enough to satisfy the inequality

$$
g^{2}>\frac{H}{\kappa}\left(\frac{a}{h}\right)^{2} .
$$

Then (5) is the only restriction that enables us to treat the energy (3) as the main contribution to the film energy.

## 2. DYNAMICS

We will examine the dynamics of the double membrane film in the long-wavelength limit $q h \ll 1$, where $q$ is the wave vector of the eigenmodes of the film. Note that the inequality $q h \ll 1$ is compatible with (5) since $g \ll 1$. In the limit $q h \ll 1$ we should take into account the following variables which describe the dynamics: the velocity of the film $\mathbf{v}$, the displacement of the film $u$, the film thickness $h$, and the densities of the two membranes since they are conserved quantities. We are interested mainly in the squeezing mode, which is associated with the relaxation of the thickness $h$.

To find dynamical characteristics of the film one should solve the conventional hydrodynamic equations in bulk supplemented by boundary conditions on both membranes. In the linear approximation the problem was solved by Brochard and Lennon,,$^{17}$ who found the dispersion relation of the squeezing mode

$$
\begin{equation*}
\omega=-i \frac{\kappa h_{0}^{3} q^{6}}{24 \eta} \tag{7}
\end{equation*}
$$

where $\omega$ is the frequency of the mode, $h_{0}$ is the equilibrium separation between the membranes, and $\eta$ is the viscosity of the liquid surrounding the membranes. In deriving (7) it was assumed that at equilibrium the film is flat. The dispersion relation

$$
\begin{equation*}
\omega=-i \frac{\kappa q^{3}}{2 \eta} \tag{8}
\end{equation*}
$$

of the bending mode was also found in the linear approximation. Note that the dispersion relation (7) is correct only if one neglects the direct interaction of the membranes upon satisfaction of the condition (5), whereas the region of applicability of the dispersion relation (8) does not depend on the interaction of the membranes, since they move in-phase in the bending mode. The elastic modes associated with variations of the membrane densities are harder than (7) and (8). ${ }^{18}$ Therefore the only effect of the elastic degrees of freedom upon examination of the squeezing mode is the incompressibility condition

$$
\begin{equation*}
\nabla_{\alpha} v_{\alpha}=0 . \tag{9}
\end{equation*}
$$

Here and below we believe that all variables characterizing the film are functions of $x$ and $y$ and we assume that the Greek subscripts run over $x$ and $y$.

We will consider the renormalization of the dispersion law (7) of the squeezing mode due to fluctuational effects. Nonlinear dynamical equations of the film should be utilized for this purpose. In the long-wavelength limit $q h_{0} \ll 1$ the equations can be derived phenomenologically. The reactive (nondissipative) part of the equations can be found by using the Poisson brackets method (see Ref. 19 and also Ref. 18), whereas the dissipative part of the equations is expressed in terms of the kinetic coefficients. One should know the expression for the energy $\mathscr{H}$ of the system to write both contributions. Actually, we will need the expression for one Poisson bracket:
$\left\{j_{\alpha}\left(x_{1}, y_{1}\right), h\left(x_{2}, y_{2}\right)\right\}=h\left(x_{1}, y_{1}\right) \nabla_{\alpha}\left[\delta\left(x_{1}-x_{2}\right) \delta\left(y_{1}-y_{2}\right)\right]$,
where $j_{\alpha}$ is the two-dimensional momentum density of the film. The expression (10) (which is characteristic of twodimensional density of any conserved scalar quantity on a film ${ }^{18}$ ) is motivated by the fact that the two-dimensional mass density of the film is $\rho h$, where $\rho$ is the threedimensional density of the liquid. Note that $j_{\alpha} \approx \rho h v_{\alpha}$ since we believe that the membrane thickness $a$ can be ignored in comparison with the film thickness $h$.

The dynamic equation for the thickness $h$ has the standard form following from (10)

$$
\begin{equation*}
\partial_{t} h+\nabla_{\alpha}\left(v_{\alpha} h\right)=\Gamma \nabla^{2} \frac{\delta \mathscr{H} \mathscr{b}}{\delta h}, \tag{11}
\end{equation*}
$$

where $\partial_{t} \equiv \partial / \partial t$, and $\Gamma$ is the kinetic coefficient. The second power of the gradient appears in (11) since the equation should support the conservation law of the liquid inside the film and therefore the right-hand side of the equation should be a full derivative at any $\mathscr{H}$. Due to (9) the second term on the left-hand side of (11) describes the sweeping of $h$ by the velocity $v_{\alpha}$. In the linear approximation we can ignore the sweeping term. Substituting the harmonic expression (3) for the energy $\mathscr{H}$ into (11) and comparing the result with (7), we obtain

$$
\begin{equation*}
\Gamma=h_{0}^{3} / 12 \eta . \tag{12}
\end{equation*}
$$

Note that $\Gamma$ is inversely proportional to the shear viscosity coefficient. The point is that the dissipation described by $\Gamma$ comes from viscous motion of the liquid surrounding the double membrane film which is excited only slightly at large $\eta$.

The dynamic equation for $j_{\alpha}$ has the form ${ }^{21}$

$$
\begin{equation*}
\partial_{t} j_{\alpha}-\left\{\mathscr{H}, j_{\alpha}\right\}=J_{\alpha}, \tag{13}
\end{equation*}
$$

where $\mathbf{J}$ is the momentum flow from the bulk to the film. Since this term supplies the main dissipation of the film momentum, we ignored the internal viscosity. The Poisson bracket $\left\{\mathscr{H}, j_{\alpha}\right\}$ can be reduced to the divergence of the symmetric stress tensor for any energy $\mathscr{H}$. ${ }^{18}$ Actually, only the contribution associated with the Poisson bracket (10) and created by the harmonic energy (3) is relevant for us. We can then write Eq. (13) in the form

$$
\begin{equation*}
\partial_{t} j_{\alpha}+\frac{\kappa}{2} h \nabla_{\alpha} \nabla^{4} h+\nabla_{\alpha} P_{s}=J_{\alpha} \tag{14}
\end{equation*}
$$

where $P_{s}$ is the two-dimensional pressure, which is related to the elastic degrees of freedom (see the Appendix). In the linear approximation relevant for us we can write ${ }^{21}$

$$
\begin{equation*}
J_{\alpha}=-2 \eta \hat{q} v_{\alpha}, \tag{15}
\end{equation*}
$$

where $\hat{q}$ is the nonlocal operator, which is reduced to multiplying by the absolute value of the wave vector $q$ in the Fourier representation. The expression (15) implies the inequality $\omega \ll \eta q^{2} / \rho$, which is satisfied for the squeezing mode.

We will not present here dynamical equations for the variables $j_{z}$ and $u$ and for the densities of the membranes. The reason is that the equations for $j_{z}$ and $u$, which describe the bending mode, decouple in the approximation used from Eqs. (11) and (14). Actually, the equations describing the bending motion of the double film are the same as for a single membrane and the corresponding nonlinear equations can be found in Ref. 18 and also in Refs. 20 and 21. One should remember only that the bending modulus of the double film is $2 \kappa$, as follows from (3). As to the equations for the densities of the membranes, they need a separate analysis, which is presented in the Appendix. The only role of the degrees of freedom in analyzing the squeezing mode reduces to the incompressibility condition (9).

## 3. RENORMALIZATION OF THE SQUEEZING MODE

As can be seen from (7), in the long-wavelength limit the squeezing mode is very soft. This is the reason why one anticipates that fluctuational effects which are related to the mode are relevant. The effects are associated with the nonlinear terms in the dynamic equations and can be examined in terms of the diagrammatic technique of the first type which was developed by Wyld, ${ }^{22}$ who studied the velocity fluctuations in a turbulent fluid. In Ref. 23 the Wyld technique was generalized for a broad class of dynamical systems. A textbook description of the diagram technique can be found in the book by Ma. ${ }^{24}$ The diagram technique can be formulated in terms of path integrals, as was first suggested by de Dominicis ${ }^{25}$ and Janssen. ${ }^{26}$ In the framework of this approach apart from conventional dynamic variables one should also introduce auxiliary fields conjugated to the variables. The dynamic correlation functions of the variables can then be presented as functional integrals over both types of fields: conventional and auxiliary. The integrals are taken with the weight $\exp (i \mathscr{T})$, where $\mathscr{T}$ is the effective action which is constructed on the basis of nonlinear dynamic equations of the system.

Since we are interested in the renormalization of the squeezing mode of the double membrane film, we will take into account only the variables $h$ and $v_{\alpha}$ and the corresponding auxiliary conjugated fields $p$ and $\mu_{\alpha}$. We should also remember the incompressibility condition (9) and impose an analogous constraint $\nabla_{\alpha} \mu_{\alpha}=0$ on the field $\mu_{\alpha}$. We can then write the correlation function of the film thickness $h$ in the form

$$
\begin{equation*}
\left\langle h_{1} h_{2}\right\rangle=\int \mathscr{D} h \mathscr{D} \mathbf{v}_{t r} \mathscr{O} p \mathscr{D} \mu_{t r} \exp (i . \mathscr{T}) h_{1} h_{2}, \tag{16}
\end{equation*}
$$

where the subscript ' $t r$ ' implies that in the Fourier representation we should use only the components of the fields $\mathbf{v}$ and $\boldsymbol{\mu}$, which are transverse to the wave vector $\mathbf{q}$. The explicit expression for the effective action in (16) can be found by using the dynamic equations (11) and (14). It can be written as the sum of the reactive part and the dissipative part $\mathscr{T}=\mathscr{T}_{\text {reac }}+\mathscr{T}_{\text {diss }}$, where

$$
\begin{align*}
\mathscr{T}_{\text {reac }}= & \int d t d^{2} r\left\{p \partial_{t} h+p v_{\alpha} \nabla_{\alpha} h\right. \\
& \left.+\mu_{\alpha} \partial_{t} j_{\alpha}-\frac{\kappa}{2} \mu_{\alpha} \nabla^{4} h \nabla_{\alpha} h\right\}  \tag{17}\\
\mathscr{T}_{\text {diss }}= & \int d t d^{2} r\left\{-\frac{1}{2} \Gamma \kappa p \nabla^{6} h\right. \\
& \left.+i T \Gamma(\nabla p)^{2}+2 \eta \mu \hat{q}(\mathbf{v}+i T \mu)\right\} . \tag{18}
\end{align*}
$$

The detailed derivation of the effective action for the problem can be found in Refs. 20 and 21.

We introduce the notation for the pair correlation functions. Taking into account only the transverse components of the fields $\mathbf{v}$ and $\boldsymbol{\mu}$, we can write

$$
\begin{align*}
\langle h(t, \mathbf{r}) p(0,0)\rangle=\int & \frac{d \omega d^{2} q}{(2 \pi)^{3}} \exp (-i \omega t+i \mathbf{q r}) G(\omega, \mathbf{q}), \\
\left\langle v_{\alpha}(t, \mathbf{r}) \mu_{\beta}(0,0)\right\rangle= & \int \frac{d \omega d^{2} q}{(2 \pi)^{3}} \exp (-i \omega t+i \mathbf{q} \mathbf{r}) \\
& \times\left[\delta_{\alpha \beta}-\frac{q_{\alpha} q_{\beta}}{q^{2}}\right] G_{t r}(\omega, \mathbf{q}),  \tag{19}\\
\langle h(t, \mathbf{r}) h(0,0)\rangle=\int & \frac{d \omega d^{2} q}{(2 \pi)^{3}} \exp (-i \omega t+i \mathbf{q r}) D(\omega, \mathbf{q}), \\
\left\langle v_{\alpha}(t, \mathbf{r}) v_{\beta}(0,0)\right\rangle= & \int \frac{d \omega d^{2} q}{(2 \pi)^{3}} \exp (-i \omega t+i \mathbf{q r}) \\
& \times\left[\delta_{\alpha \beta}-\frac{q_{\alpha} q_{\beta}}{q^{2}}\right] D_{t r}(\omega, \mathbf{q}) . \tag{20}
\end{align*}
$$

The correlation functions $\langle p p\rangle$ and $\langle\boldsymbol{\mu} \boldsymbol{\mu}\rangle$ are equal to zero (for the general property of the technique, see, e.g., Ref. 18). The functions $D$ and $D_{t r}$ determine the pair correlation functions of the observable quantities and the functions $G$ and $G_{t r}$ are the response functions. Therefore, the function $G(\omega)$ is analytic in the upper $\omega$ half-plane.

It is possible to formulate the diagram technique for calculating the correlation functions (19) and (20). The harmonic part of the effective action $\mathscr{T}=\mathscr{T}_{\text {reac }}+\mathscr{T}_{\text {diss }}$ determines the bare values of the response functions

$$
\begin{equation*}
G_{0}(\omega, \mathbf{q})=-\frac{1}{\omega+i \Gamma \kappa q^{6} / 2}, \quad G_{t r, 0}(\omega, \mathbf{q})=-\frac{1}{\rho h \omega+2 i \eta q} . \tag{21}
\end{equation*}
$$

The values of the 'bare' pair correlation functions satisfy the relations

$$
\begin{equation*}
\operatorname{Im} G=\frac{\kappa q^{4}}{4 T} D, \quad \operatorname{Im} G_{t r}=\frac{1}{2 T} D_{t r}, \tag{22}
\end{equation*}
$$

which are the consequences of the fluctuation-dissipation theorem. In addition to the harmonic part, the effective action $\mathscr{T}$ contains terms of the third order, which determine the third-order vertices which figure on the diagrams representing the perturbation series for the correlation functions (19) and (20). One can check the relations (22) order by order. Consequently, these relations are valid for the "dressed" correlation functions (19) and (20). Note that the relation

$$
\begin{equation*}
\int \frac{d \omega}{2 \pi} D(\omega, q)=\frac{2 T}{\kappa q^{4}}, \tag{23}
\end{equation*}
$$

which can be proved by using (22), the analyticity of $G(\omega)$ in the upper half-plane, and the asymptotic law $G(\omega)$ $\approx-\omega^{-1}$, which is correct for large $\omega$. Actually, (23) is a direct consequence of (3), since the integral over frequencies is just the simultaneous correlation function.

Analysis of the diagrams shows that they contain infrared logarithms, which are related to the lines representing the correlation function $D$ in Eq. (20). The lines produce the factors

$$
\begin{equation*}
\left(\nabla_{\alpha} h(t, \mathbf{r}) \nabla_{\beta} h(t, 0)\right)=\frac{T L}{2 \pi \kappa} \delta_{\alpha \beta}, \tag{24}
\end{equation*}
$$

where $L=\ln \left[h g^{-1 / 2} / r\right]$, and $r^{-1}$ is determined by the characteristic external wave vector of the diagram. The expression (24) can be found from (23) if one recalls condition (5). The presence of the logarithmic contributions implies that the main renormalization of a correlation function like $G(\omega, \mathbf{q})$ is produced by the degrees of freedom with the wave vectors much smaller than $q$. Therefore, we should extract from the diagrammatic expressions for $G(\omega, \mathbf{q})$ only the contributions corresponding to the interaction with the degrees of freedom.

The program can be realized directly in using the language of the functional integral. Let us separate the variables $h, p, \mathbf{v}$, and $\boldsymbol{\mu}$ into fast parts (with wave vectors larger than $q$ ), basic parts (with wave vectors of the order of $q$ ), and slow parts (with wave vectors smaller than $q$ ). In calculating $G(\omega, \mathbf{q})$ we can forget about the fast parts and keep the interaction of the basic part with the slow part. We then obtain the following expression from (17) and (18):

$$
\begin{align*}
\mathscr{T}= & \int d t d^{2} r\left\{p \partial_{t} h+p v_{\alpha} m_{\alpha}+\mu_{\alpha} \partial_{t} j_{\alpha}\right. \\
& \left.-\frac{\kappa}{2} \mu_{\alpha} \nabla^{4} h m_{\alpha}-\Gamma \frac{\kappa}{2} p \nabla^{6} h+2 \eta \mu \hat{q} \mathbf{v}\right\}+\ldots \tag{25}
\end{align*}
$$

where $h, p, \mathbf{v}$, and $\boldsymbol{\mu}$ denote the basic parts of the fields, $m_{\alpha}$ is the gradient of the slow part of $h$, and the dots designate the irrelevant terms. The action (25) is of the second order over $h, p, \mathbf{v}$, and $\boldsymbol{\mu}$ and, consequently, the integrals over the fields can be taken explicitly. Since $\mathbf{m}$ varies only weakly along the length $q^{-1}$, we obtain

$$
\begin{align*}
& G(\omega, \mathbf{q})=-\left\langle(\rho h \omega+2 i \eta q) \Delta^{-1}\right\rangle_{m}  \tag{26}\\
& G_{t r}(\omega, \mathbf{q})=-\left\langle\left(\omega+i \kappa \Gamma q^{6} / 2\right) \Delta^{-1}\right\rangle_{m}  \tag{27}\\
& \Delta=(\rho h \omega+2 i \eta q)\left(\omega+i \kappa \Gamma q^{6} / 2\right)-\kappa q^{4} m_{t r}^{2} / 2 \tag{28}
\end{align*}
$$

where

$$
m_{t r}^{2}=\left(\delta_{\alpha \beta}-\frac{q_{\alpha} q_{\beta}}{q^{2}}\right) m_{\alpha} m_{\beta},
$$

and the notation $\langle\ldots\rangle_{m}$ means averaging over the statistics of $\mathbf{m}$. In calculating (26) and (27) we substituted $\mathbf{j}=\rho h \mathbf{v}$. Actually, the terms with $\rho h$ can be and we omit them below.

In averaging (26) and (27) we can assume that the statistics of $\mathbf{m}$ are Gaussian. The point is that only the simultaneous correlation functions of $\mathbf{m}$ enter the expressions. These functions are described by the harmonic energy (3). The pair correlation function of $\mathbf{m}$ is equal to (24). Therefore,

$$
\left\langle m_{t r}^{2}\right\rangle=\frac{T L}{2 \pi \kappa}
$$

and we find from (26)

$$
\begin{align*}
G(\omega, \mathbf{q})= & -\int_{-\infty}^{\infty} \frac{d \boldsymbol{s}}{\sqrt{2 \pi}} \exp \left(-\varsigma^{2} / 2\right) \\
& \times\left(\omega+i \frac{\kappa \Gamma}{2} q^{6}+i \frac{T L}{8 \pi \eta} q^{3} \varsigma^{2}\right)^{-1} \tag{29}
\end{align*}
$$

We see that $G$ as a function of the frequency $\omega$ has the cut along the imaginary semiaxis, which starts from $\omega=-i \Gamma \kappa q^{6} / 2$ and goes to $-i \infty$. The effective length of the cut can be estimated as $T q^{3} / \eta$, which is the new characteristic frequency associated with the fluctuations. Let us compare the frequency with the position of the pole in the bare expression:

$$
\begin{equation*}
\frac{T q^{3} / \eta}{\Gamma \kappa q^{6}} \sim \frac{g}{\left(q h_{0}\right)^{3}} . \tag{30}
\end{equation*}
$$

We conclude that the fluctuation effects dominate in the region $g^{1 / 2}<q h_{0}<g^{1 / 3}$. We can now justify the disregard of $\rho h \omega$ in comparison with $\eta q$ in the above expressions. When $q h \sim 1$,

$$
\rho h_{0} \omega / \eta q \sim \rho \kappa / \eta^{2} h_{0} \sim a / h_{0} \ll 1,
$$

and at $q h_{0} \sim \sqrt{g}$

$$
\rho h_{0} \omega / \eta q \sim \rho \kappa g^{2} / \eta^{2} h_{0} \ll 1 .
$$

Performing Fourier transform of (29) over frequencies, we obtain

$$
\begin{equation*}
G(t, \mathbf{q})=i\left(1+\frac{T L}{4 \pi \eta} q^{3} t\right)^{-1 / 2} \exp \left\{-\frac{\kappa}{2} \Gamma q^{6} t\right. \tag{31}
\end{equation*}
$$

The expression (31) is correct for a positive time $t$. For negative times $G(t)=0$ due to the causality principle since $G$ is the response function. We see from (31) that in the fluctuation region $g^{1 / 2}<q h<g^{1 / 3}$ there appears an intermediate power asymptotics $t^{-1 / 2}$, which at large times $t$ is changed by the exponential decay. This means that the squeezing mode is described by a dynamic equation, which is nonlocal in time.

The above assertion is correct for the wave vectors $q \gtrsim \sqrt{g} / h_{0}$. In the limit $q h_{0}<\sqrt{g}$ we return to the local equation (11) but with the renormalized kinetic coefficient $\widetilde{\Gamma}$. The quantity can be found by integrating the weight $\exp (i \mathscr{T})$ over the degrees of freedom with the wave vectors $q \gtrsim \sqrt{g} / h_{0}$. The main effect is attributed to the sweeping term in the effective action (17). Because of the integration over the degrees of freedom with the wave vectors $q \gtrsim \sqrt{g} / h$, the term $i T \Gamma(\nabla p)^{2}$ in (18) for the long-wavelength degrees of freedom is renormalized. We find for the renormalized value

$$
\begin{equation*}
\bar{\Gamma}-\Gamma=\frac{1}{4 T} \int d t d^{2} r\langle\mathbf{v}(t, \mathbf{r}) h(t, \mathbf{r}) \mathbf{v}(0, \mathbf{0}) h(0, \mathbf{0})\rangle \tag{32}
\end{equation*}
$$

where averaging is performed over the degrees of freedom with the wave vectors $q \gtrsim \sqrt{g} / h_{0}$. Using the renormalized expressions for the correlation functions, we obtain the estimate $\widetilde{\Gamma} \sim g^{-1 / 2} \Gamma \geqslant \Gamma$.

## 4. CONCLUSIONS

We demonstrated that fluctuations essentially modify the character of the squeezing mode due to its nonlinear coupling with transverse shear hydrodynamic mode. The fluctuation effects lead to nonlocality of the equation for the mode; the corresponding Green's function is (31). The new characteristic frequency of the mode related to the fluctuations is $\omega \sim T q^{3} / \eta$ ( $q$ is the wave vector); remarkably, it does
not depend on the bending elasticity. It is important to distinguish the characteristic frequency from the attenuation of the membrane bending mode (8), which has the same $q^{3}$ dependence on the wave vector. We stress that the strong fluctuation effects are observed only for dynamics. The static characteristics are not influenced by fluctuations because of the smallness of the coupling constant (2). This is the reason why we need only the harmonic part of the energy (3).

Strong dynamic fluctuations of $h$ occur for the wave vectors $q \gtrsim \sqrt{g} / h$. For smaller wave vectors the fluctuations of $h$ are weak. Nevertheless, even for the wave vectors there is a memory of the region of strong fluctuations, which is the renormalized value of the kinetic coefficient $\Gamma$ in Eq. (11): The bare value (12) is substituted by $\widetilde{\Gamma} \sim g^{-1 / 2} \Gamma \gg \Gamma$. Note also that to analyze the dispersion relation of the squeezing mode in the limit $q<\sqrt{g} / h$ starting from (11) we should take into account in addition to the energy (5), the steric contribution (4) and the van der Waals (6) contribution to the energy. As a result, we find

$$
\omega=-i \widetilde{\Gamma} q^{2}\left(\frac{9 \pi^{2} T^{2}}{64 \kappa h^{4}}+\frac{10 H a^{2}}{\pi h^{6}}\right) .
$$

Let us discuss the possibility of checking our predictions experimentally. The membranes can be studied by a variety of experimental techniques. Lately, laser «tweezers» have become a useful tool for probing dynamical properties of membranes. This technique enables us to obtain direct information about amplitudes and characteristic times of dynamical fluctuations of different objects consisting of membranes. For details see the monography ${ }^{27}$ and recent experiments. ${ }^{29-31}$ We can also mention force apparatus measurements, ${ }^{28}$ which make it possible to investigate dynamical response for two very thin lamellar systems confined between the walls, and the classical light-scattering experiments. Because of relaxation of the membrane fluctuations, the scattered light has a broadened spectral distribution compared to the incident light. Despite the small broadening, the modern technique of light beating (intensity fluctuation spectroscopy) allows one to obtain information about eigenmodes of the system.

The conclusions concerning the renormalization of the squeezing mode, in our opinion, are interesting, both in their own right and as a new test of the membrane fluctuations.

The research described in this publication was made possible in part by Russian Fund for Fundamental Research grants. One of the authors (E.K.) thanks Max Planck Institute for Physics of Complex Systems (Dresden) for supporting his stay at this institute.

## APPENDIX

## Elastic modes

Here we consider the elastic modes associated with the relaxation of the surface density of molecules that comprise the two membranes of a double film. To find the dispersion relation for the modes we should start from the elastic energy associated with the variations of the surface density of molecules $n_{s}$. In the harmonic approximation the elastic energy of a single membrane is ${ }^{21}$

$$
\begin{equation*}
\mathscr{H}_{e l}=\frac{1}{2} \int d A B \varsigma^{2} \tag{A1}
\end{equation*}
$$

Here

$$
\varsigma=\left(n_{s}-n_{0}\right) / n_{0}
$$

where $n_{s}-n_{0}$ is the deviation of the surface density of molecules $n_{s}$ from its equilibrium value $n_{0}$, and the coefficient $B$ has the meaning of the inverse compressibility of the membrane. The elastic energy is the sum of terms (A1) for both membranes that constitute the double film.

Let us consider the elastic modes in the linear approximation. We assume that at equilibrium the membranes lie in the planes $z= \pm h_{0} / 2$. The deviations of the membranes from the positions can then be characterized by their displacements $u_{1,2}$ along the $z$ axis. To find the dispersion relations for the modes one should solve conventional hydrodynamic bulk equations supplemented by boundary conditions at the membranes. As we will see, the frequencies of the elastic modes are small compared to sound frequency. Consequently, we can use the convential linearized equations for an incompressible liquid, ${ }^{32}$

$$
\begin{equation*}
\nabla_{k} v_{k}=0, \quad\left(\frac{\eta}{\rho} \nabla^{2}-\partial t\right) v_{k}=\frac{\nabla_{k} P}{\rho} \tag{A2}
\end{equation*}
$$

where $k=x, y, z$. Since the membranes are immersed into the liquid, they move with the velocity of the liquid which is continuous near the membranes. The boundary conditions for Eqs. (A2) for a membrane can be found in Refs. 20 and 21. In the linear approximation they are

$$
\begin{align*}
& \rho^{s} \partial_{t} v_{z 1,2}+\kappa \nabla_{\alpha}^{4} u_{1,2}=-\lfloor P\rfloor_{1,2},  \tag{A3}\\
& \partial_{t} u_{1,2}=v_{z 1,2},  \tag{A4}\\
& \rho^{s} \partial_{t} v_{\alpha 1,2}+B \nabla_{\alpha} \varsigma_{1,2}=\eta\left\lfloor\nabla_{z} v_{\alpha}\right\rfloor_{1,2},  \tag{A5}\\
& \partial_{t} \varsigma_{1,2}+\nabla_{\alpha} v_{\alpha 1,2}=0, \tag{A6}
\end{align*}
$$

where the "floors'" designate a jump at the membranes, $\rho^{s}$ is the two-dimensional mass density of amphiphilic molecules, and subscripts 1 and 2 numerate the membranes. The terms with $\rho^{s}$ in Eqs. (A3) and (A5) are negligible.

Now, we will solve Eqs. (A2) with the boundary conditions (A3)-(A6) under the assumption that all variables are proportional to $\exp (-i \omega t+i q x)$, where $\omega$ is the frequency, and $q$ is the wave vector.

The velocity of the liquid is divided into two parts: potential and solenoidal. The potential component is related to the pressure which obeys the equation

$$
\left(\nabla_{z}^{2}-q^{2}\right) P=0
$$

The solenoidal component is described by the equation

$$
-i \rho w v=\eta\left(\nabla_{z}^{2}-q^{2}\right) v
$$

Thus we can explicitly write the solutions of the equations inside and outside the film in terms of the velocity of the membranes. The expressions are slightly different for the symmetric ( $\varsigma_{1}=\varsigma_{2}$ ) and the antisymmetric ( $\varsigma_{1}=-\varsigma_{2}$ ) cases. Using the solutions in bulk, we can express the jumps in Eqs. (A3) and (A5) in terms of $v_{x}$ and $v_{z}$ on the membranes. As a
result, we find a linear system for $v_{x}$ and $v_{z}$. We can then write the condition for the existence of nontrivial solutions of the system, which for the symmetric case in the simplified form is

$$
\begin{align*}
& V^{2}\left(\operatorname{coth} \frac{V q h_{0}}{2}-\operatorname{coth} \frac{q h_{0}}{2}\right)^{2}-\left[V^{2}+(V+\beta)\right. \\
& \left.\quad \times\left(V \operatorname{coth} \frac{V q h_{0}}{2}-\operatorname{coth} \frac{q h_{0}}{2}\right)\right] \\
& \quad \times\left[V \operatorname{coth} \frac{q h_{0}}{2} \operatorname{coth} \frac{V q h_{0}}{2}\right. \\
& \left.\quad+\left(V \operatorname{coth} \frac{V q h_{0}}{2}-\operatorname{coth} \frac{q h_{0}}{2}\right)\right]=0 \tag{A7}
\end{align*}
$$

Here we introduce the notation

$$
V=\sqrt{-i \frac{\omega \rho}{\eta q^{2}}}, \quad \beta=i \frac{B q}{\eta \omega}
$$

and suggest that in the case of elastic modes one deals with the frequency $\omega \gg \eta q^{2} / \rho$. For the antisymmetric case the condition can be obtained from (A7) by substituting coth $\rightarrow \tanh$.

It is difficult to find the dispersion relations from (A7) and the analogous equation for the antisymmetric case in a general situation. Below we consider two different limiting cases and assume that

$$
\begin{equation*}
\frac{\eta^{2}}{B p h_{0}} \ll 1, \tag{A8}
\end{equation*}
$$

which is natural since $h_{0}$ is much larger than the molecular length for real films. First, we consider the short-wavelength limit

$$
\begin{equation*}
q h_{0} \gg\left(\frac{\eta^{2}}{B \rho h_{0}}\right)^{1 / 2} . \tag{A9}
\end{equation*}
$$

We then obtain the same dispersion relation as for the elastic mode of a single membrane ${ }^{33,21}$

$$
\begin{equation*}
\omega=\frac{ \pm \sqrt{3}-i}{2}\left(\frac{B^{2}}{4 \eta \rho}\right)^{1 / 3} q^{4 / 3} \tag{A10}
\end{equation*}
$$

This means that the thickness of layers near the membranes, where the hydrodynamic motion occurs, is much less than $h_{0}$ and, consequently, the membranes can be assumed to be nearly independent in this case. Note that due to (A8), the condition (A9) is compatible with $q h_{0} \ll 1$, where the membranes cannot be regarded as independent in considering, say, the squeezing mode. Therefore, one should be careful: under the condition (A9) the membranes can be treated as nearly independent only in examining the elastic modes. In the opposite long-wavelength limit,

$$
\begin{equation*}
q h_{0} \ll\left(\frac{\eta^{2}}{B \rho h_{0}}\right)^{1 / 2}, \tag{A11}
\end{equation*}
$$

we deal with two different dispersion relations. In the symmetric case the dispersion relation is

$$
\begin{equation*}
\omega=\frac{ \pm \sqrt{3}-1}{2}\left(\frac{B^{2}}{\eta \rho}\right)^{1 / 3} q^{4 / 3} . \tag{A12}
\end{equation*}
$$

This is the same dispersion relation as (A10) but with the doubled membrane elasticity, which is natural for the double film. In the antisymmetric case the dispersion relation is

$$
\begin{equation*}
\omega=-i \frac{B q^{2} h_{0}}{2 \eta} . \tag{A13}
\end{equation*}
$$

Thus we encounter a simple diffusion.
The dispersion laws (A10), (A12), and (A13) show that the frequencies of the elastic modes are small in comparison with the sound frequency $c q$ (where $c$ is the sound velocity), which justifies our using the incompressible hydrodynamic equations (A2). Note also that for the mode (A13) the condition (A8) ensures the inequality $\omega \gg \eta q^{2} / \rho$, which was suggested in the derivation of the relation (A7) (the inequality enables us to disregard the potential part of the velocity). Thus, the condition (A8) makes our scheme self-consistent.

In the long-wavelength limit the double membrane film can be treated as an effective single membrane. This effective membrane should be framed by hydrodynamic variables, which give the information about the "microscopic" construction of the double membrane film. In other words, one should incorporate into the set of "macroscopic" variables the surface densities (described by $s_{1}$ and $\varsigma_{2}$ ) of molecules, which comprise the two membranes, and the twodimensional mass density $\rho h$ of the liquid between the membranes. The dynamic equation for the variable has been derived in the main text of this paper [see Eq. (11)]. The phenomenological dynamic equations for $s_{1}$ and $s_{2}$ can be derived in the same manner as the Poisson brackets for the density of any conserved scalar quantity, the same structure of the Poisson bracket as (10). ${ }^{18}$ In terms of the variables $s_{+}=\left(s_{1}+s_{2}\right) / 2$ and $s_{-}=s_{1}-s_{2}$ the equations are

$$
\begin{align*}
& \partial_{t} \mathbf{s}_{+}=-\nabla_{\alpha}\left[\left(1+\mathbf{s}_{+}\right) v_{\alpha}\right]+D_{+} \nabla^{2} \mathbf{s}_{+},  \tag{A14}\\
& \partial_{t} \boldsymbol{s}_{-}=-\nabla_{\alpha}\left(\boldsymbol{\varsigma}-v_{\alpha}\right)+D_{-} \nabla^{2} \mathbf{s}_{-} . \tag{A15}
\end{align*}
$$

Here we discarded the bending motion. The system of equations (A14) and (A15) should be supplemented by Eq. (14) in the main text of the paper, where

$$
\begin{equation*}
P_{s}=2 B \varsigma_{+} . \tag{A16}
\end{equation*}
$$

In analyzing the elastic degrees of freedom we should use the following expression for the momentum flow from the bulk:

$$
\begin{equation*}
J_{\alpha}=-2 \sqrt{i \eta \rho \hat{\omega}} v_{\alpha}, \tag{A17}
\end{equation*}
$$

where the velocity $v_{\alpha}$ is implied to be longitudinal, since just the longitudinal component of the velocity is involved in the elastic motion. We stress that the expression (A17) is correct if $\omega \gg \eta q^{2} / \rho$, in contrast with the applicability condition of (15).

Linearizing the system of equations (14), (A14), and (A15) (and ignoring the squeezing degrees of freedom), we find the dispersion relations (A12) and $\omega=-i D_{-} q^{2}$. The term with $D_{+}$in (A14) appears to be irrelevant. Comparing the dispersion relation $\omega=-i D_{-} q^{2}$ with (A13), we obtain

$$
\begin{equation*}
D_{-}=B h_{0} / 2 \eta \tag{A18}
\end{equation*}
$$

It can then be verified that the linear coupling between the elastic and the squeezing degrees of freedom described by the term with $\kappa$ in (14) is negligible. The nonlinear terms in Eqs. (14), (A14), and (A15) lead to the interaction of different modes. Explicit analysis shows that the fluctuation effects do not affect appreciably the linear dispersion relations (A10), (A12), and (A13) due to $g \ll 1$. The same holds for a nonlinear interaction with the bending degree of freedom, which (because of the same inequality $g \ll 1$ ) does not change the results obtained in the linear approximation.
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#### Abstract

A system of self-consistent equations for determining the hydrodynamic resistance of dilute fibrous porous media in the case of arbitrary low Reynolds numbers and arbitrary random packing of the fibers in the media is derived on the basis of a multiple-scattering hydrodynamic theory. The equations obtained are applied to the case of isotropic packing of the fibers and to the anisotropic case when all the fibers are orthogonal to the direction of fluid flow. Equations are derived and analyzed for the velocity correlation function in a random fibrous medium. The longitudinal and transverse diffusion coefficients of a passive impurity embedded in the fluid are calculated. © 1998 American Institute of Physics. [S1063-7761(98)01506-6]


## 1. INTRODUCTION

An extensive theoretical literature has been devoted to various aspects of the hydrodynamics of granular media and suspensions. We call attention to recent papers and surveys, which offer detailed bibliographies on the subject. ${ }^{1-9}$ In particular, the hydrodynamic resistance of a porous medium formed by rigid spheres has been calculated by the ensemble-average approach. ${ }^{10,11}$ Howells ${ }^{10}$ also determined the resistance of a porous medium consisting of randomly distributed parallel cylindrical fibers. However, very few theoretical and computational papers have been published on three-dimensional media formed by long fibers or, in particular, fibrous filters, despite the importance of this problem. ${ }^{12,13}$ Apart from a phenomenological study ${ }^{14}$ based on the Brinkman equation, ${ }^{15}$ only a few recent papers have reported investigations of three-dimensional fluid flows through porous media on the basis of the Navier-Stokes equations. The resistance of various three-dimensional periodic arrays of infinitely long fibers as a function of the density of the medium was first investigated in Ref. 16, which included a calculation of the resistances of square and hexagonal arrays, as well as a review of theoretical papers on the determination of the resistance of two-dimensional periodic and random fibrous media. The use of the variational principle to calculate the hydrodynamic resistance of three-dimensional periodic arrays of fibers was discussed in Ref. 17. The influence of the relative position and orientation of fibers in a threedimensional array on the hydrodynamic resistance has been investigated analytically. ${ }^{18}$

In this paper we investigate the averaged characteristics of the hydrodynamic flow of an incompressible fluid through a porous medium formed by randomly distributed, randomly oriented, infinitely long cylindrical fibers of various diameters. Proceeding from the Navier-Stokes equations, we derive self-consistent field equations, which lead to the Brinkman equation in the long-wavelength approximation. We investigate the viscosity renormalization properties, calculate the velocity correlation function, and determine the diffusion coefficients of a passive impurity in the fluid.

## 2. DESCRIPTION OF THE MODEL OF A FIBROUS POROUS MEDIUM

Our model of a porous medium is a three-dimensional space filled with randomly distributed, arbitrarily oriented, infinitely long, polydisperse cylindrical fibers. For a mathematical description of such a fibrous medium it is convenient to choose an arbitrary plane containing the average velocity vector, wherein the position of each fiber of radius $a_{\alpha}$ is specified by a vector $\boldsymbol{\rho}_{\alpha}$, which characterizes the point of intersection of the fiber with the plane, and by the unit tangent vector $\mathbf{n}_{\alpha}$, as shown in Fig. 1 for a single fiber. Below the $x$ axis is directed along the average fluid flow velocity, and the $z$ axis along a normal to the plane selected. The statistical ensemble of the model porous media described here, i.e., the ensemble over which averaging is performed, is defined by the combined $N$-particle distribution functions

$$
f_{N}=f_{N}\left(\boldsymbol{\rho}_{1}, \mathbf{n}_{1}, a_{1} ; \boldsymbol{\rho}_{2}, \mathbf{n}_{2}, a_{2} ; \ldots ; \boldsymbol{\rho}_{N}, \mathbf{n}_{N}, a_{N}\right)
$$

In addition to the distribution functions, it is also necessary to specify in the space of straight lines a measure over which to perform averaging. If the unit vector is specified by the spherical angles $\theta$ and $\phi$, the unique (to within a constant factor) measure which is invariant under a group of motions of the three-dimensional space $E_{3}$ is written in the form ${ }^{19}$

$$
\begin{equation*}
d \chi=\sin \theta \cos \theta d \theta d \phi d x d y \tag{1}
\end{equation*}
$$

All averaging will henceforth be performed over this invariant measure. Often it is useful to express distribution functions in terms of correlation functions. ${ }^{20}$ In particular, for $N=1,2,3$ we can write

$$
\begin{aligned}
& f_{1}\left(t_{1}\right)=g_{1}\left(t_{1}\right), \quad f_{2}\left(t_{1}, t_{2}\right)=g_{1}\left(t_{1}\right) g_{1}\left(t_{2}\right)+g_{2}\left(t_{1}, t_{2}\right), \\
& f_{3}\left(t_{1}, t_{2}, t_{3}\right)= g_{1}\left(t_{1}\right) g_{1}\left(t_{2}\right) g_{1}\left(t_{3}\right)+g_{1}\left(t_{1}\right) g_{2}\left(t_{2}, t_{3}\right) \\
&+g_{1}\left(t_{2}\right) g_{2}\left(t_{1}, t_{3}\right)+g_{1}\left(t_{3}\right) g_{2}\left(t_{1}, t_{2}\right) \\
&+g_{3}\left(t_{1}, t_{2}, t_{3}\right),
\end{aligned}
$$

where $t$ represents all the variables characterizing each fiber.


FIG. 1. Model of a porous fibrous medium.

## 3. THE SINGLE-FIBER SCATTERING OPERATOR

To determine the hydrodynamic resistance of the porous medium investigated, we use the Navier-Stokes equations for an incompressible fluid in the Oseen approximation ${ }^{21}$ :

$$
\begin{equation*}
\rho\left(\mathbf{U}_{0} \cdot \nabla\right) \mathbf{V}=\mu \nabla^{2} \mathbf{V}-\nabla p, \quad \operatorname{div} \mathbf{V}=0 \tag{2}
\end{equation*}
$$

which is valid at the low Reynolds numbers $\operatorname{Re}=U_{0} a / \nu$ $\ll 1$, where $\rho$ is the density of the fluid, $U_{0}$ is the average velocity, $a$ is the radius of the fiber, and $\mu$ and $\nu$ are the dynamic and kinematic viscosities, respectively. These equations must be solved with satisfaction of the boundary conditions. In particular, if slip can be disregarded, the velocity at each fiber must be equal to zero. Before solving Eqs. (2) for a random configuration of fibers, we proceed by analogy with Refs. 22-25 and define the scattering operator for a solitary fiber embedded in an arbitrary external flow, which is regular at this site.

Any fluid flow can be represented by the Fourier expansion

$$
\begin{equation*}
\mathbf{V}(\mathbf{r})=\int \mathbf{V}(\mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{r}} \frac{d^{3} k}{(2 \pi)^{3}} \tag{3}
\end{equation*}
$$

When a fiber is embedded in an assigned flow, forces appear on its surface and act on the fluid in such a way as to alter the flow field and satisfy the boundary conditions. The induced forces depend linearly on the freestream velocity. A linear relation for an arbitrary $\alpha$ th fiber can be written for the Fourier transforms of the resulting forces and the freestream flow field:

$$
\begin{equation*}
F_{i}^{\alpha}\left(k^{\prime}\right)=\mu \int T_{i j}^{\alpha}\left(k^{\prime}, k\right) V_{j}(k) \frac{d^{3} k}{(2 \pi)^{3}} . \tag{4}
\end{equation*}
$$

In papers on hydrodynamics the matrix $T_{i j}^{\alpha}\left(k^{\prime}, k\right)$ is usually called the friction coefficient matrix, ${ }^{22}$ but in this paper we prefer, by analogy with wave problems, to call it the scattering operator for the $\alpha$ th fiber.

To calculate the scattering operator $\hat{T}$, we initially choose a coordinate system such that the $z$ axis coincides with the axis of the fiber. We represent the freestream velocity on the surface of a fiber of radius $a$ by the expansion

$$
\begin{equation*}
\mathbf{V}(z, \phi)=\sum_{m} \int \mathbf{V}_{m}\left(k_{3}\right) \exp \left(i k_{3} z+i m \phi\right) \frac{d k_{3}}{2 \pi} \tag{5}
\end{equation*}
$$

The Fourier surface harmonics $\mathbf{V}_{m}\left(k_{3}\right)$ are expressed in terms of the coefficients of the three-dimensional Fourier integral for the velocity:

$$
\begin{equation*}
\mathbf{V}_{m}\left(k_{3}^{\prime}\right)=\int \mathbf{V}(\mathbf{k}) i^{m} J_{m}\left(k_{\perp} a\right) e^{-i m \psi} 2 \pi \delta\left(k_{3}^{\prime}-k_{3}\right) \frac{d^{3} k}{(2 \pi)^{3}} \tag{6}
\end{equation*}
$$

where $J_{m}$ is the Bessel function of order $m$, and $\left(k_{\perp}, \psi, k_{3}\right)$ denotes the cylindrical components of the vector $\mathbf{k}$. Assigning the distribution of the surface forces in the form

$$
\begin{equation*}
\mathbf{F}(\mathbf{r})=\sum_{n} \int \mathbf{F}_{n}\left(k_{3}\right) \exp \left(i k_{3} z+i n \phi\right) \delta(r-a) \frac{d k_{3}}{2 \pi a} \tag{7}
\end{equation*}
$$

we can calculate the three-dimensional Fourier spectrum of forces exerted by the fiber on the fluid:

$$
\begin{equation*}
\mathbf{F}(\mathbf{k})=\sum_{n}(-i)^{n} 2 \pi J_{n}\left(k_{\perp} a\right) e^{i n \phi} \mathbf{F}_{n}\left(k_{3}\right) \tag{8}
\end{equation*}
$$

Knowing the spectrum of surface forces, we can find the flow field $\mathbf{V}_{s}$ induced by these forces:

$$
\begin{equation*}
\mathbf{V}_{s}(\mathbf{r})=\int \hat{G}_{0}(\mathbf{k}) \mathbf{F}(\mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{r}} \frac{d^{3} k}{(2 \pi)^{3}} \tag{9}
\end{equation*}
$$

where $\hat{G}_{0}(\mathbf{k})$ denotes the bare Green's function for the free fluid:

$$
\begin{equation*}
\hat{G}_{0}(\mathbf{k})=\frac{\hat{\Pi}(\mathbf{k})}{k^{2}+\mathbf{k} \cdot \mathbf{U}_{0} / \nu} \tag{10}
\end{equation*}
$$

Here $\hat{\Pi}(\mathbf{k})$ is the projection operator, which can be written in the component form

$$
\begin{equation*}
\Pi_{i j}=\delta_{i j}-\frac{k_{i} k_{j}}{k^{2}} \tag{11}
\end{equation*}
$$

We assume here that the total velocity field is continued continuously inside the fiber, where it vanishes. ${ }^{22,23}$ Expanding the velocity field $\mathbf{V}_{s}(\mathbf{r})$ on the fiber surface into a Fourier series, we obtain

$$
\begin{equation*}
V_{s m}\left(k_{3}\right)=i^{m-n} K_{i j m n}\left(k_{3}\right) F_{j n}\left(k_{3}\right), \tag{12}
\end{equation*}
$$

where the matrix $K_{i j m n}\left(k_{3}\right)$ is given by the equality

$$
\begin{align*}
K_{i j m n}\left(k_{3}\right)= & \int G_{i j}\left(k_{\perp}, k_{3}\right) J_{m}\left(k_{\perp} a\right) J_{n}\left(k_{\perp} a\right) \\
& \times \exp [i(n-m) \psi] \frac{k_{\perp} d k_{\perp} d \psi}{(2 \pi)^{2}} \tag{13}
\end{align*}
$$

Setting the total fluid velocity $\mathbf{V}+\mathbf{V}_{s}$ on the fiber surface equal to zero, we obtain a system of equations for all the surface-force harmonics:

$$
\begin{equation*}
i^{m-n} K_{i j m n}\left(k_{3}\right) F_{j n}=-V_{i m} \tag{14}
\end{equation*}
$$

If we introduce the reciprocal matrix

$$
\begin{equation*}
K_{i j m n}^{-1} K_{j k n t}=\delta_{i k} \delta_{m t}, \tag{15}
\end{equation*}
$$



FIG. 2. Multiple-scattering series for the Green's function $\hat{G}$.
we can express the force harmonics in terms of the freestream velocity and derive an expression for the singlefiber scattering operator:

$$
\begin{align*}
T_{i j}\left(\mathbf{k}^{\prime}, \mathbf{k}\right)= & -2 \pi \delta\left(k_{3}^{\prime}-k_{3}\right) T_{i j}\left(k_{3}, k_{\perp}^{\prime}, k_{\perp}\right) \\
= & -2 \pi \delta\left(k_{3}^{\prime}-k_{3}\right) \sum_{n, m} K_{i j n m}^{-1} J_{n}\left(k_{\perp}^{\prime} a\right) J_{m}\left(k_{\perp} a\right) \\
& \times \exp \left(i n \psi^{\prime}-i m \psi\right) . \tag{16}
\end{align*}
$$

In the general case where the $\alpha$ th fiber intersects the plane selected at the point specified by the vector $\boldsymbol{\rho}_{\alpha}$ and is directed along the vector $\mathbf{n}_{\alpha}$, it is readily shown that the scattering operator has the form

$$
\begin{align*}
\hat{T}^{\alpha}\left(\mathbf{k}^{\prime}, \mathbf{k}\right)= & -2 \pi \delta\left[\mathbf{n}_{\alpha} \cdot\left(\mathbf{k}^{\prime}-\mathbf{k}\right)\right] \exp \left[i\left(\mathbf{k}^{\prime}-\mathbf{k}\right) \boldsymbol{\rho}_{\alpha}\right] \\
& \times \sum_{n, m} \hat{K}_{n m}^{-1} J_{n}\left(k_{\perp}^{\prime \alpha} a_{\alpha}\right) J_{m}\left(k_{\perp}^{\alpha} a_{\alpha}\right) \\
& \times \exp \left(i n \psi^{\prime}-i m \psi\right), \tag{17}
\end{align*}
$$

where $k_{\perp}^{\alpha}$ is the transverse part of $\mathbf{k}$ with respect to the $\alpha$ th fiber:

$$
k_{\perp}^{\alpha}=\left|\mathbf{k}-\mathbf{n}_{\alpha}\left(\mathbf{n}_{\alpha} \cdot \mathbf{k}\right)\right|
$$

When the condition $k_{\perp}^{2} a^{2} \ll 1$ holds for small transverse harmonics, only the term with $n=m=0$ can be retained in the sum in Eqs. (16) and (17), and the Bessel function $J_{0}$ can be replaced by unity. In this case the expression (16) for the scattering operator assumes the simple form $\hat{T}=-(2 \pi) \delta\left(k_{3}^{\prime}-k_{3}\right) \hat{K}_{00}^{-1}$. Neglecting terms $\sim k_{\perp}^{2} a^{2}$ in the integral used to calculate $\hat{K}_{00}$, we can also assume to the same accuracy that one of the Bessel functions is equal to unity. In this case the expression for $\hat{K}_{00}$ can be reduced to the form

$$
\begin{align*}
\hat{K}_{00} & =\int J_{0}\left(k_{\perp} a\right) \hat{G}\left(k_{\perp}, k_{3}\right) \frac{d^{2} k}{(2 \pi)^{2}} \\
& =\left\langle\int e^{i \mathbf{k}_{\perp} \cdot \mathbf{r}} \hat{G}(\mathbf{k}) \frac{d^{2} k}{(2 \pi)^{2}}\right\rangle_{a}, \tag{18}
\end{align*}
$$

where the angle brackets signify averaging over the surface of the fiber for $r=a$. We therefore see that under the condition $k_{\perp}^{2} a^{2} \ll 1$ the general equation for the scattering operator reduces to a result that can be obtained by the Burgers method. ${ }^{18,26,27}$

## 4. MULTIPLE-SCATTERING HYDRODYNAMIC THEORY

Knowing the hydrodynamic scattering operator, we can use power series in the scattering multiplicity, as is custom-
ary in problems concerning the multiple scattering of waves in randomly inhomogeneous media, ${ }^{28}$ to calculate the averaged characteristics of fluid flow in a porous medium. Reference 29 is probably the first paper in which attention is called to the analogy between the hydrodynamics of granular media and the theory of the multiple scattering of waves. This analogy has since been used repeatedly in calculations of the viscosity of polymer solutions ${ }^{30}$ and various hydrodynamic properties of suspensions consisting of rigid spherical particles ${ }^{22-25}$ and rods. ${ }^{31}$ For our investigation of the hydrodynamics in fibrous porous media, we use the diagram technique developed for multiple-scattering theory, which was described in detail in Frisch's review. ${ }^{32}$ In particular, the Green's function of the Navier-Stokes equations for porous media, which specifies the flow velocity of a fluid in a medium when a delta-shaped force is applied to it, can be written as the sum of sequences of scattering processes on various fibers. A diagram can be associated with each sequence of scattering processes. We note that a diagram representation of a sequence of interaction processes was used to calculate the friction force by 'operator transfer', in Ref. 33. The diagrams for the Green's function prior to averaging over the fiber positions and orientations are shown in Fig. 2. The total Green's function is represented by a heavy line, the bare Green's function by a thin horizontal line, and the operator for scattering by the $\alpha$ th fiber is represented by a circle containing $\alpha$. The overhead line shown in the last diagram connects identically numbered fibers. All possible sequences of scattering processes contribute to the Green's function. After averaging with distribution functions expressed in terms of the correlation functions, we obtain the Dyson equation shown in Fig. 3 for the Greens' function. In the diagrams for the self-energy operator $\Sigma$ the correlation function is denoted by a dashed line. After averaging, each independent fiber introduces into the diagram a multiplier $n$, which denotes the density of the points of intersection of the fiber axes with an arbitrarily selected plane. The series constructed usually lead to divergent expressions, because the bare Green's functions are used. ${ }^{6,32}$ The divergence is usually removed in hydrodynamic problems by segregating the class


FIG. 3. Dyson equation for the Green's function $\hat{G}$ and series representation of the self-energy $\hat{\mathbf{\Sigma}}$.

of diagrams for the self-energy operator $\Sigma$ and summing them. ${ }^{31,34}$ We introduce the self-consistent operator $\widetilde{\Sigma}$, to which contributions are made from all graphs without correlation functions and diagrams without any mutually intersecting overhead lines, which indicate identical fibers, as shown in Fig. 4. Diagrams of the type indicated in Fig. 5 do not appear in the definition of $\widetilde{\Sigma}$. If we introduce a selfconsistent Green's function satisfying the equation

$$
\begin{equation*}
\widetilde{G}=G_{0}+G_{0} \widetilde{\Sigma} \widetilde{G} \tag{19}
\end{equation*}
$$

and the self-consistent operator for scattering on an individual fiber $\widetilde{T}^{\alpha}$ defined by the equation

$$
\begin{equation*}
\widetilde{T}^{\alpha}=T^{\alpha}+T^{\alpha} G_{0} \widetilde{\Sigma} \widetilde{G} \widetilde{T}^{\alpha}, \tag{20}
\end{equation*}
$$

we obtain a simple expression for the self-energy operator $\widetilde{\Sigma}$ in terms of the self-consistent scattering operator:

$$
\begin{equation*}
\tilde{\Sigma}=\sum_{\alpha}\left\langle\widetilde{T}^{\alpha}\right\rangle \tag{21}
\end{equation*}
$$

where the angle brackets denote averaging over the position and orientation of each fiber. The system of self-consistent equations (19)-(21) specifying the scattering operator and the Green's function is shown in graphical form in Fig. 6. All diagrams for the total self-energy operator $\Sigma$ can be expressed in terms of the self-consistent quantities introduced above, as is shown in Fig. 7.

The Bethe-Salpeter equation for the averaged twoparticle Green's function $\hat{K}$, which characterizes the velocity correlation equation ${ }^{32}$ can be derived analogously. The Bethe-Salpeter equation and the series for its kernel are shown in graphical form in Fig. 8. The vertical lines in the diagrams for the kernel of the Bethe-Salpeter equation connect identically numbered fibers.

## 5. SELF-CONSISTENT THEORY OF FLUID FLOW IN FIBROUS MEDIA

We first investigate the system of self-consistent equations for a homogeneous and isotropic porous medium. The distribution function with respect to the directions of the fibers $f(\mathbf{n})$ is a constant equal to $1 / \pi$ in this case. We confine the present study to the thin-fiber approximation, $k a \ll 1$. The bare and self-consistent scattering operators then depend


FIG. 5. Example of a diagram that does not contribute to the operator $\widetilde{\Sigma}$.
only on the longitudinal component of $\mathbf{k}$ and can be written in the coordinate system associated with a fiber in the form

$$
\begin{align*}
& T_{i j}=2 \pi \delta\left(k_{3}^{\prime}-k_{3}\right) T_{i j}\left(k_{3}\right),  \tag{22}\\
& \widetilde{T}_{i j}=2 \pi \delta\left(k_{3}^{\prime}-k_{3}\right) \widetilde{T}_{i j}\left(k_{3}\right) . \tag{23}
\end{align*}
$$

We note that upon averaging over the fiber positions in the plane selected, the scattering operator becomes proportional to $\delta\left(\mathbf{k}_{\perp}^{\prime}-\mathbf{k}_{\perp}\right)$. It is evident from Eq. (17) that the definition of the scattering operator itself contains the delta function $\delta\left[\mathbf{n} \cdot\left(\mathbf{k}^{\prime}-\mathbf{k}\right)\right]$ of vector components which are longitudinal relative to the fiber. The product of these delta functions can be written in the form

$$
\delta\left(\mathbf{k}_{\perp}^{\prime}-\mathbf{k}_{\perp}\right) \delta\left[\mathbf{n} \cdot\left(\mathbf{k}^{\prime}-\mathbf{k}\right)\right]=\delta\left(\mathbf{k}^{\prime}-\mathbf{k}\right) \frac{1}{\cos \theta}
$$

where $\theta$ is the spherical angle of the unit vector $\mathbf{n}$ in the coordinate system which we have chosen. Averaging over the measure (1) now reduces to ordinary spherical integration. Bearing this remark in mind, we can write the selfconsistent field equations for the scattering operator and the Green's function in Fig. 6 in this approximation as follows:

$$
\begin{align*}
\widetilde{T}_{i j}\left(k_{3}\right)= & T_{i j}\left(k_{3}\right)+T_{i l}\left(k_{3}\right) \int\left(\widetilde{G}_{l m}-G_{0 l m}\right) \\
& \times \frac{d^{2} k}{(2 \pi)^{2}} \widetilde{T}_{m j}\left(k_{3}\right),  \tag{24}\\
\widetilde{G}_{i j}^{-1}(\mathbf{k})= & G_{0 i j}^{-1}(\mathbf{k})-\widetilde{\Sigma}_{i j}(\mathbf{k}),  \tag{25}\\
\widetilde{\Sigma}_{i j}(\mathbf{k})= & n\left\langle\widetilde{T}_{i j}(\mathbf{k} \cdot \mathbf{n})\right\rangle \tag{26}
\end{align*}
$$

In the last equation the averaging is carried out over all fiber orientations with the distribution function $f(\mathbf{n})$. For the inverse of the scattering operator we obtain the following equation from (24):


FIG. 6. System of self-consistent equations for the Green's function and the renormalized scattering operator.


$$
\widetilde{T}_{i j}^{-1}\left(k_{3}\right)=T_{i j}^{-1}\left(k_{3}\right)-\int\left(\widetilde{G}_{i j}-G_{0 i j}\right) \frac{d^{2} k}{(2 \pi)^{2}} .
$$

It is evident from this equation that the renormalized scattering operator is expressed in terms of the selfconsistent Green's function in the same way as the bare operator is expressed in terms of the bare Green's function (18):

$$
\begin{equation*}
\widetilde{T}_{i j}^{-1}\left(k_{3}\right)=-\left\langle\int \exp \left(i \mathbf{k}_{\perp} \cdot \mathbf{r}\right) \widetilde{G}_{i j} \frac{d^{2} k}{(2 \pi)^{2}}\right\rangle_{a} . \tag{27}
\end{equation*}
$$

Numerical methods must be used for the exact solution of these integral equations. We therefore consider several approximations that can be used to obtain simple analytical results. We first calculate the scattering operator, specifying the self-energy in the form

$$
\begin{equation*}
\tilde{\Sigma}_{i j}(\mathbf{k})=-\Pi_{i j}(\mathbf{k}) \kappa^{2}\left(k^{2}\right) \tag{28}
\end{equation*}
$$

If we restrict the discussion to the long-wavelength approximation and regard the function $\kappa$ as a constant, this form of the self-energy operator corresponds to the situation of averaged fluid flows satisfying the Brinkman equations ${ }^{15}$ with a tensor of Darcy friction coefficients proportional to the unit tensor. The Green's function then has the form

$$
\begin{equation*}
\widetilde{G}_{i j}=\Pi_{i j}(\mathbf{k}) \frac{1}{k^{2}+2 i \mathbf{k} \cdot \mathbf{k}_{*}+\kappa^{2}}, \tag{29}
\end{equation*}
$$

where we have introduced the notation $\mathbf{k}_{*}=\mathbf{U}_{0} / 2 \nu$. Substituting this expression for the Green's function into Eq. (27), we obtain an integral representation for the scattering operator. The scattering operator is calculated in the Appendix.

We confine the analysis of an isotropic medium to a high packing density, so that the inertial effects can be disregarded. As is shown in the Appendix, the scattering operator in an arbitrary coordinate system has the form (58) in this case:

$$
\widetilde{T}_{i j}=T_{0}\left[\delta_{i j}-\frac{1}{2} n_{i} n_{j}\right],
$$

where

FIG. 7. Diagram representation of the self-energy operator in terms of the self-consistent Green's function and the renormalized scattering operator.

$$
\begin{aligned}
T_{0}= & 4 \pi\left[\ln \frac{\gamma a\left((\mathbf{k} \cdot \mathbf{n})^{2}+\kappa^{2}\right)^{1 / 2}}{2}\right. \\
& \left.-\frac{1}{2} \frac{(\mathbf{k} \cdot \mathbf{n})^{2}}{\kappa^{2}} \ln \frac{(\mathbf{k} \cdot \mathbf{n})^{2}+\kappa^{2}}{(\mathbf{k} \cdot \mathbf{n})^{2}}\right]^{-1} .
\end{aligned}
$$

On large scales, where the condition $k^{2} / \kappa^{2} \ll 1$ holds, we can write

$$
\begin{aligned}
T_{0}= & \frac{4 \pi}{\ln (\gamma a \kappa / 2)}\left[1-\frac{1}{2} \frac{(\mathbf{k} \cdot \mathbf{n})^{2}}{\kappa^{2} \ln (\gamma a \kappa / 2)} \ln \frac{(\mathbf{k} \cdot \mathbf{n})^{2}}{\kappa^{2}}\right. \\
& \left.-\frac{1}{2} \frac{(\mathbf{k} \cdot \mathbf{n})^{2}}{\kappa^{2} \ln (\gamma a \kappa / 2)}\right]
\end{aligned}
$$

Now, averaging the tensor $\widetilde{T}_{i j}$ over all directions of the vector $\mathbf{n}$ and separating the transverse part, we obtain the selfenergy equation

$$
\begin{align*}
\tilde{\Sigma}_{i j}= & \Pi_{i j} \frac{16 \pi n}{\ln (\gamma a \kappa / 2)}\left\{\frac{5}{6}-\frac{17}{300} \frac{k^{2}}{\kappa^{2} \ln (\gamma a \kappa / 2)}\right. \\
& \left.-\frac{3}{20} \frac{k^{2} \ln \left(k^{2} / \kappa^{2}\right)}{\kappa^{2} \ln (\gamma a \kappa / 2)}\right\} . \tag{30}
\end{align*}
$$

Comparing this equation with Eq. (28), we obtain the selfconsistency condition

$$
\begin{equation*}
\kappa^{2}=-\frac{5}{6} n \frac{16 \pi}{\ln (\gamma a \kappa / 2)} \tag{31}
\end{equation*}
$$

If the material is polydisperse, the right-hand side of the latter equation must still be averaged over the fiber diameters. The wavenumber-dependent part of the self-energy can be interpreted as the decrease in the friction coefficient in the Brinkman equation as the characteristic flow dimensions decrease. The expression (31) for the self-energy is valid for infinitely long fibers or, as shown in the Appendix, for $k l$ $\gg 1$, if the finite fiber length $2 l$ is taken into account. In the large-scale domain, $k l \ll 1$, the expression derived in the Appendix for the zero-angle scattering operator of a finite cylinder can be used to obtain an equation for the self-energy in this case:


FIG. 8. a) Bethe-Salpeter equation for the two-particle Green's function; b) series representation of the kernel of the BetheSalpeter equation.

$$
\begin{equation*}
\tilde{\Sigma}_{i j}=\Pi_{i j} \frac{4 \alpha}{a^{2} \ln (\gamma a \kappa / 2)}\left\{\frac{5}{6}+\frac{3}{10} \frac{k^{2} \ln (2 \kappa l / \pi)}{\kappa^{2} \ln (\gamma \kappa a / 2)}\right\}, \tag{32}
\end{equation*}
$$

where $\alpha$ denotes the volume fraction of the fibers in the medium. The quadratic term in this equation is often interpreted as renormalization of the viscosity. If this interpretation is applied to the porous media under investigation, as opposed to suspensions, ${ }^{21,25,31}$ the viscosity decreases as the packing density increases. ${ }^{35}$

We now consider an anisotropic porous medium consisting of fibers oriented perpendicularly to a specific preferred direction. We assume that the fluid flows in this direction on the average. Such a medium is often treated as a model of fibrous filters. ${ }^{14}$ The angular distribution function for this model is

$$
\begin{equation*}
f(\mathbf{n})=\frac{\pi}{2 \sin \theta}\left[\delta\left(\phi-\frac{\pi}{2}\right)+\delta\left(\phi+\frac{\pi}{2}\right)\right] \tag{33}
\end{equation*}
$$

where the angle $\phi$ is measured from the preferred direction. For a uniaxial anisotropic medium we seek the self-energy in the form

$$
\begin{equation*}
\tilde{\Sigma}_{i j}(\mathbf{k})=-\Pi_{i j}(\mathbf{k}) \kappa_{\perp}^{2}-\Pi_{i 1} \Pi_{1 j}\left(\kappa_{\|}^{2}-\kappa_{\perp}^{2}\right) \tag{34}
\end{equation*}
$$

Here we have taken into account that the porous medium in our model has a preferred direction coinciding with the $x$ axis and that the tensor $\widetilde{\Sigma}_{i j}$ must be transverse relative to the vector $\mathbf{k}$ :

$$
k_{i} \tilde{\Sigma}_{i j}=\tilde{\Sigma}_{i j} k_{j}=0
$$

The Green's function now has the form

$$
\begin{align*}
\widetilde{G}_{i j}= & {\left[\Pi_{i j}(\mathbf{k})-\frac{\Pi_{i 1} \Pi_{1 j}\left(\kappa_{\|}^{2}-\kappa_{\perp}^{2}\right)}{k^{2}+2 i \mathbf{k} \cdot \mathbf{k}_{*}+\left(\kappa_{\|}^{2}-\kappa_{\perp}^{2}\right) \Pi_{11}}\right] } \\
& \times \frac{1}{k^{2}+2 i \mathbf{k} \cdot \mathbf{k}_{*}+\kappa_{\perp}^{2}} . \tag{35}
\end{align*}
$$

The Green's function contains the isotropic term (29) with $\kappa$ replaced by $\kappa_{\perp}$ and an anisotropic term proportional to the difference $\left(\kappa_{\|}^{2}-\kappa_{\perp}^{2}\right)$. Substituting this expression for the Green's function into (27), we obtain an equation for the renormalized scattering operator in an anisotropic medium. The scattering operator for an isotropic medium has already been calculated. We analyze the contribution of the anisotropic part of the Green's function to the scattering operator for $k_{3}=0$ and the low fluid flow velocities $k_{*} \ll \kappa_{\perp}$. Evaluating the simple integrals, we obtain a diagonal scattering operator with the following matrix elements in the coordinate system associated with a fiber:

$$
\begin{aligned}
& \widetilde{T}_{11}=4 \pi\left[\ln \frac{\gamma a}{4}\left(\kappa_{\perp}+\kappa_{\|}\right)+\frac{\kappa_{\|}}{\kappa_{\perp}+\kappa_{\|}}-\frac{1}{2}\right]^{-1} \\
& \widetilde{T}_{22}=4 \pi\left[\ln \frac{\gamma a}{4}\left(\kappa_{\perp}+\kappa_{\|}\right)-\frac{\kappa_{\|}}{\kappa_{\perp}+\kappa_{\|}}+\frac{1}{2}\right]^{-1} \\
& \widetilde{T}_{33}=2 \pi\left[\ln \frac{\gamma a}{2} \kappa_{\perp}\right]^{-1} .
\end{aligned}
$$



FIG. 9. Longitudinal ( $\kappa_{\|}^{2}$ ) and transverse ( $\kappa_{\perp}^{2}$ ) friction coefficients and their anisotropy $\epsilon$ versus the packing density $\alpha$.

Averaging over the angles of inclination of the fibers and then isolating the part of the averaged scattering operator which is transverse to $\mathbf{k}$, we obtain an expression for $\widetilde{\Sigma}_{i j}$ :

$$
\widetilde{\Sigma}_{i j}=2 n \Pi_{i j}\left(\widetilde{T}_{22}+\widetilde{T}_{33}\right)+2 n \Pi_{i 1} \Pi_{1 j}\left[2 \widetilde{T}_{11}-\left(\widetilde{T}_{22}+\widetilde{T}_{33}\right)\right] .
$$

Comparing this expression with Eq. (34), we write equations for determining $\kappa_{\perp}$ and $\kappa_{\|}$:

$$
\begin{align*}
\kappa_{\|}^{2}= & -16 \pi n\left[\ln \frac{\gamma a}{4}\left(\kappa_{\perp}+\kappa_{\|}\right)+\frac{\kappa_{\|}}{\kappa_{\perp}+\kappa_{\|}}-\frac{1}{2}\right]^{-1}  \tag{36}\\
\kappa_{\perp}^{2}= & -4 \pi n\left\{\left[\ln \frac{\gamma a}{2} \kappa_{\perp}\right]^{-1}\right. \\
& \left.+2\left[\ln \frac{\gamma a}{4}\left(\kappa_{\perp}+\kappa_{\|}\right)-\frac{\kappa_{\|}}{\kappa_{\perp}+\kappa_{\|}}+\frac{1}{2}\right]^{-1}\right\}
\end{align*}
$$

In the polydisperse case the right-hand sides of these equations must be averaged over the fiber radii.

The solutions of these equations are shown in Fig. 9 as functions of the packing density $\alpha=4 \pi n a^{2}$. Clearly, the anisotropy of the tensor of friction coefficients in the Brinkman equation

$$
\epsilon=\frac{\kappa_{\|}^{2}-\kappa_{\perp}^{2}}{\kappa_{\|}^{2}}
$$

increases slowly with increasing packing density, remaining at the level $\epsilon \sim 0.3$. Figure 10 shows the results of calculations of the resistance force as a function of the packing density for an anisotropic medium with and without allowance for the anisotropy of the Green's function. It is evident that disregarding the anisotropy of the Green's function, as in Ref. 14, leads to a somewhat higher resistance force.

If the anisotropy is ignored, it is easy derive the selfconsistency condition for the model under consideration:

$$
\begin{align*}
\kappa^{2}= & -16 \pi n\left[\ln \frac{\gamma a}{2}\left(\kappa^{2}+k_{*}^{2}\right)^{1 / 2}-\frac{1}{2}\right. \\
& \left.+\frac{\kappa^{2}}{2 k_{*}^{2}} \ln \left(1+\frac{k_{*}^{2}}{\kappa^{2}}\right)\right]^{-1}, \tag{37}
\end{align*}
$$

and the expression for the resistance force per unit fiber length


FIG. 10. Resistance force per unit length of fiber of the model filter versus packing density. 1) Calculated with neglect of the anisotropy of the friction coefficients; 2) calculated with allowance for the anisotropy; the dashed curve is plotted with allowance for the inertial effects at $\mathrm{Re}=0.2$.

$$
\begin{align*}
F= & -4 \pi \mu U_{0}\left[\ln \frac{\gamma a}{2}\left(\kappa^{2}+k_{*}^{2}\right)^{1 / 2}-\frac{1}{2}\right. \\
& \left.+\frac{\kappa^{2}}{2 k_{*}^{2}} \ln \left(1+\frac{k_{*}^{2}}{\kappa^{2}}\right)\right]^{-1}, \tag{38}
\end{align*}
$$

in which the inertial effects are taken into account. At high velocities, $k_{*}^{2} \geqslant \kappa^{2}$, Eq. (38) goes over to the equation for the resistance force of an isolated fiber, ${ }^{36}$ and in the opposite limit the self-consistency condition (37) coincides with the result obtained in Ref. 14. The dotted curve in Fig. 10 represents the resistance force as a function of the packing density for $\operatorname{Re}=0.2$.

## 6. VELOCITY CORRELATION FUNCTION IN A FIBROUS POROUS MEDIUM

To investigate the velocity fluctuations in a random medium, we introduce the velocity correlation function

$$
\begin{equation*}
B_{i j}(\mathbf{r})=\int B_{i j}(\mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{r}} \frac{d^{3} k}{(2 \pi)^{3}}=\left\langle V_{i}(\mathbf{r}) V_{j}(0)\right\rangle \tag{39}
\end{equation*}
$$

where $B_{i j}(\mathbf{k})=\left\langle V_{i}(\mathbf{k}) V_{j}^{*}(\mathbf{k})\right\rangle$ satisfies the Bethe-Salpeter equation. ${ }^{32}$ In the kernel of the Bethe-Salpeter equation for a dilute medium it is sufficient to retain only the term corresponding to the first diagram in Fig. 8. In this approximation we have the following equation for the correlation function:

$$
\begin{align*}
B_{i j}(\mathbf{k})= & U_{0}^{2} \delta_{i 1} \delta_{j 1} \delta(\mathbf{k})+\widetilde{G}_{i s}(\mathbf{k}) \widetilde{G}_{j p}(\mathbf{k}) n \\
& \times \int\left\langle\widetilde{T}_{s m}\left(\mathbf{k}, \mathbf{k}_{1}\right) \widetilde{T}_{p n}\left(\mathbf{k}, \mathbf{k}_{1}\right)\right\rangle B_{m n}\left(\mathbf{k}_{1}\right) \frac{d^{3} k_{1}}{(2 \pi)^{3}} . \tag{40}
\end{align*}
$$

We henceforth assume that the inertial effects and the nonzero value of $\epsilon$ can be disregarded. We are also interested in the solution in the region $k \ll \kappa$, where the scattering operator can be considered to be independent of $k$. We solve this equation by expanding in powers of the density $n$. In the zeroth approximation the solution corresponds to an unperturbed flow. In the linear approximation with respect to the density we obtain the correlation function in the form

$$
\begin{equation*}
B_{i j}=4 n U_{0}^{2} \widetilde{G}_{i 1} \widetilde{G}_{j 1} \int \widetilde{T}_{11}^{2} \delta(\mathbf{n} \cdot \mathbf{k}) f(\mathbf{n}) \frac{d \Omega}{4 \pi} \tag{41}
\end{equation*}
$$

where the integration is carried out over the surface of a sphere. For an isotropic medium

$$
\widetilde{T}_{11}=4 \pi\left[\ln \frac{\gamma a \kappa}{2}\right]^{-1}\left[1-\frac{1}{2} n_{1} n_{1}\right]
$$

Integrating over angles, in this case we arrive at a correlation function of the form

$$
\begin{align*}
B_{i j}= & 4 n U_{0}^{2} \frac{(4 \pi)^{2}}{[\ln (\gamma a \kappa / 2)]^{2}} \Pi_{i 1} \Pi_{j 1}\left(k^{2}+\kappa^{2}\right)^{2} \frac{1}{4 k} \\
& \times\left[\left(1-\frac{k_{\perp}^{2}}{4 k^{2}}\right)^{2}+\frac{k_{\perp}^{4}}{32 k^{4}}\right] \tag{42}
\end{align*}
$$

where $k_{\perp}^{2}=k^{2}-k_{1}^{2}$. For a material in which all fibers are oriented orthogonal to the direction of flow, similar calculations give

$$
\begin{equation*}
B_{i j}=4 n U_{0}^{2} \frac{(4 \pi)^{2}}{[\ln (\gamma a \kappa / 2)]^{2}} \frac{\Pi_{i 1} \Pi_{j 1}}{k_{\perp}\left(k^{2}+\kappa^{2}\right)^{2}} . \tag{43}
\end{equation*}
$$

For this model the velocity correlation function in coordinate space is equal to

$$
\begin{equation*}
B_{i j}(\mathbf{r})=4 n U_{0}^{2} \frac{(4 \pi)^{2}}{[\ln (\gamma a \kappa / 2)]^{2}} \int \frac{\Pi_{i 1} \Pi_{j 1} e^{i \mathbf{k} \cdot \mathbf{r}}}{k_{\perp}\left(k^{2}+\kappa^{2}\right)^{2}} \frac{d^{3} k}{(2 \pi)^{3}} . \tag{44}
\end{equation*}
$$

If we introduce the function

$$
\begin{aligned}
B_{0}(\kappa, \mathbf{r}) & =\int \frac{1}{k_{\perp}\left(k^{2}+\kappa^{2}\right)} e^{i \mathbf{k} \cdot \mathbf{r}} \frac{d^{3} k}{(2 \pi)^{3}} \\
& =\frac{1}{4 \pi} I_{0}\left[\frac{1}{2} \kappa(r-x)\right] K_{0}\left[\frac{1}{2} \kappa(r+x)\right],
\end{aligned}
$$

we can represent $B_{i j}(\mathbf{r})$ in the form

$$
\begin{align*}
B_{i j}(\mathbf{r})= & 4 n U_{0}^{2} \frac{(4 \pi)^{2}}{[\ln (\gamma a \kappa / 2)]^{2}}\left\{\delta_{i 1} \delta_{j 1} B_{1}\right. \\
& \left.+\left(\delta_{i 1} \frac{\partial}{\partial x_{j}}+\delta_{j 1} \frac{\partial}{\partial x_{i}}\right) B_{2}+\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} B_{3}\right\} . \tag{45}
\end{align*}
$$

The $B_{i}$ are expressed in terms of $B_{0}$ as follows:

$$
\begin{aligned}
B_{1}= & -\frac{\partial}{\partial \kappa^{2}} B_{0}, \\
B_{2}= & -\frac{\partial^{2}}{\partial x \partial \kappa^{2}}\left[\frac{1}{\kappa^{2}}\left(B_{0}-\frac{1}{4 \pi} \ln \frac{4}{\gamma(r+x)}\right)\right], \\
B_{3}= & -\frac{\partial^{2}}{\partial x^{2} \partial \kappa^{2}}\left[\frac{1}{\kappa^{4}}\left(B_{0}-\frac{1}{4 \pi} \ln \frac{4}{\gamma(r+x)}\right)\right. \\
& \left.-\frac{r^{2}+x^{2}}{32 \pi \kappa^{2}} \ln \frac{4}{\gamma(r+x)}\right] .
\end{aligned}
$$

In the region $\kappa x \gg 1$ the exponentially small contribution of $B_{0}$ to the $B_{i}$ can be neglected. The remaining logarithmic terms make the correlations decay as $r^{-2}$ at large distances. For small values of the longitudinal coordinate, $\kappa x \leqslant 1$, it is
necessary to add the contribution of the function $B_{0}$, which behaves as $r^{-1}$ at $\kappa r \geqslant 1$. The correlation of the longitudinal velocities in this region decays as $r^{-1}$. The value of the correlation tensor at zero, $B_{i j}(0)$, is readily determined directly from Eq., (44). The tensor is, in fact, diagonal and has the components

$$
B_{11}=6 B_{22}=6 B_{33}=\frac{3}{32} U_{0}^{2}\left(\ln \frac{2}{\gamma a \kappa}\right)^{-1} .
$$

Clearly, the kinetic energy contained in the longitudinal velocity components is three times higher than that in the transverse components.

Knowing the velocity correlation function, we can find the longitudinal and transverse diffusion coefficients of a passive impurity embedded in a fluid. For a particle that is situated at the point $\mathbf{r}=0$ at the time $t=0$ and moves together with the fluid we have

$$
\mathbf{r}(t)=\int_{0}^{t} \mathbf{V}\left(\mathbf{r}\left(t^{\prime}\right)\right) d t^{\prime}
$$

For the mean-square component of the displacement relative to the unperturbed trajectory $x_{i}^{\prime}=\left(x_{i}-U_{0 i} t\right)$ we obtain

$$
\begin{aligned}
\left\langle x_{i}^{\prime 2}\right\rangle= & \int_{0}^{t} \int_{0}^{t} \int\left\langle\widetilde { V } _ { i } ( \mathbf { k } ) \widetilde { V } _ { i } ^ { * } ( \mathbf { k } ^ { \prime } ) \operatorname { e x p } \left[ i k_{1} U_{0} t^{\prime}-k_{1}^{\prime} U_{0} t^{\prime \prime}\right.\right. \\
& \left.\left.+i \mathbf{k} \cdot \mathbf{r}_{1}\left(t^{\prime}\right)-i \mathbf{k}^{\prime} \cdot \mathbf{r}_{1}\left(t^{\prime \prime}\right)\right]\right\rangle \frac{d k d k^{\prime}}{(2 \pi)^{6}} d t^{\prime} d t^{\prime \prime}
\end{aligned}
$$

If we assume that $\mathbf{r}_{1}(t)$ is described by a stochastic Wiener process ${ }^{20}$ with the transition probability density function

$$
\begin{align*}
P\left(\mathbf{r}(t) \mid \mathbf{r}\left(t^{\prime}\right)\right)= & \frac{1}{8 D_{\perp} D_{\|}^{1 / 2}\left[\pi\left(t-t^{\prime}\right)\right]^{3 / 2}} \\
& \times \exp \left\{-\frac{\left[x(t)-x\left(t^{\prime}\right)\right]^{2}}{4 D_{\|}\left(t-t^{\prime}\right)}\right. \\
& \left.-\frac{\left[\mathbf{r}_{\perp}(t)-\mathbf{r}_{\perp}\left(t^{\prime}\right)\right]^{2}}{4 D_{\perp}\left(t-t^{\prime}\right)}\right\} \tag{46}
\end{align*}
$$

and correlates weakly with $\widetilde{V}_{i}(\mathbf{k})$, we obtain the following expression for the displacement squared:

$$
\begin{aligned}
\left\langle x_{i}^{\prime 2}(t)\right\rangle= & \int_{0}^{t} \int_{0}^{t} \int\left\langle\widetilde{V}_{i}(\mathbf{k}) \widetilde{V}_{i}^{*}\left(\mathbf{k}^{\prime}\right)\right\rangle\left\langle\operatorname { e x p } \left[ i k_{1} U_{0}\left(t^{\prime}-t^{\prime \prime}\right)\right.\right. \\
& \left.\left.+i \mathbf{k}_{\perp} \cdot\left(\mathbf{r}_{1 \perp}\left(t^{\prime}\right)-\mathbf{r}_{1 \perp}\left(t^{\prime \prime}\right)\right)\right]\right\rangle \frac{d k}{(2 \pi)^{3}} d t^{\prime} d t^{\prime \prime}
\end{aligned}
$$

Calculating the average of the exponential function with the transition density function (46), we find that at large times ( $U_{0} \kappa t \gtrdot 1$ ) the displacement squared obeys the diffusion law $\left\langle x_{i}^{\prime 2}\right\rangle=2 D_{i} t$ with the following diffusion coefficients in the longitudinal and transverse directions to the flow, respectively:

$$
\begin{align*}
2 D_{\|}= & \iint_{-\infty}^{\infty} B_{11}(\mathbf{k}) \exp \left(i k_{1} U_{0} \tau-k_{1}^{2} D_{\|}|\tau|\right. \\
& \left.-k_{\perp} D_{\perp}|\tau|\right) d \tau \frac{d^{3} k}{(2 \pi)^{3}} \tag{47}
\end{align*}
$$

$$
\begin{align*}
2 D_{\perp}= & \iint_{-\infty}^{\infty} B_{22}(\mathbf{k}) \exp \left(i k_{1} U_{0} \tau-k_{1}^{2} D_{\|}|\tau|\right. \\
& \left.-k_{\perp} D_{\perp}|\tau|\right) d \tau \frac{d^{3} k}{(2 \pi)^{3}} . \tag{48}
\end{align*}
$$

In calculating the longitudinal diffusion coefficient we can ignore the terms in the exponential function (47) that contain

$$
D_{\|}=\frac{\pi}{U_{0}} \int B_{11}(\mathbf{k}) \delta\left(k_{1}\right) \frac{d^{3} k}{(2 \pi)^{3}}=-\frac{\pi}{4} \frac{U_{0}}{\kappa \ln (\gamma a \kappa / 2)} .
$$

In calculating the transverse diffusion coefficient we must retain the term in the exponential function (48) that contains

$$
D_{\perp}=\int B_{22}(\mathbf{k}) \frac{D_{\|}}{U_{0}^{2}+D_{\|}^{2} k_{1}^{2}} \frac{d^{3} k}{(2 \pi)^{3}} .
$$

Integrating and making use of the fact that $D_{\|} \kappa<U_{0}$, we obtain

$$
D_{\perp}=-D_{\|} \frac{1}{8 \ln (\gamma a \kappa / 2)}
$$

The transverse diffusion coefficient in the model under consideration is found to be much smaller than the longitudinal diffusion coefficient. We note that the longitudinal diffusion coefficient for an anisotropic medium differs only by a numerical factor from the analogous coefficient obtained in Ref. 37 for an isotropic fibrous medium.

## 7. CONCLUSION

In this paper the diagram technique developed in multiple-scattering theory to investigate wave fields in random media has been used to study the hydrodynamics of three-dimensional fibrous porous media. As in problems concerning the hydrodynamics of suspensions, a system of selfconsistent equations (24)-(26) has been derived for the Green's function in a porous medium and the renormalized friction coefficient matrix, which is analogous to the scattering operator in wave problems. It has been shown that the series of multiple-scattering theory can be partially summed in such a way that all the diagrams contain only renormalized self-consistent Green's functions and the scattering operator. Self-consistent field theory has been used to investigate the averaged equations of fluid flow in an isotropic medium and in an anisotropic fibrous filter. An expression has been derived for the renormalization of the viscosity in an isotropic fibrous medium as a function of the packing density and the geometric dimensions of the fiber (32). The velocity correlation function (45) has been calculated, and the longitudinal and transverse diffusion coefficients have been determined for a passive impurity moving together with a fluid.
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## APPENDIX

In this Appendix we calculate the scattering operator for a fiber oriented perpendicularly to the direction of the average velocity. To calculate the scattering operator using Eq. (27), we first need to evaluate the two integrals

$$
\begin{align*}
& I_{1}=\int \frac{e^{i \mathbf{k}_{\perp} \cdot \mathbf{r}}}{k^{2}+2 i \mathbf{k} \cdot \mathbf{k}_{*}+\kappa_{\perp}^{2}} \frac{d^{2} k}{(2 \pi)^{2}},  \tag{49}\\
& I_{2}=\int \frac{e^{i \mathbf{k}_{\perp} \cdot \mathbf{r}}}{k^{2}\left(k^{2}+2 i \mathbf{k} \cdot \mathbf{k}_{*}+\kappa_{\perp}^{2}\right)} \frac{d^{2} k}{(2 \pi)^{2}} . \tag{50}
\end{align*}
$$

Invoking the representation

$$
x^{-1}=\int_{0}^{\infty} e^{-\alpha x} d \alpha
$$

for the denominator in $I_{1}$ and then taking the Gauss integral over the Fourier harmonics, we obtain

$$
\begin{align*}
I_{1}= & \frac{1}{4 \pi} e^{\mathbf{r} \cdot \mathbf{k}_{*}} \int_{0}^{\infty} \frac{d \alpha}{\alpha} \exp \left\{-\left(k_{3}^{2}+\kappa_{\perp}^{2}+k_{*}^{2}\right)\right. \\
& \left.\times\left[\alpha+\frac{r^{2}}{4 \alpha\left(k_{3}^{2}+\kappa_{\perp}^{2}+k_{*}^{2}\right)}\right]\right\} \\
= & \frac{1}{2 \pi} e^{\mathbf{r} \cdot \mathbf{k}_{*} K_{0}(r \lambda)} \tag{51}
\end{align*}
$$

where $\lambda^{2}=\left(k_{3}^{2}+\kappa_{\perp}^{2}+k_{*}^{2}\right)$, and we have used the integral representation for the Bessel functions of an imaginary argument ${ }^{38}$

$$
\begin{equation*}
\int_{0}^{\infty} \exp \left[-\frac{x}{2}\left(t+\frac{z^{2}}{t}\right)\right] t^{-\nu-1} d t=2 z^{-\nu} K_{\nu}(x z) \tag{52}
\end{equation*}
$$

Analogously, $I_{2}$ can be reduced to the form

$$
\begin{equation*}
I_{2}=\frac{1}{4 \pi} \int_{0}^{1} d \eta e^{\mathbf{r} \cdot \mathbf{k}_{*} \eta} \frac{r}{\lambda(\eta)} K_{1}[r \lambda(\eta)] \tag{53}
\end{equation*}
$$

where $\lambda^{2}(\eta)=k_{3}^{2}+\kappa_{\perp}^{2} \eta+k_{*}^{2} \eta^{2}$. Invoking the expansions of the Bessel functions for small values of the argument ${ }^{38}$

$$
\begin{equation*}
K_{0}(x) \approx-\ln \frac{\gamma x}{2}, \quad K_{1}(x) \approx \frac{1}{x}+\frac{x}{2} \ln \frac{\gamma x}{2}-\frac{x}{4}, \tag{54}
\end{equation*}
$$

where $\gamma=1.781$ is the Euler constant, for the first integral we obtain

$$
\begin{equation*}
I_{1}=-\frac{1}{2 \pi} \ln \frac{\gamma r \lambda}{2} \tag{55}
\end{equation*}
$$

and $I_{2}$ is reduced to the form

$$
\left.\begin{array}{rl}
I_{2}= & \frac{1}{4 \pi}\left\{\frac{r^{2}}{2}\left(\ln \frac{\gamma r \lambda}{2}-\frac{1}{2}\right)\right. \\
& +\int_{0}^{11+\left(k_{*} x-\kappa^{2} r^{2} / 4\right) \eta-k_{*}^{2} y^{2} \eta^{2} / 2}  \tag{56}\\
k_{3}^{2}+\kappa^{2} \eta+k_{*}^{2} \eta^{2}
\end{array} \eta\right\} .
$$

This integral is readily evaluated, but it is simpler to calculate various limiting cases directly from Eq. (56). The matrix elements sought are expressed in terms of $I_{1}$ and $I_{2}$ and the derivatives of $I_{2}$ with respect to the coordinates with subse-
quent averaging over the surface of a cylinder of radius $r=a$. As a result, we obtain expressions for $\widetilde{T}_{i j}^{-1}$ in the thinfiber approximation. In the case of a dilute medium or high harmonics, where the condition $\kappa^{2} \ll k_{3} k_{*}$ holds, the calculations yield matrix elements for the inverse operator, which coincides with the bare operator in this case:

$$
\begin{align*}
& T_{11}^{-1}=-\frac{1}{4 \pi}\left[-\ln \frac{\gamma a\left(k_{3}^{2}+k_{*}^{2}\right)^{1 / 2}}{2}+\frac{1}{2}\right], \\
& T_{22}^{-1}=T_{11}^{-1}-\frac{1}{4 \pi}\left[-1+\frac{k_{3}}{k_{*}} \arctan \left(\frac{k_{3}}{k_{*}}\right)\right],  \tag{57}\\
& T_{33}^{-1}=2 T_{11}^{-1}+\frac{1}{4 \pi}\left[1+\frac{k_{3}}{k_{*}} \arctan \left(\frac{k_{3}}{k_{*}}\right)\right], \\
& T_{13}^{-1}=T_{31}^{-1}=-\frac{i}{2} \frac{k_{3}}{k_{*}} \ln \frac{\left(k_{3}^{2}+k_{*}^{2}\right)}{k_{3}^{2}}
\end{align*}
$$

In the opposite case, $\kappa^{2} \gg k_{3} k_{*}$, we encounter two different possibilities. We first disregard the inertial effects altogether, assuming that $k_{*}=0$. For the matrix elements of the inverse scattering operator, which is diagonal in this case, we obtain

$$
\begin{align*}
\widetilde{T}_{11}^{-1}= & \widetilde{T}_{22}^{-1}=\frac{1}{2} \widetilde{T}_{33}^{-1}=-\frac{1}{4 \pi}\left[-\ln \frac{\gamma a\left(k_{3}^{2}+\kappa^{2}\right)^{1 / 2}}{2}\right. \\
& \left.+\frac{1}{2} \frac{k_{3}^{2}}{\kappa^{2}} \ln \frac{\left(k_{3}^{2}+\kappa^{2}\right)}{k_{3}^{2}}\right] \tag{58}
\end{align*}
$$

In the case of $k_{3}=0$ with allowance for the inertial terms, we can confirm that the operator is once again diagonal:

$$
\begin{align*}
& \widetilde{T}_{33}^{-1}=\frac{1}{2 \pi} \ln \frac{\gamma a\left(k_{*}^{2}+\kappa^{2}\right)^{1 / 2}}{2}, \\
& \widetilde{T}_{11}^{-1}=\frac{1}{2} \widetilde{T}_{33}^{-1}-\frac{1}{4 \pi}\left[\frac{1}{2}-\frac{1}{2} \frac{\kappa^{2}}{k_{*}^{2}} \ln \frac{\left(k_{*}^{2}+\kappa^{2}\right)}{\kappa^{2}}\right], \\
& \widetilde{T}_{22}^{-1}=\frac{1}{2} \widetilde{T}_{33}^{-1}-\frac{1}{4 \pi}\left[-\frac{1}{2}+\frac{1}{2} \frac{\kappa^{2}}{k_{*}^{2}} \ln \frac{\left(k_{*}^{2}+\kappa^{2}\right)}{\kappa^{2}}\right] . \tag{59}
\end{align*}
$$

Inverting the matrices obtained, we find the scattering operator under the stated conditions.

The expressions obtained are valid for infinitely long fibers. To assess the influence of the finite length of the fibers, we consider a cylinder of length $2 l$ aligned with the $z$ axis. We assume that its lower base lies in the $z=0$ plane. Since the fiber now exerts a nonzero force on the fluid only at $0<z<2 l$, the force can be expanded into a Fourier series in this interval:

$$
\mathbf{F}(z)=\sum_{n} \mathbf{F}_{n} \sin k_{n} z
$$

where $k_{n}=\pi n / 2 l$. An analogous expansion can be written for the velocity of the external fluid flow on this segment of the $z$ axis:

$$
\mathbf{V}(z)=\sum_{n} \mathbf{V}_{n} \sin k_{n} z
$$

The coefficients of the Fourier series $\mathbf{F}_{n}$ and $\mathbf{V}_{n}$ are related to the coefficients of the integral Fourier transform:

$$
\begin{aligned}
& \mathbf{F}_{n}\left(k_{3}\right)=\sum_{n} f^{*}\left(k_{n}, k_{3}\right) \mathbf{F}_{n}, \\
& \mathbf{V}_{n}=\frac{1}{l} \int f\left(k_{n}, k_{3}\right) \mathbf{V}(\mathbf{k}) \frac{d^{3} k}{(2 \pi)^{3}},
\end{aligned}
$$

where we have introduced the function

$$
\begin{aligned}
f\left(k_{n}, k_{3}\right)= & \int_{0}^{2 l} \sin k_{n} z e^{-i k_{3} z} d z=i e^{i k_{3} l}\left[e^{-i k_{n} l} \frac{\sin \left(k_{3}-k_{n}\right) l}{\left(k_{3}-k_{n}\right)}\right. \\
& \left.-e^{i k_{n} l} \frac{\sin \left(k_{3}+k_{n}\right) l}{\left(k_{3}+k_{n}\right)}\right] .
\end{aligned}
$$

The distribution of forces along a fiber must be determined from the condition of zero net velocity on its surface:

$$
\begin{equation*}
V_{i}(z)=\frac{1}{\mu} \int \widetilde{T}_{i j}^{-1} F_{j}\left(k_{3}\right) \frac{d k_{3}}{2 \pi} . \tag{60}
\end{equation*}
$$

Substituting the expressions for the velocity and the force in the form of Fourier series into this equation on the interval $0<z<2 l$, we obtain

$$
\begin{equation*}
V_{i n}=\int \widetilde{T}_{i j}^{-1}\left(k_{3}\right) Q_{n}\left(k_{3}, k_{n}\right) \frac{d^{3} k}{(2 \pi)^{3}} \frac{F_{j n}}{\mu} \tag{61}
\end{equation*}
$$

where

$$
Q_{n}\left(k_{3}, k_{n}\right)=\left[\frac{\sin \left(k_{3}-k_{n}\right) 2 l}{k_{3}-k_{n}}+\frac{\sin \left(k_{3}+k_{n}\right) 2 l}{k_{3}+k_{n}}\right] .
$$

The scattering operator of an infinitely long fiber is diagonal for an isotropic medium at low flow velocities. In this case we can use Eq. (61) to express the resistance force explicitly in terms of the flow field and to obtain an expression for the diagonal components of the scattering operator for a finite cylinder:

$$
\begin{equation*}
\widetilde{T}_{i}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)=\frac{1}{l} \sum_{n} \frac{f^{*}\left(k_{n}, k_{3}\right) f\left(k_{n}, k_{3}^{\prime}\right)}{\int \widetilde{T}_{i}^{-1}\left(k_{3}^{\prime \prime}\right) Q_{n}\left(k_{3}^{\prime \prime}, k_{n}\right) d k_{3}^{\prime \prime} / 2 \pi} \tag{62}
\end{equation*}
$$

Under the condition $\kappa l \gg l$ the function $Q_{n}\left(k_{3}, k_{n}\right)$ can be replaced by $2 \pi \delta\left(k_{3}-k_{n}\right)$. For disturbances which are short in comparison with the wavelength, $\left(k_{3} l, k_{3}^{\prime} l\right) \gg 1$, the main contribution to the sum (62) is from large values of $n$, at which the sum can be replaced by the integral over $k_{n}$. Making use of the fact that the function $f\left(k_{n}, k_{3}\right)$ is proportional to $\pi \delta\left(k_{n}-k_{3}\right)$ when $k_{n} l \gtrdot 1$, we obtain the scattering operator in this limit

$$
\widetilde{T}_{i}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)=2 \frac{\sin \left[\left(k_{3}-k_{3}^{\prime}\right) l\right]}{\left(k_{3}-k_{3}^{\prime}\right)} \exp \left(i\left(k_{3}^{\prime}-k_{3}\right) l\right) \widetilde{T}_{i}\left(k_{3}\right) .
$$

In the long-wavelength range, $\left(k_{3} l, k_{3}^{\prime} l\right) \ll 1$, the main contribution to the sum (62) is from small values of $n$. In particular, for the zero-angle scattering operator we obtain the expression

$$
\begin{align*}
\widetilde{T}_{i}(\mathbf{k}, \mathbf{k})= & \frac{\widetilde{T}_{i}(0)}{l} \sum_{n}\left|f\left(k_{n}, 0\right)\right|^{2} \\
& +\frac{k_{3}^{2}}{2 l} \sum_{n} \widetilde{T}_{i}\left(k_{n}\right) \frac{\partial^{2}}{\partial k_{3}^{2}}\left|f\left(k_{n}, 0\right)\right|^{2} . \tag{63}
\end{align*}
$$

Calculating the sum over $n$, we obtain an expression for the diagonal components of the scattering operator in the longwavelength limit:

$$
\begin{align*}
\widetilde{T}_{1}(\mathbf{k}, \mathbf{k}) & =\widetilde{T}_{2}(\mathbf{k}, \mathbf{k})=2 \widetilde{T}_{3}(\mathbf{k}, \mathbf{k}) \\
& =\frac{8 \pi l}{\ln (\gamma \kappa a / 2)}\left[1+\frac{k_{3}^{2} \ln (2 \kappa l / \pi)}{\kappa^{2} \ln (\gamma \kappa a / 2)}\right] . \tag{64}
\end{align*}
$$
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# The method of exchange perturbation theory as applied to magnetic ordering in high- $\boldsymbol{T}_{\boldsymbol{c}}$ materials 

E. V. Orlenko*) and T. Yu. Latyshevskaya<br>St. Petersburg State Technical University, 195251 St. Petersburg, Russia<br>(Submitted 14 October 1997)<br>Zh. Éksp. Teor. Fiz. 113, 2129-2147 (June 1998)

We unify the method of exchange perturbation theory for multicenter systems. For the case of exchange degeneracy in the total spin of the system we give a secular equation that is more compact and convenient for calculations than those obtained earlier. On the basis of this formalism we develop an algorithm for calculating the Heisenberg parameter for magnetic materials. Finally, we calculate the characteristics of antiferromagnetic transitions for the high- $T_{c}$ materials $\mathrm{La}_{2-x} \mathrm{MeCuO}_{4}$ and $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6}$. © 1998 American Institute of Physics.
[S1063-7761(98)01606-0]

## INTRODUCTION

Usually the microscopic description of magnetic materials is either a statistical analysis of spin systems on the basis of the Heisenberg equation or a calculation and analysis of magnetization and magnetic susceptibility in the singleelectron approximations in models of the Stoner ${ }^{1}$ or $H^{H} u^{2}$ ard $^{2}$ type. But, in one way or another, the main parameter characterizing the spin system is still the exchange integral, which is chosen differently in different models; for instance, in Hubbard-type models it is the Coulomb exchange interaction of electrons strongly localized at the centers and, therefore, calculated in the Wannier-function representation. The Heisenberg parameter in spin models is estimated semiphenomenologically, by reduction to the simplest HeitlerLondon two-center problem. ${ }^{3}$ Clearly, the intercenter interaction of electrons belonging to the inner shells of ions, which is responsible for the spontaneous orientation of the spins, is much more complicated than in the models. First, the overlap of the atomic wave functions of the inner electrons belonging to different centers is responsible for their spin correlation; thus, the use of a "truncated" Wannierfunction basis artificially reduces the contribution of the intercenter exchange to the interaction energy and in this way essentially eliminates the intercenter correlation effects. Second, for many materials the number of 'active", electrons of the inner shells of atoms participating in intercenter interaction exceeds unity, so that the wave function describing at least a two-center system is more than two-particle, and its spatial part is not reduced only to symmetric or antisymmetric form, as it is in the Heitler-London model. The use of the Slater determinant, which incorporates both coordinate and spin one-electron states simultaneously, makes it impossible to analyze the spin state emerging as a result of the interaction. Third, often the magnetic orientation of the spins is caused not simply by two-center exchange but by superexchange, in which the electrons of three or more centers participate. ${ }^{4,5}$ The constants of such interaction are approxi-
mated variationally by combinations of pair integrals, ${ }^{6}$ which actually means that the nonadditive part specific to multicenter interaction is discarded.

The situation is such that a meaningful description of spin systems requires not only effective summing over the states of the possible spin configurations (an enormous number of fine papers have been written on the subject, including those that use the renormalization method) but also developing an algorithm that would allow doing consistent calculations of the fundamental parameter present in any statistical scheme, the Heisenberg parameter.

The discovery of anomalous magnetic effects in high- $T_{c}$ superconductors is vivid proof of the necessity of developing such an algorithm, since these effects are caused not so much by structural transformations in the crystal as by the change in the nature of the exchange interaction proper. The point is that such crystals as $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{Cu}_{3} \mathrm{O}_{6}$ and $\mathrm{La}_{2} \mathrm{CuO}_{4}$ and the materials $\mathrm{Rb}_{2} \mathrm{MnF}_{6}$ and $\mathrm{Rb}_{2} \mathrm{CoF}_{4}$ isostructural to the latter, in the pure or stoichiometric state are antiferromagnetic insulators with a fairly high transition temperature. Alloying, which is done by replacing the $\mathrm{La}^{2+}$ ion by an atom of a metal with valence $2^{+}$(such as $\mathrm{Cu}^{2+}, \mathrm{Ba}^{2+}$, and $\mathrm{Sr}^{2+}$, so that we have the alloys $\mathrm{La}_{2-x} \mathrm{Me}_{x} \mathrm{CuO}_{4}, \mathrm{Rb}_{2} \mathrm{Mn}_{1-x} \mathrm{Mg}_{x} \mathrm{~F}_{4}$, and $\mathrm{Rb}_{2} \mathrm{Co}_{1-x} \mathrm{Mg}_{x} \mathrm{~F}_{4}$, respectively) or by changing the oxygen content $\left(\mathrm{La}_{2} \mathrm{CuO}_{4-\delta}\right.$ and $\left.\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6}\right)$, lowers the Néel temperature so drastically that the antiferromagnetic state may be destroyed ${ }^{7-9}$ and replaced by a weakly fluctuating 3D state of a spin liquid with preferentially parallel pair orientation of the spins.

A theoretical analysis of the behavior of these systems yields contradictory results. For example, according to calculations done with the one-electron band approximation, the $\mathrm{La}_{2} \mathrm{CuO}_{4}$ compound is a nonmagnetic metal. ${ }^{10,11}$ At the same time, electronic-structure models used in studies of the Heisenberg Hamiltonian for two- and three-center systems in the representation of the spin eigenfunctions of the operator $J\left(\hat{s}_{1}+\hat{s}_{2}\right) \hat{s}_{3}$ provide a fairly realistic phase diagram that describes the transition of the system from the 2D antiferromagnetic state into the 3D state of a spin liquid and then into
the superconducting state. ${ }^{12}$ However, in these papers the numerical value of $J$ for different spin configurations is estimated by analyzing experimental data.

The Heisenberg parameter can in principle be calculated consistently by applying the formulas of exchange perturbation theory, which takes into account the effects of intercenter overlap of the wave function. There are many formal variants of this theory, which are classified according to the way in which the algorithm is constructed (a detailed description of this classification can be found in Kaplan's monograph, ${ }^{13}$ which also analyzes the merits and drawback of the variants). There are two problems that must be dealt with in constructing the algorithm of exchange perturbation theory: the nonorthogonality of the base of the multicentersystem wave functions, which are antisymmetric in intercenter permutations (this problem is related to what is known as the overfilling catastrophe), and the asymmetry of the perturbation operator and the unperturbed part of the Hamiltonian with respect to intercenter permutations of electrons. In other words, if $[H, A]=0$, where $H=H^{0}+V$ is the total system Hamiltonian, $H^{0}$ is its unperturbed part, and $A$ is the antisymmetrization operator, then $\left[H^{0}, A\right] \neq 0$ and $[V, A]$ $\neq 0$. The zeroth wave function antisymmetrized in intercenter permutations is not an eigenfunction of $H^{0}$, and the corrections calculated in the perturbation $V$ contain nonphysical contributions.

All variants of exchange perturbation theory can be divided into two groups. ${ }^{13}$ The first consists of theories nonsymmetric in the Hamiltonian. The second consists of approaches that make it possible to use the common RayleighSchrödinger perturbation theory by setting up a special zeroth symmetric Hamiltonian for which the antisymmetric functions are eigenfunctions. The first group uses the fundamental basis of zeroth functions nonsymmetric in intercenter permutations, functions that are the eigenfunctions of the nonsymmetric Hamiltonian $H^{0}$. Antisymmetrization is done post factum at each interpolation step, which in the final analysis requires using a variational procedure in the perturbation theory formalism (as, say, is done in Ref. 14). An attempt to modify the Hamiltonian so that the perturbation operator becomes symmetric (this is known as the Sternheimer procedure ${ }^{15,16}$ ) leads to a non-Hermitian total Hamiltonian and actually limits the use of the method to twoelectron systems.

The second group of variants of exchange perturbation theory can be assumed to include the work of Ritchie. ${ }^{17}$ In this paper special projection operators are employed whose action on an antisymmetric function is reduced to selecting a term with a specific permutation. Since the explicit form of these operators was not given, it was assumed that they make the Hamiltonian non-Hermitian. Rumyantsev ${ }^{18}$ demonstrated the effectiveness of using such symmetrization of the Hamiltonian. Despite a conceptual difficulty, a variant of exchange perturbation theory the Rayleigh-Schrödinger form was constructed, and on the basis of this theory the spectral characteristics of the hydrogen-helium system were calculated with high accuracy. Only in Ref. 19 were the projection operators derived explicitly. These operators symmetrize the perturbation operator and the unperturbed Hamiltonian and
retain the hermiticity of the total Hamiltonian in the sense that its eigenvalues are real numbers. In the same paper the variant of exchange perturbation theory was generalized to the case where the system is degenerate in total spin. A detailed description of the variant and a broad range of applications used in calculating specific system, including spin system, can be found in Ref. 5. Unfortunately, the organization of the material in Refs. 5 and 19 makes it impossible to explicitly analyze all the small parameters of the theory in which the power series expansions are done, and this makes the use of the formulas difficult. We also note that in Ref. 19 the corrections to the energy when degeneracy in total spin is lifted were calculated only for the case where there is another degeneracy, in orbital momentum.

In the present paper we use the idea of the method of symmetrizing the Hamiltonian ${ }^{17-19}$ and construct a more compact algorithm of exchange perturbation theory. This allowed us to estimate the smallness of the terms discarded at each iteration step, terms that emerge because of the overfilling of the nonorthogonal base of antisymmetric functions. Due to a change in the normalization condition for the antisymmetric functions, all the projections in this variant, including Ritchie-type operators, are simpler. This has made it possible to obtain a solution of the secular equation when the system is degenerate in total spin in a more general form, more suitable for calculations. To show the possibilities of our version of exchange perturbation theory with degeneracy, we examined the high- $T_{c}$ materials $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ and $\mathrm{Ba}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6+x}$, for which we calculated the Heisenberg parameter in the stoichiometric and alloyed states. We show that alloying these materials dramatically changes the magnitude and sign of the exchange and superexchange integrals. These changes lead, in accordance with the models of Ref. 12 , to destruction of the 2 D antiferromagnetic state and emergence of a 3D ferromagnetic state of spin liquid.

## 1. EXCHANGE PERTURBATION THEORY

A system of noninteracting atoms in the adiabatic approximation can be specified solely by the electron part of the wave function, which is simply the product of atomic wave functions. We write the spatial part as

$$
\begin{equation*}
\Phi\left(r_{1}, \ldots, r_{N}\right)=\prod_{\alpha} \psi_{\alpha}\left(r_{1}, \ldots, r_{j}\right) \tag{1.1}
\end{equation*}
$$

where $\alpha$ is the number of a center, or atom, and $i, \ldots, j$ are the numbers of the electrons belonging to an atom.

The Hamiltonian describing such a system consists of the kinetic energy of all the electrons, the potential energy of the interaction of electrons and the "parent'" center, and the interaction of the electrons belonging to one center with each other.

If the Hamiltonian does explicitly contain spin operators, then

$$
H^{0} \Phi_{n}\left(r_{1}, \ldots, r_{N}\right)=E_{n}^{0} \Phi_{n}\left(r_{1}, \ldots, r_{N}\right),
$$

where $\left\{E_{n}^{0}\right\}$ is the set of the eigenfunctions of the energy of the noninteracting system, and $\Phi\left(r_{1}, \ldots, r_{N}\right)$ are the eigenfunctions corresponding to this spectrum.

The distances between the centers are such that atomic wave functions may strongly overlap. Then, in accordance with the Pauli exclusion principle, even for a noninteracting system the complete wave function must be antisymmetrized. So that the spin part can easily be separated later, leaving only the spatial part, Young tableaux can be used to antisymmetrize the complete wave function. ${ }^{20}$ Then the spatial part of the complete wave function of the noninteracting system is

$$
\begin{equation*}
\Psi_{n}^{0}\left(r_{1}, \ldots, r_{N}\right)=A \Phi_{n}\left(r_{1}, \ldots, r_{N}\right), \tag{1.2}
\end{equation*}
$$

where $A$ is the antisymmetrization operator corresponding only to the spatial part of the Young tableau or, in greater detail,

$$
\begin{equation*}
\Psi_{n}^{0}\left(r_{1}, \ldots, r_{N}\right)=\frac{1}{f_{n}^{P}} \sum_{p}^{P}(-1)^{g_{p}} \Phi_{n}^{p}\left(r_{1}, \ldots, r_{N}\right), \tag{1.3}
\end{equation*}
$$

where $p$ is the number of permutations, $g_{p}$ is the parity of that permutation, $P$ is the total number of possible intercenter permutations, $1 / f_{n}^{p}$ is the normalization constant, and $\Phi_{n}^{p}\left(r_{1}, \ldots, r_{N}\right)$ is the wave function of the form (1.1) containing the permutation $p$ that corresponds to the Young tableau. We find the normalization constant (1.3) from the condition

$$
\begin{equation*}
\left\langle\Phi_{n}^{0} \mid \Psi_{n}^{0}\left(r_{1}, \ldots, r_{N}\right)\right\rangle=1 \tag{1.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
f_{n}^{P}=\sum_{p=0}^{P}(-1)^{g_{p}}\left\langle\Phi_{n}^{0} \mid \Phi_{n}^{p}\right\rangle \tag{1.5}
\end{equation*}
$$

differs by a factor $\sqrt{P}$ from the same constant in the normalization $\left\langle\Psi^{0} \mid \Psi^{0}\right\rangle=1$ commonly used in exchange perturbation theory.

We introduce a projection operator $\Lambda_{n}^{\pi}$ that separates the term with the $\pi$ th permutation in an antisymmetrized function of type (1.3):

$$
\begin{equation*}
\Lambda_{n}^{\pi}=\left|\Phi_{n}^{\pi}\right\rangle\left\langle\Phi_{n}^{\pi}\right| . \tag{1.6}
\end{equation*}
$$

Then $\Lambda_{n}^{\pi}\left|\Psi_{n}^{0}\right\rangle=(-1)^{\pi}\left|\Phi_{n}^{\pi}\right\rangle$.
Now we can write the system Hamiltonian without a perturbation in a form invariant under intercenter permutations:

$$
\begin{equation*}
H_{0}=\frac{1}{f_{n}^{P}} \sum_{p=0}^{P} H_{p}^{0} \Lambda_{n}^{p}, \quad V=\frac{1}{f_{n}^{P}} \sum_{p=0}^{P} V_{p} \Lambda_{n}^{p}, \tag{1.7}
\end{equation*}
$$

where $H_{p}^{0}$ and $V_{p}$ are the unperturbed Hamiltonian and the perturbation corresponding to the $p$ th intercenter permutation of the electrons.

As usual, the perturbation operator incorporates the interaction of the nuclei, the interaction of electrons with 'foreign', nuclei, and the interaction of the electrons belonging to different centers. Now the zeroth antisymmetric wave function (1.3) is the eigenfunction of the invariant unperturbed Hamiltonian $H_{0}$ (1.7):

$$
\begin{equation*}
H^{0} \Psi_{n}^{0}=E_{n}^{0} \Psi_{n}^{0} \tag{1.8}
\end{equation*}
$$

The Hamiltonian of the interacting system is always invariant under electron perturbations, so that the solution of the Schrödinger equation can be antisymmetric under any electron permutation:

$$
\begin{equation*}
H \Psi=E \Psi \tag{1.9}
\end{equation*}
$$

Solving Eq. (1.9) by the method of successive approximations, we seek the perturbative corrections to the zeroth energy and wave function taken from (1.8). For instance, for the initial wave function and its corrections to have the proper symmetry, we use the perturbation operator and the unperturbed part of the Hamiltonian in the form of (1.7). Then instead of (1.9) we have

$$
\begin{equation*}
\left(H^{0}+V\right) \Psi_{i}=E_{i} \Psi_{i}, \tag{1.10}
\end{equation*}
$$

where

$$
\Psi_{i}=\Psi_{i}^{(0)}+\Psi_{i}^{(1)}+\cdots, \quad E_{i}=E_{i}^{(0)}+E_{i}^{(1)}+\cdots .
$$

At the beginning we keep only the zeroth- and first-order terms in (1.10). Then, allowing for (1.8), we have

$$
\begin{equation*}
H^{0} \Psi_{i}^{(1)}+V \Psi_{i}^{(0)}=E_{i}^{(1)} \Psi^{(0)}+E_{i}^{(0)} \Psi_{i}^{(1)} \tag{1.11}
\end{equation*}
$$

We impose the intermediate normalization condition

$$
\begin{equation*}
\left\langle\Phi_{i} \mid \Psi_{i}\right\rangle=\left\langle\Phi_{i} \mid \Psi_{i}^{0}\right\rangle \tag{1.12}
\end{equation*}
$$

i.e., $\left\langle\Phi_{i} \mid \Psi_{i}-\Psi_{i}^{0}\right\rangle=0$. This means that all corrections to the wave function of the zeroth approximation lie in the subspace of the state vectors orthogonal to $\left|\Psi_{i}^{0}\right\rangle$.

Let us introduce the projector on the subspace of vectors parallel to $\left|\Psi_{i}^{0}\right\rangle$

$$
\begin{equation*}
P_{i}=\left|\Psi_{i}^{0}\right\rangle\left\langle\Phi_{i}\right|, \tag{1.13}
\end{equation*}
$$

where $P_{i}\left|\Psi_{i}^{0}\right\rangle \equiv\left|\Psi_{i}^{0}\right\rangle$. Since

$$
\begin{align*}
P_{i} H^{0}\left|\Psi_{i}^{(1)}\right\rangle & =\frac{\left|\Psi_{i}^{0}\right\rangle}{f_{i}^{P}} \sum_{p=0}^{P}\left\langle\Phi_{i}^{0}\right| H_{p}^{0}\left|\Phi_{i}^{p}\right\rangle\left\langle\Phi_{i}^{p} \mid \Psi_{i}^{(1)}\right\rangle \\
& =E_{i}^{0} \frac{\left|\Psi_{i}^{0}\right\rangle}{f_{i}^{P}} \sum_{p=0}^{P}\left\langle\Phi_{i}^{0} \mid \Phi_{i}^{p}\right\rangle\left\langle\Phi_{i}^{p} \mid \Psi_{i}^{(1)}\right\rangle \\
& =E_{i}^{0}\left|\Psi_{i}^{0}\right\rangle\left\langle\Phi_{i}^{0} \mid \Psi_{i}^{(1)}\right\rangle=E_{i}^{0} P_{i} \Psi_{i}^{(1)}, \tag{1.14}
\end{align*}
$$

after the operator (1.13) is applied to Eq. (1.11) we get $\left\langle\Phi_{i}\right| V\left|\Psi_{i}^{0}\right\rangle\left|\Psi_{i}^{0}\right\rangle=E_{i}^{(1)}\left|\Psi_{i}^{0}\right\rangle$. This leads to an expression for the first-order correction to the energy,

$$
\begin{equation*}
E_{i}^{(1)}=\left\langle\Phi_{i}\right| V\left|\Psi_{i}^{0}\right\rangle . \tag{1.15}
\end{equation*}
$$

Now let us introduce the projector on the subspace of vectors orthogonal to $\left|\Psi_{i}^{0}\right\rangle$ in accordance with the property of the double vector product:

$$
\begin{equation*}
O_{i}=1-P_{i}, \quad \text { where } O_{i}\left|\Psi_{i}^{0}\right\rangle \equiv 0 \tag{1.16}
\end{equation*}
$$

or, to put it differently,

$$
\begin{equation*}
O_{i}|\Psi\rangle=\left\langle\Phi_{i}\right| \times|\Psi\rangle \times\left|\Psi_{i}^{0}\right\rangle, \tag{1.17}
\end{equation*}
$$

i.e., $|\Psi\rangle=\left|\Psi_{i}^{0}\right\rangle\langle\Phi \mid \Psi\rangle+\left\langle\Phi_{i}\right| \times|\Psi\rangle \times\left|\Psi_{i}^{0}\right\rangle$.

From (1.13) and (1.17) we see that the antisymmetric basis of zeroth wave functions is actually only weakly nonorthogonal,

$$
\begin{align*}
P_{i}\left|\Psi_{n}^{(0)}\right\rangle & =\left|\Psi_{i}^{0}\right\rangle\left\langle\Phi_{i}^{0} \mid \Psi_{n}^{0}\right\rangle \\
& =\left|\Psi_{i}^{0}\right\rangle \frac{1}{f_{i}^{P}} \sum_{p=0}^{P}\left\langle\Phi_{i}^{0} \mid \Phi_{n}^{p}\right\rangle(-1)^{g_{p} \approx 0} \tag{1.18}
\end{align*}
$$

because $\left\langle\Phi_{i}^{0} \mid \Phi_{n}^{0}\right\rangle=0$, and $\left\langle\Phi_{i}^{0} \mid \Phi_{i}^{p}\right\rangle \approx 0$, since the overlap of the wave functions of the ground and excited belonging to different centers is insignificant (this resembles the situation in diffraction theory for wave optics). Accordingly,

$$
\begin{equation*}
\left\langle\Phi_{i}\right| \times\left|\Psi_{n}^{0}\right\rangle \times\left|\Psi_{i}^{0}\right\rangle \approx\left|\Psi_{n}^{0}\right\rangle \tag{1.19}
\end{equation*}
$$

We seek, in accordance with (1.12), the first-order correction to the antisymmetrized function of the zeroth approximation in the form of an expansion:

$$
\begin{equation*}
\Psi_{i}^{(1)}=\sum_{n} C_{n} \Psi_{n}^{0} \tag{1.20}
\end{equation*}
$$

where $n \neq i$. Inserting the expansion (1.20) in (1.11) and applying the operator (1.16) to the result, we get

$$
\begin{equation*}
O_{i} V\left|\Psi_{i}^{0}\right\rangle=\sum_{n} C_{n}\left(E_{i}^{0}-E_{i}^{n}\right)\left|\Psi_{n}^{0}\right\rangle \tag{1.21}
\end{equation*}
$$

where we have allowed for (1.18) and (1.19).
Using the property of completeness of the orthogonal basis of the nonsymmetric zeroth functions,

$$
\sum_{n}\left|\Phi_{n}^{p}\right\rangle\left\langle\Phi_{n}^{p}\right|=1
$$

we can write the left-hand side of Eq. (1.21) as follows:

$$
\begin{align*}
& \frac{1}{P} \sum_{p=0}^{P} \sum_{n}\left|\Phi_{n}^{p}\right\rangle\left\langle\Phi_{n}^{p}\right| O_{i} V\left|\Psi_{i}^{0}\right\rangle \\
& \quad=\frac{1}{P} \sum_{p=0}^{P} \sum_{n}\left|\Phi_{n}^{p}\right\rangle(-1)^{p}\left\langle\Phi_{n}^{0}\right| O_{i} V\left|\Psi_{i}^{0}\right\rangle \\
& \quad=\frac{1}{P} \sum_{n} f_{n}^{P}\left|\Psi_{n}^{0}\right\rangle\left\langle\Phi_{n}^{0}\right| O_{i} V\left|\Psi_{i}^{0}\right\rangle \tag{1.22}
\end{align*}
$$

Since

$$
\left\langle\Phi_{i}\right| O_{i} V\left|\Psi_{i}^{0}\right\rangle=\left\langle\Phi_{i}\right| 1-\left|\Psi_{i}\right\rangle\left\langle\Phi_{i}\right| V\left|\Psi_{i}^{0}\right\rangle \equiv 0
$$

we must drop the term with $n=i$ from (1.22).
Finally, Eq. (1.21) becomes

$$
\begin{equation*}
\frac{1}{P} \sum_{n} f_{n}^{P}\left|\Psi_{n}^{0}\right\rangle\left\langle\Phi_{n}^{0}\right| O_{i} V\left|\Psi_{i}^{0}\right\rangle=\sum_{n} C_{n}\left(E_{i}^{0}-E_{n}^{0}\right)\left|\Psi_{n}^{0}\right\rangle \tag{1.23}
\end{equation*}
$$

from which we find the first-order correction to the wave function:

$$
\begin{equation*}
\Psi_{i}^{(1)}=\frac{1}{P} \sum_{n} f_{n}^{P} \frac{\left\langle\Phi_{n}^{0}\right| O_{i} V\left|\Psi_{i}^{0}\right\rangle}{\left(E_{i}^{0}-E_{n}^{0}\right)}\left|\Psi_{n}^{0}\right\rangle \tag{1.24}
\end{equation*}
$$

Higher-order corrections can be found similarly.

## 2. THE CASE OF DEGENERACY

The zeroth wave function for a multicenter system can be antisymmetrized by various Young tableaux, which differ
for different values of the total spin of the system. In other words, a multicenter system of noninteracting electrons is degenerate in total spin, with the degeneracy lifted by allowing for ordinary intercenter interaction. Thus,

$$
\begin{align*}
& \Psi_{n \alpha}^{0}=A_{\alpha} \Phi_{n}^{0} \\
& H_{\alpha}^{0} \Psi_{n \alpha}^{0}=E_{n}^{0} \Psi_{n \alpha}^{0}, \quad H_{\alpha}^{0}=\sum_{p=0}^{P} \frac{1}{f_{n}^{\alpha}} H_{p}^{0} \Lambda_{n}^{p}, \tag{2.1}
\end{align*}
$$

where $\left\{\Psi_{n \alpha}^{0}\right\}$ is the set of wave functions antisymmetrized by different Young tableaux $\alpha$ and corresponding to the same energy level $E_{n}^{0}$ of the system.

We seek the wave function of an interacting multicenter system of electrons in the form

$$
\begin{equation*}
\Psi_{i}=\sum_{\beta} C_{\beta}^{0} \Psi_{\beta i}^{0}+\varphi \tag{2.2}
\end{equation*}
$$

If we substitute (2.2) in the complete Schrödinger equation (1.9), we obtain

$$
H \sum_{\beta} C_{\beta}^{0} \Psi_{\beta}^{0}+H \varphi=\left(E_{i}^{0}+\varepsilon\right) \sum_{\beta} C_{\beta}^{0} \Psi_{\beta}^{0}+\left(E_{i}^{0}+\varepsilon\right) \varphi
$$

Since the total Hamiltonian is invariant under all permutations, it can be taken outside the summation sign in accordance with the Young tableau:

$$
\begin{align*}
\sum_{\beta} & \left(H_{\beta}^{0}+V_{\beta}\right) C_{\beta}^{0} \Psi_{\beta}^{0}+H \varphi \\
& =\left(E_{i}^{0}+\varepsilon\right) \sum_{\beta} C_{\beta}^{0} \Psi_{\beta}^{0}+\left(E_{i}^{0}+\varepsilon\right) \varphi \tag{2.3}
\end{align*}
$$

Using (2.1), we can shift all the terms containing $\varphi$ to the left-hand side of Eq. (2.3) and all the other terms to the right-hand side. The result is

$$
\begin{equation*}
H \varphi-\left(E_{i}+\varepsilon\right)=\sum_{\beta}\left(\varepsilon-V_{\beta}\right) C_{\beta}^{0} \Psi_{\beta}^{0} \tag{2.4}
\end{equation*}
$$

In (2.4) we drop all terms whose order is higher than the first. This means that in the total-energy operator acting on $\varphi$ we must leave only the unperturbed part symmetrized by an arbitrary Young tableau $\gamma$ and drop the term $\varepsilon \varphi$. Then

$$
\begin{equation*}
\left(H_{\gamma}^{0}-E_{i}^{0}\right) \varphi=\sum_{\beta}\left(\varepsilon-V_{\beta}\right) C_{\beta}^{0} \Psi_{\beta}^{0} \tag{2.5}
\end{equation*}
$$

The solution of the homogeneous analog of Eq. (2.5) for $\varphi$ is $\varphi=\Psi_{\gamma}^{0}$. But then, according to the Fredholm alternative, ${ }^{21}$ the nonhomogeneous problem (2.5) has a solution only if the vector $\left\langle\Psi_{\gamma}^{0}\right|$ is orthogonal to the entire right-hand side:

$$
\begin{equation*}
\sum_{\beta}\left(\varepsilon\left\langle\Psi_{\gamma}^{0} \mid \Psi_{\beta}^{0}\right\rangle-\left\langle\Psi_{\gamma}^{0}\right| V_{\beta}\left|\Psi_{\beta}^{0}\right\rangle\right) C_{\beta}^{0}=0 \tag{2.6}
\end{equation*}
$$

Thus, we have a system of equations for determining the coefficients $C_{\beta}^{0}$ of the regular zeroth wave function. The system has a solution only if

$$
\begin{equation*}
\left.\left|\varepsilon \Delta_{\gamma \beta}-\left\langle\Psi_{\gamma}^{0}\right| V\right| \Psi_{\beta}^{0}\right\rangle \mid=0 \tag{2.7}
\end{equation*}
$$



FIG. 1. Crystalline and magnetic structures of $\mathrm{La}_{2} \mathrm{CuO}_{4}$.

This is the secular equation for determining the corrections to the energy. If

$$
\begin{align*}
& \Delta_{\gamma \beta}=\left\langle\Psi_{\gamma}^{0} \mid \Psi_{\beta}^{0}\right\rangle=\frac{1}{f_{0}^{\gamma}} \sum_{p=0}^{P}(-1)^{g_{p}}\left\langle\Phi^{p_{\gamma}} \mid \Psi_{\beta}^{0}\right\rangle \\
& =\sum_{p=0}^{P}(-1)^{g_{p \gamma}}(-1)^{g_{p \beta}}\left\langle\Phi^{0} \mid \Psi_{\beta}^{0}\right\rangle \\
& =\frac{1}{f_{0}^{\gamma}} \sum_{p=0}^{P}(-1)^{g_{p \gamma}+g_{p \beta}}, \\
& \begin{aligned}
\left\langle\Psi_{\gamma}^{0}\right| V_{\beta}\left|\Psi_{\beta}^{0}\right\rangle & =\frac{1}{f_{0}^{\gamma}} \sum_{p \gamma=0}^{P}(-1)^{g_{p \gamma}}\left\langle\Phi^{p}\right| V_{\beta}\left|\Psi_{\beta}^{0}\right\rangle \\
& =\frac{1}{f_{0}^{\gamma}} \sum_{p \gamma=0}^{P}(-1)^{g_{p \gamma}+g_{p \beta}\langle }\left\langle\Phi^{0}\right| V_{\beta}\left|\Psi_{\beta}^{0}\right\rangle \\
& =\Delta_{\gamma \beta}\left\langle\Phi^{0}\right| V_{\beta}\left|\Psi_{\beta}^{0}\right\rangle
\end{aligned}
\end{align*}
$$

the secular equation becomes

$$
\begin{equation*}
\prod_{\beta=1}\left(\varepsilon-\left\langle\Phi^{0}\right| V_{\beta}\left|\Psi_{\beta}^{0}\right\rangle\right)\left|\Delta_{\gamma \beta}\right|=0 \tag{2.9}
\end{equation*}
$$

The corrections $\varepsilon$ to the energy have definite values, $\varepsilon=\left\langle\Phi^{0}\right| V_{\alpha}\left|\Psi_{\alpha}^{0}\right\rangle$, only if

$$
\begin{equation*}
\left|\Delta_{\alpha \beta}\right| \neq 0 \tag{2.10}
\end{equation*}
$$

Then the set of zeroth wave functions antisymmetrized by Young tableaux is regular.

## 3. THE HEISENBERG PARAMETER FOR THE HIGH- $\boldsymbol{T}_{c}$ MATERIALS $\mathrm{La}_{2-x} \mathrm{Me}_{x} \mathrm{CuO}_{4}$ AND $\mathrm{Ba}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6+x}$

The crystalline structure of the compound $\mathrm{La}_{2} \mathrm{CuO}_{4}$ in the stoichiometric state is depicted in Fig. 1. The crystal of
copper dioxide alloyed with, say, strontium $\left(\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}\right)$ has a similar lattice: a body-centered tetragonal structure whose space group is $14 / \mathrm{mmm}$. NMR and muon-precession experiments ${ }^{22-24}$ have shown that the antiferromagnetic state occurs in this material due to the interaction of $\mathrm{Cu}^{2+}$ ions lying in a single plane, while the interplanar magnetic interaction is weak. The magnetic form factor of the $\mathrm{Cu}^{2+}$ ion measured in the antiferromagnetic state ${ }^{25}$ corresponds to the $3 d^{9}$ state. The $\mathrm{O}^{2-}$ ion occupying a position between interacting copper ions does not affect this interaction because the electronic shell is filled.

The wave function of the electrons of a pair of interacting $\mathrm{Cu}^{2+}$ ions in the zeroth approximation corresponds to states with total spin $S=1$ or $S=0$, i.e., its spatial part is antisymmetric or symmetric, respectively. Then, from the secular equation (2.9), for the singlet and triplet states we have

$$
\varepsilon_{\text {sing }, \mathrm{tr}}=\frac{K \pm A}{1 \pm I^{2}}
$$

where

$$
\begin{align*}
& \Psi_{s, a}\left(r_{1}, r_{2}\right)=\frac{1}{1 \pm I^{2}}\left[\psi_{\mathrm{I}}\left(r_{1}\right) \psi_{\mathrm{II}}\left(r_{2}\right)+\psi_{\mathrm{I}}\left(r_{2}\right) \psi_{\mathrm{II}}\left(r_{1}\right)\right], \\
& \Delta_{s s}=2, \quad \Delta_{a a}=2, \quad \Delta_{s a}=\Delta_{a s}=0 \rightarrow\left|\begin{array}{ll}
2 & 0 \\
0 & 2
\end{array}\right| \neq 0, \\
& K=\left\langle\psi_{\mathrm{I}}\left(r_{1}\right) \psi_{\mathrm{II}}\left(r_{2}\right)\right| V_{1}\left|\psi_{\mathrm{I}}\left(r_{1}\right) \psi_{\mathrm{II}}\left(r_{2}\right)\right\rangle \\
& A=\left\langle\psi_{\mathrm{I}}\left(r_{1}\right) \psi_{\mathrm{II}}\left(r_{2}\right)\right| V_{2}\left|\psi_{\mathrm{I}}\left(r_{2}\right) \psi_{\mathrm{II}}\left(r_{1}\right)\right\rangle,  \tag{3.1}\\
& V_{1}=\frac{z^{2} e^{2}}{\left|R_{\mathrm{I}}-R_{\mathrm{II}}\right|}-\frac{z e^{2}}{\left|r_{1}-R_{\mathrm{II}}\right|}-\frac{z e^{2}}{\left|r_{2}-R_{\mathrm{I}}\right|}+\frac{e^{2}}{\left|r_{1}-r_{2}\right|}, \\
& V_{2}=\frac{z e^{2}}{\left|R_{\mathrm{I}}-R_{\mathrm{II}}\right|}-\frac{z e^{2}}{\left|r_{1}-R_{\mathrm{I}}\right|}-\frac{z e^{2}}{\left|r_{2}-R_{\mathrm{II}}\right|}+\frac{e^{2}}{\left|r_{1}-r_{2}\right|},
\end{align*}
$$

where $R_{\mathrm{I}, \mathrm{II}}$ are the radii of the interacting ions, $z$ stands for the ion charges, $r_{1,2}$ are the radius vectors of the electrons, and $I$ is the one-electron exchange density.

The wave function of an electron belonging to the $\mathrm{Cu}^{2+}$ ion corresponds to the $3 d_{x^{2}-y^{2}}^{9}$ orbital and is chosen in the hydrogenlike form

$$
\begin{equation*}
\psi(r)=\sqrt{\frac{15}{16 \pi} \frac{2^{7}}{6!}} r^{2} e^{-r} \sin ^{2} \vartheta \cos 2 \varphi \tag{3.2}
\end{equation*}
$$

(in Bohr units). Then the Heisenberg parameter for the lattice constant $R=7.3346 a_{B}$ is

$$
\begin{equation*}
j=\varepsilon_{\mathrm{sing}}-\varepsilon_{\mathrm{tr}}=-0.1043278 \mathrm{eV} \tag{3.3}
\end{equation*}
$$

In the given case, $j$ is negative, which corresponds to antiparallel orientation of the spins at the neighboring lattice sites as being an energetically preferable configuration.

Similar calculations of $j$ that use Eqs. (3.1) and (3.2) for the $\mathrm{Cu}^{2+}$ ions in adjacent layers $\left(R=12.3818 a_{B}\right)$ yield the value

$$
\begin{equation*}
j=-9.673 \times 10^{-5} \mathrm{eV} \tag{3.4}
\end{equation*}
$$

which also corresponds to antiparallel orientation of the spins, but the coupling constant is very small.

Thus, the assumption that the antiferromagnetic interaction between the planes is small, which was made in the spin models of Refs. 12 and 13, is justified, and we indeed are dealing with a 2D antiferromagnetic system.

The same experiments ${ }^{22-24}$ show that alloying with, say, strontium $\left(\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}\right)$, causes a rapid decrease in the Néel temperature in proportion to the alloying degree $x$. The point is that alloying with a doubly charged ion of a metal activates the oxygen ion $\mathrm{O}^{2-}$ positioned between copper ions, which becomes a single charged ion $\mathrm{O}^{1-}$ with an unpaired electron. Now, in studying the interaction of two copper ions, we must allow for the presence of an additional electron belonging to the $\mathrm{O}^{1-}$ ion, whose state, being highly delocalized, strongly overlaps with the electronic states of the $\mathrm{Cu}^{2+}$ ions.

The complete electron wave function of the ion chain $\mathrm{Cu}^{2+}-\mathrm{O}^{1-}-\mathrm{Cu}^{2+}$ (for the sake of brevity we denote this chain by I-II-III) can be antisymmetrized in three different
ways corresponding to the following spin configurations:
$(\mathrm{I} \uparrow \mathrm{II} \uparrow \mathrm{III} \uparrow), \quad(\mathrm{I} \uparrow \mathrm{II} \uparrow \mathrm{III} \downarrow), \quad(\mathrm{I} \uparrow \mathrm{II} \downarrow \mathrm{III} \uparrow)$.
The corresponding Young tableaux are given below:


At the beginning, the electrons with numbers 1,2 , and 3 belong to the ions I, II, and III, respectively. In this case the coordinate parts of the wave functions corresponding to the Young tableaux $(\alpha),(\beta)$, and $(\gamma)$ are

$$
\begin{align*}
& \Psi_{\alpha}^{0}\left(r_{1}, r_{2}, r_{3}\right)=\frac{1}{1-2 I_{1}^{2}+2 I_{2}^{2} I_{1}^{2}-I_{2}^{2}}\left|\begin{array}{ccc}
\psi_{\mathrm{I}}\left(r_{1}\right) & \psi_{\mathrm{I}}\left(r_{2}\right) & \psi_{\mathrm{I}}\left(r_{3}\right) \\
\psi_{\mathrm{II}}\left(r_{1}\right) & \psi_{\mathrm{II}}\left(r_{2}\right) & \psi_{\mathrm{II}}\left(r_{3}\right) \\
\psi_{\mathrm{III}}\left(r_{1}\right) & \psi_{\mathrm{III}}\left(r_{2}\right) & \psi_{\mathrm{III}}\left(r_{3}\right)
\end{array}\right|, \\
& \Psi_{\beta}^{0}\left(r_{1}, r_{2}, r_{3}\right)=\frac{1}{1-2 I_{2}^{2}-I_{1}^{2}-I_{2} I_{1}^{2}}\left|\begin{array}{cc}
\psi_{\mathrm{I}}\left(r_{1}\right) \psi_{\mathrm{IIII}}\left(r_{3}\right)+\psi_{\mathrm{III}}\left(r_{1}\right) \psi_{\mathrm{I}}\left(r_{3}\right) & \psi_{\mathrm{I}}\left(r_{1}\right) \psi_{\mathrm{II}}\left(r_{2}\right)+\psi_{\mathrm{II}}\left(r_{2}\right) \psi_{\mathrm{I}}\left(r_{1}\right) \\
\psi_{\mathrm{III}}\left(r_{3}\right) & \psi_{\mathrm{II}}\left(r_{2}\right)
\end{array}\right|, \\
& \Psi_{\gamma}^{0}\left(r_{1}, r_{2}, r_{3}\right)=\frac{1}{1-I_{2} I_{1}^{2}} \left\lvert\, \begin{array}{cc}
\psi_{\mathrm{I}}\left(r_{1}\right) \psi_{\mathrm{II}}\left(r_{2}\right)+\psi_{\mathrm{I}}\left(r_{2}\right) \psi_{\mathrm{II}}\left(r_{1}\right) & \psi_{\mathrm{I}}\left(r_{1}\right) \psi_{\mathrm{III}}\left(r_{3}\right)+\psi_{\mathrm{I}}\left(r_{3}\right) \psi_{\mathrm{III}}\left(r_{1}\right) \\
\psi_{\mathrm{II}}\left(r_{2}\right) & \psi_{\mathrm{III}}\left(r_{3}\right)
\end{array}\right. \tag{3.6}
\end{align*}
$$

where we have allowed for the normalization condition (1.4) and have introduced the following notation for the integrals corresponding to the exchange densities:

$$
\begin{align*}
& I_{1}=\int \psi_{\mathrm{I}}^{*}(r) \psi_{\mathrm{II}}(r) d r=\int \psi_{\mathrm{II}}^{*}(r) \psi_{\mathrm{III}}(r) d r \\
& I_{2}=\int \psi_{\mathrm{I}}^{*}(r) \psi_{\mathrm{III}}(r) d r \tag{3.7}
\end{align*}
$$

For the initial distribution of the numbered electrons over the centers, the unsymmetrized perturbation operator is

$$
\begin{align*}
V= & \frac{z_{1} z_{2} e^{2}}{\left|R_{\mathrm{I}}-R_{\mathrm{II}}\right|}+\frac{z_{1}^{2} e^{2}}{\left|R_{\mathrm{I}}-R_{\mathrm{III}}\right|}+\frac{z_{1} z_{2} e^{2}}{\left|R_{\mathrm{II}}-R_{\mathrm{III}}\right|}-\frac{z_{2} e^{2}}{\left|r_{1}-R_{\mathrm{II}}\right|} \\
& -\frac{z_{1} e^{2}}{\left|r_{1}-R_{\mathrm{III}}\right|}-\frac{z_{1} e^{2}}{\left|r_{2}-R_{\mathrm{I}}\right|}-\frac{z_{1} e^{2}}{\left|r_{2}-R_{\mathrm{III}}\right|}-\frac{z_{1} e^{2}}{\left|r_{3}-R_{\mathrm{I}}\right|} \\
& -\frac{z_{2} e^{2}}{\left|r_{3}-R_{\mathrm{II}}\right|}+\frac{e^{2}}{\left|r_{1}-r_{2}\right|}+\frac{e^{2}}{\left|r_{2}-r_{3}\right|}+\frac{e^{2}}{\left|r_{1}-r_{3}\right|} . \tag{3.8}
\end{align*}
$$

Direct calculation of the parameter in (2.8) yields the following values:

$$
\Delta_{\alpha \beta}=\Delta_{\alpha \gamma}=0, \quad \Delta_{\beta \gamma}=\frac{2}{1-I_{2} I_{1}^{2}}
$$

$$
\begin{aligned}
& \Delta_{\gamma \gamma}=\frac{4}{1-I_{2} I_{1}^{2}}, \quad \Delta_{\alpha \alpha}=\frac{6}{1-2 I_{1}^{2}\left(I_{1}-I_{2}\right)-I_{2}^{2}}, \\
& \Delta_{\beta \beta}=\frac{4}{1-I_{1}^{2}+I_{2}^{2}-I_{2} I_{1}^{2}} .
\end{aligned}
$$

The determinant condition (2.10) has the form

$$
\left|\begin{array}{ccc}
\Delta_{\alpha \alpha} & 0 & 0  \tag{3.9}\\
0 & \Delta_{\beta \beta} & \Delta_{\beta \gamma} \\
0 & \Delta_{\gamma \beta} & \Delta_{\gamma \gamma}
\end{array}\right| \neq 0 .
$$

Thus, condition (2.10) is met. In this case and in accordance with (2.9), the corrections to the energy are

$$
\begin{align*}
& \varepsilon_{1}=\left\langle\Phi^{0}\left(r_{1} r_{2} r_{3}\right)\right| \hat{V}_{\alpha}\left|\Psi_{\alpha}^{0}\right\rangle \\
& \varepsilon_{2}=\left\langle\Phi^{0}\left(r_{1} r_{2} r_{3}\right)\right| \hat{V}_{\beta}\left|\Psi_{\beta}^{0}\right\rangle \\
& \varepsilon_{3}=\left\langle\Phi^{0}\left(r_{1} r_{2} r_{3}\right)\right| \hat{V}_{\gamma}\left|\Psi_{\gamma}^{0}\right\rangle \tag{3.10}
\end{align*}
$$

where

$$
\left|\Phi^{0}\left(r_{1} r_{2} r_{3}\right)\right\rangle=\left|\psi_{\mathrm{I}}\left(r_{1}\right) \psi_{\mathrm{II}}\left(r_{2}\right) \psi_{\mathrm{III}}\left(r_{3}\right)\right\rangle
$$

Note that in contrast to the two-center case, superexchange three-center integrals of the form

$$
\begin{equation*}
K_{\mathrm{I} \rightarrow \mathrm{II}, \mathrm{II} \rightarrow \mathrm{III}}=\iint \frac{\psi_{\mathrm{I}}^{*}\left(\mathbf{r}_{1}\right) \psi_{\mathrm{II}}^{*}\left(\mathbf{r}_{2}\right) \psi_{\mathrm{II}}\left(\mathbf{r}_{1}\right) \psi_{\mathrm{III}}\left(\mathbf{r}_{2}\right)}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} d^{3} r_{1} d^{3} r_{2} \tag{3.11}
\end{equation*}
$$

contribute substantially to all the expressions in (3.10). Such integrals ensure three-center correlation of the spins, since they can enter into in the general expressions (3.10) for the energy with different signs. The sign sequence of these superexchange terms is determined by the Young diagrams used in antisymmetrizing the wave function in (3.10). Due to this superexchange interaction, long-range order may set in the system without the conduction electrons participating, as is the case in the Kondo and RKKY models.

Calculations of the matrix elements in (3.10) for the given lattice constant $R=3.88 \AA$ with allowance for the superexchange contributions (see Appendix B) yield

$$
\begin{align*}
& \varepsilon_{1}(\uparrow \uparrow \uparrow)=-0.7628577 E_{B}, \\
& \varepsilon_{2}(\uparrow \downarrow \downarrow)=-0.6705097 E_{B},  \tag{3.12}\\
& \varepsilon_{3}(\uparrow \downarrow \uparrow)=-0.6391877 E_{B}
\end{align*}
$$

In the given case of $\mathrm{Cu}^{2+}$ ions, the orientation of the spins is ferromagnetic, with the Heisenberg parameter being

$$
\begin{equation*}
J=\varepsilon_{2}-\varepsilon_{1} \approx 0.092348 E_{B}=2.51288 \mathrm{eV} \tag{3.13}
\end{equation*}
$$

Comparison with (3.3) yields the following value of the parameter ratio:

$$
\begin{equation*}
\frac{J}{|j|}=25 . \tag{3.14}
\end{equation*}
$$

Thus, alloying the material, which activates the oxygen ions $\mathrm{O}^{1-}$, does indeed reorient the electron spins in $\mathrm{Cu}^{2+}$ and leads to strong ferromagnetism. Hence, as Birgeneau and Schirane ${ }^{25}$ pointed out by analyzing the experimental facts, a


FIG. 2. (a) Magnetic spin structure of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6+x}$ with $x=0$. Only copper atoms are depicted. The hatched circles stand for the nonmagnetic $\mathrm{Cu}^{1+}$ ions, the dark and light circles stand for the antiparallel spins in the $\mathrm{Cu}^{2+}$ positions, and the solid straight lines denote double bonds with oxygen atoms. (b) The second type of spin structure observed for large values of $x$. The average spin in layer B is the fraction $\varepsilon$ of the spin in a $\mathrm{CuO}_{2}$ layer.
strong ferromagnetic bond in the $\mathrm{CuO}_{2}$ plane destroys the local antiferromagnetic order. In the case of strong localization, the concentration of $\Phi$-bonds would be equal to $x$. As $x$ grows, the localization length $l_{0}$ of each hole increases, which leads to an increase in the effective concentration of $\Phi$-bonds. Birgeneau and Schirane ${ }^{25}$ found that a large value of $J /|j|$ reduces the threshold values of $x$ at which antiferromagnetism in alloyed $\mathrm{La}_{2} \mathrm{CuO}_{4}$ disappears even if $x$ is small. ${ }^{26}$

The experimental data on another copper dioxide, $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6+x}$ suggests a remarkable resemblance between the two systems. ${ }^{4,27}$ The sublattice in $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6}$ is depicted in Fig. 2. Each chemical cell contains two $\mathrm{CuO}_{2}$ layers, denoted by A and C. The copper atoms in layer B have no bonds with oxygen. X-ray absorption measurements have clearly shown that the valence of the copper atoms in layer B is $1+$, so that the atoms are nonmagnetic.

To represent the spin structure of the $\mathrm{Cu}^{2+}$ ions in layers A and C, the antiparallel spins are depicted by dark and light circles. The calculation of the corresponding parameter $j$ is done by (3.1)-(3.3) with a lattice constant $R=7.225 a_{B}$ $=3.822 \AA$ :

$$
j_{\mathrm{AA}}=\varepsilon_{\mathrm{sing}}-\varepsilon_{\mathrm{tr}}=-0.0935 \mathrm{eV}
$$

inside a layer, and

$$
j_{\mathrm{AC}}=\varepsilon_{\mathrm{sing}}-\varepsilon_{\mathrm{tr}}=-0.0713 \mathrm{eV}
$$

between layers A and C. An estimate of the same parameter done by analyzing the experimental data on the Néel temperature yielded $j \approx 0.086 \mathrm{eV}$. X-ray absorption measurements have shown that adding oxygen facilitates the transition of $\mathrm{Cu}^{1+}$ into $\mathrm{Cu}^{2+}$. Now the $\mathrm{Cu}^{2+}$ in layer B facilitates the destruction of the antiferromagnetic order between neighboring $\mathrm{Cu}^{2+}$ ions in layers A and C .

Consider a system of three $\mathrm{Cu}^{2+}$ ions, with the layers A , $B$, and $C$ each having one ion. Then, using Eqs. (3.5)-(3.10), we can calculate the energy corrections to the spin configuration in the Young diagram:

$$
\begin{aligned}
& \varepsilon_{1}(\uparrow \uparrow \uparrow)=-0.33847 E_{B}, \\
& \varepsilon_{2}(\uparrow \downarrow \downarrow)=-0.33027 E_{B}, \\
& \varepsilon_{3}(\uparrow \downarrow \uparrow)=-0.34666 E_{B}
\end{aligned}
$$

Thus, the states with ferromagnetic orientation of the spins in layers A and B are the most probable, the spin in layer B may be assumed fluctuating, and the complete ferromagnetic state has a Heisenberg parameter

$$
J_{1}=\varepsilon_{2}-\varepsilon_{1}=8.2 \times 10^{-3} E_{g}=0.2230 \mathrm{eV}
$$

while the state of the oppositely directed spin in layer B has a Heisenberg parameter

$$
J_{2}=16.4 \times 10^{-3} E_{B}=0.446 \mathrm{eV}
$$

The average value of the magnetic moment per magnetic atom is

$$
m=\frac{3 \mu_{0}+\mu_{0}}{2 \times 3}=\frac{2}{3} \mu_{0}=0.6(6) \mu_{0}
$$

The experiment of Birgeneau et al. ${ }^{28}$ gives the same value for the maximally ordered moment.

## CONCLUSION

We have developed a variant of exchange perturbation theory that allows for degeneracy in total spin, with the applicability criteria (1.18) and (2.10) added. Using it we have derived a procedure for $a b$ initio calculations of the Heisenberg parameter for high- $T_{c}$ materials, a procedure that is based on first principles and avoids computer simulations, so that the necessary relationships are obtained in analytical form. Numerical estimates of the energy values for given lattice parameters yield results that are in good agreement with those of experimental and phenomenological approaches. For instance, for $\mathrm{La}_{2} \mathrm{CuO}_{4}$ the experiment of Peters et al. ${ }^{29}$ yields the following values of the Heisenberg parameter.

For the antiferromagnetic interaction of the ions in $\mathrm{Cu}^{2+}-\mathrm{Cu}^{2+}$ lying in a single plane, $\left|J_{1}\right|=0.116 \mathrm{eV}$; between the planes, $\left|J_{2}\right| \approx 2 \times 10^{-6} \mathrm{eV}$.

For the ferromagnetic $\mathrm{Cu}^{2+}-\mathrm{O}^{-}-\mathrm{Cu}^{2+}$, interaction $\left|J_{1}\right|$ $\approx 1 \mathrm{eV}$; our values of the corresponding parameters are $\left|J_{1}\right|=0.104 \mathrm{eV},\left|J_{2}\right| \approx 9 \times 10^{-5} \mathrm{eV}$, and $|J| \approx 2.5 \mathrm{eV}$.

For $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6}$, the Heisenberg energy estimated using an analysis of the Néel temperature is $|J| \approx 0.086 \mathrm{eV}$ (Refs. 24 and 27); our values are $|J| \approx 0.0935 \mathrm{eV}$ inside a layer and $|J| \approx 0.07 \mathrm{eV}$ between layers.

Note that the following simplifications were made in specific calculations:

1) Intratomic interaction is incorporated only indirectly by using one-electron states, whose parameters are taken from the Gombás and Szondy tables. ${ }^{30}$
2) The effect of the mean crystalline field on the intercenter interaction of $d$-electrons is ignored; the latter, however, incorporates the interaction with the nearest-neighbor ions.
3) The influence of conduction electrons on the magnetic effects due to the orientation of spins of $d$-electrons is ignored.
4) Finally, spin-orbit coupling effects is ignored.

In conclusion we note that the analytical expressions for the energy of a three-center chain of atoms contains (as the leading contribution) the nonadditive contribution of the three-center interaction (see Appendix B). The terms are $K_{1321}, K_{1232}, K_{2321}, K_{1323}, K_{2313}, K_{1231}, K_{2312}$, and $K_{1332}$. Such integrals determine the structure, since they depend not only on the intercenter distance but also on the angles between the straight lines connecting these centers. We believe that they are responsible for exchange-correlation effects in solids, including spin systems.

We are grateful to V. V. Rumyantsev for his attention to our work and to his critical remarks, which enabled us to significantly improve the presentation in this paper. The work was made possible by the financial support of the Russian Academy of Sciences (Young Scientist Stipend of the Russian Academy of Sciences) given to one of the coauthors.

## APPENDIX A: COMPLETENESS PROPERTY OF THE NONORTHOGONAL BASIS OF ANTISYMMETRIC FUNCTIONS

States that are antisymmetric under particle permutations are nonorthogonal. Nevertheless, they constitute complete system. To verify this, we act with the operator $\Sigma_{n}\left|\Phi_{n}\right\rangle\left\langle\Psi_{n}\right|$ on an arbitrary function antisymmetric according to the same Young diagram as the states $\left|\Psi_{n}\right\rangle$ :

$$
\begin{equation*}
\sum_{n}\left|\Phi_{n}\right\rangle\left\langle\Psi_{n} \mid \Psi\right\rangle=\sum_{n} \sum_{p=0}^{P}\left|\Phi_{n}\right\rangle\left\langle\Phi_{n}^{p} \mid \Psi\right\rangle(-1)^{g_{p}} \frac{1}{f_{n}} \tag{A1}
\end{equation*}
$$

where

$$
f_{n}=\sum_{p=0}^{P}\left\langle\Phi_{n} \mid \Phi_{n}^{p}\right\rangle(-1)^{g_{p}}
$$

Using the antisymmetry of the vector $|\Psi\rangle$, we can write

$$
\begin{align*}
\sum_{n} \sum_{p=0}^{P} \frac{1}{f_{n}}\left|\Phi_{n}\right\rangle\left\langle\Phi_{n}^{p} \mid \Psi\right\rangle & =\sum_{n} \sum_{p=0}^{P} \frac{1}{f_{n}}\left|\Phi_{n}\right\rangle\left\langle\Phi_{n} \mid \Psi\right\rangle(-1)^{g_{p}} \\
& =\sum_{p=0}^{P} \frac{1}{f_{0}}|\Psi\rangle=\frac{P}{f_{0}}|\Psi\rangle \tag{A2}
\end{align*}
$$

where we have used the fact that $f_{n}=f_{0}=\Sigma\left\langle\Phi_{0} \mid \Phi_{0}^{p}\right\rangle$ $(-1)^{g_{p}}$ and the completeness property of an orthogonal basis of nonsymmetric functions, $\Sigma_{n}\left|\Phi_{n}\right\rangle\left\langle\Phi_{n}\right|=1$.

Thus, we have

$$
\begin{equation*}
\frac{f_{0}}{P} \sum_{n}\left|\Phi_{n}\right\rangle\left\langle\Psi_{n}\right|=\sum_{n}\left|\Phi_{n}\right\rangle\left\langle\Phi_{n}\right| \tag{A3}
\end{equation*}
$$

which is simply the completeness property of the system. Using (A3), we can decompose an arbitrary antisymmetrized state in the same antisymmetric states.

In deriving the completeness property we assumed that $f_{0} / f_{n} \approx 1$. Let us now estimate the smallness of the terms discarded. Clearly, the above ratio can be written as

$$
\begin{equation*}
\frac{f_{0}}{f_{n}}=1+\sum_{p=0}^{P}(-1)^{g_{p}}\left[\left\langle\Phi_{0} \mid \Phi_{0}^{p}\right\rangle-\left\langle\Phi_{n} \mid \Phi_{n}^{p}\right\rangle\right]+O\left(I^{2 P}\right) \tag{A4}
\end{equation*}
$$

where

$$
\begin{aligned}
& \operatorname{Supr}\left(\sum_{p}^{P}(-1)^{g_{p}}\left[\left\langle\Phi_{0} \mid \Phi_{0}^{p}\right\rangle-\left\langle\Phi_{n} \mid \Phi_{n}^{p}\right\rangle\right]\right) \\
& \quad \approx \frac{N!}{g_{P}!\left(N-g_{P}\right)!} \frac{I_{0}-I_{n}}{1+I_{0}+I_{n}}
\end{aligned}
$$

$I_{0}$ and $I_{n}$ are still the one-electron exchange densities of the ground and excited states, and $N$ and $g_{P}$ are the respective total number of electrons and the number of electrons participating in the intercenter permutation.

Since the overlap integrals are, in general, the product of a polynomial, $P\left(R / a_{B}\right)$, and an exponential, $\exp \left(-R / a_{B}\right)$, the discarded terms are

$$
\begin{equation*}
\operatorname{Supr}\left[\frac{N!}{\left(N-g_{P}\right)!g_{P}!} P\left(\frac{R}{a_{B}}\right) \exp \left(-\frac{R}{a_{B}}\right)\right]=\text { const }<1 . \tag{A5}
\end{equation*}
$$

This constant can, in principle, be accounted for in (A3).

## APPENDIX B: EXPRESSIONS FOR OBTAINING THE CORRECTIONS TO THE ENERGY

1. The energies of a two-center interaction are

$$
\begin{equation*}
E_{\text {sing }}=\frac{e^{2}}{1+I^{2}}\left[\frac{z_{1}^{2}}{R}\left(1+I^{2}\right)+2 z_{1} C_{11}-2 z_{2} C_{12}+K_{1212}+K_{1221}\right] \tag{B1}
\end{equation*}
$$

$$
\begin{equation*}
E_{\mathrm{tr}}=\frac{e^{2}}{1-I^{2}}\left[\frac{z_{1}^{2}}{R}\left(1-I^{2}\right)-2 z_{1} C_{11}+2 z_{2} C_{12}+K_{1212}-K_{1221}\right], \tag{B2}
\end{equation*}
$$

where we have introduced the following notation:

$$
C_{i j}=\int \psi_{i}^{*}(\mathbf{r}) \psi_{j}(\mathbf{r}) \frac{d^{3} r}{|\mathbf{r}-\mathbf{R}|}
$$

is the direct or exchange interaction of an electron with a "foreign'" nucleus, $i$ and $j$ label the nucleus,

$$
K_{i j k l}=\int \frac{\psi_{i}^{*}\left(\mathbf{r}_{1}\right) \psi_{k}^{*}\left(\mathbf{r}_{2}\right) \psi_{j}\left(\mathbf{r}_{1}\right) \psi_{l}\left(\mathbf{r}_{2}\right)}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} d^{3} r_{1} d^{3} r_{2}
$$

is the exchange interaction of two electrons distributed between the nuclei $i, j, k, l$, and

$$
K_{i j i j}=\int \frac{\left|\psi_{i}\left(\mathbf{r}_{1}\right)\right|^{2}\left|\psi_{j}\left(\mathbf{r}_{2}\right)\right|^{2}}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} d^{3} r_{1} d^{3} r_{2}
$$

is the direct Coulomb interaction of two electrons centered at different nuclei $i$ and $j$.
2. The energies of the three-center interaction are
$E_{1}=\frac{1}{6} \Delta_{\alpha \alpha}\left(K_{0}-K_{2-3}-K_{1-2}+K_{1-2,2-3}+K_{1-3,1-2}-K_{1-3}\right)$,

$$
\begin{align*}
& E_{2}=\frac{1}{4} \Delta_{\beta \beta}\left(K_{0}+K_{1-3}-K_{2-3}-K_{1-2,2-3}\right),  \tag{B4}\\
& E_{3}=\frac{1}{4} \Delta_{\gamma \gamma}\left(K_{0}+K_{1-2}-K_{2-3}-K_{1-2,1-3}\right), \tag{B5}
\end{align*}
$$

where

$$
\begin{align*}
& K_{0}=\frac{z_{1} z_{2}}{R}+\frac{z_{1}^{2}}{R}-z_{2}\left(B_{11}-B_{33}\right)-z_{1}\left(C_{11}-C_{22}+S_{22}+S_{33}\right)  \tag{B6}\\
& K_{1-2}=\left(\frac{z_{1}^{2}}{R}+\frac{z_{1} z_{2}}{R}\right) I_{1}^{2}-\left(z_{2} I_{1} B_{21}+z_{1} I_{1} C_{21}+z_{1} I_{1} S_{12}\right. \\
&\left.+I_{1} z_{1} C_{12}+z_{1}\left|I_{1}\right|^{2} S_{33}+I_{1}^{2} z_{2} B_{33}\right) z_{1}+K_{1221} \\
&+K_{2313} I_{1}+K_{1323} I_{1}, \tag{B7}
\end{align*}
$$

and $K_{2-3}$ can be obtained from (B7) by cyclic permutation of the subscripts 1,2 , and 3 .

Similarly, for $K_{1-3}$ we have

$$
\begin{align*}
K_{1-2,2-3}= & \left(\frac{z_{1}^{2}}{R}+\frac{z_{1} z_{2}}{R}\right) I_{1}^{2} I_{2}-\left(z_{2} I_{1} I_{2} B_{23}+z_{1} I_{1} I_{2} C_{32}\right. \\
& +z_{1} I_{1}^{2} S_{13}+I_{1}^{2} z_{1} C_{13}+z_{1} I_{1} I_{2} S_{21} \\
& \left.+I_{1} I_{2} z_{2} B_{21}\right) z_{1}+K_{1231} I_{1}+K_{2312} I_{2}+K_{1332} I_{1} . \tag{B8}
\end{align*}
$$

Here we have used the integrals

$$
B_{i j}=\int \frac{\psi_{i}^{*}(\mathbf{r}) \psi_{j}(\mathbf{r})}{|\mathbf{r}-\mathbf{R}|} d^{3} r, \quad S_{i j}=\int \frac{\psi_{i}^{*}(\mathbf{r}) \psi_{j}(\mathbf{r})}{|\mathbf{r}|} d^{3} r
$$

complementary to (B1) and (B2).
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#### Abstract

A theory is constructed for the current-voltage characteristic of a Josephson junction with a high critical current density described by nonlocal vortex electrodynamics in the approximation of small dissipation due to the single-particle conductivity of the Josephson junction. The role of the resonant excitation of generalized short-wavelength Swihart waves is determined. New quantitative properties of the current-voltage characteristic, which is an envelope of wave excitation resonances, are established. © 1998 American Institute of Physics.
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## 1. INTRODUCTION

The theory of the current-voltage characteristics (IVC's) of Josephson junctions is of great interest specifically because the experimental study of IVC's permits the comparatively simple investigation of the manifestations of vortex structures in such junctions. The theory of the IVC's of Josephson junctions is ordinarily based on the sine-Gordon equation with dissipation. In Ref. 1 a theory of IVC's was formulated for a vortex structure in the form of a traveling wave put into motion by a spatially uniform current and decelerated by dissipation due to the single-particle conductivity of a Josephson junction. The results of the theory of IVC's needed for annular junctions, which have recently attracted the attention of experimentalists, are presented in Ref. 2. Annular junctions are of interest, because there are no edge effects complicating the vortex pattern in the case of such Josephson junctions. This is the reason why the present work is devoted to annular junctions. At the same time, in contrast to Refs. 1-3, our analysis is devoted to the theory of Josephson junctions with a high critical current density, where ${ }^{4}$

$$
\begin{equation*}
j_{c} \gg j_{0}=\frac{\hbar c^{2}}{16 \pi|e| \lambda^{3}}=1.24 \cdot 10^{4}(\lambda[\mu \mathrm{~m}])^{-3} \mathrm{~A} / \mathrm{cm}^{2} \tag{1.1}
\end{equation*}
$$

and the standard theory based on the sine-Gordon equation with dissipation is inapplicable. In Eq. (1.1) $\lambda$ is the London penetration depth. When the inequality (1.1) holds, the London depth is greater than the Josephson penetration depth

$$
\begin{equation*}
\lambda \gg \lambda_{j}=\lambda \sqrt{\frac{j_{0}}{j_{c}}} \gg \frac{\lambda_{j}^{2}}{\lambda}=l, \tag{1.2}
\end{equation*}
$$

where $e$ is the electron charge and $c$ is the speed of light.
Josephson electrodynamics is strongly nonlocal in this limit. The annular junction geometry which we have chosen is illustrated in Fig. 1 (compare Ref. 3). The tunnel junction width $2 d$ is assumed to be small compared to the London depth $\lambda$, while the latter is assumed to be much less than the thickness $a$ of the annular superconducting cylinders. Assuming the radius $R$ of the tunnel junction to be much greater
than the London depth $\lambda(0<z<2 \pi R$, where $z$ is the coordinate along the annular tunnel junction) and continuing the electric and magnetic fields periodically along the $z$ axis onto the entire number axis $(-\infty,+\infty)$, for the phase difference $\varphi$ between the wave functions of the Cooper pairs on different sides of the tunnel junction the we employ equation ${ }^{4-6}$

$$
\begin{equation*}
\frac{1}{\omega_{j}^{2}} \frac{\partial^{2} \varphi}{\partial t^{2}}+\frac{\beta}{\omega_{j}^{2}} \frac{\partial \varphi}{\partial t}+\sin \varphi-\frac{l}{\pi} \int_{-\infty}^{+\infty} \frac{d z^{\prime}}{z^{\prime}-z} \frac{\partial \varphi}{\partial z^{\prime}}+\gamma=0 \tag{1.3}
\end{equation*}
$$

Here $\gamma=j / j_{c}$ is the normalized short-circuit current density through the Josephson junction, $\omega_{j}=\left(16 \pi|e| d j_{c} / \hbar \varepsilon\right)^{1 / 2}$ is the Josephson plasma frequency, $\beta=4 \pi \sigma / \varepsilon$ characterizes the dissipation, and $\varepsilon$ and $\sigma$ are the permittivity and conductivity of the tunnel junction material. Our analysis is based on Eq. (1.3).

The existing results for the IVC of a Josephson junction with a high critical current density satisfying the inequality (1.2) were obtained in the resistive model, where the second derivative with respect to time in Eq. (1.3) can be neglected. ${ }^{5-9}$ The exact solution describing an infinite chain of vortices having a period $2 \pi L$ and moving with a constant velocity $v$ in accordance with the resistive model in Ref. 7 makes it easier to compare the results of those works. In this case

$$
\begin{equation*}
\varphi(z, t)=-\theta+\pi+2 \tan ^{-1}\left(\frac{\tan [(z-v t) / 2 L]}{\tanh \left[\alpha_{0} / 2\right]}\right) \tag{1.4}
\end{equation*}
$$

where

$$
\begin{align*}
\frac{L^{2}}{l^{2}} \cos ^{2} \theta= & \sinh ^{2} \alpha_{0}=\left(\frac{1}{4}\left[\gamma^{2}+\frac{l^{2}}{L^{2}}-1\right]^{2}+\frac{l^{2}}{L^{2}}\right)^{1 / 2} \\
& +\frac{1}{2}\left(\gamma^{2}+\frac{l^{2}}{L^{2}}-1\right) \tag{1.5}
\end{align*}
$$

and the IVC is given by the expression


FIG. 1. Two concentric superconducting cylinders separated by a thin tunnel junction.

$$
\begin{align*}
\frac{V}{j_{c} R_{s}}= & \frac{\beta v}{\omega_{j}^{2} L}=\left\{\left[\frac{1}{4}\left(\frac{j^{2}}{j_{c}^{2}}+\frac{l^{2}}{L^{2}}-1\right)^{2}+\frac{l^{2}}{L^{2}}\right]^{1 / 2}\right. \\
& +\frac{1}{2}\left(\frac{j^{2}}{\left.\left.\overline{j_{c}^{2}}+\frac{l^{2}}{L^{2}}-1\right)\right\}^{1 / 2} .}\right. \tag{1.6}
\end{align*}
$$

Here $R_{s}=2 d / \sigma$ is the resistance per unit area of the tunnel contact, and $V$ is the time-averaged potential difference across the junction. The IVC in the form (1.6) corresponds to the case when the potential difference is determined by an assigned current density. This formula can also be expressed in a form ${ }^{8}$ in which the current is determined by an assigned potential:

$$
\begin{equation*}
j^{2}=j_{r}^{2}+\frac{j_{r}^{2} j_{c}^{2} L^{2}}{L^{2} j_{r}^{2}+l^{2} j_{c}^{2}}, \text { where } j_{r}=\frac{V}{R_{s}} \tag{1.7}
\end{equation*}
$$

The latter form, in contrast to Eq. (1.6), corresponds less directly to the experimental data, but it does facilitate comparisons with the results obtained by our predecessors. Let us examine Ref. 5 first. The $I-V$ curve obtained there as a result of a numerical investigation is qualitatively similar to the plot constructed in Ref. 8 on the basis of Eq. (1.7). Further, in Ref. 5 the relation

$$
\begin{equation*}
j=\frac{L}{l} j_{r} \tag{1.8}
\end{equation*}
$$

is indicated for weak currents. According to Eq. (1.7) the relation (1.8) holds for

$$
\begin{equation*}
\frac{V}{R_{s} j_{c}} \ll \frac{l}{L} \ll 1 . \tag{1.9}
\end{equation*}
$$

This corresponds to a narrower region than that indicated in Ref. 5. The second asymptotic formula of Ref. 5 describes convergence to Ohm's law:

$$
\begin{equation*}
j=j_{r}\left\{1+\frac{L^{2} j_{c}^{2}}{2\left(L^{2} j_{r}^{2}+l^{2} j_{c}^{2}\right)}\right\} . \tag{1.10}
\end{equation*}
$$

This formula holds for $V \gg j_{c} R_{s}$, as follows from Eq. (1.7) and as was indicated in Ref. 5.

The IVC of Ref. 6 is based on the use of the exact solution of the resistive model for a single vortex moving with constant velocity:

$$
\begin{equation*}
\varphi(z, t)=-\theta+\pi+2 \tan ^{-1}\left(\frac{z-v t}{\rho}\right) \tag{1.11}
\end{equation*}
$$

where $\theta=\arcsin \gamma, \rho=l /\left(1-\gamma^{2}\right)^{1 / 2}$, and

$$
\begin{equation*}
v=\frac{l \omega_{j}^{2}}{\beta} \frac{\gamma}{\sqrt{1-\gamma^{2}}} \tag{1.12}
\end{equation*}
$$

Assuming that the solution of the resistive model can be written in an approximation in the form of a chain of periodically arranged vortices (1.11), Gurevich ${ }^{6}$ obtained an IVC of the form (1.7), but without the first term on the right-hand side. This means that the result obtained in Ref. 6 in the case $L \gtrdot l$ is realized, according to Eq. (1.7), for the low voltages $V \ll j_{c} R_{s}$, which correspond to currents much higher than the ohmic current. At the same time, according to Eq. (31) of Ref. 6 the current density should be less than the critical Josephson current density [compare Eq. (1.12)]. Our discussion makes it possible to see the heretofore not discussed consistency of the results obtained in the resistive model, especially for weak currents, which is important for what follows. We note here that to obtain the IVC of an annular Josephson junction with radius $R$ from Eq. (1.7), the parameter $L$ in Eq. (1.7) should be replaced by $R / m$, where $m$ is a positive integer corresponding to the number of AbrikosovJosephson vortices in the ring (see Refs. 8 and 9).

In the case of small dissipation of interest to us, i.e., in the limit opposite to that obtained in the resistive model, the dissipation is determined by the emission of generalized Swihart waves. The deceleration arising in the process for a single Abrikosov-Josephson vortex was studied in Ref. 10. In the case when such a vortex moves with a low velocity

$$
\begin{equation*}
v<l \omega_{j} \tag{1.13}
\end{equation*}
$$

short waves with wavelengths less than the London depth are excited, and the spectrum of generalized Swihart waves has the form (compare Ref. 11)

$$
\begin{equation*}
\omega^{2}(k)=\omega_{j}^{2}(1+|k| l), \tag{1.14}
\end{equation*}
$$

where $k$ is the wave vector. According to the condition for Cherenkov radiation, the wave vector of the disturbances excited can be determined from the equation

$$
\begin{equation*}
\omega^{2}(k)=k^{2} v^{2} . \tag{1.15}
\end{equation*}
$$

In contrast to Ref. 10, to construct a theory for IVC's, below we shall employ the exact stationary solution which was obtained in Ref. 12 for Eq. (1.3) with $\gamma=0$ and describes a chain of Abrikosov-Josephson vortices:

$$
\begin{equation*}
\varphi(z)=\pi+2 \tan ^{-1}\left(\frac{\tan [z / 2 L]}{\tanh [\alpha / 2]}\right), \tag{1.16}
\end{equation*}
$$

$$
\begin{equation*}
\sinh \alpha=(l / L) . \tag{1.17}
\end{equation*}
$$

We assume, as in Ref. 10, that the structure (1.16) moves with a low velocity $v$. The wave disturbance produced by such a motion of a single vortex in a ring when $L=R$ is obtained in Sec. 2. The friction force acting on the moving vortex structure together with its disturbance field due to the dissipation caused by the finite conductivity $\sigma$ of the quasiparticles passing through the tunnel junction is determined in

Sec. 3. The balancing of the friction force by the Lorentz force due to the current flowing through the Josephson junction is studied in Sec. 4. This makes it possible to determine the relationship between the velocity of the vortex structure and the current. A generalization to the case of $m$ Abrikosov-Josephson vortices in an annular junction is given in Sec. 5. The IVC is obtained in Sec. 6. Section 7 is devoted to a discussion of the results.

## 2. MOVING VORTEX STRUCTURE

In this section we assume that a single vortex $(L=R)$ moving with a low velocity satisfying the inequality (1.13) is present in an annular Josephson junction with radius $R$. At the same time, we assume that the dissipation is small, whence it follows that the rate of such motion should not be very low. Thus,

$$
\begin{equation*}
R \beta \ll v<l \omega_{j} . \tag{2.1}
\end{equation*}
$$

We assume that the ring is large compared with an Abrikosov-Josephson vortex:

$$
\begin{equation*}
R \gg l \tag{2.2}
\end{equation*}
$$

We seek the perturbed state arising during the motion of the chain of vortices (1.16), in the form

$$
\begin{equation*}
\varphi(z, t)=\varphi_{0}(z-v t)+\varphi_{1}(z, t) \tag{2.3}
\end{equation*}
$$

where $\varphi_{0}$ is specified by formula (1.16) and

$$
\begin{equation*}
\varphi_{1} \ll \varphi_{0} \tag{2.4}
\end{equation*}
$$

The substitution of (2.3) into Eq. (1.3) with $\gamma=0$ followed by linearization gives

$$
\begin{align*}
\frac{1}{\omega_{j}^{2}} & \frac{\partial^{2} \varphi_{1}}{\partial t^{2}}+\frac{\beta}{\omega_{j}^{2}} \frac{\partial \varphi_{1}}{\partial t}+\varphi_{1} \cos \varphi_{0}-\frac{l}{\pi} \int_{-\infty}^{+\infty} \frac{d z^{\prime}}{z^{\prime}-z} \frac{\partial \varphi_{1}}{\partial z^{\prime}} \\
& =-\frac{v^{2}}{\omega_{j}^{2}} \frac{d^{2} \varphi_{0}}{d s^{2}}+\frac{\beta v}{\omega_{j}^{2}} \frac{d \varphi_{0}}{d s} \tag{2.5}
\end{align*}
$$

where $s=z-v t$. The term $\varphi_{1} \cos \varphi_{0}$ on the left-hand side of Eq. (2.5) is comparatively small, and its retention is important only for simplifying the mathematical operations. For this reason, just as in Ref. 10, we replace it by $\varphi_{1}$. It is easy to see that the following stationary solution in the form of a structure traveling with velocity $v$ can then be written:

$$
\begin{align*}
\varphi_{1}(z, t)= & \varphi_{1}(s)=\sum_{n=1}^{\infty} \exp \left(-\frac{n l}{R}\right)\left[\left(\frac{n \beta v}{R}\right)^{2}\right. \\
& \left.+\left(\omega_{n}^{2}-\frac{n^{2} v^{2}}{R^{2}}\right)^{2}\right]^{-1}\left\{\frac { 2 v ^ { 2 } } { R ^ { 2 } } \left[\frac{n \beta v}{R} \cos \left(\frac{n s}{R}\right)\right.\right. \\
& \left.+\left(\omega_{n}^{2}-\frac{n^{2} v^{2}}{R^{2}}\right) \sin \left(\frac{n s}{R}\right)\right]+\frac{2 \beta v}{R} \\
& \left.\times\left[\left(\omega_{n}^{2}-\frac{n^{2} v^{2}}{R^{2}}\right) \cos \left(\frac{n s}{R}\right)-\frac{n \beta v}{R} \sin \left(\frac{n s}{R}\right)\right]\right\} \\
& +\frac{\beta v}{R \omega_{j}^{2}} \tag{2.6}
\end{align*}
$$

where

$$
\begin{equation*}
\omega_{n}=\omega_{j} \sqrt{1+\frac{n l}{R}} \tag{2.7}
\end{equation*}
$$

corresponds to Eq. (1.14) for the spectrum of generalized Swihart waves if $k=n / R$. The last term in Eq. (2.6) is due to the contribution

$$
\begin{equation*}
\left\langle\frac{d \varphi_{0}}{d s} \frac{\beta v}{\omega_{j}^{2}}\right\rangle=\frac{\beta v}{R \omega_{j}^{2}} \tag{2.8}
\end{equation*}
$$

to the right-hand side of Eq. (2.5). Here the angle brackets denote averaging over a period. By virtue of the left-hand inequality in Eq. (2.1) we neglect the second term in the curly brackets in Eq. (2.6) in comparison with the first term.

Since $\beta$ is small, it is obvious that Eq. (2.6) describes a resonance dependence on the velocity. The number $n_{r}$ of the resonance term in the sum (2.6) and the resonance value $v_{r}$ of the velocity are related as

$$
\begin{equation*}
\omega_{n_{r}}^{2}=\omega_{j}^{2}\left(1+\frac{n_{r} l}{R}\right)=\left(\frac{n_{r} v_{r}}{R}\right)^{2} . \tag{2.9}
\end{equation*}
$$

Accordingly,

$$
\begin{equation*}
n_{r}=\frac{l R \omega_{j}^{2}}{v_{r}^{2}} \tag{2.10}
\end{equation*}
$$

and according to Eq. (2.2) and the right-hand side of Eq. (2.1) we have

$$
\begin{equation*}
n_{r} \gtrdot \frac{R}{l} \gtrdot 1 . \tag{2.11}
\end{equation*}
$$

The latter justifies replacing $\varphi_{1} \cos \varphi_{0}$ by $\varphi_{1}$ when resonance effects are examined. As a result, the resonance term with $v=v_{r}$ can be written as

$$
\begin{equation*}
\varphi_{r}\left(z-v_{r} t\right)=\frac{2 v_{r}}{\beta R} \exp \left(-\frac{l^{2} \omega_{j}^{2}}{v_{r}^{2}}\right) \cos \left[\frac{l \omega_{j}^{2}}{v_{r}^{2}}\left(z-v_{r} t\right)\right] \tag{2.12}
\end{equation*}
$$

This expression is distinguished from that arising in the theory of the Cherenkov radiation of a single AbrikosovJosephson vortex ${ }^{10}$ only by the preexponential factor. This difference is due to the fact that Eq. (2.12) takes into account the dissipation in an annular Josephson junction.

Next, we note that, owing to the left-hand inequality in (2.1), the condition

$$
\begin{equation*}
\left(\frac{n \beta v}{R}\right)^{2} \ll\left(\omega_{n}^{2}-\frac{n^{2} v^{2}}{R^{2}}\right)^{2} \tag{2.13}
\end{equation*}
$$

is satisfied for $v \approx v_{r}$ and $n \neq n_{r}$. This allows us to neglect $\beta$ in all the nonresonance terms in Eq. (2.6) and thereby leads to the following nonresonance contribution to $\varphi_{1}(s)$ :

$$
\begin{align*}
\varphi_{n r}(s)= & \frac{2 v^{2}}{R^{2}} \sum_{\substack{n=1 \\
n \neq n_{r}}}^{\infty} n\left\{\omega_{n}^{2}-\left(\frac{n v}{R}\right)^{2}\right\}^{-1} \\
& \times \exp \left\{-\frac{n l}{R}\right\} \sin \left(\frac{n s}{R}\right) \tag{2.14}
\end{align*}
$$

The last expression can be simplified using the inequalities (2.11) and neglecting the contribution that is obviously small compared with the resonance contribution. Then

$$
\begin{equation*}
\varphi_{n r} \approx \frac{2}{n_{r}} \sum_{n=1}^{\infty} \frac{n}{n+(R / l)} \exp \left(-\frac{n l}{R}\right) \sin \left(\frac{n s}{R}\right) . \tag{2.15}
\end{equation*}
$$

Here we also call attention to the relative smallness of the distance between neighboring resonance values of the velocity. Indeed, according to Eq. (2.9), we have

$$
\begin{equation*}
\Delta v_{r}=\frac{v_{r}}{2 n_{r}}=v_{r} \frac{l}{2 R}\left(\frac{v_{r}^{2}}{l^{2} \omega_{j}^{2}}\right) \ll v_{r} \tag{2.16}
\end{equation*}
$$

Then, away from resonance,

$$
\begin{equation*}
2\left|v-v_{r}\right|<\Delta v_{r}<v_{r} \tag{2.17}
\end{equation*}
$$

it can be shown that Eq. (2.13) is satisfied, and we can write

$$
\begin{align*}
\varphi_{1}(s)= & \frac{v_{r}}{R}\left[\frac{\beta^{2}}{4}+\frac{n_{r}^{2}\left(v-v_{r}\right)^{2}}{R^{2}}\right]^{-1} \exp \left(-\frac{l^{2} \omega_{j}^{2}}{v_{r}^{2}}\right) \\
& \times\left\{\frac{\beta}{2} \cos \left(\frac{n_{r} s}{R}\right)-\frac{n_{r}\left(v-v_{r}\right)}{R} \sin \left(\frac{n_{r} s}{R}\right)\right\} \\
& +\varphi_{n r}(s)+\frac{\beta v}{R \omega_{j}^{2}} \tag{2.18}
\end{align*}
$$

Let us now focus on the realization of the approximation (2.4). First, the right-hand inequality in Eq. (2.1) gives the required smallness of $\varphi_{n r}$. Second, the inequality

$$
\begin{equation*}
\exp \left(\frac{l^{2} \omega_{j}^{2}}{v_{r}^{2}}\right)>\frac{2 v_{r}}{\beta R} \tag{2.19}
\end{equation*}
$$

ensures that the resonance contribution is small compared to $\varphi_{0}$. We shall also utilize this inequality below to satisfy the condition (2.4).

## 3. FRICTION FORCE

Dissipation $(\beta \neq 0)$ results in energy loss. The rate of decrease in the energy of a vortex structure in an annular Josephson junction is given by the expression (compare, for example, Ref. 13)

$$
\begin{equation*}
\frac{d E}{d t}=-\frac{\hbar j_{c}}{2|e|} \frac{\beta}{\omega_{j}^{2}} \int_{0}^{2 \pi R} d z\left(\frac{\partial \varphi}{\partial t}\right)^{2} \tag{3.1}
\end{equation*}
$$

Here $E$ is the energy per unit length of the Josephson junction.

Using the expression obtained for $\varphi_{0}+\varphi_{1}$ in the preceding section, we can express the energy dissipation rate as
$\frac{d E}{d t}=-\frac{v^{2} \beta}{\omega_{j}^{2}} \frac{\pi \hbar j_{c}}{|e| l}\left\{1+\frac{l^{3} \omega_{j}^{4}}{2 v^{2} R} \frac{\exp \left(-2\left[l \omega_{j} / v_{r}\right]^{2}\right)}{(\beta / 2)^{2}+\left[n_{r}\left(v-v_{r}\right) / R\right]^{2}}\right\}$.
The first term in curly brackets on the right-hand side corresponds to the energy loss by the moving periodic structure $\varphi_{0}$, and the second term corresponds to the energy loss by the resonantly excited wave $\varphi_{r}(s)$ (2.18).

The energy loss by a vortex structure is often attributed to the friction force $f_{\text {fr }}$ (see, for example, Ref. 14), which is specified by the relation

$$
\begin{equation*}
f_{\mathrm{fr}}=\frac{1}{v} \frac{d E}{d t} \tag{3.3}
\end{equation*}
$$

Accordingly, it follows from Eq. (3.2) that

$$
\begin{equation*}
f_{\mathrm{fr}}=-\frac{v \beta}{\omega_{j}^{2}} \frac{\pi \hbar j_{c}}{|e| l}\left\{1+\frac{l^{3} \omega_{j}^{4}}{2 v^{2} R} \frac{\exp \left(-2\left[l \omega_{j} / v_{r}\right]^{2}\right)}{(\beta / 2)^{2}+\left[n_{r}\left(v-v_{r}\right) / R\right]^{2}}\right\} \tag{3.4}
\end{equation*}
$$

The friction force and relatively small energy losses by a vortex structure can be discussed when

$$
\begin{equation*}
\beta \tau \ll 1 \tag{3.5}
\end{equation*}
$$

where $\tau=2 \pi R / v$ is the rotation period of the vortex structure in the ring. This condition is satisfied according to Eq. (2.1).

## 4. LORENTZ FORCE AND THE EQUILIBRIUM CONDITION

To solve the problem of the IVC of a Josephson junction we now assume that a constant spatially uniform current with density $j$ flows through the junction. As a result, the current acts on the vortex structure, exerting the following a Lorentz force ${ }^{13}$ per unit length:

$$
\begin{equation*}
f_{L}=\frac{1}{c} j \Phi \tag{4.1}
\end{equation*}
$$

where $\Phi$ is the magnetic flux through the Josephson junction. More specifically (see Ref. 13),

$$
\begin{equation*}
\Phi=\frac{\Phi_{0}}{2 \pi}[\varphi(z=2 \pi R, t)-\varphi(z=0, t)] \tag{4.2}
\end{equation*}
$$

where $\Phi_{0}=\pi \hbar c /|e|$ is the magnetic flux quantum. Since according to Eq. (2.6) the disturbance $\varphi_{1}$ is a periodic function, the flux (4.2) is determined by $\varphi_{0}$. Therefore, according to Eq. (1.16) with $L=R$, as was assumed in Sec. 2, we have $\Phi=\Phi_{0}$. In this case the Lorentz force equals

$$
\begin{equation*}
f_{L}=\frac{1}{c} j \Phi_{0} \tag{4.3}
\end{equation*}
$$

In the case of stationary motion of our vortex structure, the constant value of $v$ is determined from the condition that the accelerating Lorentz force (4.3) is balanced by the decelerating friction force (3.4). This condition leads to the relation

$$
\begin{equation*}
\frac{j}{j_{c}}=\frac{\beta v}{\omega_{j}^{2} l}\left\{1+\frac{l^{3} \omega_{j}^{4}}{2 v^{2} R} \frac{\exp \left(-2\left[l \omega_{j} / v_{r}\right]^{2}\right)}{(\beta / 2)^{2}+\left[n_{r}\left(v-v_{r}\right) / R\right]^{2}}\right\} \tag{4.4}
\end{equation*}
$$

between the current density $j$ and the velocity $v$ of the vortex structure. We stress that, according to the conditions (2.1) and (2.19), the right-hand side of Eq. (4.4) is small compared to 1 , i.e., $j \ll j_{c}$.

We note that Eq. (4.4) can be obtained on the basis of the energy relation following from Eq. (1.3)

$$
\begin{equation*}
\frac{d E}{d t}=\frac{\hbar j_{c}}{2|e|} \int_{0}^{2 \pi R} d z\left(-\frac{\beta}{\omega_{j}^{2}}\left(\frac{\partial \varphi}{\partial t}\right)^{2}-\gamma \frac{\partial \varphi}{\partial t}\right) \tag{4.5}
\end{equation*}
$$

where $E$ is the energy of the Josephson junction. Equation (4.5) describes the variation of the energy in time due to dissipation (friction) and the accelerating action of the current $\left(\gamma=j / j_{c}\right)$. Substituting the expression (2.3) from Sec. 2 into (4.5) likewise leads to Eq. (4.4) provided the energy remains constant $(d E / d t=0)$.

## 5. MULTIVORTEX STRUCTURE

In this section we give a generalization made before this analysis to the case of several vortices in an annular Josephson junction. Generalization to the case of $m$ vortices is accomplished by replacing $L$ by $R / m$ in Eqs. (1.16) and (1.17). Since it was assumed in Secs. 2-4 that $L=R$, the required generalization is made by replacing $R$ by $R / m$ in the equations of these sections. It should be noted that the conditions (2.1) and (2.2) for the applicability of our analysis become

$$
\begin{equation*}
(\beta R / m) \ll v \ll l \omega_{j} \quad \text { and } \quad m l \ll R . \tag{5.1}
\end{equation*}
$$

Accordingly, the number of the Cherenkov resonance is given by the formula

$$
\begin{equation*}
n_{r}=\frac{R l \omega_{j}^{2}}{m v_{r}^{2}} \gtrdot \frac{R}{m l} \gtrdot 1 . \tag{5.2}
\end{equation*}
$$

The analog of the condition (2.19) has the form

$$
\begin{equation*}
\exp \left(\frac{l^{2} \omega_{j}^{2}}{v_{r}^{2}}\right) \gg \frac{2 m v_{r}}{\beta R} \tag{5.3}
\end{equation*}
$$

These conditions make it possible to generalize Eq. (3.4) so as to describe the friction force acting on a chain of $m$ Abrikosov-Josephson vortices, whose motion also causes the excitation of generalized Swihart waves. For the friction force we have

$$
\begin{align*}
f_{\mathrm{fr}}= & -\frac{m v \beta}{\omega_{j}^{2}} \frac{\pi \hbar j_{c}}{|e| l} \\
& \times\left\{1+\frac{m l^{3} \omega_{j}^{4}}{2 v^{2} R} \frac{\exp \left(-2\left[l \omega_{j} / v_{r}\right]^{2}\right)}{(\beta / 2)^{2}+\left[m n_{r}\left(v-v_{r}\right) / R\right]^{2}}\right\} \tag{5.4}
\end{align*}
$$

Since we now have $f_{L}=(m / c) j \Phi_{0}$ for the Lorentz force, as opposed to Eq. (4.3), we obtain the following generalization of the relation (4.4) from the equilibrium condition:

$$
\begin{equation*}
\frac{j}{j_{c}}=\frac{\beta v}{\omega_{j}^{2} l}\left\{1+\frac{m l^{3} \omega_{j}^{4}}{2 v^{2} R} \frac{\exp \left(-2\left[l \omega_{j} / v_{r}\right]^{2}\right)}{(\beta / 2)^{2}+\left[m n_{r}\left(v-v_{r}\right) / R\right]^{2}}\right\} \tag{5.5}
\end{equation*}
$$

In this case, in analogy to Eq. (2.17), the following condition is satisfied:

$$
\begin{equation*}
2\left|v-v_{r}\right|<\Delta v_{r}=\frac{v_{r}}{2 n_{r}}=v_{r} \frac{m l}{2 R} \frac{v_{r}^{2}}{l^{2} \omega_{j}^{2}}<v_{r}, \tag{5.6}
\end{equation*}
$$

where $\Delta v_{r}$ is the distance between neighboring resonances. Fulfillment of the conditions (5.6) and (5.2) permits the replacement of $v_{r}$ in the exponential function in Eq. (5.5) by $v$. Indeed,

$$
\begin{aligned}
& \frac{\left|\exp \left[-2\left(l \omega_{j} / v\right)^{2}\right]-\exp \left[-2\left(l \omega_{j} / v_{r}\right)^{2}\right]\right|}{\exp \left[-2\left(l \omega_{j} / v_{r}\right)^{2}\right]} \\
& \quad=\left|\exp \left[4\left(l \omega_{j} / v_{r}\right)^{2}\left(v-v_{r}\right) / v_{r}\right]-1\right| \\
& \quad<\exp \left[2\left(l \omega_{j} / v_{r}\right)^{2} \Delta v_{r} / v_{r}\right]-1=(m l / R) \ll 1 .
\end{aligned}
$$

Thus, the relation (5.5) can be written in the form

$$
\begin{equation*}
\frac{j}{j_{c}}=\frac{\beta v}{\omega_{j}^{2} l}\left\{1+\frac{m l^{3} \omega_{j}^{4}}{2 v^{2} R} \frac{\exp \left(-2\left[l \omega_{j} / v\right]^{2}\right)}{(\beta / 2)^{2}+\left[m n_{r}\left(v-v_{r}\right) / R\right]^{2}}\right\} . \tag{5.7}
\end{equation*}
$$

This relation between the current density and the velocity of the vortex structure allows us to write down an expression for the IVC sought, which we shall do in the next section.

## 6. CURRENT-VOLTAGE CHARACTERISTIC

To obtain the IVC, we employ the definition of a static potential difference

$$
\begin{equation*}
V=-\frac{\hbar}{2|e|}\left\langle\frac{\partial \varphi}{\partial t}\right\rangle, \tag{6.1}
\end{equation*}
$$

where the averaging extends over the length of the ring, which in our case corresponds to averaging over time. In our case only $\varphi_{0}(z-v t)$ makes a nonzero contribution on averaging. It turns out that

$$
V=\hbar m v / 2|e| R
$$

The latter formula makes it possible to rewrite the relation (5.7) in the form of an IVC

$$
\begin{equation*}
\frac{j}{j_{c}}=\frac{V}{R_{s} j_{c}} \frac{R}{l m}\left\{1+\frac{2 m^{3}\left(R_{s} j_{1} / V\right)^{2} \exp \left(-2 m^{2} V_{0}^{2} / V^{2}\right)}{1+\left[\left(V / V_{s}\right)^{2}\left(V-V_{r}\right)^{2} /\left(\Delta V_{r}\right)^{2}\right]}\right\} \tag{6.2}
\end{equation*}
$$

where the notation

$$
\begin{equation*}
\Delta V_{r}=V_{r} / 2 n_{r} \tag{6.3}
\end{equation*}
$$

has been used for the distance between neighboring resonance voltage values $V_{r}$ on the IVC:

$$
\begin{align*}
& V_{r}[\mu \mathrm{~V}]=\frac{\hbar v_{r} m}{2|e| R}=\frac{\hbar c}{2|e| \lambda} \sqrt{\frac{m d}{R \varepsilon n_{r}}}=\frac{100}{R} \sqrt{\frac{m d R}{\lambda^{2} \varepsilon n_{r}}},  \tag{6.4}\\
& V_{0}[\mu \mathrm{~V}]=\frac{\hbar l \omega_{j}}{2|e| R}=\frac{\hbar c}{2|e| R} \sqrt{\frac{d}{\varepsilon \lambda} \frac{j_{0}}{j_{c}}}=\frac{100}{R} \sqrt{\frac{d}{\lambda \varepsilon} \frac{j_{0}}{j_{c}}} . \tag{6.5}
\end{align*}
$$

In the latter numerical expressions $R$ is measured in millimeters. Finally,

$$
\begin{equation*}
j_{1}=j_{c}\left(\frac{\lambda}{R} \frac{j_{0}}{j_{c}}\right)^{3 / 2}, \quad V_{s}=\frac{2 \pi \hbar \sigma}{|e| \varepsilon}=\frac{\hbar}{2|e| R_{s} C_{s}} . \tag{6.6}
\end{equation*}
$$

We note that $j_{1} / V_{0}=(c / 8 \pi \lambda) \sqrt{\varepsilon / d R}$ and does not depend on $j_{c}$. In the resonance denominator of Eq. (6.2) $\left|V-V_{r}\right|$ $<(1 / 2) \Delta V_{r}$. In accordance with Eqs. (5.1) and (5.3) the IVC (6.2) holds for values of $V$ that satisfy the inequalities

$$
\begin{align*}
& V_{s} \lll<V_{0},  \tag{6.7}\\
& \exp \left(\frac{m^{2} V_{0}^{2}}{V^{2}}\right) \gg 2 \frac{V}{V_{s}} . \tag{6.8}
\end{align*}
$$



FIG. 2. Current-voltage characteristic of a Josephson junction with $m=1,2,3$ and $l / R=10^{-2}\left(j_{1} R_{s} / V_{0}\right)=10^{4}$.

According to Eq. (6.2), the width $\delta V_{r}$ of a resonance at half-height is given by

$$
\begin{equation*}
\delta V_{r}=\frac{V_{s}}{V} \Delta V_{r} \tag{6.9}
\end{equation*}
$$

In accordance with the inequality (6.7), this means that the width of a resonance is much less than the distance between neighboring resonances. This suggests that individual resonances are distinguishable. On the other hand, according to the definition (6.3) and the inequality (5.2), the resonances are very close together. Therefore, if the resolution accuracy $\Delta V_{r}$ in the experiment is inadequate, the envelope of the curve (6.2), which is described by the formula

$$
\begin{equation*}
\frac{j}{j_{c}}=\frac{V}{j_{c} R_{s}} \frac{R}{l m}\left\{1+2 m^{3} \frac{R_{s}^{2} j_{1}^{2}}{V^{2}} \exp \left(-2 m^{2} \frac{V_{0}^{2}}{V^{2}}\right)\right\} \tag{6.10}
\end{equation*}
$$

will be observed.

## 7. DISCUSSION

Figure 2 shows the IVC (6.10) for several values of the number of vortices in the Josephson junction ( $m=1,2,3$ ). This figure serves to illustrate our discussion. We begin our discussion with low voltages, for which the IVC's correspond to linear segments of the curves. Such linear segments correspond to a balance between the acceleration by the current and the deceleration by the dissipation of the main periodic vortex structure $\varphi_{0}$, when the occurrence of resonance losses is hardly observed. Therefore, the lower bound on the voltage in Eq. (6.7) is not important for such linear segments of the IVC. These linear segments correspond to the asymptotic result of Ref. 5, according to which the superconducting current through a Josephson junction is ( $R / l m$ ) times greater than the ohmic current $j_{r}=V / R_{s}$ [see Eq. (1.8)]. In Fig. 2 the dashed line corresponds to the ohmic current. In the resistive approximation of Refs. 5 and 7, as the voltage increases, the rate of growth of the current slows
according to Eq. (1.7), and the IVC approaches Ohm's law according to Eq. (1.10), which was obtained in Ref. 5.

In contrast to the resistive approximation, our analysis leads to increasingly rapid growth of the current with increasing voltage, rather than to slowing. This qualitative dependence is similar to the known dependence for a Josephson junction with a low critical density and small dissipation, for which theories are being devised on the basis of the standard sine-Gordon equation with friction. We make the required comparison using the result obtained in Ref. 1 for the IVC of a Josephson junction with small dissipation under the condition, just as in our case, that the size of a single vortex is much smaller than the period of the vortex structure in the Josephson junction:

$$
\begin{equation*}
\frac{j}{j_{c}}=\frac{4 V}{\pi j_{c} R_{s}} \frac{R}{l m} \frac{\sqrt{j_{0} / j_{c}}}{\sqrt{1-\left(V / m V_{0}\right)^{2}\left(j_{0} / j_{c}\right)}} . \tag{7.1}
\end{equation*}
$$

We note that on the linear segment of the IVC at low voltages this formula gives a current which differs by a factor of $(2 / \pi) \sqrt{j_{0} / j_{c}}$ from the result obtained in the theory of Josephson junctions whose critical current density satisfies the condition (1.1). However, another property of (7.1) is extremely important to us. According to this property, as the voltage approaches the value

$$
\begin{equation*}
V \rightarrow m V_{0} \sqrt{j_{c} / j_{0}} \tag{7.2}
\end{equation*}
$$

the standard IVC describes a sharp increase in current. For our IVC (6.10) there is likewise a sharp increase in current corresponding to a deviation of the curves in Fig. 2 from the linear segments in the low-voltage region. However, the analogy between the IVC's (6.10) and (7.1) ends with this qualitative similarity. Therefore, we should now discuss the differences.

First, the functional dependence of the upward deviation of the IVC from the continuation of the linear segment differs. In contrast to the comparatively smooth approach of (7.1) to the square-root singularity, which is not observed experimentally, because the IVC is cut off at a state with a large number of vortices in the Josephson junction, in our case Eq. (6.10) predicts a sharper exponential growth of the current with increasing voltage. This qualitative difference can be observed experimentally (compare Ref. 15).

The second difference between Eq. (6.10) and Eq. (7.1) is that for a Josephson junction with a high critical current density (1.1) rapid growth is predicted when

$$
\begin{equation*}
V \sim \frac{m V_{0}}{\sqrt{\ln \left[m R_{s}^{2} j_{1}^{2} / V_{0}^{2}\right]}} \equiv \frac{m V_{0}}{\sqrt{\ln \left[m \varepsilon(d / R)(c / 4 \pi \lambda \sigma)^{2}\right]}} \tag{7.3}
\end{equation*}
$$

rather than when the voltage approaches the value specified by (7.2). In accordance with the right-hand inequality in Eq. (6.7), this value should be less than $m V_{0}$. This is possible if

$$
\begin{equation*}
\sqrt{m \frac{\varepsilon d}{R}} \gg \frac{4 \pi \sigma \lambda}{c} \sim 4 \cdot 10^{-14}(\lambda[\mu \mathrm{~m}])\left(\sigma\left[\mathrm{s}^{-1}\right]\right) \tag{7.4}
\end{equation*}
$$

which is readily realized. On the other hand, our approach to finding the resonance correction $\varphi_{r}$ requires satisfaction of
the left-hand inequality in Eq. (6.7), where the expression (7.3) should now be used instead of the voltage. The following inequality then arises:

$$
\begin{equation*}
m \sqrt{\frac{\varepsilon d \lambda}{R^{2}} \frac{j_{0}}{j_{c}}} \frac{1}{\sqrt{\ln \left[m \varepsilon(d / R)(c / 4 \pi \lambda \sigma)^{2}\right]}} \gg \frac{4 \pi \sigma \lambda}{c} . \tag{7.5}
\end{equation*}
$$

When $m$ is of order unity, the left-hand side of this inequality is much smaller than the left-hand side of Eq. (7.4). Therefore, the inequality (7.5) is the main constraint on the conductivity of a Josephson junction. For example, for $\varepsilon=10$, $d / R=10^{-6}$, and $j_{c}=5 j_{0}$ the inequality (7.5) takes the form

$$
\frac{m \sqrt{\lambda / R} \cdot 10^{11}}{\sqrt{\ln \left[\sqrt{m} \cdot 10^{11} / \lambda[\mu \mathrm{m}] \sigma\left[\mathrm{s}^{-1}\right]\right]}} \gg 4 \lambda[\mu \mathrm{~m}] \sigma\left[\mathrm{s}^{-1}\right],
$$

which does not place excessively severe constraints on the conductivity if we assume that $\lambda / R \sim 10^{-2}-10^{-3}$.

We note that since the ring-averaged intensity of the constant magnetic field is given by the relation

$$
\bar{H}=m \Phi_{0} / 4 \pi \lambda R,
$$

Eqs. (6.2) and (6.10) can be used to describe the dependence of the IVC on the magnetic field.

## 8. CONCLUSIONS

We have constructed the first theory for the IVC of an annular Josephson junction with a high critical current density ${ }^{1)}$ (1.1). This theory describes the exponential voltage dependence for an envelope of segments corresponding to the excitation of resonant states, as well as the fine structure due to such resonances.

To provide a better understanding of the importance of the material presented in this paper, we note that the exponential dependence of the current on the velocity of a solitary Josephson junction in the theory of Josephson junctions with a low critical current density was pointed out in Ref. 17. Our analysis leads to a substantial quantitative difference, and even the physical essence of the phenomenon is different. First, the exponential effect described in Ref. 17 corresponds to vortex velocities close to the ordinary Swihart velocity $c_{s}=\lambda_{j} \omega_{j}$, while the effect discussed in the present paper corresponds to the velocity $l \omega_{j}$, which is $\sqrt{j_{0} / j_{c}}$ times smaller than the Swihart velocity. Accordingly, the exponential increase in the current in Fig. 2 corresponds to a voltage $\sqrt{j_{0} / j_{c}}$ times lower. This difference is due to our condition
(1.1), which is new compared with Ref. 7. Second, in Ref. 17 the dissipation is due to the Cherenkov excitation of generalized Swihart waves, whose energy escapes to infinity from a vortex, i.e., it is emitted from the Josephson junction, whereas in our case a resonantly excited Cherenkov wave does not escape in any direction from the Josephson junction, but is absorbed in the junction as a result of dissipation. This causes the preexponential factor in our IVC (6.10) to depend on the resistance of the Josephson junction, which, of course, cannot happen in the approach described in Ref. 17. Finally, we stress that no IVC was obtained in Ref. 17.
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#### Abstract

A new technique for testing long-range order in high-absorption anisotropic crystals has been developed using conversion of an incident $p-(s-)$ wave to an $s-(p-)$ wave due to optical anisotropy. The technique yields time-resolved measurements of parameters related to phase transformations in thin ( $10^{-6}-10^{-5} \mathrm{~cm}$ ) layers with a high resolution ( $10^{-12} \mathrm{~s}$ ). Using picosecond laser pulses and an "Agat" streak camera, the technique has been applied to an experimental investigation of melting and recrystallization kinetics at zinc and graphite surfaces. It was found that the process of melting takes less than 3 ps and the recrystallization time is about 100 ps. © 1998 American Institute of Physics. [S1063-7761(98)01806-X]


## 1. INTRODUCTION

The progress in picosecond and femtosecond techniques has afforded extraordinary possibilities for studying dynamics of ultrafast phase transformations in condensed media. ${ }^{1-5}$ The most important question in planning experiments in this field is selection of the technique for observing the dynamics of the processes of phase transformation. Various signals generated in materials and carrying information about phase transitions are used, such as optical reflection, luminescence, nonlinear optical effects, Raman spectra, etc. These techniques, however, yield mostly information on changes in the short-range order of crystal lattices, which do not change as a result of melting or the transition to an amorphous state. ${ }^{6}$ Such techniques commonly used in studies of long-range order in crystals as electronography, x-ray diffraction, etc., cannot be operated with a high time resolution, although attempts have been made to perform time-resolved measurements of this kind. For example, ultrashort laser pulses were used to generate an electron beam for testing the dynamics of changes in the crystal structure of a metal, but the minimum time resolution was about 50 ps . ${ }^{7}$

In the present work, we have proposed and tested experimentally a new method of detecting ultrafast phase transformations at metal surfaces based on the effect of optical anisotropy. The technique can be applied to metals in which one of the phases is anisotropic, including, for example, zinc, cadmium, titanium, and also graphite. The essence of the technique is as follows.

When a light beam incident on a surface of an isotropic medium is polarized either in the incidence plane or perpendicular to this plane, the polarization of the reflected beam is the same. If the medium is an anisotropic crystal whose axis is neither in the incidence plane nor perpendicular to this plane, a component with polarization different from that of the incident light is detected in the reflected beam. This effect (rotation of polarization plane due to reflection from a
surface), combined with pico- and femtosecond laser techniques, allows time-resolved measurements of the dynamics of ultrafast phase transformation when one of the phases is anisotropic, for example, when a crystal with a hexagonal close-packed (HCP) lattice is melted. Although the effect of optical anisotropy has been widely known, it has never been, to the best of our knowledge, applied to studies of phase transitions in solids.

The rest of this paper is organized as follows. Section 2 presents theoretical analysis of the characteristics of the polarization effect. Section 3 describes experimental techniques. Section 4 presents an experimental investigation of ultrafast melting of zinc and graphite exposed to picosecond laser pulses. The results are discussed in Sec. 5.

## 2. LIGHT REFLECTION FROM THE SURFACE OF AN ANISOTROPIC METAL: THEORETICAL ANALYSIS

Let us consider reflection of a monochromatic narrow light beam from a plane surface of an anisotropic metal. To this end, we use the impedance boundary condition ${ }^{8}$

$$
\begin{equation*}
E_{\alpha}=\xi_{\alpha \beta}(\mathbf{H} \times \mathbf{n})_{\beta}, \tag{1}
\end{equation*}
$$

where $\mathbf{E}$ and $\mathbf{H}$ are the electric and magnetic fields, respectively, $\mathbf{n}$ is the unit vector of the normal to the surface, greek subscripts in Eq. (1) and the following equations take two values corresponding to the Cartesian coordinates in the surface plane, and $\xi_{\alpha \beta}$ is the two-dimensional surface impedance tensor, which is related in nonmagnetic metals to the three-dimensional permittivity tensor $\varepsilon_{i k}$ :

$$
\begin{equation*}
\left(\xi^{2}\right)_{\alpha \beta}=\left(\varepsilon^{-1}\right)_{\alpha \beta} . \tag{2}
\end{equation*}
$$

In a uniaxial crystal, which is the only object of our analysis, the tensor $\varepsilon_{i k}$ can be expressed as

$$
\begin{equation*}
\varepsilon_{i k}=\varepsilon\left(\delta_{i k}+s_{i} s_{k} \Delta\right) \tag{3}
\end{equation*}
$$

where $\delta_{i k}$ is the three-dimensional unit tensor, $\mathbf{s}$ is the unit vector along the anisotropy axis, $\varepsilon$ is the isotropic compo-
nent of the permittivity tensor, and $\Delta$ is the optical anisotropy constant. In what follows, we will assume that the following conditions are satisfied:

$$
\begin{equation*}
\varepsilon \gtrdot>1, \quad \Delta \ll 1 . \tag{4}
\end{equation*}
$$

Substitution of Eq. (3) in Eq. (2) with account of Eq. (4) yields the following expression for the surface impedance tensor of a uniaxial metallic crystal:

$$
\begin{equation*}
\xi_{\alpha \beta}=\xi\left(\delta_{\alpha \beta}-\frac{1}{2} \nu_{\alpha} \nu_{\beta} \Delta \sin ^{2} \psi\right), \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi=1 / \sqrt{\varepsilon} \tag{6}
\end{equation*}
$$

is the isotropic component of the surface impedance, $\psi$ is the angle between the anisotropy axis and normal to the surface, and $\boldsymbol{\nu}$ is the two-dimensional unit vector along the projection of the anisotropy axis on the metal surface. In a singlecrystal sample the angle $\psi$ and vector $\boldsymbol{\nu}$ are constant, whereas in a polycrystalline sample they are functions of coordinates. In our calculation of reflection characteristics we begin with the case of a single crystal.

We denote by $E_{p}$ and $E_{s}$ the electric field amplitudes in the incident beam corresponding to polarizations in the incidence plane ( $p$-wave) and perpendicular to this plane ( $s$-wave). The respective amplitudes in the specular reflected beam will be denoted by $E_{p}^{\prime}$ and $E_{s}^{\prime}$. When the incident beam is $p$-polarized $\left(E_{s}=0\right)$, the tangential components of the electric and magnetic fields on the metal surface are expressed as

$$
\begin{align*}
& \mathbf{E}_{t}=\left(E_{p}-E_{p}^{\prime}\right) \mathbf{l} \cos \theta+E_{s}^{\prime} \mathbf{n} \times \mathbf{l},  \tag{7}\\
& \mathbf{H}_{t}=\left(E_{p}+E_{p}^{\prime}\right) \mathbf{n} \times \mathbf{l}+E_{s}^{\prime} \mathbf{l} \cos \theta, \tag{8}
\end{align*}
$$

where $\mathbf{l}=\mathbf{k}_{t} /\left|\mathbf{k}_{t}\right|$ is the unit vector directed along the crossing line between the light incidence plane and metal surface plane, $\mathbf{k}_{t}=\mathbf{k}-\mathbf{n}(\mathbf{n} \cdot \mathbf{k})$ is the tangential component of the wave vector $\mathbf{k}, k=2 \pi / \lambda$, and $\lambda$ is the light wavelength.

By substituting Eqs. (7) and (8) in the boundary condition (1) and taking into account Eq. (5), we obtain a system of equations for the amplitudes $E_{p}^{\prime}$ and $E_{s}^{\prime}$. By virtue of Eq. (4), the solution for amplitude $E_{p}^{\prime}$ is almost identical, to within some corrections, to the corresponding expression in the Fresnel formulas. ${ }^{8}$ The amplitude $E_{s}^{\prime}$ describes the effect under consideration, namely the change in the light polarization due to the metal anisotropy. The quantitative measure of the effect is the ratio between the $s$-component intensity in the reflected beam and the intensity of the incident $p$-polarized light, $R_{p \rightarrow s}$. The calculation of this parameter yields

$$
\begin{equation*}
R_{p \rightarrow s}=\frac{1}{4} \frac{|\xi|^{2}|\Delta|^{2} \cos ^{2} \theta}{|\cos \theta+\xi|^{2}} \sin ^{4} \psi \sin ^{2} 2 \phi \tag{9}
\end{equation*}
$$

Here $\phi$ is the angle between vectors $\mathbf{l}$ and $\boldsymbol{\nu}$, in other words, the angle between the two planes perpendicular to the metal surface, one of which contains the incident light wave vector plane of (plane of incidence), the other the metal anisotropy axis (plane of anisotropy).

A similar calculation for the ratio between the intensities of the reflected $p$-polarized component and incident $s$-polarized component $\left(R_{s \rightarrow p}\right)$ in the approximation determined by Eq. (4) yields

$$
\begin{equation*}
R_{s \rightarrow p}=R_{p \rightarrow s} \tag{10}
\end{equation*}
$$

Note two important implications of Eqs. (9) and (10). The first is that the intensity of the reflected component with the alternative polarization as a function of the angle $\phi$ has four maxima and four minima as the crystal is rotated around the surface normal through an angle of $2 \pi$, and the minima correspond to the absence of the effect. The maxima take place when the angle $\phi$ between the plane of incidence and the plane of anisotropy is an odd multiple of $\pi / 4$, and no effect is detected when the two planes either coincide or are perpendicular with respect to one another.

The second consequence of Eqs. (9) and (10) is the strong dependence of the effect on the angle between the anisotropy axis and the reflecting surface normal described by the factor $\sin ^{4} \psi$. When the anisotropy axis coincides with the normal, the effect vanishes.

Now let us proceed to the analysis of reflection from a polycrystalline sample of an anisotropic metal with a plane surface. Since the surface impedance is not constant in the surface plane, the projection of the wave vector on the interface is not conserved when the anisotropic part of the reflection occurs, so the corresponding reflection component is not specular but diffuse. Let us assume that the crystal grain size $a$ satisfies the condition $\lambda / 2 \pi \ll a \ll D$, where $D$ is the laser spot size. In addition, we assume that the distribution of grain parameters is uniform and isotropic. Denote by $d R\left(p, \mathbf{k}_{t} \rightarrow s, \mathbf{k}_{t}^{\prime}\right)$ and $d R\left(s, \mathbf{k}_{t} \rightarrow p, \mathbf{k}_{t}^{\prime}\right)$ the ratios of the intensities of the alternatively polarized component reflected into the solid angle element $d \Omega$ in the direction defined by the tangential component $\mathbf{k}_{t}^{\prime}$ of the reflected light wave vector and the incident light intensity.

The calculation performed in this section for single crystals can be easily generalized to the case of a polycrystal with a plane surface if the second terms on the right-hand side of Eqs. (7) and (8) are replaced by the corresponding Fourier integrals with respect to the tangential component of the reflected light wave vector, $\mathbf{k}_{t}$. The solution of the equation system resulting from the boundary condition (1) yields the following expression for the relative intensities of the alternatively polarized reflected components:

$$
\begin{align*}
d R\left(p, \mathbf{k}_{t} \rightarrow s, \mathbf{k}_{t}^{\prime}\right) & =d R\left(s, \mathbf{k}_{t} \rightarrow p, \mathbf{k}_{t}^{\prime}\right) \\
& =\frac{1}{4} \frac{|\xi|^{2}|\Delta|^{2} \cos ^{2} \theta}{|\cos \theta+\xi|^{2}} K\left(\mathbf{k}_{t}^{\prime}-\mathbf{k}_{t}\right) d \Omega \tag{11}
\end{align*}
$$

Here

$$
\begin{aligned}
K\left(\mathbf{k}_{t}^{\prime}-\mathbf{k}_{t}\right)= & \frac{k^{2} \cos \theta}{4 \pi^{2}} \int d \boldsymbol{\eta} \exp \left\{-i\left(\mathbf{k}_{t}^{\prime}-\mathbf{k}_{t}\right) \cdot \boldsymbol{\eta}\right\} \\
& \times\left\langle\sin ^{2} \psi(\mathbf{r}+\boldsymbol{\eta}) \sin 2 \phi(\mathbf{r}+\boldsymbol{\eta})\right. \\
& \left.\times \sin ^{2} \psi(\mathbf{r}) \sin 2 \phi(\mathbf{r})\right\rangle_{\mathbf{r}}
\end{aligned}
$$



FIG. 1. Optical diagram of the experimental facility.

The angular brackets $\langle\ldots\rangle_{\mathbf{r}}$ denote averaging over coordinate $\mathbf{r}$ in the laser spot plane. It follows from Eq. (11) that the alternatively polarized reflected beam has an additional contribution to its divergence $\delta \theta$ relative to the incident beam:

$$
\begin{equation*}
\delta \theta \sim \lambda / 2 \pi a . \tag{12}
\end{equation*}
$$

The expression for the relative intensity of alternatively polarized reflected light component integrated over the solid angle, which can be derived from Eq. (11), differs from Eq. (9) by the replacement

$$
\begin{equation*}
\sin ^{4} \psi \sin ^{2} 2 \phi \rightarrow 1 / 2\left\langle\sin ^{4} \psi\right\rangle \tag{13}
\end{equation*}
$$

Here we omit the complictaed expression for a small-grain polycrystal satisfying the condition

$$
a \ll \lambda / 2 \pi .
$$

Note only that in this case the diffusely reflected light due to the optical anisotropy occupies the entire half-space corresponding to the total solid angle $2 \pi$. In addition to the alternative polarization, it also contains a component with the polarization of the incident light. The total intensity of the alternatively polarized component, in comparison with that for a large-grain crystal, has an additional small factor $\sim(2 \pi a / \lambda)^{2}$.

## 3. EXPERIMENTAL TECHNIQUES

An optical diagram of the experimental facility is given in Fig. 1.

The experiments were performed using a LIT-5 laser system. Its operation is based on the multistep (SBS and SRS) time compression of initial nanosecond pulses from a Nd:YAG laser, and it generates four time-synchronized optical pulses with parameters $\tau_{1} \sim 200 \mathrm{fs}, \lambda_{1}=1000 \mathrm{~nm}$; $\tau_{2} \sim 1 \mathrm{ps}, \quad \lambda_{2}=780 \mathrm{~nm} ; \quad \tau_{3} \sim 20 \mathrm{ps}, \quad \lambda_{3}=630 \mathrm{~nm} ; \quad \tau_{4}$ $\sim 500 \mathrm{ps}, \lambda_{4}=530 \mathrm{~nm}$. The repetition rate is up to 25 Hz and the pulse energy (for $\tau_{1}$ and $\tau_{2}$ ) up to 1 mJ . The pulse parameters are monitored using the measuring devices of the facility, including optical pulse energy detectors , an "Agat'" streak camera with a time resolution of about 3 ps , an autocorrelator with a resolution of about 50 fs , and a device measuring pulse spectra. All measurements, including those of monitoring devices, were fed to a multichannel digital
device collecting and processing input data, which includes several highly sensitive CCD video-cameras (built around CCD detector arrays), several analogue inputs, a synchronization unit to control data inputs, a laser controller, and a computer loaded with instructions to make the experimental facility follow a predetermined program, to read and process simultaneously data fed from the electronic streak camera, oscilloscope, autocorrelator, pulse energy meters, light detectors, and spectral devices.

The dynamics of the reflected light was measured by the "Agat" electronic streak camera operated at time resolutions of 3 and 10 ps . The sample was pumped by a laser pulse with parameters $\tau_{2} \sim 1 \mathrm{ps}$ and $\lambda_{2}=780 \mathrm{~nm}$. The probe pulse had parameters $\tau_{4} \sim 500 \mathrm{ps}$ and $\lambda_{4}=530 \mathrm{~nm}$. The pump pulse was focused into a spot with a diameter of $100-300 \mu \mathrm{~m}$, the probe pulse into a spot of $50 \mu \mathrm{~m}$. The minimal size of the probe laser spot was controlled by the sensitivity of the electronic streak camera and the total pulse energy, which should be lower than the surface damage threshold, and this condition was checked by exposing the sample to a series of pulses. The coincidence of the pump and probe laser spots was checked using the CCD camera and a microscope with a magnification of $70 \times$. The probe pulse was polarized in the incidence plane ( $p$-wave), and its angle of incidence was less then $15^{\circ}$. We fed to the input slit of the streak camera the reflected probe pulse passing through a crossed analyzer ( $s$-polarization), the reflected probe pulse ( $p$-polarization), a fraction of the incident pump pulse, and the reflected pump pulse, which served as a time reference. The camera output was an arbitrary combination of these pulses or their sum. The polarization contrast of the optical package with the crossed polarizer and analyzer was about $10^{5}$, which is much higher than the value required for accuracy compatible with the other measurements in our experiments. All experiments were performed in air.

The optical anisotropy of the tested area on the crystal surface was tested without pump pulses using radiation generated by a helium-neon laser. Photomultiplier tubes were used in measurements of intensities of $s$ - and $p$-polarized components of reflected light as functions of the angle through which the target was rotated around the normal to its surface. Thus, the factor $R_{p \rightarrow s}$ of energy transfer from the $p$ -


FIG. 2. Measurement of optical anisotropy: (a) beam reflection from surface of anisotropic metal; (b) $R_{p \rightarrow s}(\phi)$ : squares are experimental data $(\mathrm{Zn})$; circles represent the calculations $\left(\sin ^{2} 2 \phi\right)$.
to $s$-wave as a function of angle $\phi$ between the incidence and anisotropy planes was measured.

## 4. EXPERIMENTAL RESULTS

### 4.1. Zinc

Experiments were performed with a zinc crystal whose surface was polished, then etched in a solution of nitric acid. The probe and pump laser pulses were focused on the surface whose plane contained the $C$-axis.

In order to identify the polarization effect, we first measured changes in probe light reflected from a cold zinc sample (not exposed to a pump laser pulse). Figure 2 shows the transformation coefficient $R_{p \rightarrow s}$ normalized to unity at the maximum as a function of the angle $\phi$ in polar coordinates. This graph also shows the theoretical dependence $R_{p \rightarrow s}(\phi)$, which is given by the function $\sin ^{2} 2 \phi$. Both these functions are plotted in one quadrant.

These measurements demonstrated the presence of the polarization effect in light reflection from the surface of an HCP crystal of Zn . It was found that, in accordance with Eq. (9), the normal to the sample surface is a four-fold symmetry axis for the transformation factor $R_{p \rightarrow s}$, i.e., $R_{p \rightarrow s}(\phi$ $+\pi / 4)=R_{p \rightarrow s}(\phi)$.

One can see in Fig. 2 that the experimental and theoretical data are virtually identical. The coefficient $R_{p \rightarrow s}$ of the $p$-wave to $s$-wave intensity transformation is about $10^{-2}$ at $\phi=\pi / 4$. The minimum $R_{p \rightarrow s}=10^{-3}$ at $\phi=0, \pi / 2$ is due to
the surface inhomogeneities or error in measurements of $\phi$, since the contrast of the optical system allows more accurate measurements.

Time-resolved measurements of light reflected from the zinc surface were performed at $\phi=\pi / 4$ (at a peak of $R_{p \rightarrow s}$ ). The damage threshold fluence $F_{0}$ of the pump laser pulse was defined as the fluence producing a damaged spot with a diameter of about $60 \mu \mathrm{~m}$ on the surface. The distribution of fluence over the focal spot was approximately Gaussian, $F=F_{m} \exp \left(-d^{2} / d_{0}^{2}\right)$, where $F_{m}$ is the maximum fluence at the spot center. When the fluence at the spot center exceeded $F_{0}$ by a factor of two to three, the damaged spot diameter was up to $2 d_{0} \approx 200 \mu \mathrm{~m}$ and approximately constant at higher pulse energies. The absolute value of the damage threshold fluence $F_{0} \approx 0.05 \mathrm{~J} / \mathrm{cm}^{2}$. Note that precise measurements of the threshold fluence were not intended in our experiments. Relative changes in the damage threshold were measured to within $10 \%$.

Time-resolved measurements of $s$ - and $p$-polarized components of reflected probe beam were performed at the pump pulse fluence in the range $F_{0}<F<10 F_{0}$, and in most cases a site on the surface was exposed to a pump pulse only once. Statistically processed measurements (about five hundred streak photos), which demonstrated reasonable reproducibility, have led us to the following conclusions.

1. At pumping laser fluences in the range $F_{0}<F$ $<5 F_{0}$, the intensity of the reflected $s$-polarized component drops to the noise level in less than 3 ps after the pump pulse. After a time $\sim 100-300 \mathrm{ps}$, its intensity recovers completely or partially, depending on the fluence of the pump pulse. The pulse shape of the $p$-polarized reflected component is not affected by the pump pulse. Typical streak photos are given in Fig. 3a. Figure 4 shows the intensity of the $s$-polarized component versus time obtained by statistically processing our measurements with due account of the pump pulse shape.
2. When the pump pulse fluence is three to five times $F_{0}$, a drop in the $p$-polarized component with a duration of $\sim 10-50 \mathrm{ps}$, decreasing with $F$, is observed, along with the changes in the $s$-polarized component. The intensities of the $s$ - and $p$-waves do not recover to their initial values. Typical streak photos are shown in Fig. 3b.
3. The optical anisotropy parameter $\left(R_{p \rightarrow s}(\phi)\right)$ in the region exposed to a single pump pulse with a fluence close to the damage threshold value recovers to its initial value. After multiple exposure $R_{p \rightarrow s}$ increases to $\sim 10^{-1}$ from the initial value $\sim 10^{-2}$, but this parameter no longer depends on angle $\phi$, and the number $N$ of pulses needed to attain such an effect decreases with the fluence of the pump pulse down to $N=1$ at $F>5 F_{0}$. The surface structure after single and multiple exposures to pulses with $F \sim 3 F_{0}$ has been studied using the electron microscope. After exposure to a single pulse, microscopic regions with dimensions of about $10 \mu \mathrm{~m}$ could be seen, and after exposure to repeated pulses a granular structure with a grain size of about $1 \mu \mathrm{~m}$ was formed. The intensity of the reflected probe pulse (integrated over time and measured without a pump pulse) notably dropped as a result of this process, which is caused by the diffuse nature of reflection from the modified surface.


FIG. 3. Typical streak photos of (1) pump pulse, (2) $s$-, and (3) $p$-polarized components of the reflected probe beam at the pump pulse fluence (a) $F$ $<5 F_{0}$ and (b) $F>5 F_{0}$ for a zinc single crystal.

### 4.2. Graphite

Experiments have been performed with a pyrolithically manufactured quasi-single crystal of graphite. The tested surface, whose plane contained the symmetry axis, underwent preliminary cleaning with laser radiation, namely, by exposure to multiple pump pulses with fluences higher than the damage threshold value.

Our measurements of optical anisotropy indicate that the maximum $R_{p \rightarrow s}$ is about $3 \times 10^{-2}$ at $\phi=\pi / 4$, i.e., it is higher than in the case of zinc, but the angular dependence is weaker: $R_{p \rightarrow s}(\phi=\pi / 4) / R_{p \rightarrow s}(\phi=0)=3-4$. The shape of


FIG. 4. Intensity of reflected $s$-wave versus the delay of the probe pulse with respect to the pump pulse at several fluence values of the pump pulse: (1) $F \sim 2 F_{0}$; (2) $F \sim 4 F_{0}$; (3) $F \sim 5 F_{0}$.
the $R_{p \rightarrow s}(\phi)$ curve is not affected by multiple exposure, unlike the case of zinc.

Time-resolved measurements of the intensities of reflected $s$ - and $p$-polarized components after a pump laser pulse were performed similarly, but on the same surface area at different fluences of pump pulses. Our measurements have led us to the following conclusions.

1. The measurements are less reproducible than in the case of zinc, probably because of inhomogeneity of the structure and the various physical crystal parameters in the plane containing the symmetry axis.
2. The damage threshold of the pump pulse fluence is $F_{0} \approx 0.1 \mathrm{~J} / \mathrm{cm}^{2}$, which is close to the value given by Reitze et al. ${ }^{3}$
3. In the narrow range of fluences of the pump pulse, $F_{0}<F<2 F_{0}$, the intensity of the $s$-polarized reflected component drops rapidly in about 3 ps after the pump pulse and then recovers almost to its initial value in a time $\sim 100-150$ ps. The pulse shape of the reflected $p$-polarized component is not affected. Typical streak photos are shown in Fig. 5.
4. At the pump pulse fluence $F>2 F_{0}$, the intensity of the reflected $p$-polarized component also drops rapidly together with the drop in the probe beam $s$-polarized component. The typical decay time of the $s$-polarized component is again less than 3 ps , whereas the $p$-polarized component decays more slowly, as in Refs. 3 and 4.

## 5. DISCUSSION OF EXPERIMENTAL RESULTS

The theoretical analysis of experimental results described in the previous section is based on the model developed by Anisimov et al. ${ }^{9,10}$ The incident pump laser pulse is absorbed by the degenerate electron gas, whose temperature during the pulse is much higher than the lattice temperature. To estimate the spatial scale and absolute electron temperature, we use Eq. (14) from Ref. 10:

$$
\begin{equation*}
T_{e}(0, t)=\left(\frac{3 q_{0}^{2} T_{0}}{2 \alpha \kappa_{0}}\right)^{1 / 3}, \quad \delta(t)=\left(\frac{18 q_{a} \kappa_{0}}{\alpha^{2} T_{0}}\right)^{1 / 3}, \tag{14}
\end{equation*}
$$

where $q_{a}(t)$ is the absorbed laser intensity, $\alpha$ is the energy exchange rate between electrons and the lattice, $\kappa_{0}$ is the heat conductivity of a metal in equilibrium, and $T_{0}$ is the


FIG. 5. Typical streak photos of (2) $s$ - and (3) $p$-polarized components of the reflected probe beam at the (1) pump pulse fluence $F_{0}<F<2 F_{0}$ : (a) drop in the intensity of the $s$-polarized component in the process of graphite melting; (b) recovery of the $s$-polarized component during recrystallization (the measurements were processed with due account of the actual probe pulse shape). The time resolution is about 3 ps .
initial (room) temperature. Equation (14) applies to the case when the thickness of the heated layer is larger than the skin depth. Assuming that $q_{a} \approx 10^{11} \mathrm{~W} / \mathrm{cm}^{2}, \kappa_{0} \approx 1 \mathrm{~W} / \mathrm{cm} \mathrm{K}$, $\alpha \approx 10^{12} \mathrm{~W} / \mathrm{cm}^{3} \mathrm{~K}$, and $T_{0} \approx 300 \mathrm{~K}$, we obtain $T_{e} \approx 1.6$ $\times 10^{4} \mathrm{~K}$ and $\delta \approx 1.8 \times 10^{-5} \mathrm{~cm}$. The lattice of the materials under consideration is heated in this layer in several picoseconds. The maximum lattice temperature at the sample surface is estimated using Eq. (25) from Ref. 10:

$$
\begin{equation*}
T_{i m} \approx T_{0}+\frac{F_{a}}{c_{i}} \frac{\beta \mu}{\beta+\mu}, \quad \beta=\sqrt{\frac{\alpha}{\kappa_{0}}}, \tag{15}
\end{equation*}
$$

where $F_{a}$ is the laser fluence absorbed, $\mu$ is the absorption coefficient, and $c_{i}$ is the lattice specific heat. Assuming $\mu \approx 3 \times 10^{5} \mathrm{~cm}^{-1}$, we obtain $T_{i m}=2500 \mathrm{~K}$ for zinc and $T_{i m}=6100 \mathrm{~K}$ for carbon at the damage threshold (we assume that the reflectivities of Zn and C averaged over time are 0.5 and 0.3 , respectively). Both these temperatures are notably higher than the melting temperatures of the corresponding materials.

Since the target is heated in a very short time, the material density is constant during a time interval of about $\delta / c_{s}$, during which a rarefaction wave passes through the heated surface layer. Here $c_{s}$ is the speed of sound in the heated material. During this time (several tens of picoseconds in this specific case) the heated layer is kept under a pressure that can be estimated by the formula $P \approx \Gamma\left(\rho_{0}\right) E_{T}$, where $\Gamma\left(\rho_{0}\right)$ is the Grüneisen parameter at the initial density $\rho_{0}$ and $E_{T}$ is the laser pulse energy absorbed in unit volume. Our estimates yield the pressure up to 30 kbar for zinc and 150 kbar for carbon near the damage threshold. The latter value is in agreement with the estimate quoted in Ref. 11. This pressure is higher than at the graphite-diamond-liquid triple point on the carbon phase diagram. It is noteworthy that electronlattice relaxation has little effect on the pressure, since the partial pressures due to electrons and lattice are, by definition, proportional to the corresponding energy densities, whereas the total energy is constant.

In order to produce changes in the reflectivity due to melting, one should destroy the crystal lattice in the skin layer. When the overheating is small, $T_{i}-T_{m} \ll T_{m}$, the melting front propagates from the surface into the crystal bulk. The velocity of this front is lower than the speed of sound, ${ }^{12}$ so the time a melting wave needs to traverse the skin layer is at least several tens of picoseconds. Our experiments indicate, however, that the reflected $s$-polarized component drops in a time shorter than 3 ps after the pump pulse. This means that the melting takes place in the bulk of material as a result of homogeneous nucleation. This process was studied ${ }^{13}$ taking into account the activation energy caused by lattice deformation around a growing nucleus. Under certain conditions one can expect formation of nonspherical nuclei. This analysis, however, cannot be directly applied to carbon since the liquid phase of this material has a higher density than the solid phase in a pressure range of $70-80 \mathrm{kbar} .^{11}$

The cooling of a metal heated by ultrashort laser pulses is largely controlled by thermal conductivity. ${ }^{10,14}$ The contribution of evaporation to the cooling rate is negligible. Hence the cooling time can be estimated by the formula $\tau_{\mathrm{c}}$ $\sim \delta^{2} / 4 \chi$, where $\chi$ is the heat diffusivity. This estimate yields $\tau_{\mathrm{c}} \approx 300 \mathrm{ps}$, which is in satisfactory agreement with our measurements.

## 6. CONCLUSIONS

The principal results of the reported work are as follows.
We have developed an optical technique for studying the kinetics of phase transformation at surfaces of anisotropic, highly absorbing solids (including polycrystals). The technique allows one to test the presence or absence of longrange order in microscopic regions on crystal surfaces and on bottoms of microcraters, where measurement using smallangle x-ray radiation or electron beams have low efficiency.

Time-resolved measurements of phase transformations on zinc and graphite surfaces due to picosecond laser pulses based on the suggested technique clearly indicate that melting processes in surface layers can be investigated with picosecond resolution.
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#### Abstract

A theory of the de Haas-van Alphen effect in type-II $p$-wave and $D$-wave superconductors (the latter corresponds to the $B_{1 g}$ one-dimensional representation of group $D_{4 h}$ ) has been developed. Solutions for the order parameter and density of quasiparticle states near the upper critical field have been calculated. If the curve enclosing the extremal cross section of the Fermi surface in the plane perpendicular to the external magnetic field coincides with the line of nodes of the superconducting order parameter, the effect of the transition to the superconducting state on the amplitude of magnetization oscillations is negligible. If the line of nodes is oriented differently with respect to the applied magnetic field, the de Haas-van Alphen oscillations are suppressed in a manner qualitatively similar to the case of conventional superconductors. © 1998 American Institute of Physics. [S1063-7761(98)01906-4]


## 1. INTRODUCTION

The amount of experimental data concerning the de Haas-van Alphen effect in type-II superconductors that have been published recently is quite considerable (see the review by Corcoran et al. ${ }^{1}$ ). If the region of very high magnetic fields where the effect in the normal state takes place ${ }^{1)}$ overlaps with the domain of a superconducting mixed state, magnetization oscillations persist in the region below the transition to the mixed state, $H<H_{c 2}$, and the frequency of the oscillations as a function of magnetic field remains unchanged, while the amplitude drops with decreasing magnetic field faster than in a normal metal. Nonetheless, the effect is observable in fields down to $H \approx 0.5 H_{c 2}$. These observations indicate that the Landau quantization persists in the mixed state at magnetic fields considerably below than the upper critical field $H_{c 2}$.

Attempts to interpret this phenomenon were made in a set of theoretical studies. ${ }^{2-4}$ A self-consistent theory of the de Haas-van Alphen effect was developed in our previous work. ${ }^{5}$ It was found that, at a finite impurity concentration, notwithstanding the high-purity condition $\pi \Gamma<\omega_{c}$, which should be satisfied in order to detect magnetization oscillations, there is a region of gapless superconductivity in the mixed state near the upper critical field $H_{c 2}$, where the density of states at the Fermi level is finite:

$$
\begin{equation*}
N(E=0) \approx N_{0}\left(1-\frac{\sqrt{\pi^{3} n_{F}}}{\ln n_{F}} \frac{H_{c 2}-H}{H_{c 2}}\right) . \tag{1}
\end{equation*}
$$

Here $N_{0}$ is the density of states in the normal metal, $n_{F}$ $=\mu / \omega_{c}$, and $\mu$ is the chemical potential. The oscillating component $M_{\text {osc }}^{s}$ of magnetization in the mixed state is suppressed in comparison with its amplitude $M_{\mathrm{osc}}^{n}$ in the normal state:

$$
\begin{equation*}
\frac{M_{\mathrm{osc}}^{s}}{M_{\mathrm{osc}}^{n}} \approx 1-\frac{\sqrt{\pi n_{F}}}{\ln n_{F}} \frac{H_{c 2}-H}{H_{c 2}} . \tag{2}
\end{equation*}
$$

Equations (1) and (2) were derived ${ }^{5}$ to first order in the order parameter $\Delta^{2} \sim\left(H_{c 2}-H\right) / H_{c 2}$ under the assumption that $T$ $<\Gamma \ll \omega_{c}$.

In high-temperature superconductors, which were discovered in recent years, and in heavy-fermion superconductors, superconducting states with anisotropic pairing were hypothesized. In this connection, the need in a theory of the de Haas-van Alphen effect in superconductors with symmetry nodes of the order parameter became obvious. Maki ${ }^{6}$ extended his theory ${ }^{2}$ to superconducting states with order parameter nodes on the equator and poles of the Fermi sphere. He used an expression for the excitation spectrum derived ${ }^{7}$ neglecting the Landau quantization and an order parameter obtained in the momentum representation.

We have developed a quantum theory of the de Haasvan Alphen effect for $p$-wave states, whose order parameter has been calculated exactly for fields $H \approx H_{c 2}$ and arbitrary temperatures. ${ }^{8}$ A phase whose symmetry corresponds to the one-dimensional representation $B_{1 g}$ of group $D_{4 h}$ has also been investigated. For brevity, it will be denoted as the $D$-phase. The theory of magnetization oscillations in the $D$-phase is of special interest because recent experimental data indicate that the $B_{1 g}$ state can occur in the high- $T_{c}$ superconductor $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-x}$. ${ }^{9}$ Our results demonstrate that, if the curve enclosing the extremal Fermi surface cross section in the plane perpendicular to the applied magnetic field does not coincide with the line of nodes of the superconductor order parameter, the suppression of the oscillation amplitude is qualitatively similar to the case of conventional superconductivity. On the contrary, if the order parameter nodes are on the curve enclosing the cross section with an extreme area, the transition to the superconducting state has little effect on the oscillation amplitude. Thus, observation of the de Haas-van Alphen effect in the mixed state can be used in identifying unconventional superconducting states.

The paper is organized as follows. The next section presents equations for the Green's function of superconductors
with $p$ and $D$-wave pairing. The order parameter near the upper critical field for different superconducting states will be derived in Sec. 3, then the corresponding matrix elements of the order parameter will be calculated. Then the selfconsistency equation for the order parameter amplitude will be solved. In Sec. 6 the density of states at the Fermi level and the amplitude of de Haas-van Alphen oscillations will be calculated.

## 2. ELECTRON GREEN'S FUNCTION IN DOPED SUPERCONDUCTORS

The Gor'kov equation for anisotropic superconductors has the form

$$
\begin{align*}
& {\left[i \omega-\hat{H}_{0}(\mathbf{R})-\hat{u}(\mathbf{R})\right] \hat{G}\left(\mathbf{R}, \mathbf{R}^{\prime}, \omega\right)} \\
& \quad-\int d \mathbf{r} \hat{\Delta}(\mathbf{R}, \mathbf{r}) \hat{G}\left(\mathbf{R}-\mathbf{r}, \mathbf{R}^{\prime}, \omega\right)=\delta\left(\mathbf{R}-\mathbf{R}^{\prime}\right) \tag{3}
\end{align*}
$$

Here

$$
\begin{aligned}
& \hat{H}_{0}(\mathbf{R})=\left(\begin{array}{cc}
H_{0}(\mathbf{R}) & 0 \\
0 & -H_{0}^{*}(\mathbf{R})
\end{array}\right), \\
& \hat{u}(\mathbf{R})=\hat{\tau}_{3} u(\mathbf{R})=\left(\begin{array}{cc}
u(\mathbf{R}) & 0 \\
0 & -u(\mathbf{R})
\end{array}\right),
\end{aligned}
$$

$u(\mathbf{R})$ is the impurity scattering potential, and

$$
\begin{equation*}
H_{0}(\mathbf{R})=\frac{1}{2 m}\left(-i \frac{\partial}{\partial \mathbf{r}}+\frac{e}{c} \mathbf{A}(\mathbf{r})\right)^{2}-\mu \tag{4}
\end{equation*}
$$

is the one-particle Hamiltonian of electrons in the magnetic field. The magnetic field is assumed to be uniform and the same as the external magnetic field, which is justified at $H$ $\sim H_{c 2}$ in superconductors with a large Ginzburg-Landau parameter. Here we use eigenfunctions $\phi_{l}(\mathbf{R})$ of the operator $H_{0}(\mathbf{R})$, which form a representation of magnetic sublattices. ${ }^{10}$ In the Landau gauge $\mathbf{A}(\mathbf{R})=(0, H x, 0)$ the functions $\phi_{l}(\mathbf{r})$ have the form

$$
\begin{align*}
\phi_{l}(\mathbf{r})= & \sqrt{\frac{a}{\lambda}} \exp \left(i k_{z} z\right) \sum_{m} \exp \left(-i q_{x} a m\right) \\
& \times \exp \left[i\left(q_{y}+\frac{\pi m}{a}\right) y\right] \varphi_{n}\left(\frac{x}{\lambda}+\left(q_{y}+\frac{\pi m}{a}\right) \lambda\right), \tag{5}
\end{align*}
$$

where

$$
\begin{align*}
& \varphi_{n}(s)=\frac{1}{\sqrt{2^{n} n!\sqrt{\pi}}} \exp \left(-\frac{s^{2}}{2}\right) H_{n}(s),  \tag{6}\\
& H_{n}(s)=(-1)^{n} \exp \left(s^{2}\right) \frac{d^{n}}{d s^{n}} \exp \left(-s^{2}\right) \tag{7}
\end{align*}
$$

are Hermite polynomials. The unit cell in the lattice of magnetic translations is a rectangle with sides $a_{x}=a$ and $a_{y}$ $=2 a$. The quantum number in this case is $l=\left\{n, k_{z}, \vec{q}\right\}$, where $\vec{q}$ is the two-dimensional vector in the first Brillouin zone $-\pi / a<q_{x}<\pi / a,-\pi / 2 a<q_{y}<\pi / 2 a$.

The matrix $\hat{G}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)$ contains the normal Green's function $G\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)$ and anomalous Green's function $F\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)$, which can be expressed in both the coordinate representation and the representation of $\phi_{l}(\mathbf{r})$ states:

$$
\begin{aligned}
& \hat{G}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) \\
& =\left(\begin{array}{cc}
G\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) & F\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) \\
F^{+}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) & -G\left(\mathbf{r}^{\prime}, \mathbf{r},-\omega\right)
\end{array}\right) \\
& =\sum_{l l^{\prime}}\left(\begin{array}{cc}
\phi_{l}(\mathbf{r}) G_{l l^{\prime}}(\omega) \phi_{l^{\prime}}^{*}\left(\mathbf{r}^{\prime}\right) & \phi_{l}(\mathbf{r}) F_{l l^{\prime}}(\omega) \phi_{l^{\prime}}\left(\mathbf{r}^{\prime}\right) \\
\phi_{l}^{*}(\mathbf{r}) F_{l l^{\prime}}^{+}(\omega) \phi_{l^{\prime}}^{*}\left(\mathbf{r}^{\prime}\right) & -\phi_{l^{\prime}}\left(\mathbf{r}^{\prime}\right) G_{l^{\prime} l}(-\omega) \phi_{l}^{*}(\mathbf{r}) .
\end{array}\right) .
\end{aligned}
$$

The summation over the quantum numbers should be performed by the following rule:

$$
\begin{equation*}
\sum_{l}=\sum_{n=0}^{\infty} \int \frac{d k_{z}}{2 \pi} \int_{-\pi / a}^{\pi / a} \frac{d q_{x}}{2 \pi} \int_{-\pi / 2 a}^{\pi / 2 a} \frac{d q_{y}}{2 \pi} \tag{9}
\end{equation*}
$$

The order parameter

$$
\hat{\Delta}(\mathbf{R}, \mathbf{r})=\left(\begin{array}{cc}
0 & \Delta(\mathbf{R}, \mathbf{r})  \tag{10}\\
\Delta^{*}(\mathbf{R}, \mathbf{r}) & 0
\end{array}\right)
$$

is a function of two variables, namely the center-of-mass coordinate $\mathbf{R}$ of a Cooper pair and the relative coordinate $\mathbf{r}$ of the electrons in the pair, and it is determined by the following self-consistency equation:

$$
\begin{equation*}
\Delta^{*}(\mathbf{R}, \mathbf{r})=V(\mathbf{r}) T \sum_{\omega} F^{+}\left(\mathbf{R}-\frac{\mathbf{r}}{2}, \mathbf{R}+\frac{\mathbf{r}}{2}, \omega\right), \tag{11}
\end{equation*}
$$

where $V(\mathbf{r})$ is the attractive potential between the electrons.
Using the same notation as in Eq. (8) in the Green's function averaged over the positions of the impurities, we obtain the following equation: ${ }^{11}$

$$
\begin{align*}
\hat{G}\left(\mathbf{R}, \mathbf{R}^{\prime}, \omega\right)= & \hat{G}\left(\mathbf{R}, \mathbf{R}^{\prime}, \omega\right) \\
& +\int d \mathbf{R}_{1} \hat{g}\left(\mathbf{R}, \mathbf{R}_{1}, \omega\right) \hat{\Sigma}\left(\mathbf{R}_{1}, \omega\right) \hat{G}\left(\mathbf{R}_{1}, \mathbf{R}^{\prime}, \omega\right) \\
& +\int d \mathbf{R}_{1} \int d \mathbf{r} \hat{g}\left(\mathbf{R}, \mathbf{R}_{1}\right) \hat{\Delta}\left(\mathbf{R}_{1}, \mathbf{r}\right) \hat{G} \\
& \times\left(\mathbf{R}_{1}-\mathbf{r}, \mathbf{R}^{\prime}, \omega\right) \tag{12}
\end{align*}
$$

Here $\hat{g}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)$ is the Green's function of the undoped normal metal in a magnetic field:

$$
\hat{g}\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)=\left(\begin{array}{cc}
g\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) & 0  \tag{13}\\
0 & -g\left(\mathbf{r}^{\prime}, \mathbf{r},-\omega\right)
\end{array}\right)
$$

The Green's function $g\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)$ is expressed in terms of the eigenfunctions of the operator $H_{0}$ as follows:

$$
\begin{equation*}
g\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right)=\sum_{l} \phi_{l}(\mathbf{r}) g_{l}(\omega) \phi_{l}^{*}\left(\mathbf{r}^{\prime}\right) \tag{14}
\end{equation*}
$$

where

$$
g_{l}(\omega)=\left(i \omega-\xi_{l}\right)^{-1}
$$

$$
\begin{equation*}
\xi_{l}=\xi_{n}\left(k_{z}\right)=\omega_{c}\left(n+\frac{1}{2}\right)+\frac{k_{z}^{2}}{2 m^{*}}-\mu \tag{15}
\end{equation*}
$$

The expression for the impurity self-energy part in the case of anisotropic pairing has the form

$$
\Sigma_{\mathrm{imp}}(\mathbf{R}, \omega)=\left(\begin{array}{cc}
\bar{G}(\mathbf{R}, \omega) & 0  \tag{16}\\
0 & -\bar{G}(\mathbf{R},-\omega)
\end{array}\right)
$$

where $\bar{G}(\mathbf{R}, \omega)$ is determined by the equation

$$
\begin{equation*}
\bar{G}(\mathbf{R}, \omega)=n_{\mathrm{imp}} u^{2} G(\mathbf{R}, \mathbf{R}, \omega) \tag{17}
\end{equation*}
$$

$n_{\text {imp }}$ is the impurity concentration, and $u$ is the characteristic amplitude of the scattering potential due to impurity.

Unlike the case of conventional superconductivity, states with anisotropic pairing satisfy

$$
\int d \Omega_{\hat{r}} F\left(\mathbf{R}+\frac{\mathbf{r}}{2}, \mathbf{R}-\frac{\mathbf{r}}{2}, \omega\right)=0
$$

where $d \Omega_{\hat{r}}$ denotes an element of solid angle in the space of unit vectors $\hat{r}=\mathbf{r} /|\mathbf{r}|$. Therefore the nondiagonal elements of the self-energy part vanish.

To third order in $\Delta$, the normal and anomalous parts of the Green's function have the form

$$
\begin{align*}
& G_{l l^{\prime}}(\omega)=G_{l l^{\prime}}^{(0)}(\omega)+G_{l l^{\prime}}^{(2)}(\omega)  \tag{18}\\
& F_{l l^{\prime}}(\omega)=F_{l l^{\prime}}^{(1)}(\omega)+F_{l l^{\prime}}^{(3)}(\omega) \tag{19}
\end{align*}
$$

Equation (12) directly yields

$$
\begin{align*}
G_{l l^{\prime}}^{(0)}(\omega)= & \delta_{l l^{\prime}} G_{l}^{(0)}(\omega)=\frac{\delta_{l l^{\prime}}}{g_{l}^{-1}(\omega)-\bar{G}_{l}^{(0)}}  \tag{20}\\
G_{l l^{\prime}}^{(2)}(\omega)= & G_{l}^{(0)}(\omega) \bar{G}_{l^{\prime} l}^{(2)}(\omega) G_{l^{\prime}}^{(0)}(\omega) \\
& +\sum_{l_{1}} G_{l}^{(0)}(\omega) \Delta_{l l_{1}}(\omega) F_{l_{1} l^{\prime}}^{+(1)}(\omega) \tag{21}
\end{align*}
$$

and for the anomalous Green's function

$$
\begin{align*}
F_{l l^{\prime}}^{+(1)}(\omega)= & -G_{l}^{(0)}(-\omega) \Delta_{l l^{\prime}}^{*}(\omega) G_{l^{\prime}}^{(0)}(\omega)  \tag{22}\\
F_{l l^{\prime}}^{+(3)}(\omega)= & -\sum_{l_{1}} G_{l}^{(0)}(-\omega) \Delta_{l l_{1}}^{*}(\omega) G_{l_{1} l^{\prime}}^{(2)}(\omega) \\
& +\sum_{l_{1}} G_{l}^{(0)}(-\omega) \bar{G}_{l l_{1}}^{(2)}(\omega) F_{l_{1} l^{\prime}}^{+(1)}(\omega) \tag{23}
\end{align*}
$$

To zeroth order in $\Delta^{2}$ the solution of the self-consistency equation for the self-energy part is diagonal in $l$ and $l^{\prime}$, and has the form $\bar{G}_{l}^{(0)}(\omega)=-i \Gamma_{\mathrm{imp}} \operatorname{sign} \omega$, where $\Gamma_{\mathrm{imp}}$ $=\pi n_{\text {imp }} u^{2} N_{0}$. The correction to second order in $\Delta$ is derived from the equation

$$
\begin{align*}
\bar{G}_{l l^{\prime}}^{(2)}(\omega)= & n_{\mathrm{imp}} u^{2} \sum_{p p^{\prime}} \int d \mathbf{r} \phi_{l}(\mathbf{r}) \phi_{p}(\mathbf{r}) \\
& \times \phi_{p^{\prime}}^{*}(\mathbf{r}) \phi_{l^{\prime}}^{*}(\mathbf{r}) G_{p p^{\prime}}^{(2)}(\omega) \tag{24}
\end{align*}
$$

The system of equations (20)-(24) is, in fact, identical to the system of equations that determines the Green's function in
an isotropic superconductor, ${ }^{5}$ the only difference being that the matrix element of the order parameter is expressed by

$$
\begin{equation*}
\Delta_{l l^{\prime}}=\int d \mathbf{R} \int d \mathbf{r} \phi_{l}^{*}\left(\mathbf{R}+\frac{\mathbf{r}}{2}\right) \phi_{l^{\prime}}^{*}\left(\mathbf{R}-\frac{\mathbf{r}}{2}\right) \Delta(\mathbf{R}, \mathbf{r}) \tag{25}
\end{equation*}
$$

which should be derived explicitly for states with anisotropic pairing. In Eq. (25) the system has been shifted in the space of the coordinates $\mathbf{R}$ through $\mathbf{r} / 2$.

## 3. STRUCTURE OF THE ORDER PARAMETER NEAR THE UPPER CRITICAL FIELD

In this section, we derive solutions of the linearized selfconsistency equation (11) for phases with anisotropic pairing. Let us consider superconducting states whose order parameter in the mixed state $(\mathbf{R}, \hat{k})$ has the form

$$
\begin{equation*}
\Delta(\mathbf{R}, \hat{k})=\sum \psi_{i}(\hat{k}) \Delta_{i}(\mathbf{R}) \tag{26}
\end{equation*}
$$

Here $\mathbf{R}$ is the pair center-of-mass coordinate and $\hat{k} \approx \mathbf{k} / k_{F}$ is the unit vector pointing in the direction of the relative electron momentum in a pair. Equation (26) yields the Fourier transform (with respect to the relative coordinate $\mathbf{r}$ ) of the order parameter given by Eq. (11); $\psi_{i}(\hat{k})$ are the basis functions of the irreducible representation of the crystal symmetry group, in which the pairing potential is expanded, and the pair potential is nonvanishing only in a layer of width $\epsilon_{0}$ near the Fermi surface:

$$
\begin{equation*}
V\left(\hat{k}, \hat{k}^{\prime}\right)=-|g| \sum_{i} \psi_{i}(\hat{k}) \psi_{i}^{*}\left(\hat{k}^{\prime}\right) \tag{27}
\end{equation*}
$$

We consider $p$-wave states with order parameter $\psi_{i}(\hat{k})$ $=\sqrt{3} \hat{k}_{i}$, in which a Cooper pair is in states with spin projections $S_{z}= \pm 1$ with equal probabilities and in the $S_{z}=0$ state with zero probability, and also a state corresponding to the one-dimensional representation $B_{1 g}$ in a crystal with tetragonal symmetry $D_{4 h}$ with the function

$$
\psi(\hat{k})=\sqrt{\frac{15}{4}}\left(\hat{k}_{x}^{2}-\hat{k}_{y}^{2}\right)
$$

In a uniform magnetic field, the linearized equation for the order parameter is written in the form ${ }^{8}$

$$
\begin{align*}
\Delta_{i}(\mathbf{R})= & g T \sum_{\omega} \sum_{j} \int d \mathbf{r} \psi_{i}^{*}(\hat{r}) \psi_{j}(\hat{r}) \\
& \times \tilde{g}(\mathbf{r},-\omega) \widetilde{g}(\mathbf{r}, \omega) \exp [i \mathbf{r} \cdot \mathbf{D}(\mathbf{R})] \Delta_{j}(\mathbf{R}) . \tag{28}
\end{align*}
$$

Here

$$
\mathbf{D}(\mathbf{R})=-i \frac{\partial}{\partial \mathbf{R}}+\frac{2 e}{c} \mathbf{A}(\mathbf{R})
$$

$e$ is the absolute value of the electron charge, $\hat{r}$ is the unit vector aligned with $\mathbf{r}$, and $\tilde{g}(\mathbf{r}, \omega)$ is the electron Green's function in the normal state defined so that it depends only on the difference between electron coordinates:

$$
\begin{equation*}
\tilde{g}\left(\mathbf{r}-\mathbf{r}^{\prime}, \omega\right)=\exp \left(i \frac{e}{c} \int_{\mathbf{r}^{\prime}}^{\mathbf{r}} \mathbf{A}(\mathbf{s}) d \mathbf{s}\right) g\left(\mathbf{r}, \mathbf{r}^{\prime}, \omega\right) \tag{29}
\end{equation*}
$$

For simplicity we do not consider the action of the magnetic field on electron spins.

The solution of Eq. (28) has the form of a finite or infinite linear combination of functions $f_{N}(\mathbf{r})$ :

$$
\begin{equation*}
\Delta_{i}(\mathbf{R})=\sum_{N=0} A_{N}^{i} f_{N}(\mathbf{R}) \tag{30}
\end{equation*}
$$

In a square lattice of Abrikosov flux lines (for simplicity we analyze only this case), the functions $f_{N}(\mathbf{R})$ have the form

$$
\begin{equation*}
f_{N}(\mathbf{R})=\sqrt[4]{2 \pi} \sum_{\nu} \exp \left(\frac{2 \pi i \nu Y}{a}\right) \varphi_{N}\left(\sqrt{2}\left(\frac{X}{\lambda}+\frac{\pi \nu \lambda}{a}\right)\right) \tag{31}
\end{equation*}
$$

where the $\varphi_{n}(S)$ are defined by Eq. (6).
There are three classes of solutions for $p$-wave phases, ${ }^{8}$ which yield maximal values of $H_{c 2}$ in superconducting states in the form of the polar phase:

$$
\begin{equation*}
\Delta^{\mathrm{pol}}(\mathbf{R}, \hat{k})=\sqrt{3} \Delta^{\mathrm{pol}} \hat{k}_{z} f_{0}(\mathbf{R}) \tag{32}
\end{equation*}
$$

$A$-phase:

$$
\begin{equation*}
\Delta^{A}(\mathbf{R}, \hat{k})=\sqrt{\frac{3}{2}} \Delta^{A}\left(\hat{k}_{x}-i \hat{k}_{y}\right) f_{0}(\mathbf{R}) \tag{33}
\end{equation*}
$$

and the Scharnberg-Klemm phase (SK):

$$
\begin{align*}
\Delta^{\mathrm{SK}}(\mathbf{R}, \hat{k})= & \sqrt{\frac{3}{2}} \Delta^{\mathrm{SK}}\left[\left(\hat{k}_{x}+i \hat{k}_{y}\right) f_{0}(\mathbf{R})\right. \\
& \left.+\frac{1-\beta_{0}}{\gamma_{0}}\left(\hat{k}_{x}-i \hat{k}_{y}\right) f_{2}(\mathbf{R})\right] \tag{34}
\end{align*}
$$

The corresponding equations for $H_{c 2}$ are expressed as

$$
\begin{align*}
& \alpha_{0}(H, T)=1  \tag{35}\\
& \beta_{0}(H, T)=1  \tag{36}\\
& {\left[1-\beta_{0}(H, T)\right]\left[1-\beta_{2}(H, T)\right]=\gamma_{0}^{2}(H, T)} \tag{37}
\end{align*}
$$

where

$$
\begin{aligned}
\alpha_{0}(H, T)= & 6 \pi|g| T \sum_{\omega} \int_{0}^{\infty} d r r^{2} \int_{0}^{\pi} d \theta \sin \theta \cos ^{2} \theta \\
& \times \exp \left(-\frac{r^{2} \sin ^{2} \theta}{2 \lambda^{2}}\right) \tilde{g}(r,-\omega) \tilde{g}(r, \omega) \\
\beta_{N}(H, T)= & 3 \pi|g| T \sum_{\omega} \int_{0}^{\infty} d r r^{2} \int_{0}^{\pi} d \theta \sin ^{3} \theta \\
& \times \exp \left(-\frac{r^{2} \sin ^{2} \theta}{2 \lambda^{2}}\right) \tilde{g}(r,-\omega) \\
& \times \tilde{g}(r, \omega) L_{N}\left(\frac{r^{2} \sin ^{2} \theta}{\lambda^{2}}\right), \\
\gamma_{0}(H, T)= & -3 \pi|g| T \sum_{\omega} \int_{0}^{\infty} d r r^{2} \int_{0}^{\pi} d \theta \sin ^{3} \theta
\end{aligned}
$$

$$
\exp \left(-\frac{r^{2} \sin ^{2} \theta}{2 \lambda^{2}}\right) \tilde{g}(r,-\omega) \tilde{g}(r, \omega) \frac{r^{2} \sin ^{2} \theta}{\sqrt{2} \lambda^{2}}
$$

Here the $L_{N}(s)$ are Laguerre polynomials. The structure of the solution is independent of whether we select the exact or quasiclassical expression,

$$
\begin{equation*}
\tilde{g}(\mathbf{r}, \omega)=-\frac{m}{2 \pi r} \exp \left(i p_{F} r \operatorname{sign} \omega-\frac{|\omega| r}{v_{F}}\right) \tag{38}
\end{equation*}
$$

for the Green's function $\widetilde{g}(r, \omega)$. In subsequent calculations of the linear part of the self-consistency equation we will use the latter form.

Finally, the linear combination in Eq. (30) corresponding to the maximum $H_{c 2}$ in a tetragonal crystal in a magnetic field aligned with the four-fold axis contains an infinite number of terms. By retaining the first three (the contributions of the rest to $H_{c 2}$ and coefficients $A_{N}$ with numbers $N=0,1,2$ are vanishing corrections), we obtain in the limit $T \rightarrow 0$

$$
\begin{align*}
\Delta^{D}(\mathbf{R}, \hat{k})= & \sqrt{\frac{15}{4}} \Delta^{D}\left(\hat{k}_{x}^{2}-\hat{k}_{y}^{2}\right)\left[f_{0}(\mathbf{R})+0.15 f_{4}(\mathbf{R})\right. \\
& \left.+0.013 f_{8}(\mathbf{R})+\ldots\right] . \tag{39}
\end{align*}
$$

The field $H_{c 2}$ is determined by the equation

$$
\left|\begin{array}{ccc}
\beta_{0}-1 & \gamma_{0} & 0  \tag{40}\\
\gamma_{0} & \beta_{4}-1 & \gamma_{4} \\
0 & \gamma_{4} & \beta_{8}-1
\end{array}\right|=0
$$

where

$$
\begin{aligned}
\beta_{N}(H, T)= & \frac{15}{4} \pi g \sum_{\omega} \int_{0}^{\infty} d r r^{2} \int_{0}^{\pi} d \theta \sin ^{5} \theta \\
& \times \exp \left(-\frac{r^{2} \sin ^{2} \theta}{2 \lambda^{2}}\right) \tilde{g}(r,-\omega) \\
\gamma_{N}(H, T)= & \frac{15}{8} \pi g \sum_{\omega} \int_{0}^{\infty} d r r^{2} \int_{0}^{\pi} d \theta \sin ^{5} \theta \\
& \times \exp \left(-\frac{r^{2} \sin ^{2} \theta}{2 \lambda^{2}}\right) \tilde{g}(r,-\omega) \tilde{g}(r, \omega) \\
& \times \sum_{N=0}^{\lambda^{2}}\left(-\frac{r^{2} \sin ^{2} \theta}{\lambda^{2}}\right) \\
& \left.\quad \frac{\sin ^{2} \theta}{l+1}\right)^{l+1} \frac{\sqrt{N!(N+4)!}}{l!(l+4)!(N-l)!}
\end{aligned}
$$

The expressions for the order parameter in the anisotropic phases given in this section will be used in subsequent sections for calculating the matrix elements $\Delta_{l l^{\prime}}$.

## 4. MATRIX ELEMENT OF THE ORDER PARAMETER

This section describes calculation of the matrix element (25) for various phases with anisotropic pairing.

The easiest case is calculation of $\Delta_{l l^{\prime}}$ for the polar phase. In this phase the order parameter as a function of $\mathbf{r}$ is expressed as

$$
\begin{equation*}
\Delta^{\mathrm{pol}}(\mathbf{R}, \mathbf{r})=\sqrt{3} \Delta^{\mathrm{pol}} \int \frac{d \mathbf{k}}{(2 \pi)^{3}} f_{0}(\mathbf{R}) \hat{k}_{z} e^{i \mathbf{k} \cdot \mathbf{r}} \tag{41}
\end{equation*}
$$

Integration over $\mathbf{k}$ is performed in a layer of thickness $\delta k$ $=\epsilon_{c} m / v_{F}$ near the Fermi surface, where the pairing potential is nonvanishing. Therefore we can set $\hat{k}_{z} \approx k_{z} / k_{F}$ and take $\Delta^{\mathrm{pol}}(\mathbf{R}, \mathbf{r})$ to be a rapidly decaying function of $\mathbf{r}$ which is nonzero for $r \sim k_{F}^{-1}$. Rewriting $k_{z} \exp (i \mathbf{k} \cdot \mathbf{r})$ $=-i \partial_{z} \exp (i \mathbf{k} \cdot \mathbf{r})$, where $\partial_{z}=\partial / \partial z$, we obtain (hereafter $l$ $=\left\{n, k_{z}, q\right\}$ and $\left.l^{\prime}=\left\{n^{\prime}, k_{z}^{\prime}, q^{\prime}\right\}\right)$

$$
\begin{aligned}
\Delta_{l l^{\prime}}^{\mathrm{pol}=} & -i \sqrt{3} \frac{\Delta^{\mathrm{pol}}}{k_{F}} \int d \mathbf{R} f_{0}(\mathbf{R}) \int d \mathbf{r} \int \frac{d \mathbf{k}}{(2 \pi)^{3}} \\
& \times\left[\phi_{l}\left(\mathbf{R}+\frac{\mathbf{r}}{2}\right) \phi_{l^{\prime}}\left(\mathbf{R}-\frac{\mathbf{r}}{2}\right)\right]^{*} \partial_{z} e^{i \mathbf{k} \cdot \mathbf{r}} \\
= & i \sqrt{3} \frac{\Delta^{\mathrm{pol}}}{k_{F}} \int d \mathbf{R} f_{0}(\mathbf{R}) \int d \mathbf{r} \int \frac{d \mathbf{k}}{(2 \pi)^{3}} e^{i \mathbf{k} \cdot \mathbf{r}} \\
& \times \partial_{z}\left[\phi_{l}\left(\mathbf{R}+\frac{\mathbf{r}}{2}\right) \phi_{l^{\prime}}\left(\mathbf{R}-\frac{\mathbf{r}}{2}\right)\right]^{*} \\
= & \frac{\sqrt{3}}{2} \frac{k_{z}-k_{z}^{\prime}}{k_{F}} \Delta^{\mathrm{pol}} \int d \mathbf{R} f_{0}(\mathbf{R}) \phi_{l}^{*}(\mathbf{R}) \phi_{l^{\prime}}^{*}(\mathbf{R}) .
\end{aligned}
$$

Here we have used the fact that integration with respect to the momentum, $\int d \mathbf{k} e^{i \mathbf{k} \cdot \mathbf{r}}$, yields a spherically symmetrical, rapidly decaying function of $\mathbf{r}$, which can be replaced by $\delta(\mathbf{r})$, and the integration over $\mathbf{r}$ becomes trivial. ${ }^{11}$

The remaining integral is identical to the matrix element of the order parameter in an isotropic superconductor. Its calculation is described in Appendix [see Eq. (86) for $N=0$ ]. Thus the only difference between the matrix element of the order parameter in the cases of a polar phase and an isotropic superconductor is the additional factor $i \sqrt{3} k_{z} /$ $k_{F}$ in the former case:

$$
\begin{equation*}
\Delta_{l l^{\prime}}^{\mathrm{pol}}=(2 \pi)^{3} \delta\left(\vec{q}+\vec{q}^{\prime}\right) \delta\left(k_{z}+k_{z}^{\prime}\right) \Delta_{n n^{\prime}}^{\mathrm{pol}}\left(\vec{q}, k_{z}\right) \tag{42}
\end{equation*}
$$

where

$$
\begin{align*}
\Delta_{n n^{\prime}}^{\mathrm{pol}}(\vec{q})= & i(-1)^{n^{\prime}} \sqrt{3} \frac{k_{z}}{k_{F}} \Delta^{\mathrm{pol}} \sqrt{\sqrt{2 \pi} \frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!}} \\
& \times \sum_{\nu} \exp \left(2 i \nu q_{x} a\right) \varphi_{n+n^{\prime}}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda \nu}{a}\right)\right) . \tag{43}
\end{align*}
$$

Now let us analyze the case of the $A$-phase. The order parameter has the form

$$
\begin{equation*}
\Delta^{A}(\mathbf{R}, \mathbf{r})=\sqrt{\frac{3}{2}} \Delta^{A} \int \frac{d \mathbf{k}}{(2 \pi)^{3}} f_{0}(\mathbf{R})\left(\hat{k}_{x}-i \hat{k}_{y}\right) e^{i \mathbf{k} \cdot \mathbf{r}} . \tag{44}
\end{equation*}
$$

We write $\left(k_{x}-i k_{y}\right) \exp (i \mathbf{k} \cdot \mathbf{r})=-i\left(\partial_{x}-i \partial_{y}\right) \exp (i \mathbf{k} \cdot \mathbf{r})$ and perform calculations similar to the case of the polar phase:

$$
\begin{aligned}
\Delta_{l l^{\prime}}^{A}= & -i \sqrt{\frac{3}{2}} \frac{\Delta^{A}}{k_{F}} \int d \mathbf{R} f_{0}(\mathbf{R}) \int d \mathbf{r} \int \frac{d \mathbf{k}}{(2 \pi)^{3}} \\
& \times\left[\phi_{l}\left(\mathbf{R}+\frac{\mathbf{r}}{2}\right) \phi_{l^{\prime}}\left(\mathbf{R}-\frac{\mathbf{r}}{2}\right)\right]^{*}\left(\partial_{x}-i \partial_{y}\right) e^{i \mathbf{k} \cdot \mathbf{r}} \\
= & i \sqrt{\frac{3}{2}} \frac{\Delta^{A}}{k_{F}} \int d \mathbf{R} f_{0}(\mathbf{R}) \int d \mathbf{r} \int \frac{d \mathbf{k}}{(2 \pi)^{3}} e^{i \mathbf{k} \cdot \mathbf{r}} \\
& \times\left[\left(\partial_{x}+i \partial_{y}\right)\left(\phi_{l}\left(\mathbf{R}+\frac{\mathbf{r}}{2}\right) \phi_{l^{\prime}}\left(\mathbf{R}-\frac{\mathbf{r}}{2}\right)\right)\right]^{*} \\
= & i \sqrt{\frac{3}{2}} \frac{\Delta^{A}}{2 k_{F}} \int d \mathbf{R} f_{0}(\mathbf{R}) \int d \mathbf{r} \frac{d \mathbf{k}}{(2 \pi)^{3}} e^{i \mathbf{k} \cdot \mathbf{r}} \\
& \times\left[\phi_{l^{\prime}}\left(\mathbf{R}-\frac{\mathbf{r}}{2}\right)\left(\partial_{X}+i \partial_{Y}\right) \phi_{l}\left(\mathbf{R}+\frac{\mathbf{r}}{2}\right)\right. \\
& \left.\left.-\phi_{l}\left(\mathbf{R}+\frac{\mathbf{r}}{2}\right)\left(\partial_{X}+i \partial_{Y}\right) \phi_{l^{\prime}}\left(\mathbf{R}-\frac{\mathbf{r}}{2}\right)\right]\right]^{*} \\
= & -i \sqrt{\frac{3}{2}} \frac{\Delta^{A}}{2 k_{F}} \int d \mathbf{R} f_{0}(\mathbf{R})\left[\phi_{l^{\prime}}(\mathbf{R}) \Pi_{+} \phi_{l}(\mathbf{R})\right. \\
& \left.-\phi_{l}(\mathbf{R}) \Pi_{+} \phi_{l^{\prime}}\left(\mathbf{R}-\frac{\mathbf{r}}{2}\right)\right] *
\end{aligned}
$$

Here the derivatives with respect to the components of $\mathbf{r}$ are replaced by derivatives with respect to the $\mathbf{R}$ components, and then the integration over $\mathbf{k}$ and $\mathbf{r}$ is performed. The expressions in brackets are transformed so that the usual differentiation operators can be replaced by raising operators ${ }^{2)}$ for transitions between states $\phi_{n k_{z}} \vec{q}$. We have

$$
\begin{align*}
\Delta_{l l^{\prime}}^{A}= & -i \sqrt{\frac{3}{2}} \frac{\Delta^{A}}{\sqrt{2} k_{F} \lambda}(\sqrt{n+1} \\
& \times \int d \mathbf{R} f_{0}(\mathbf{R}) \phi_{n^{\prime} k_{z}^{\prime} q^{\prime}}^{*}(\mathbf{R}) \phi_{n+1, k_{z}, q^{\prime}}^{*}(\mathbf{R}) \\
& \left.-\sqrt{n^{\prime}+1} \int d \mathbf{R} f_{0}(\mathbf{R}) \phi_{n^{\prime}+1, k_{z}^{\prime}, q^{\prime}}^{*}(\mathbf{R}) \phi_{n k_{z} q}^{*}(\mathbf{R})\right) . \tag{45}
\end{align*}
$$

The integration over $\mathbf{R}$ is performed in the Appendix [ $N$ $=0$ in Eq. (86)]. Thus, we obtain

$$
\begin{align*}
\Delta_{n n^{\prime}}^{A}(\vec{q})= & i(-1)^{n^{\prime}+1} \sqrt{\frac{3}{2}} \frac{\Delta^{A}}{k_{F} \lambda} \sqrt{\sqrt{2 \pi} \frac{\left(n+n^{\prime}+1\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!}} \\
& \times \sum_{\nu} \exp \left(2 i \nu q_{x} a\right) \varphi_{n+n^{\prime}+1}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda \nu}{a}\right)\right) . \tag{46}
\end{align*}
$$

The matrix element of the order parameter for the Scharnberg-Klemm phase is calculated similarly to that of the $A$-phase. In this case the order parameter is expressed as a linear combination of the functions $\left(\hat{k}_{x}+i \hat{k}_{y}\right) f_{0}(\mathbf{R})$ and $\left(\hat{k}_{x}-i \hat{k}_{y}\right) f_{2}(\mathbf{R})$ :

$$
\Delta^{\mathrm{SK}}(\mathbf{R}, \hat{k})=\sqrt{\frac{3}{2}} \Delta^{\mathrm{SK}}\left[\left(\hat{k}_{x}+i \hat{k}_{y}\right) f_{0}(\mathbf{R})+A\left(\hat{k}_{x}-i \hat{k}_{y}\right) f_{2}(\mathbf{R})\right] .
$$

The parameters $\Delta$ and $A$ will be derived from the selfconsistency equations. In performing transformations similar to those for the $A$-phase, one should take into account that electron wave functions are acted on by the lowering operator $\Pi_{-}$in the part of the order parameter matrix element containing $f_{0}(\mathbf{R})$ (see Footnote 2 ), whereas in the part containing $f_{2}(\mathbf{R})$ it is the raising operator $\Pi_{+}$. Taking into account the properties of the raising and lowering operators, we obtain an expression similar to Eq. (45). Integration over $\mathbf{R}$ in the term with $f_{2}(\mathbf{R})$ is performed using Eq. (86) in the Appendix with $N=2$. Thus, the matrix element of the order parameter for the Scharnberg-Klemm phase is

$$
\begin{align*}
\Delta_{n n^{\prime}}^{\mathrm{SK}}(\vec{q})= & i(-1)^{n^{\prime}-1} \sqrt{\frac{3}{2}} \frac{\sqrt{n+n^{\prime}}}{k_{F} \lambda} \Delta^{\mathrm{SK}}\left(1+\frac{A}{\sqrt{2}}\right) \\
& \times \sqrt{\sqrt{2 \pi} \frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!}} \\
& \times \sum_{\nu} \exp \left(2 i \nu q_{x} a\right) \varphi_{n+n^{\prime}-1}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \lambda \nu}{a}\right)\right) . \tag{47}
\end{align*}
$$

Here we assume that $n^{\prime} \approx n$.
In accordance with the results of the previous section, the order parameter in the $D$-phase can be expressed as

$$
\begin{align*}
\Delta^{D}(\mathbf{R}, \hat{k})= & \sqrt{\frac{15}{4}} \Delta^{D}\left(\hat{k}_{x}^{2}-\hat{k}_{y}^{2}\right)\left[f_{0}(\mathbf{R})+A_{4} f_{4}(\mathbf{R})\right. \\
& \left.+A_{8} f_{8}(\mathbf{R})+\ldots\right] \\
= & \frac{\sqrt{15}}{4} \Delta^{D}\left[\left(\hat{k}_{x}-i \hat{k}_{y}\right)^{2} f_{0}(\mathbf{R})+\left(\hat{k}_{x}+i \hat{k}_{y}\right)^{2} f_{0}(\mathbf{R})\right. \\
& +\left(\hat{k}_{x}-i \hat{k}_{y}\right)^{2} A_{4} f_{4}(\mathbf{R})+\left(\hat{k}_{x}+i \hat{k}_{y}\right)^{2} A_{4} f_{4}(\mathbf{R}) \\
& \left.+\left(\hat{k}_{x}-i \hat{k}_{y}\right)^{2} A_{8} f_{8}(\mathbf{R})+\ldots\right] . \tag{48}
\end{align*}
$$

In subsequent calculations we will take into account only the first two terms on the right of Eq. (48). The rest of the terms contribute only small corrections to the physical quantities calculated below.

Next is the expression for the matrix element of the order parameter in the $D$-wave phase at $n^{\prime} \approx n$ :

$$
\begin{align*}
\Delta_{n n^{\prime}}^{D}(\vec{q})= & \sqrt{\frac{15}{4}} \Delta^{D} \frac{n+n^{\prime}}{2 k_{F}^{2} \lambda^{2}}(-1)^{n^{\prime}} \sqrt{\sqrt{2 \pi} \frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!}} \\
& \times \sum_{\nu} e^{2 i \nu q_{x} a}\left[\varphi_{n+n^{\prime}+2}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \nu \lambda}{a}\right)\right)\right. \\
& \left.+\varphi_{n+n^{\prime}-2}\left(\sqrt{2}\left(q_{y} \lambda+\frac{\pi \nu \lambda}{a}\right)\right)\right] . \tag{49}
\end{align*}
$$

It will be shown below that for all phases under consideration the density of electron states is expressed by the formula

TABLE I.

| Semiconducting phase | $I_{n n^{\prime}}\left(k_{z}\right)$ | $I(\theta)$ |
| :--- | :---: | :---: |
| $s$-wave | 1 | 1 |
| Polar | $3 k_{z}^{2} / k_{F}^{2}$ | $3 \cos ^{2} \theta$ |
| $A$ | $\frac{3}{2} \frac{n+n^{\prime}+1}{k_{F}^{2} \lambda^{2}}$ | $\frac{3}{2} \sin ^{2} \theta$ |
| Scharnberg-Klemm | $\frac{3}{2} \frac{n+n^{\prime}}{k_{F}^{2} \lambda^{2}}\left(1+\frac{A}{\sqrt{2}}\right)^{2}$ | $\frac{3}{2} \sin ^{2} \theta\left(1+\frac{A}{\sqrt{2}}\right)^{2}$ |
| $D$ | $\frac{15}{8} \frac{\left(n+n^{\prime}\right)^{2}}{k_{F}^{4} \lambda^{4}}$ | $\frac{15}{8} \sin ^{4} \theta$ |

$$
\begin{equation*}
\int \frac{d \vec{q}}{(2 \pi)^{2}} \Delta_{n n^{\prime}}(\vec{q}) \Delta_{n n^{\prime}}^{*}(\vec{q})=\Delta^{2} I_{n n^{\prime}}\left(k_{z}\right) \frac{\left(n+n^{\prime}\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!} \tag{50}
\end{equation*}
$$

The factors $I_{n n^{\prime}}\left(k_{z}\right)$ for each phase are listed in Table I.
The interesting electron states are those near the Fermi surface, so we assume that $n$ can be derived from the approximate equations $\omega_{c}(n+1 / 2)+k_{z}^{2} / 2 m^{*} \approx \mu$ and $n^{\prime}$ $\approx n$. Then $I_{n n^{\prime}}\left(k_{z}\right) \approx I(\theta)$, where $\sin ^{2} \theta=n /\left(k_{F} \lambda\right)^{2}$ and $\cos ^{2} \theta$ $=k_{z}^{2} / k_{F}^{2}$. Note that the quasiclassical expression for $I(\theta)$ is nothing but the square of the absolute value of the order parameter averaged over the azimuthal angle on the Fermi sphere. In particular, for the $A$-phase we have $\left|\hat{k}_{x}-i \hat{k}_{y}\right|^{2}$ $=\sin ^{2} \theta$. If the contribution due to the function $f_{N}(\mathbf{R})$ with $N \neq 0$ is neglected in the expression for $I(\theta)$ in the $D$-wave phase, $I(\theta)$ has the form $I(\theta) \sin ^{4}(\theta / 2)$, which corresponds to the expression $\left(\hat{k}_{x}^{2}-\hat{k}_{y}^{2}\right)^{2}$ averaged over the azimuthal angle.

## 5. SOLUTION OF THE SELF-CONSISTENCY EQUATION FOR THE ORDER PARAMETER

Order parameters for superconducting phases in fields below the upper critical field should be derived from the self-consistency equation (11). In the $A$ and polar phases, where the order parameter is proportional to $f_{0}(\mathbf{R})$ at $H$ $=H_{c 2}$, it is calculated similarly to the case of conventional superconductivity, ${ }^{5}$ i.e., a solution proportional to that of linearized equation (11) is sought. Let us calculate the coefficient, i.e., the amplitude of the order parameter $\Delta$ for the polar and $A$ phases. The equation for the order parameter amplitude has the form

$$
\begin{align*}
\Delta^{2}= & |g| T \sum_{\omega} \sum_{n n^{\prime}} \int \frac{d \vec{q}}{(2 \pi)^{2}} \int \frac{d k_{z}}{2 \pi} \Delta_{n n^{\prime}}(\vec{q}) \\
& \times\left[F_{n n^{\prime}}^{(1)+}\left(k_{z}, \vec{q}, \omega\right)+F_{n n^{\prime}}^{(3)+}\left(k_{z}, \vec{q}, \omega\right)\right] . \tag{51}
\end{align*}
$$

The first term on the right of Eq. (51), containing $F_{n n^{\prime}}^{(1)+}\left(k_{z}, \vec{q}, \omega\right)$, is calculated in the quasiclassical approximation ${ }^{5}$ for a magnetic field $H$ below the upper critical field
$H_{c 2}$ and is identical to that given in Ref. 8. Thus, the selfconsistency equation takes the form

$$
\begin{align*}
N_{0} \ln \sqrt{\frac{H_{c 2}}{H}}= & \Delta^{2} T \sum_{\omega} \sum_{n n^{\prime} m m^{\prime}} \int \frac{d k_{z}}{2 \pi} I_{n m}\left(k_{z}\right) I_{n^{\prime} m^{\prime}}\left(k_{z}\right) \\
& \times G_{n}^{(0)}\left(k_{z},-\omega\right) G_{m}^{(0)}\left(k_{z}, \omega\right) G_{n^{\prime}}^{(0)}\left(k_{z},-\omega\right) \\
& \times G_{m^{\prime}}^{(0)}\left(k_{z}, \omega\right) Y_{m m^{\prime}}^{n n^{\prime}} . \tag{52}
\end{align*}
$$

Here $I_{n m}\left(k_{z}\right)$ is a factor that determines the dependence of the order parameter on the quantum numbers $n, n^{\prime}$, and $k_{z}$ (see Table I),
$Y_{m m^{\prime}}^{n n^{\prime}}=2 \pi \lambda^{2} \int D_{n m}(\vec{q}) D_{n^{\prime} m}^{*}(\vec{q}) D_{n^{\prime} m^{\prime}}^{*}(\vec{q}) D_{n m^{\prime}}(\vec{q}) \frac{d \vec{q}}{(2 \pi)^{2}}$,
where $D_{n m}(\vec{q})$ is given by

$$
D_{n m}(\vec{q})=\Delta_{n m}(\vec{q}) / \Delta .
$$

The upper critical field $H_{c 2}$ for $p$-wave states was given in Ref. 8.

When the conditions $T<\Gamma_{\text {imp }} \ll \omega_{c}$ are satisfied, we can retain in Eq. (52) only the terms with $n=n^{\prime}=m=m^{\prime}$. Further calculations are, similar overall to those in the case of conventional superconductivity. ${ }^{5}$ We assume that $Y_{n n}^{n n} \approx L$ and perform integration over $k_{z}$ and the quantum number $n$, neglecting small oscillating components in the Poisson sum. This procedure reduces to integration over the polar angle $\theta$ and quasiparticle energies $\xi_{n}\left(k_{z}\right)$ measured with respect to the Fermi level.

In the $A$ phase the integral over the polar angle is

$$
\begin{equation*}
\int \frac{I^{2}(\theta)}{\sin \theta} d \theta=\frac{2}{3} \tag{54}
\end{equation*}
$$

Hence the order parameter amplitude in the $A$ phase is

$$
\begin{equation*}
\left[\Delta^{A}(H)\right]^{2} \approx \frac{16 \pi}{3 L_{A}} n_{F} \Gamma_{\mathrm{imp}}^{2} \frac{H_{c 2}-H}{H_{c 2}} . \tag{55}
\end{equation*}
$$

The integral over $\theta$ is divergent at the poles in the case of the polar phase. We have already encountered such a divergence in the calculation of the order parameter amplitude as a function of magnetic field in $s$-wave states. ${ }^{5}$ After introducing a cut-off at $\theta_{c} \approx 1 / k_{F} \lambda$, we have

$$
\begin{equation*}
\left[\Delta^{\mathrm{pol}}(H)\right]^{2} \approx \frac{16 \pi}{9 L_{\mathrm{pol}}} \frac{n_{F} \Gamma_{\mathrm{imp}}^{2}}{\ln n_{F}} \frac{H_{c 2}-H}{H_{c 2}} . \tag{56}
\end{equation*}
$$

The order parameter in the Scharnberg-Klemm phase is a linear combination of the functions $\left(\hat{k}_{x}+i \hat{k}_{y}\right) f_{0}(\mathbf{R})$ and $\left(\hat{k}_{x}-i \hat{k}_{y}\right) f_{2}(\mathbf{R})$. Therefore the self-consistency equation for $T<\Gamma_{\text {imp }}<\omega_{c}$ transforms to the system of equations
$\Delta^{2}\left[1-\beta_{0}(H)-\gamma_{0}(H) A\right]$

$$
\begin{align*}
& =|g| T \sum_{\omega} \sum_{n} \int \frac{d k_{z}}{2 \pi} \frac{1}{\left[\left(\omega+\Gamma_{\mathrm{imp}}\right)^{2}+\xi_{n}^{2}\left(k_{z}\right)\right]^{2}} \\
& \times \int \frac{d \vec{q}}{(2 \pi)^{2}} \Delta_{n n}^{(1)}(\vec{q}) \Delta_{n n}^{*}(\vec{q}) \Delta_{n n}(\vec{q}) \Delta_{n n}^{*}(\vec{q}), \tag{57}
\end{align*}
$$

$$
\begin{align*}
\Delta^{2}\{ & \left.-\gamma_{0}(H)+\left[1-\beta_{2}(H)\right] A\right\} \\
= & |g| T \sum_{\omega} \sum_{n} \int \frac{d k_{z}}{2 \pi} \frac{1}{\left[\left(\omega+\Gamma_{\mathrm{imp}}\right)^{2}+\xi_{n}^{2}\left(k_{z}\right)\right]^{2}} \\
& \times \int \frac{d \vec{q}}{(2 \pi)^{2}} \Delta_{n n}^{(2)}(\vec{q}) \Delta_{n n}^{*}(\vec{q}) \Delta_{n n}(\vec{q}) \Delta_{n n}^{*}(\vec{q}) . \tag{58}
\end{align*}
$$

Here the term linear in $\Delta^{2}$ is expressed using the quasiclassical formulas of Ref. 8. We have

$$
\Delta_{n n}(\vec{q}) \sim \Delta(1+A / \sqrt{2})
$$

[see Eq. (47)], $\Delta_{n n}^{(1)}(\vec{q})$ is the matrix element of $\Delta\left(\hat{k}_{x}\right.$ $\left.+i \hat{k}_{y}\right) f_{0}(\mathbf{R})$, and $\Delta_{n n}^{(2)}(\vec{q})$ is the matrix element of $\Delta\left(\hat{k}_{x}\right.$ $\left.-i \hat{k}_{y}\right) f_{2}(\mathbf{R})$.

In estimating the integral with respect to the components of the wave vector $\vec{q}$, we derive from Eqs. (57) and (58), as in the case of conventional superconductivity, ${ }^{5}$ an algebraic system of equations for $\Delta$ and $A$ :

$$
\begin{align*}
& 1-\beta_{0}(H)-\gamma_{0}(H) A=\frac{3 L_{\mathrm{SK}}(1+A / \sqrt{2})^{3}}{32 \pi} \frac{|g| N_{0} \Delta^{2}}{n_{F} \Gamma_{\mathrm{imp}}^{2}},  \tag{59}\\
& -\gamma_{0}(H)+\left(1-\beta_{2}(H)\right) A=\frac{3 L_{\mathrm{SK}}(1+A / \sqrt{2})^{3}}{32 \sqrt{2} \pi} \frac{|g| N_{0} \Delta^{2}}{n_{F} \Gamma_{\mathrm{imp}}^{2}} . \tag{60}
\end{align*}
$$

From these two equations, we derive $A$ :

$$
\begin{equation*}
A=\frac{\sqrt{2} \gamma_{0}+1-\beta_{0}+|g| N_{0} \ln \sqrt{H_{c 2} / H}}{\gamma_{0}+\sqrt{2}\left(1-\beta_{2}+|g| N_{0} \ln \sqrt{H_{c 2} / H}\right)} . \tag{61}
\end{equation*}
$$

Here $\gamma_{0}=\gamma_{0}\left(H_{c 2}\right)=1 / \sqrt{2}, \quad \beta_{0}=\beta_{0}\left(H_{c 2}\right), \quad \beta_{2}=\beta_{2}\left(H_{c 2}\right)$, $1-\beta_{0}\left(H_{c 2}\right)=(\sqrt{3}-1) / 2$, and we have used the relationship

$$
\beta_{0}(H)-\beta_{0}\left(H_{c 2}\right)=\beta_{2}(H)-\beta_{2}\left(H_{c 2}\right)=|g| N_{0} \ln \sqrt{H / H_{c 2}} .
$$

By substituting the calculated $A$ in Eq. (59) and retaining terms linear in $\ln \left(H_{c 2} / H\right)$, we obtain

$$
\begin{equation*}
\alpha \ln \sqrt{\frac{H_{c 2}}{H}}=\frac{3 L_{\mathrm{SK}}(1+A / \sqrt{2})^{3}}{32 \pi} \frac{\Delta^{2}}{n_{F} \Gamma_{\mathrm{imp}}^{2}}, \tag{62}
\end{equation*}
$$

where $\alpha \approx 1.007$.
For the Scharnberg-Klemm phase, we finally obtain

$$
\begin{equation*}
\left[\Delta^{\mathrm{SK}}(H)\right]^{2} \approx \frac{16 \pi}{3 L_{\mathrm{SK}}}\left(1+\frac{A}{\sqrt{2}}\right)^{-3} n_{F} \Gamma_{\mathrm{imp}}^{2} \frac{H_{c 2}-H}{H_{c 2}} . \tag{63}
\end{equation*}
$$

In the remaining calculations, we will take $A=(1$ $\left.-\beta_{0}\right) / \gamma_{0}$, since expressing $A$ as a function of $H$ would exceed the accuracy of the present calculation.

As in the case of the Scharnberg-Klemm phase, the amplitude of the order parameter and its form for $D$-wave su-
perconductors are derived from an algebraic system of equations. Suppose that the order parameter has the form

$$
\begin{equation*}
\Delta^{D}(\mathbf{R}, \hat{k})=\sqrt{\frac{15}{4}} \Delta^{D}\left(\hat{k}_{x}^{2}-\hat{k}_{y}^{2}\right)\left[f_{0}(\mathbf{R})+A_{4} f_{4}(\mathbf{R})+\ldots\right] \tag{64}
\end{equation*}
$$

where $\Delta^{D}$ is derived from the equation

$$
\begin{align*}
1-\beta_{0}(H)= & \left(\frac{15}{8}\right)^{2}\left(\Delta^{D}\right)^{2}|g| T \sum_{\omega} \sum_{n} \int \frac{d k_{z}}{2 \pi} \frac{n^{4}}{k_{F}^{4} \lambda^{4}} \\
& \times\left[\frac{(2 n)!}{2^{2 n+1} n!^{2}}\right]^{2} \frac{1}{\left[\left(\omega+\Gamma_{\mathrm{imp}}\right)^{2}+\xi_{n}^{2}\left(k_{z}\right)\right]^{2}} L_{D}(n) \tag{65}
\end{align*}
$$

resulting from Eq. (11) after multiplication by $\Delta^{D}\left(\hat{k}_{x}^{2}\right.$ $\left.-\hat{k}_{y}^{2}\right) f_{0}(\mathbf{R})$ and integration over $\mathbf{R}$ and $\hat{k}$. The function $L_{D}(n)$ is determined by an expression similar to Eq. (53) and is a function of the integer parameter $n$. Hence in the remaining calculations we will neglect the dependence on $n$ and consider $L_{D}$ to be a numerical constant equal to this function averaged over $n$. By retaining terms up to the first order in $H_{c 2}-H$ in Eq. (65), we obtain the order parameter amplitude for the $D$-wave phase:

$$
\begin{equation*}
\left(\Delta^{D}\right)^{2}=\frac{7 \pi \cdot 2^{9}}{45 L_{D}} n_{F} \Gamma_{\mathrm{imp}}^{2} \frac{H_{c 2}-H}{H_{c 2}} \tag{66}
\end{equation*}
$$

## 6. DENSITY OF STATES AND AMPLITUDE OF MAGNETIZATION OSCILLATIONS

Now we will find the density of states and amplitudes of magnetization oscillations in $p$-wave and $D$-wave superconductors. Note that the procedure for calculating these characteristics is quite similar to that in the case of $s$-wave superconductors. The only difference is in the integration over the polar angle $\theta$.

The density of states $N(E)$ is expressed through the electron Green's function:

$$
\begin{align*}
& N(E)=-\frac{1}{\pi} \operatorname{Im} \sum_{l} G_{l l}(E),  \tag{67}\\
& G_{l l^{\prime}}(E)=G_{l}^{(0)} \delta_{l l^{\prime}}+G_{l l^{\prime}}^{(2)} .
\end{align*}
$$

The sum over the Landau level numbers is calculated using the Poisson formula:

$$
\begin{equation*}
\sum_{n} \ldots=\sum_{r} \int d n e^{2 \pi i r n} \ldots \tag{68}
\end{equation*}
$$

The nonoscillating component of the density of states in unconventional superconductors is determined by the term with $r=0$ and is similar to the expression (1) for the corresponding parameter for isotropic $s$-wave superconductors:

$$
\begin{equation*}
N^{\mathrm{pol}}(E=0)=N_{0}\left(1-\frac{3 \sqrt{\pi}}{16} \frac{\left(\Delta^{\mathrm{pol}}\right)^{2}}{\sqrt{n_{F}} \Gamma_{\mathrm{imp}}^{2}}\right) \tag{69}
\end{equation*}
$$

$$
\begin{equation*}
N^{A}(E=0)=N_{0}\left(1-\frac{3 \sqrt{\pi}}{32} \frac{\left(\Delta^{A}\right)^{2}}{\sqrt{n_{F}} \Gamma_{\mathrm{imp}}^{2}}\right) \tag{70}
\end{equation*}
$$

in the $A$-phase,

$$
\begin{equation*}
N^{\mathrm{SK}}(E=0)=N_{0}\left(1-\frac{\sqrt{3 \pi}}{32}\left(1+\frac{1-\beta_{0}}{\sqrt{2} \gamma_{0}}\right)^{2} \frac{\left(\Delta^{\mathrm{SK}}\right)^{2}}{\sqrt{n_{F}} \Gamma_{\mathrm{imp}}^{2}}\right) \tag{71}
\end{equation*}
$$

in the Scharnberg-Klemm phase, and

$$
\begin{equation*}
N^{D}(E=0)=N_{0}\left(1-\frac{45 \sqrt{\pi}}{2^{9}} \frac{\left(\Delta^{D}\right)^{2}}{\sqrt{n_{F}} \Gamma_{\mathrm{imp}}^{2}}\right) \tag{72}
\end{equation*}
$$

in the $D$-wave phase.
We will use $\Delta^{2}$ for all these phases given by Eqs. (55), (56), (63), and (66), and determine the regions of applicability of expansions to first order in $\Delta^{2}$, which are derived from the condition $N(E=0)>0$. We have for the polar phase

$$
\begin{equation*}
\frac{H_{c 2}-H}{H_{c 2}}<\frac{3 L_{\mathrm{pol}} \ln n_{F}}{\pi^{3 / 2} \sqrt{n_{F}}} \tag{73}
\end{equation*}
$$

for the $A$-phase

$$
\begin{equation*}
\frac{H_{c 2}-H}{H_{c 2}}<\frac{2 L_{A}}{3 \pi^{3 / 2} \sqrt{n_{F}}} \tag{74}
\end{equation*}
$$

for the Scharnberg-Klemm phase

$$
\begin{equation*}
\frac{H_{c 2}-H}{H_{c 2}}<\frac{2 L_{\mathrm{SK}}}{\pi^{3 / 2} \sqrt{n_{F}}}\left(1+\frac{1-\beta_{0}}{\sqrt{2} \gamma_{0}}\right) \tag{75}
\end{equation*}
$$

and for the $D$-wave phase

$$
\begin{equation*}
\frac{H_{c 2}-H}{H_{c 2}}<\frac{4 L_{D}}{7 \pi^{3 / 2} \sqrt{n_{F}}} \tag{76}
\end{equation*}
$$

Now let us consider oscillating components in the density of states. Instead of integrating over $n$, we integrate over $\xi_{n}\left(k_{z}\right)=\xi$. Integrations over $\xi$ and $k_{z}$ are performed independently, and

$$
\int \frac{d k_{z}}{2 \pi} \exp \left(-2 \pi i \frac{k_{z}^{2}}{2 m \omega_{c}} r\right)=\frac{1}{2 \pi \lambda \sqrt{r}} \exp \left(-i \frac{\pi}{4}\right)
$$

The principal contribution to this integral comes from the energy band near the equatorial band of the Fermi sphere of width $\lambda^{-1} \ll k_{F}$. Since the order parameter in this region is almost constant, its dependence on $k_{z}$ can be neglected in calculating the integral over $k_{z}$, and its value on the equatorial band of the Fermi sphere $\left(k_{z}=0\right)$ can be used. For the Poisson sum component with number $r(r \neq 0)$ we have

$$
\begin{aligned}
N^{(r)}(E)= & \frac{\sqrt{m^{3} \omega_{c}}}{2 \pi^{2}} \frac{(-1)^{r}}{\sqrt{r}} A_{r}(\Delta) \\
& \times \operatorname{Im} \exp \left[i \frac{2 \pi r}{\omega_{c}}(E+\mu)-i \frac{\pi}{4}\right] \exp \left(-\frac{2 \pi r \Gamma_{\mathrm{imp}}}{\omega_{c}}\right)
\end{aligned}
$$

in the polar phase,
which determines oscillating components of the density of states with different $A_{r}(\Delta)$ in different superconducting phases.

In the polar phase the matrix element of the order parameter is zero in the equatorial plane, so in the approximation $\Gamma_{\mathrm{imp}} \ll \omega_{c}$ the value of $A_{r}(\Delta)$ is close to unity throughout the region where the expansion to the first order in $\Delta^{2}$ applies [i.e., in fields $H$ determined by condition (73)]. Thus, the oscillating component of the density of states in the polar phase is the same as in the normal metal.

For other phases under consideration, the value of $A_{r}(\Delta)$ coincides qualitatively with $A_{r}(\Delta)$ for conventional superconductors:

$$
\begin{equation*}
A_{r}^{A}\left(\Delta^{A}\right)=1-\frac{3}{16 \sqrt{\pi}} \frac{\left(\Delta^{A}\right)^{2}}{\sqrt{n_{F}} \Gamma_{\mathrm{imp}}^{2}} \tag{78}
\end{equation*}
$$

for the $A$-phase,

$$
\begin{align*}
& A_{r}^{\mathrm{SK}}\left(\Delta^{\mathrm{SK}}\right)=1-\frac{3}{16 \sqrt{\pi}}\left(1+\frac{1-\beta_{0}}{\sqrt{2} \gamma_{0}}\right)^{2} \frac{\left(\Delta^{\mathrm{SK}}\right)^{2}}{\sqrt{n_{F}} \Gamma_{\mathrm{imp}}^{2}},  \tag{79}\\
& A_{r}^{D}\left(\Delta^{D}\right)=1-\frac{15}{2 \sqrt{\pi}} \frac{\left(\Delta^{D}\right)^{2}}{\sqrt{n_{F}} \Gamma_{\mathrm{imp}}^{2}} \tag{80}
\end{align*}
$$

for the Scharnberg-Klemm and $D$-wave phases.
Using Eqs. (55), (63), and (66), we express $A_{r}(\Delta)$ as functions of magnetic field:

$$
\begin{align*}
& A_{r}^{A}(H)=1-\frac{\sqrt{\pi n_{F}}}{L_{A}} \frac{H_{c 2}-H}{H_{c 2}},  \tag{81}\\
& A_{r}^{\mathrm{SK}}(H)=1-\frac{\sqrt{\pi n_{F}}}{L_{\mathrm{SK}}}\left(1+\frac{1-\beta_{0}}{\sqrt{2} \gamma_{0}}\right)^{-1} \frac{H_{c 2}-H}{H_{c 2}},  \tag{82}\\
& A_{r}^{D}(H)=1-\frac{14 \sqrt{\pi n_{F}}}{3 L_{D}} \frac{H_{c 2}-H}{H_{c 2}} . \tag{83}
\end{align*}
$$

The oscillating component of the magnetization is given by the equation

$$
\begin{align*}
M^{(r)}= & -\frac{\partial \Omega^{(r)}}{\partial H}=\frac{1}{2 \pi^{3}}\left(\frac{e}{c}\right)^{3 / 2} \sqrt{H} \mu \frac{(-1)^{r}}{r^{1 / 2}} A_{r}(H) \\
& \times \sin \left(\frac{2 \pi r \mu}{\omega_{c}}+\frac{\pi}{4}\right) \frac{2 \pi^{2} T / \omega_{c}}{\sinh \left(2 \pi^{2} T r / \omega_{c}\right)} \\
& \times \exp \left(-\frac{2 \pi r \Gamma_{\mathrm{imp}}}{\omega_{c}}\right) . \tag{84}
\end{align*}
$$

The factor $A_{r}(H)$ is determined by Eqs. (81)-(83) for the $A$, SK, and $D$-wave phases, and equals unity for the polar phase.

## 7. CONCLUSIONS

Three types of superconducting states in $p$-wave superconductors have been analyzed: one state with an order parameter having a line of nodes on the Fermi sphere equator and two axial states whose order parameter have nodes at the Fermi sphere poles. The oscillation amplitude in the polar
phase is the same as in a normal metal because electron states near the equator, which are the main contributors to the oscillating component of magnetization, are not affected by Cooper pairing. This result, naturally, also applies to all superconducting states in which the order parameter line node coincides with the line defining the extremal cross section of the Fermi surface. Thus, measurements of the de Haas-van Alphen effect can be used in identification of unconventional superconducting states.

In the axial phases the de Haas-van Alphen effect is suppressed more strongly than in the $s$-wave phase. The faster growth in the order parameter amplitude as a function of $1-H / H_{c 2}$ in the axial phases is due to the absence of a divergence in the integral with respect to the polar angle calculated in solving the self-consistency equation. The $D$-wave phase has, in general, the same properties as the axial $p$-wave phases.

Finally, we emphasize once again that all calculations of this work were performed in the limit $T<\Gamma<\omega_{c}$ in the approximation linear in $\left(H_{c 2}-H\right) / H_{c 2}$.

The work was supported by the Ministry of Science and Technology of Russian Federation (Statistical Physics program) and the Russian Fund of Fundamental Research (Grant No. 96-15-96632 within the program in support of leading scientific schools).

## APPENDIX

In this Appendix we perform the integration over the component of vector $\mathbf{R}=(X, Y, Z)$ in the equation

$$
\begin{equation*}
D_{l l^{\prime}}^{N}=\int f_{N}(\mathbf{R}) \phi_{l}^{*}(\mathbf{R}) \phi_{l^{\prime}}^{*}(\mathbf{R}) d \mathbf{R} . \tag{85}
\end{equation*}
$$

It is clear that the integral can be separated into integrals over each coordinate. We have

$$
\begin{aligned}
& \int d Z \exp \left[-i\left(k_{z}+k_{z}^{\prime}\right) Z\right]=2 \pi \delta\left(k_{z}+k_{z}^{\prime}\right) \\
& \int d Y \exp \left(\frac{2 \pi i l Y}{a}\right) \exp \left[-i\left(q_{y}+\frac{\pi m}{a}\right) Y\right] \\
& \quad \times \exp \left[-i\left(q_{y}^{\prime}+\frac{\pi m^{\prime}}{a}\right) Y\right]=2 \pi \delta_{2 l, m+m^{\prime}} \delta\left(q_{y}+q_{y}^{\prime}\right)
\end{aligned}
$$

We have used the fact that $\vec{q}$ is the two-dimensional vector in the first Brillouin zone $-\pi / 2 a<q_{y}, q_{y}^{\prime}<\pi / 2 a$, where $a$ is the Abrikosov lattice constant. In integrating over the $X$ coordinate we perform the change of variables $\xi=(X$ $\left.-\pi l \lambda^{2} / a\right) / \lambda$. By introducing the variable $\eta=\left[q_{y}+\pi(m\right.$ $\left.\left.-m^{\prime}\right) \lambda / 2 a\right] \lambda$ and noting that $q_{y}^{\prime}=-q_{y}$, we express the integral over $X$ as

$$
I_{n n^{\prime}}^{N}=\int d \xi \varphi_{N}(\sqrt{2} \xi) \varphi_{n}(\xi+\eta) \varphi_{n^{\prime}}(\xi-\eta)
$$

In calculating this integral, we use the generating function for Hermite polynomials and integrate over $\xi$. We obtain

$$
\begin{aligned}
\sum_{n, n^{\prime}, N}^{\infty} I_{n n^{\prime}}^{N}(\eta) \frac{u^{n}}{n!} \frac{v^{n^{\prime}}}{n^{\prime}!} \frac{w^{N}}{N!}= & \sqrt{\frac{\pi}{2}} \exp \left[-\frac{(u-v)^{2}}{2}\right. \\
& \left.+2 \sqrt{2} \eta \frac{u-v}{\sqrt{2}}\right] \\
& \times \exp \left(-\eta^{2}\right) \exp [\sqrt{2} w(u+v)] .
\end{aligned}
$$

By expressing the first exponential function on the righthand side of this equation in terms of the generating function for Hermite polynomials as functions of $\sqrt{2} \eta$, we obtain the equation

$$
\begin{aligned}
\sum_{n, n^{\prime}, N}^{\infty} I_{n n^{\prime}}^{N}(\eta) \frac{u^{n}}{n!} \frac{v^{n^{\prime}}}{n^{\prime}!} \frac{w^{N}}{N!}= & \sum_{l=0}^{\infty} e^{-\eta^{2}} H_{l}(\sqrt{2} \eta) \frac{(u-v)^{l}}{\sqrt{2}^{l} l!} \\
& \times \exp [\sqrt{2} w(u+v)] .
\end{aligned}
$$

Expanding $\exp [\sqrt{2} w(u+v)]$ in a power series and equating the coefficients in front of terms with equal powers of $w, u$, and $v$, we find

$$
\begin{aligned}
I_{n n^{\prime}}^{N}(\eta)= & \sqrt{\pi} e^{-\eta^{2}} H_{n+n^{\prime}-N}(\sqrt{2} \eta) \frac{2^{N} n!n^{\prime}!}{\sqrt{2^{n+n^{\prime}+1}\left(n+n^{\prime}-N\right)!}} \\
& \times \sum_{j=0}^{N}(-1)^{n^{\prime}+j-N} C_{N}^{j} C_{n+n^{\prime}-N}^{n-j},
\end{aligned}
$$

where the $C_{n}^{k}$ are binomial coefficients.
We note that $\exp \left[i a\left(m q_{x}+m^{\prime} q_{x}^{\prime}\right)\right]=\exp \left[i\left(m+m^{\prime}\right)\right.$ $\left.\times\left(q_{x}+q_{x}^{\prime}\right) / 2\right] \exp \left[i\left(m-m^{\prime}\right)\left(q_{x}-q_{x}^{\prime}\right) / 2\right]$ and replace summation over $m$ and $m^{\prime}$ by summation over $m+m^{\prime}$ and $m-m^{\prime}$. The summation over $m+m^{\prime}$ is trivial due to the Kronecker delta $\delta_{2 l, m+m^{\prime}}$, and since we have $\eta=\eta\left(m-m^{\prime}, q_{y}\right)$ the summation over $l$ reduces to

$$
\sum_{l} \exp \left[\operatorname{ila}\left(q_{x}+q_{x}^{\prime}\right)\right]=\frac{2 \pi}{a} \delta\left(q_{x}+q_{x}^{\prime}\right)
$$

provided that $-\pi / a<q_{x}, q_{x}^{\prime}<\pi / a$. Finally, we have

$$
\begin{align*}
D_{l l^{\prime}}= & (2 \pi)^{3} \delta\left(k_{z}+k_{z}^{\prime}\right) \delta\left(\vec{q}+\vec{q}^{\prime}\right) \\
& \times \sqrt{\sqrt{2 \pi} \frac{\left(n+n^{\prime}-N\right)!}{2^{n+n^{\prime}+1} n!n^{\prime}!N!}} \frac{n!n^{\prime}!}{\left(n+n^{\prime}-N\right)!} \\
& \times \sum_{j=0}^{N}(-1)^{n^{\prime}+j-N} C_{N}^{j} C_{n+n^{\prime}-N}^{n-j} \\
& \times \sum_{\nu} e^{2 i \nu q_{x} a} \varphi_{n+n^{\prime}-N}\left(\sqrt{2}\left(q_{y}+\pi \nu / a\right) \lambda\right) . \tag{86}
\end{align*}
$$

${ }^{*}$ ) E-mail: mineev@landau.ac.ru
${ }^{1)}$ We recall that the de Haas-van Alphen effect in the normal state occurs when the temperature and sample purity satisfy $\omega_{c}>2 \pi^{2} T$ and $\omega_{c}$ $>2 \pi^{2} T_{D}$. Here $\omega_{c}=e H / m^{*} c$ is the cyclotron frequency. The parameter $T_{D}=1 / 2 \pi \tau=\Gamma / 2 \pi$ is traditionally called the Dingle temperature, where $\tau$ is the electron mean free time and $\Gamma$ is the corresponding level width. Planck's constant $\hbar$ is hereafter assumed to be unity.
${ }^{2)}$ The raising and lowering operators are defined as $\Pi_{ \pm}=\left(\Pi_{y} \mp i \Pi_{x}\right)$, where $\Pi=\left(-i \partial_{x},-i \partial_{y}+e / c A_{y},-i \partial_{z}\right)$, and have the property $\Pi_{+} \phi_{n k \vec{q}}(\mathbf{R})$ $=\lambda^{-1} \sqrt{2(n+1)} \phi_{n+1, k, \vec{q}}(\mathbf{R}), \Pi_{-} \phi_{n k \vec{q}}(\mathbf{R})=\lambda^{-1} \sqrt{2 n} \phi_{n-1, k, \vec{q}}(\mathbf{R})$.
${ }^{1}$ R. Corcoran, N. Harrison, C. J. Haworth et al., Physica B 206-207, 534 (1995).
${ }^{2}$ K. Maki, Phys. Rev. B 44, 2861 (1991).
${ }^{3}$ M. J. Stephen, Phys. Rev. B 45, 5481 (1992).
${ }^{4}$ S. Dukan and Z. Tesanovic, Phys. Rev. Lett. 74, 2311 (1995).
${ }^{5}$ M. G. Vavilov and V. P. Mineev, Zh. Eksp. Teor. Fiz. 112, 1873 (1997) [JETP 85, 1024 (1997)].
${ }^{6}$ K. Maki, Int. J. Mod. Phys. B 7, 82 (1993).
${ }^{7}$ U. Brandt, W. Pesch, and L. Tewordt, Z. Phys. 201, 209 (1967).
${ }^{8}$ K. Scharnberg and R. A. Klemm, Phys. Rev. B 22, 5233 (1980).
${ }^{9}$ D. J. van Harlingen, Rev. Mod. Phys. 67, 515 (1995).
${ }^{10}$ Yu. A. Bychkov and E. I. Rashba, Zh. Éksp. Teor. Fiz. 85, 1826 (1983) [Sov. Phys. JETP 58, 1062 (1983)].
${ }^{11}$ A. A. Abrikosov, L. P. Gor'kov, and I. E. Dzyaloshinskii, Methods of Quantum Field Theory in Statistical Physics, Dover Publ., Inc., New York (1993).

Translation provided by the Russian Editorial office.

# Kinetics of first-order phase transitions in the asymptotic stage 
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We construct an asymptotic theory that describes the kinetics of first-order phase transitions. The theory is a considerable refinement of the well-known Lifshits-Slezov theory. The main difference between the two is that the Lifshits-Slezov theory uses for the first integral of the kinetic equation an approximate solution of the characteristic equation, which is valid in the entire range of sizes except for the blocking point, i.e., it uses a nonuniformly applicable approximation. At the same time, the behavior of the characteristic solution near the blocking point determines the asymptotic behavior of the size distribution function of the nuclei for the new phase. Our theory uses a uniformly applicable solution of the characteristic equation, a solution valid at long times over the entire range of sizes. This solution is used to find the asymptotic behavior of all basic properties of first-order phase transitions: the size distribution function, the average nucleus size, and the nucleus density. © 1998 American Institute of Physics. [S1063-7761(98)02006-X]

## 1. INTRODUCTION

The study of processes taking place in first-order phase transitions has prompted unflagging interest (see, e.g., the recent review articles in Refs. 1-4, a monograph, ${ }^{5}$ and the references cited therein). There are several reasons for this. First, the physical phenomena that accompany the growth of the new phase are of a universal nature, since the evolution of a system undergoing a first-order phase transition obeys unified laws, which usually depend only on the mechanisms of new-phase growth rather than on the specific properties of the system, whether it is the early Universe, supersaturated vapor, an electron-hole liquid, or a biological system. Second, a first-order phase transition is a process consisting of several loosely linked stages, and almost every stage exhibits interesting nonlinear phenomena, ${ }^{6-15}$ (in particular, nonlinear waves are generated ${ }^{16,17}$ ). Third, in view of the important role that first-order phase transitions play in engineering and various technologies, today we have a vast body of experimental data extracted from observations of the processes of formation, growth, and evolution of new-phase nuclei in various systems.

Theoretical studies of first-order phase transitions have been actively carried out for more than 16 years. Important results have been achieved during that period, which are basic to thermodynamics and the general theory of first-order phase transitions. ${ }^{18-26}$ Unresolved problems abound, however. One is linked to the description of the kinetics of firstorder phase transitions. The main difficulty here is that a typical first-order phase transition consists of at least three stages (without accounting for the symmetry changes in a first-order phase transition, the development of instabilities, and the interaction of new-phase nuclei). These are the stage in which nuclei of the new phase are formed, the stage of separate nucleus growth, and the Ostwald ripening stage, in
which large nuclei grow at the expense of decay of small nuclei. ${ }^{27}$ The processes in each stage are essentially nonlinear, ${ }^{28,29}$ and, besides, each stage has its own features, which makes a unified description of the stages impossible (roughly speaking, each stage has its own small parameter). The first two stages were described theoretically in Ref. 13 within the scope of the theory of perturbations in $1 / i_{c}$, where $i_{c}$ is the number of particles in a critical nucleus under maximum supersaturation. In particular, the overall number of the growing nuclei and their size distribution were calculated. But it proved impossible in principle to incorporate the Ostwald ripening stage into this theory. Actually, this is not required, since in the Ostwald ripening phase the system 'forgets" its initial state and, irrespective of this state, finds itself in a certain asymptotic regime. ${ }^{27}$

Many researchers have studied the Ostwald ripening stage, ${ }^{5,30-43}$ but undoubtedly the contribution of I. M. Lifshits and V. V. Slezov to the development of this theory was the greatest. They were the first to calculate ${ }^{31}$ the asymptotic behavior of the basic characteristics of the first-order phase transition, the supersaturation, the critical size, and the concentration of the nuclei of the new phase, and proved that for long times the nucleus-size distribution function has a selfsimilar form, independent of the initial conditions. They also obtained an estimate for this function in what became known as the zeroth approximation (this term was used in several later papers). The essence of the Lifshits-Slezov (LS) approximation is as follows. The time-dependent term in the characteristic equation, whose solution yields the first integral of the kinetic equation, is ignored (Eq. (15) in Ref. 31), since with the passage of time this term tends to zero. In this connection Lifshits and Slezov noted that such a simplifying assumption is possible only far from the blocking point, since at the blocking point the other terms tend to zero at the same rate. From the viewpoint of rigorous perturbation
theory, ${ }^{44}$ the LS approximation corresponds to the first term of the nonuniformly admissible series in powers of $t$, so that the solution found cannot be the asymptotic one (the blocking point is the source of nonuniformity). The fact that the size distribution function in the Lifshits-Slezov theory is not asymptotic has been mentioned in several papers. Kahlweit's paper ${ }^{34}$ is the best-known. However, Kahlweit was convinced that the source of nonuniformity is not the blocking point, and for this he was rightly criticized by Slezov. ${ }^{45}$ Marqusee and Ross ${ }^{36}$ proposed seeking the solution of the kinetic equation immediately as a power series in $t$ :

$$
\begin{equation*}
g(r, t)=t^{-y_{0}}\left[g_{0}(z)+t^{-y_{1}} g_{1}(z)+t^{-y_{2}} g_{2}(z)+\cdots\right], \tag{1}
\end{equation*}
$$

where $z=r / t^{\beta}, g$ is the distribution of the nuclei of the new phase over the radius $r, t$ is the time variable, and $\beta$ and $y_{0}, y_{1}, \ldots$ are positive constants. Applying an ingenious method, they were able to decouple the equations for $g_{0}$ and $g_{1}$ and find their solution. It was established that $g_{0}$ coincides with the result of the LS theory, from which Marquese and Ross concluded that this solution was the asymptotic one. Actually, this is not the asymptotic solution but the solution corresponding to the zeroth approximation, since the series (1) is divergent, at least at the blocking point. Marquese and Ross ${ }^{36}$ did not study the convergence of (1), and the blocking point makes the series (1) nonuniformly admissible even in the next order, i.e., $g_{1}(z) / g_{0}(z) \rightarrow \infty$ as $z$ tends to the blocking point. As is well known, this is the most important aspect of any asymptotic theory or perturbation theory. ${ }^{44}$ The same error was also made in some other works on the asymptotic theory of first-order phase transitions.

Thus, the problem of finding an asymptotic solution for the nucleus-size distribution function in first-order phase transitions has yet to be solved. The present paper treats this problem. The plan is as follows. We start by examining the evolution of the nuclei of the new phase in the layered growth of a thin film on a substrate from supersaturated vapor subjected to sudden supersaturation. We have chosen this example because it is a simple and yet realistic first-order phase transition with the simplest new phase growth mechanism possible. The essence of the proposed theory is illustrated by this example of layered film growth most vividly. Then we briefly analyze the general case of a first-order phase transition.

## 2. ASYMPTOTIC THEORY OF FIRST-ORDER PHASE TRANSITIONS IN THE CASE OF LAYERED FILM GROWTH

Suppose that initially $n_{1}$ atoms are adsorbed on a unit area of a solid substrate, with $n_{1}$ greater than $n_{1 e}$, the equilibrium concentration of adsorbed atoms (adatoms). Then a phase transition begins in the system, and in the case of layered growth ${ }^{1}$ disklike nuclei of the new phase grow on the surface. By $g(R, t)$ we denote the nucleus distribution function over the disk radius $R$ at time $t$. Then, if the atoms do not leave the substrate, which is the case if the temperature $T_{s}$ of the supersaturated vapor of adatoms and the substrate is low, the conservation of matter on the substrate is expressed by the following law:

$$
\begin{equation*}
\frac{w}{h} n_{1}+\pi \int_{0}^{\infty} R^{2} g(R, t) d R=Z \tag{2}
\end{equation*}
$$

where $w$ is the volume occupied by a single atom in the new phase, $h$ is the disk height, $Z$ the extent to which the adsorbate fills the substrate (in the given model $Z$ is assumed to be constant and, to simplify matters, much larger than $w n_{1 e} / h$ in the Ostwald ripening stage). Let $\xi=n_{1} / n_{1 e}-1$ be the degree of supersaturation in the system and $\sigma$ the interphase energy per unit length of the periphery of a disk. Then the radius $R_{c}$ of a critical nucleus in the Ostwald ripening stage is equal to $\sigma w / k_{B} T_{s} h \xi$, where $k_{B}$ is Boltzmann's constant. We introduce $R_{*}$, the characteristic radius in the system, equal to $\sigma w^{2} n_{1 e} / k_{B} T_{s} h^{2} Z$. In this case Eq. (2) becomes

$$
\begin{equation*}
\frac{R_{*}}{R_{c}}+\frac{\pi}{Z} \int_{0}^{\infty} R^{2} g(R, t) d R=1 . \tag{3}
\end{equation*}
$$

In turn, the nucleus-size distribution function obeys the continuity equation in the size space: ${ }^{31}$

$$
\begin{align*}
& \frac{\partial g}{\partial t}+\frac{\partial\left(v_{R} g\right)}{\partial R}=0,  \tag{4}\\
& g(R, 0)=N_{0} g_{0}(R), \quad \int_{0}^{\infty} g_{0}(R) d R=1 \tag{5}
\end{align*}
$$

Here we have allowed for the fact that in the Ostwald ripening stage the nucleation process has already been completed and that there are $N_{0}$ nuclei, whose size distribution is given by the normalized function $g_{0}(R)$. Both $N_{0}$ and $g_{0}(R)$ are calculated by perturbation-theory expansions in $\varepsilon=1 /$ $\pi R_{c}^{2} h w$ (Ref. 13). Our goal is to describe the evolution of the existing nuclei at a later stage. When the so-called boundary-kinetics mechanism ${ }^{1}$ is realized, the rate of separate nucleus growth is

$$
\begin{equation*}
v_{R}=\frac{R_{*}^{2}}{t_{*}}\left(\frac{1}{R_{c}}-\frac{1}{R}\right), \tag{6}
\end{equation*}
$$

where $t_{*}=l_{0} R_{*} / \alpha Z D$ is the characteristic growth time, $l_{0}$ is the lattice parameter of the substrate, $\alpha$ is the probability that an adatom attaches itself to a nucleus ( $\alpha \ll 1$ in the given growth mechanism), and $D$ is the coefficient of diffusion of adatoms over the substrate. At this point we introduce the dimensionless variables

$$
\begin{equation*}
T=\frac{t}{t_{*}}, \quad r=\frac{R}{R_{*}}, \quad r_{c}=\frac{R_{c}}{R_{*}}, \quad F=\frac{g R_{*}}{N_{0}} \tag{7}
\end{equation*}
$$

and a dimensionless constant $\delta=\pi N_{0} R_{*}^{2} \alpha^{-1} \ll 1$. The kinetic equation and the law of adatom conservation then become

$$
\begin{align*}
& \frac{\partial F}{\partial T}+\frac{\partial}{\partial r}\left[\left(\frac{1}{r_{c}(T)}-\frac{1}{r}\right) F\right]=0,  \tag{8}\\
& r_{c}(T)=\left[1-\delta \int_{0}^{\infty} r^{2} F(r, T) d r\right]^{-1} . \tag{9}
\end{align*}
$$

Plugging (9) into (8) yields a master equation for the kinetics of first-order phase transitions in the Ostwald ripening stage (for the given type of phase transition). This equation de-
scribes the following physical processes. Initially, due to the smallness of $\delta$, the critical radius $r_{c}$ remains essentially unchanged ( $r_{c} \approx 1$ ) and the size of most nuclei is greater than $r_{c}$, so that they grow. The distribution function $F$ moves in the size space as an integral whole at a rate $1 / r_{c} \approx 1$, i.e., $F(r, T) \approx F_{0}(r-T)$. This stage is described by nucleation theory. ${ }^{13}$ The integral on the right-hand side of Eq. (9) increases with $T$, and so does $r_{c}$, which gradually catches up with the main part of the size spectrum. The nuclei smaller than the critical size begin to be evaporated, adding to the supply of adatoms. After time $T_{r}$ of approximately $1 / \sqrt{\delta}$ has elapsed, the critical size catches up completely with the main part of the size spectrum, i.e.,

$$
\delta \int_{0}^{\infty} r^{2} F d r \approx 1
$$

This means that the supply of adatoms that were initially on the substrate has been exhausted. Now supercritical-size nuclei grow at the expense of subcritical-size nuclei. The increase in the critical size is limited by the average size of the nuclei, i.e., the system evolves in a self-consistent manner. This is the Ostwald ripening stage.

To describe this stage analytically, it is convenient to change variables, so that the blocking point on the size axis can be isolated explicitly. There are several ways of doing this, one of which was suggested by Lifshits and Slezov. ${ }^{31}$ Below we use another change of variables, which we believe has more physical meaning and is simpler:

$$
\begin{equation*}
f=2 r_{c} F, \quad u=\frac{r}{2 r_{c}}, \quad \tau=\frac{1}{4} \int_{0}^{T} r_{c}^{-2}\left(T^{\prime}\right) d T^{\prime} . \tag{10}
\end{equation*}
$$

Then Eqs. (8) and (9) take the form

$$
\begin{align*}
& \frac{\partial f}{\partial \tau}-\frac{\partial}{\partial u}\left\{\left[\frac{(u-1)^{2}}{u}+\gamma(\tau) u\right] f\right\}=0,  \tag{11}\\
& r_{c}(\tau)=\sqrt{\frac{1-1 / r_{c}}{4 \delta \int_{0}^{\infty} u^{2} f(u, \tau) d u}},  \tag{12}\\
& \gamma(\tau)=\frac{d \ln r_{c}}{d \tau}-1 . \tag{13}
\end{align*}
$$

From Eq. (11) we see that here $u=1$ is the blocking point. Note that for $r_{c} \gg 1$ the expression for $\gamma$ simplifies,

$$
\begin{equation*}
\gamma(\tau)=-\frac{1}{2} \frac{d \ln \int_{0}^{\infty} u^{2} f(u, \tau) d u}{d \tau}-1, \tag{14}
\end{equation*}
$$

and becomes independent of the single parameter $\delta$ of the first-order phase transition. This explains why all systems undergoing a first-order phase transition with the same newphase growth mechanism evolve in the same way. The general approach to solving the system (11)-(13) can be as follows. First the kinetic equation (11) with a given initial condition is solved. Then the solution is substituted in (12). If we then substitute the resulting expression in (13), we arrive at an equation for the function $\gamma(\tau)$. By finding at least an arbitrary solution of this equation we can describe the


FIG. 1. A schematic of the $\gamma$ vs. $\tau$ dependence.
kinetics of a first-order phase transition in the stage of separate growth of new-phase nuclei and in the Ostwald ripening stage.

The general solution of Eq. (11) has the form

$$
\begin{equation*}
f(u, \tau)=f_{0}(C(u, \gamma(\tau))) \frac{\partial C}{\partial u} \tag{15}
\end{equation*}
$$

where $C(u, \gamma)$ is an integral of the kinetic equation, which is found by solving the characteristic equation

$$
\begin{align*}
& \frac{d u}{d \tau}=-\frac{(u-1)^{2}}{u}-\gamma(\tau) u,  \tag{16}\\
& u\left(\tau_{0}\right)=C . \tag{17}
\end{align*}
$$

It is Eq. (16) that is responsible for the evolution of the system in the final stage of the first-order phase transition. Applying the Lifshits-Slezov method ${ }^{31}$ to the given case, we can find the asymptotic behavior of the function $\gamma$ as $\tau \rightarrow \infty$ :

$$
\begin{equation*}
\gamma(\tau) \rightarrow \frac{1}{4 \tau^{2}} \tag{18}
\end{equation*}
$$

If this condition is not met, the law of conservation of matter (12) is violated. Figure 1 depicts a schematic of the function $\gamma(\tau)$ for the given case. At time $\tau=0$ the value of $\gamma$ is -1 , then $\gamma$ increases, and at a certain time $\tau_{r}$ reaches the value $\gamma=0$. After $\gamma$ reaches its maximum value $\gamma_{\max }>0$, it decreases and finally reaches its asymptotic value $\gamma=1 / 4 \tau^{2}$. Figure 2 depicts the solution of the characteristic equation (16) for different initial conditions for the simple model function

$$
\gamma(\tau)=\frac{\tau-1}{1+4 \tau^{3}}
$$



FIG. 2. Solution of the characteristic equation (16) for different initial conditions.

The initial increase in $u$ in Fig. 2 corresponds to the stage of separate nucleus growth by attaching new adatoms that appear on the substrate at the moment when supersaturation emerges (at this stage $r_{c} \approx 1$ ). A further increase in the critical radius $r_{c}$ slows down the rate at which $u$ increases, and later reduces $u$. This reduction gradually reaches the selfconsistent asymptotic regime, corresponding to the Ostwald ripening regime. In this stage $u$ slowly approaches the blocking point $u=1$. In the final analysis, the rate of this approach determines the nucleus-size distribution function in terms of the integral $C(u, \gamma)$. To study this dependence analytically, it is convenient to make the following change of variables:

$$
v=\frac{1}{u-1}-\ln |u-1|
$$

Then

$$
\begin{equation*}
\frac{d v}{d \tau}=1+\gamma(\tau)[1+\psi(v)]^{2}, \tag{19}
\end{equation*}
$$

where $\psi$ is the solution of the transcendental equation

$$
\begin{equation*}
\psi+\ln |\psi|=v \tag{20}
\end{equation*}
$$

For long times $(\tau>50)$ we can assume $(1+\psi)^{2}=v^{2}$, i.e., in this approximation

$$
\begin{equation*}
\frac{d v}{d \tau}=1+\gamma(\tau) v^{2} \tag{21}
\end{equation*}
$$

To reduce this Riccati equation to a linear one, we do another change of variables, $v=y / y^{\prime}$. The equation becomes

$$
\begin{equation*}
y^{\prime \prime}+\gamma(\tau) y=0 \tag{22}
\end{equation*}
$$

This second-order linear equation is the central equation in the theory of Ostwald ripening, since it determines the dependence of $y$ on $\gamma$ and hence of $C$ on $\gamma$ at long times. This means it controls the size distribution function for the newphase nuclei.

Now let us turn to methods of solving Eq. (22). The simplest one was proposed by Lifshits and Slezov. They suggested ignoring the second term in (22) entirely, since at long times $\gamma$ tends to zero. ${ }^{31}$ In this case $y_{\mathrm{LS}}(\tau)=A \tau+B$, where $A$ and $B$ are integration constants, and $v_{\mathrm{LS}}=\tau+B / A$. Hence

$$
\begin{equation*}
v-\tau=-\frac{1}{1-u}-\tau-\ln |1-u| \tag{23}
\end{equation*}
$$

is the desired integral in the zeroth Lifshits-Slezov approximation. It is convenient to write this integral in the form

$$
\begin{equation*}
C_{\mathrm{LS}}=\frac{1}{1-u} \exp \left(-\frac{1}{1-u}-\tau\right) \tag{24}
\end{equation*}
$$

By inserting (24) in the general solution (15) and the result into the conservation law (14) we arrive at an expression for $f_{0}$ :

$$
f_{0 L S}(C)= \begin{cases}\text { const } \cdot C^{2}, & C>0 \\ 0, & C \leqslant 0\end{cases}
$$

Only in this case will the 'initial condition'" for the linear equation, $\left.\gamma\right|_{\tau \rightarrow \infty} \rightarrow 0$ (the law of conservation of matter), be met. Thus, the size distribution function is given by the following expression:

$$
f(u, \tau)= \begin{cases}e^{-2 \tau} \varphi(u), & 0 \leqslant u<1 \\ 0, & u \geqslant 1\end{cases}
$$

As (24) implies, the function $\varphi$ in the Lifshits-Slezov approximation is ${ }^{1}$

$$
\begin{equation*}
\varphi_{\mathrm{LS}}(u)=\frac{2 u}{(1-u)^{4}} \exp \left(-\frac{2 u}{1-u}\right) \tag{25}
\end{equation*}
$$

(the value of the constant is usually selected in such a way that $\varphi$ is normalized to unity). The same result can be obtained by using the Marquese-Ross approach. ${ }^{36}$ However, the result is in no way asymptotic since the starting equation $y_{\mathrm{LS}}=A \tau+B$ is invalid for long times. Indeed, for the given rate at which $\gamma$ tends to zero we have $y \rightarrow$ const $\cdot \sqrt{\tau} \ln \tau$, i.e., the point $\tau=\infty$ is the source of nonuniformity. ${ }^{44}$

For most first-order phase transitions $\gamma(\tau)$ is a slowly varying function. The main thing is that the characteristic time of variation of the dimensions of an individual nucleus is usually much shorter than the characteristic time of variation of the critical nucleus (the so-called time-scale hierarchy ${ }^{46}$ ). For this reason it is convenient to represent the function $\gamma$ in (22) in the form $\gamma(\varepsilon \tau)$ and seek the solution of Eq. (22) in the form of a uniformly applicable series in $\varepsilon$ (Ref. 44). This equation has been analyzed by a number of researchers, ${ }^{47-49}$ who found that the functional dependence of $y$ on $\gamma$ is determined entirely by the points on the $\tau$ axis at which $\gamma$ vanishes (the so-called regression points) and by the behavior of $\gamma$ at these points. For the given type of first-order phase transition, $\gamma$ has two singular points: $\tau=\tau_{r}$ and $\tau=\infty$ (see Fig. 1). By applying the Langer transformation ${ }^{47}$ we can find the dependence of $y$ on $\gamma$ in the zeroth order in $\varepsilon$ over the entire range of $\tau$ : for $0<\tau<\tau_{r}, \tau_{r}<\tau<\infty$, in the vicinity of $\tau_{r}$, and as $\tau \rightarrow \infty$. The four functions could, in principle, give a complete description of the kinetics of the first-order phase transition together with Eqs. (12) and (13) since, in contrast to the Lifshits-Slezov solution, they are uniformly applicable. ${ }^{44}$ However, this approach is impractical, if only because the value of $\tau_{r}$ is not known beforehand. The righthand side of Eq. (13), after (12) and (15) have been substituted in it, becomes an extremely complicated function of $\gamma$ with $\tau_{r}$ unknown. For this reason we are forced to limit ourselves to studying the asymptotic behavior of first-order phase transitions. The fact that there is a regression point leads to a situation in which the system 'forgets" its initial state and reaches a certain asymptotic regime (models with a strictly negative $\gamma$ are known to generate nonphysical divergences ${ }^{30}$ ).

Thus, combining the Langer method with (18) makes it possible to use Eq. (22) to find the long-time asymptotic behavior of $y$ :

$$
\begin{equation*}
y \rightarrow \text { const } \cdot \frac{\int \sqrt{\gamma(\tau)} d \tau}{\sqrt[4]{\gamma(\tau)}} \tag{26}
\end{equation*}
$$

$$
\begin{equation*}
v \rightarrow-\frac{4 \gamma}{\gamma^{\prime}} \rightarrow 2 \tau \tag{27}
\end{equation*}
$$

The fact that $v$ does not tend to $\tau$ as $\tau \rightarrow \infty$ (as it does in the Lifshits-Slezov theory) but to $2 \tau$ also follows directly from Eq. (21) combined with (18). We also see that the difference of the given behavior from that predicted by the LifshitsSlezov theory is that as $\tau \rightarrow \infty$ (i.e., in the vicinity of the blocking point), the term that Lifshits and Slezov discards in not small and provides a contribution equal to that of the term taken into account. A numerical solution of Eq. (16) (see Fig. 2) also implies that $u$ tends to $1-1 / 2 \tau$ rather than to $1-1 / \tau$. Thus, the asymptotic behavior of the integral of the kinetic equation is given by the following expression:

$$
\begin{equation*}
C=\frac{1}{1-u} \exp \left(-\frac{1}{1-u}-2 \tau\right), \tag{28}
\end{equation*}
$$

so that for $C$ positive we have $f_{0}(C)=$ const $\cdot C$, and the desired asymptotic size distribution function is

$$
\begin{equation*}
\varphi(u)=\frac{u}{(1-u)^{3}} \exp \left(-\frac{u}{1-u}\right) . \tag{29}
\end{equation*}
$$

What sets this function apart from the Lifshits-Slezov function is the difference in the average nucleus size:

$$
\begin{aligned}
& \int_{0}^{\infty} u \varphi_{\mathrm{LS}}(u) d u=\frac{1}{2}, \\
& \bar{u}=\int_{0}^{\infty} u \varphi(u) d u \approx 0.5963, \quad\left(\overline{u^{2}} \approx 0.3854\right) .
\end{aligned}
$$

In other words, while in the Lifshits-Slezov theory the average nucleus size coincides with the critical size, in our theory the average size is shifted toward larger values by approximately $20 \%$. To make the comparison of the results with the experimental data more convenient, it is advisable to introduce a new variable, $x=u / \bar{u}=R / \bar{R}$ (in the LifshitsSlezov theory $x=2 u$ ), and recalculate the distribution functions:

$$
\begin{align*}
& \varphi_{\mathrm{LS}}(x)=\frac{8 x}{(2-x)^{4}} \exp \left(-\frac{2 x}{2-x}\right),  \tag{30}\\
& \varphi(x)=\frac{x_{0} x}{\left(x_{0}-x\right)^{3}} \exp \left(-\frac{x}{x_{0}-x}\right), \tag{31}
\end{align*}
$$

where $x_{0}=1 / \overline{u \approx 1.677 \text {. These functions are depicted in Fig. }}$ 3. We see that our asymptotic distribution function is higher and narrower than the Lifshits-Slezov function. As predicted by Lifshits and Slezov, the region where the two functions differ most strongly lies near the blocking point $x=x_{0}$ (approximately in the interval from 1.4 to 2 ). In all fairness, it must be said that the absolute error of the Lifshits-Slezov function is moderate and often smaller than the experimental error. Nevertheless, experimenters have repeatedly pointed out that the experimental size distribution function actually passes above the Lifshits-Slezov function. ${ }^{5}$ In fact, this served as the impetus for improving the theories of Ostwald ripening. ${ }^{34,37-40}$


FIG. 3. The asymptotic nucleus distribution function over $x=R / \bar{R}$ (the solid curve corresponds to the results obtained in the present theory, and the dashed curve corresponds to the results obtained by the Lifshits-Slezov theory).

To be precise, the asymptotic formula (29) is valid only for finite or rapidly decreasing initial distribution functions. As shown in Ref. 45, the "tails" of the very slowly decreasing initial distribution functions may change the asymptotic behavior (18) of $\gamma$, with the same being true for the size distribution functions. However, according to the general nucleation theory, ${ }^{13}$ finite nucleation time leads to the finiteness of the initial distribution function.

The above results make it possibly to easily establish the asymptotic behavior of other important characteristics of a first-order phase transition: the average size and the concentration of the new-phase nuclei. Indeed, from (10) and (13) it follows that

$$
\begin{equation*}
r_{c} \rightarrow e^{\tau}, \quad T \rightarrow e^{2 \tau}, \quad \tau \rightarrow \frac{1}{2} \ln t \tag{32}
\end{equation*}
$$

as $\tau \rightarrow \infty$. This readily leads to the desired asymptotic behavior:

$$
\begin{align*}
& \bar{R}(t)=\text { const } \cdot \sqrt{t},  \tag{33}\\
& N(t)=\frac{\text { const }}{t} \tag{34}
\end{align*}
$$

In this asymptotic theory it is impossible to find the constants in (33) and (34), since this requires information about the regression point $\tau_{r}$. Hence it is easier to find them from experiment by calculating the points of intersection of the straight lines $\ln \bar{R}$ and $\ln N$ with the ordinate $\ln t=0$.

Now let us describe the asymptotic stage of Ostwald ripening for a general first-order phase transition.

## 3. ASYMPTOTIC THEORY OF FIRST-ORDER PHASE TRANSITIONS FOR AN ARBITRARY NEW-PHASE GROWTH MECHANISM

The continuity equation in the size space and the law of conservation of matter for arbitrary (but real) first-order phase transitions can be written as follows:

$$
\begin{align*}
& \frac{\partial g}{\partial t}+\frac{\partial\left(v_{R} g\right)}{\partial R}=0  \tag{35}\\
& g(R, 0)=N_{0} g_{0}(R), \quad \int_{0}^{\infty} g_{0}(R) d R=1 \tag{36}
\end{align*}
$$

$$
\begin{align*}
& v_{R}=\frac{R_{*}^{2}}{t_{*}}\left(\frac{R_{*}}{R}\right)^{p-1}\left(\frac{1}{R_{c}}-\frac{1}{R}\right),  \tag{37}\\
& \frac{R_{*}}{R_{C}}+\beta_{d} \int_{0}^{\infty} R^{d} g(R, t) d R=\left(\frac{t}{t_{*}}\right)^{n} . \tag{38}
\end{align*}
$$

Here $R_{*}, t_{*}$, and $\beta_{d}$ are the constants characterizing a firstorder phase transition, $p$ is the new-phase nucleus growth index (the cases $p=1,2,3$ correspond to all known growth mechanisms ${ }^{1}$ ), $d$ is the dimensionality of the nuclei ( $d$ $=1,2,3$; see Ref. 5), $n \geqslant 0$ is the growth index for the total mass of matter (it is assumed that at least at long times this mass increases according to a power law ${ }^{5,43}$ ). We introduce the dimensionless variables

$$
\begin{equation*}
T=\frac{t}{t_{*}}, \quad r=\frac{R}{R_{*}}, \quad r_{c}=\frac{R_{c}}{R_{*}}, \quad F=\frac{g R_{*}}{N_{0}} \tag{39}
\end{equation*}
$$

and the dimensionless constant $\delta=\beta_{d} N_{0} R_{*}^{d}$. Then Eqs. (35)-(38) become

$$
\begin{align*}
& \frac{\partial F}{\partial T}+\frac{\partial}{\partial r}\left[\frac{1}{r^{p-1}}\left(\frac{1}{r_{c}(T)}-\frac{1}{r}\right) F\right]=0,  \tag{40}\\
& r_{c}(T)=\left[T^{n}-\delta \int_{0}^{\infty} r^{d} F(r, T) d r\right]^{-1} \tag{41}
\end{align*}
$$

Next, following the general scheme described above, we introduce the variables

$$
\begin{align*}
& u=\frac{p}{p+1} \frac{r}{r_{c}}, \quad f=\frac{p+1}{p} r_{c} F, \\
& \tau=\frac{p+1}{2} \int_{0}^{T}\left[\frac{p}{(p+1) r_{c}\left(T^{\prime}\right)}\right]^{p+1} d T^{\prime} \tag{42}
\end{align*}
$$

and write (40) and (41) in the following form:

$$
\begin{equation*}
\frac{\partial f}{\partial \tau}-\frac{\partial}{\partial u}\left\{\left[\frac{2}{p(p+1) u^{p}}\left(p-(p+1) u+u^{p+1}\right)+\gamma(\tau) u\right] f\right\}=0 \tag{43}
\end{equation*}
$$

$$
\begin{equation*}
r_{c}(\tau)=\left[\frac{\left(\frac{2}{p+1}\right)^{n}\left(\frac{p+1}{p}\right)^{n(p+1)+d}\left(\int_{0}^{\tau} r_{c}^{p+1}\left(\tau^{\prime}\right) d \tau^{\prime}\right)^{n}-\left(\frac{p}{p+1}\right)^{d} \frac{1}{r_{c}}}{\delta \int_{0}^{\infty} u^{d} f(u, \tau) d u}\right]^{1 / d} \tag{44}
\end{equation*}
$$

$$
\begin{equation*}
\gamma(\tau)=\frac{d \ln r_{c}}{d \tau}-\frac{2}{p(p+1)} \tag{45}
\end{equation*}
$$

Equations (44) and (45) imply that for large values of $r_{c}$ the function $\gamma$ ceases to depend on $\delta$ and the dependence on $\tau$ gets simpler:

$$
\begin{align*}
\gamma(\tau)= & \frac{n}{d} \frac{d \ln \int_{0}^{\tau} r_{c}^{p+1}\left(\tau^{\prime}\right) d \tau^{\prime}}{d \tau} \\
& -\frac{1}{d} \frac{d \ln \int_{0}^{\infty} u^{d} f(u, \tau) d u}{d \tau}-\frac{2}{p(p+1)} \tag{46}
\end{align*}
$$

The general solution of Eq. (43) has the form

$$
\begin{equation*}
f(u, \tau)=f_{0}(C(u, \gamma(\tau))) \frac{\partial C}{\partial u} \tag{47}
\end{equation*}
$$

where $C(u, \gamma)$ is an integral of the kinetic equation, which is found by solving the characteristic equation

$$
\begin{equation*}
\frac{d u}{d \tau}=-\frac{2}{p(p+1) u^{p}}\left[u^{p+1}-(p+1) u+p\right]-\gamma u . \tag{48}
\end{equation*}
$$

In the neighborhood of the blocking point $u=1$ Eq. (48) becomes independent of $p$ :

$$
\begin{equation*}
\frac{d u}{d \tau}=-(u-1)^{2}-\gamma \tag{49}
\end{equation*}
$$

The Lifshits-Slezov method ${ }^{31}$ makes it possible to use Eq. (49) to find the function $\gamma$ as $\tau \rightarrow \infty$ :

$$
\begin{equation*}
\gamma \rightarrow \frac{1}{4 \tau^{2}} \tag{50}
\end{equation*}
$$

If this condition is not met, the law of conservation of matter is violated. This leads to the following asymptotic behavior of $r_{c}$ and $T$ :

$$
\begin{align*}
& r_{c} \rightarrow \exp \frac{2 \tau}{p(p+1)}  \tag{51}\\
& T \rightarrow \exp \frac{2 \tau}{p} \tag{52}
\end{align*}
$$

Now from (52) we find that

$$
\begin{equation*}
\tau \rightarrow \frac{p}{2} \ln t \tag{53}
\end{equation*}
$$

and hence

$$
\begin{align*}
& \bar{R}(t) \rightarrow \text { const } \cdot t^{1 /(p+1)}  \tag{54}\\
& N(t) \rightarrow T^{n} r_{c}^{-d} \rightarrow \text { const } \cdot t^{-(d /(p+1)-n)} \tag{55}
\end{align*}
$$

Of course, at $d=3$ formulas (54) and (55) coincide with the corresponding results of the Lifshits-Slezov theory. ${ }^{5}$ Note that the Ostwald ripening stage is realized only in the case of so-called weak sources,

$$
\begin{equation*}
n<\frac{d}{p+1} \tag{56}
\end{equation*}
$$

when the critical size catches up with the main part of the nucleus size spectrum. Otherwise, new particles enter the system so fast that supersaturation increases instead of de-
creasing, the nucleation stage is not terminated, and Ostwald ripening does not begin. The same condition follows from the analysis of the nucleation stage. ${ }^{10}$

Now let us establish the asymptotic behavior of the distribution function. We perform the transformation $u \rightarrow v_{p}(u)$, which maps the blocking point to infinity:

$$
\begin{equation*}
v_{p}=-\frac{p(p+1)}{2} \int_{0}^{u} \frac{x^{p} d x}{x^{p+1}-(p+1) x+p} . \tag{57}
\end{equation*}
$$

Then the characteristic equation (48) becomes

$$
\begin{equation*}
\frac{d v_{p}}{d \tau}=1+\gamma(\tau) \frac{p(p+1)}{2} \frac{u^{p+1}\left(v_{p}\right)}{u^{p+1}\left(v_{p}\right)-(p+1) u\left(v_{p}\right)+p} \tag{58}
\end{equation*}
$$

At long times the characteristic equation becomes the Riccati equation

$$
\begin{equation*}
\frac{d v_{p}}{d \tau}=1+\frac{v_{p}^{2}}{4 \tau} \tag{59}
\end{equation*}
$$

whose general solution is

$$
\begin{equation*}
v_{p}=2 \tau\left(1+\frac{1}{\ln \tau+A_{0}}\right) \tag{60}
\end{equation*}
$$

where $A_{0}$ is the integration constant. At long times $v$ tends to $2 \tau$ (the Lifshits-Slezov theory yields $v_{p} \rightarrow \tau$ ), so that

$$
\begin{equation*}
C(u, \tau)=\exp \frac{v_{p}(u)-2 \tau}{p} \tag{61}
\end{equation*}
$$

is the asymptotic value of the integral of the kinetic equation. Plugging (61) into the general solution (47), from the initial condition (the law of mass conservation) we find that

$$
f_{0}(C)= \begin{cases}\text { const } \cdot C^{d /(p+1)-n}, & C>0 \\ 0, & C \leqslant 0\end{cases}
$$

Hence the asymptotic behavior of the new-phase nucleus distribution function has the following form:

$$
f(u, \tau)= \begin{cases}\exp \left[-\frac{2 \tau}{p}\left(\frac{d}{p+1}-n\right)\right] \varphi_{p}(u), & u<1 \\ 0, & u \geqslant 1\end{cases}
$$

where

$$
\begin{align*}
\varphi_{p}(u)= & \frac{u^{p}}{u^{p+1}-(p+1) u+p} \exp \left[\frac{d-n(p+1)}{2}\right. \\
& \left.\times \int_{u}^{u_{p}} \frac{x^{p} d x}{x^{p+1}-(p+1) x+p}\right] . \tag{62}
\end{align*}
$$

The constant $v_{p}$ in (62) is usually found from the normalization condition

$$
\int_{0}^{1} \varphi_{p}(u) d u=1 .
$$

As expected, at $p=1, d=2, n=0$, and $u_{p}=0$ the expression (62) becomes (29). An analysis of the $\varphi_{p}$ vs. $u$ dependence for $p=1,2,3$, which correspond to real new-phase growth mechanisms, is given in the Appendix. Figure 4 depicts the size distribution functions for $p=2$ and $d=3$ and different


FIG. 4. The asymptotic function of nuclei distribution for $d=3$ and $p=2$ : curve $1, n=0$; curve $2, n=0.55$; and curve $3, n=0.8$.
values of $n$. We see that the closer $n$ is to its limit $n_{c}$ $=d /(p+1)$, the sharper the peak (which moves toward the blocking point) in the $\varphi(u)$ curve. Hence by changing $n$ we can control the structure of the new phase. ${ }^{5}$ At $n \geqslant n_{c}$ the Ostwald ripening does not even start, so that the distribution function in this case evolves in accordance with the predictions of nucleation theory. ${ }^{13}$

Thus, the use of a uniformly admissible approximation for the solution of the characteristic equation makes it possible to find the asymptotic behavior of the basic characteristics of first-order phase transitions: the new-phase nucleus concentration, the average size of the nuclei, and the size distribution function.
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## APPENDIX

To find the distribution function $\varphi_{p}$, we must calculate the integral in (62) (or (57)):

$$
\begin{equation*}
I_{p}=\int \frac{x^{p} d x}{x^{p+1}-(p+1) x+p} . \tag{A1}
\end{equation*}
$$

Note that for positive integral values of $p$ we have

$$
\begin{equation*}
x^{p+1}-(p+1) x+p=(x-1)^{2} \sum_{n=1}^{p} n x^{p-n}, \tag{A2}
\end{equation*}
$$

so that
$I_{1}=\int \frac{x d x}{(x-1)^{2}}=\frac{1}{1-x}+\ln |1-x|$,
$I_{2}=\int \frac{x^{2} d x}{(x-1)^{2}(x+2)}=\frac{1}{3(1-x)}+\frac{4}{9} \ln |x+2|+\frac{5}{9} \ln |1-x|$,
$I_{3}=\int \frac{x^{3} d x}{(x-1)^{2}\left(x^{2}+2 x+3\right)}=\frac{1}{6(1-x)}+\frac{7}{18}$

$$
\begin{equation*}
\times \ln |1-x|+\frac{11}{36} \ln \left(x^{2}+2 x+3\right)+\frac{\sqrt{2}}{36} \arctan \frac{x+1}{\sqrt{2}}, \tag{A5}
\end{equation*}
$$

etc. This sequence can be continued, but for $p \geqslant 4$ the growth mechanism becomes too exotic, and, besides, the real roots of the equation $\Sigma n x^{p-n}=0$ do not obey simple relationships. Plugging (A3)-(A5) into (62), we get

$$
\begin{align*}
\varphi_{1}(u)= & \frac{(d / 2-n) u}{(1-u)^{2+d / 2-n}} \exp -\left(\frac{d}{2}-n\right) \frac{u}{1-u}  \tag{A6}\\
\varphi_{2}(u)= & \frac{4^{(d-3 n) / 9}(d-3 n) u^{2}}{2(1-u)^{2+5(d-3 n) / 18}(2+u)^{1+2(d-3 n) / 9}} \\
& \times \exp \left(-\frac{d / 3-n}{2} \frac{u}{1-u}\right),  \tag{A7}\\
\varphi_{3}(u)= & \frac{C_{3} u^{3} \exp \left[-\frac{\sqrt{2}}{18}\left(\frac{d}{4}-n\right) \arctan \frac{u+1}{\sqrt{2}}\right]}{(1-u)^{2-(7 / 9)(d / 4-n)}\left(u^{2}+2 u+3\right)^{1+(11 / 18)(d / 4-n)}} \\
& \times \exp \left(-\frac{d / 4-n}{3} \frac{u}{1-u}\right)
\end{align*}
$$

with $C_{3}$ the normalization constant.
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# Magnetic ordering and phase transitions in planar antiferromagnetic systems with a Kagome lattice 

R. S. Gekht*) and I. N. Bondarenko<br>L. V. Kirenskiŭ Institute of Physics, Siberian Branch of the Russian Academy of Sciences, 660036 Krasnoyarsk, Russia<br>(Submitted 28 August 1997)<br>Zh. Éksp. Teor. Fiz. 113, 2209-2220 (June 1998)<br>We study the process of magnetic ordering in planar antiferromagnetic systems with a Kagomé lattice. It is found that if the interaction between next-nearest-neighbor spins is taken into account, the heat capacity of such systems has a singularity at a finite temperature $T$. On the basis of a scaling analysis of finite-size systems we study the behavior of thermodynamic quantities in the neighborhood of a phase transition. We find that the phase transition at the critical point is due to discrete- and continuous-symmetry breaking, in which the long-range chiral order and the power-law translational spin order emerge simultaneously. Finally, we calculate the temperatures of the transition to different (with three and nine spins per unit cell) ordered states. © 1998 American Institute of Physics. [S1063-7761(98)02106-4]

## 1. INTRODUCTION

Lately there has been an upsurge of interest in phase transitions in the low-temperature range in compounds with a Kagomé lattice. Because of the special geometry of the lattice (triangles in a layer alternate with hexagons), the spin systems are highly frustrated. As the temperature drops, the ordering proceeds much more slowly in comparison to ordinary frustrated systems. It is known ${ }^{1,2}$ that this situation occurs because in systems with a coordination number much smaller than, say, in triangular antiferromagnets, at large values of $S$ in addition to states with nontrivial global degeneracy there can be local degenerate states. As a result, when there is interaction between the nearest-neighbor spins, there is no single finite temperature at which a phase transition to a magnetically ordered state can occur. The additional interaction between next-nearest-neighbor spins partially lifts the degeneracy and may lead to a phase transition at finite temperatures. ${ }^{3}$ Nevertheless, since the frustration effects are still present, the process of ordering and stabilization of structure is slower than in nonfrustrated systems.

Ising systems with a Kagomé lattice have been studied fairly recently. As in Ising systems with a triangular lattice, in the classical ground state the entropy per spin is finite (interaction of nearest neighbors), but the decrease in the spin-spin correlation functions at $T=0$ follows an exponential law rather than a power law (superfrustrated systems ${ }^{4,5}$ ). Heisenberg systems with a Kagomé lattice were under intensive study at the beginning of the 1990s. The excitations of such systems have a null spectrum in the entire magnetic Brillouin zone. ${ }^{6}$ Quantum ${ }^{7}$ and thermal ${ }^{2,3}$ fluctuations lift the degeneracy and select states with a planar spin configuration. $X Y$ systems have not been studied so thoroughly. It is known that as $T \rightarrow 0$, the spins in such systems are less ordered than in Heisenberg systems. Here the correlation function of an $X Y$ system is similar to the correlation function of the threestate Potts model ${ }^{8}(T \rightarrow 0)$, while the correlation length of

Heisenberg systems diverges in the zero-temperature limit. ${ }^{2,8}$
In the $\mathrm{MFe}_{3}(\mathrm{OH})_{6}\left(\mathrm{SO}_{4}\right)_{2}$ family of compounds $\left(\mathrm{M}=\mathrm{H}_{3} \mathrm{O}, \mathrm{Na}, \mathrm{K}, \mathrm{Rb}, \mathrm{Ag}, \mathrm{NH}_{4}, \mathrm{Tl}, \mathrm{Pb}\right.$, and Hg ) called jarosites (the name has its origin in mineralogy) and in their chromium analog $\mathrm{KFe}_{3}(\mathrm{OH})_{6}\left(\mathrm{CrO}_{4}\right)_{2}$, the magnetic iron ions $\mathrm{Fe}^{3+}$ form a Kagomé lattice in the $c$ plane. ${ }^{9-11}$ The crystalline structure of such compounds is hexagonal (the space group is $R \overline{3} m$ ). According to the experimental data, the interactions between nearest-neighbor spins inside a layer and between layers is antiferromagnetic. ${ }^{12}$ Neutron-diffraction, Mössbauer, and other measurements involving jarosites show that in jarosites at low temperatures magnetic ordering can be accompanied by formation of triangular structures in the $x$ plane. ${ }^{11-13}$

In our work we studied the phase transitions in compounds of the jarosite type. Since in such compounds the neighboring layers with $\mathrm{Fe}^{3+}$ are separated by nonmagnetic ions of $\mathrm{S}, \mathrm{O}, \mathrm{K}$, and OH , layer-to-layer exchange is much smaller than the intraplanar exchange $J_{1}$. It has also been established that in some substances, e.g., with $\mathrm{M}=\mathrm{K}$, the spins in a layer are perpendicular to the $c$ axis as a result of magnetic ordering. ${ }^{12}$ Below we allow for the interaction between nearest-neighbor and next-nearest-neighbor spins on a Kagomé lattice separated by distances $\Delta_{1}$ and $\Delta_{2}$, respectively,

$$
\begin{equation*}
H=J_{1} \sum_{i \Delta_{1}} \mathbf{S}_{i} \cdot \mathbf{S}_{i+\Delta_{1}}+J_{2} \sum_{i \Delta_{2}} \mathbf{S}_{i} \cdot \mathbf{S}_{i+\Delta_{2}}, \tag{1}
\end{equation*}
$$

and limit our study to systems with $X Y$-like spins: $\mathbf{S}_{i}$ $=S\left(\cos \theta_{i}, \sin \theta_{i}\right)$.

As for Ising systems with a Kagomé lattice, it is known ${ }^{14}$ that phase transitions are possible only when next-nearestneighbors interact antiferromagnetically ( $J_{2}<0$ ), but compounds with Ising spins have yet to be found. In contrast to such compounds, $X Y$ systems have continuous symmetry in


FIG. 1. Degenerate ground states for $j>0$ ( a and b ) and $j<0$ (c and d); the 'plus'" and 'minus'" indicate the sign of the parameter $k$ on the elementary triangles. The heavy lines depict the unit magnetic cells with three (a) and nine (c) spins.
the plane. Further, in contrast to Heisenberg systems, they also have discrete symmetry, since at $T=0$ the chiral parameter specified for each elementary triangle, ${ }^{15}$

$$
\begin{equation*}
\mathbf{k}=\frac{2}{3 \sqrt{3}}\left(\left(\mathbf{S}_{1} \mathbf{S}_{2}\right)+\left(\mathbf{S}_{2} \mathbf{S}_{3}\right)+\left(\mathbf{S}_{3} \mathbf{S}_{1}\right)\right) \tag{2}
\end{equation*}
$$

(the spins are numbered clockwise), takes a value of +1 or -1 . The situation resembles triangular antiferromagnets with planar spins, ${ }^{16,17}$ but here, first, the chiral parameter does not change sign for $J_{2}>0$ and, second, the unit cell on a Kagomé lattice has nine spins instead of three for $J_{2}<0$. We find that although for next-nearest-neighbor antiferromagnetic interaction $\left(J_{2}>0\right)$ the ordering process is slower than that for ferromagnetic interaction ( $J_{2}<0$ ), in both cases there exists a finite critical temperature at which translational spin and chiral orders emerge simultaneously.

## 2. THE LOW-TEMPERATURE RANGE

The ground state on a Kagomé lattice strongly depends on the sign of the exchange interaction $J_{2}$ between next-nearest-neighbors. For antiferromagnetic exchange, $J_{2}>0$, this state has a structure with three spins per unit cell (Fig. 1a), while for $J_{2}<0$ the structure consists of nine spins (Fig. 1c). In both cases the spin configurations are continuously degenerate with respect to rotations in the plane and are twofold symmetric. For $J_{2}>0$ the discrete degeneracy is characterized by a $k$ of fixed sign (Figs. 1a and 1b), while for $J_{2}<0$ the value of $k$ changes sign in neighboring elementary triangles (Figs. 1c and 1d). A transition between two equivalent states amounts to surmounting an energy barrier proportional to $\left|J_{2}\right|$. We expect that in the low-temperature range the related excitations are suppressed and the system can be described in the harmonic approximation. Let us examine the properties of the phases at low temperatures for states with three and nine spins per unit magnetic cell.

In the state with three spins per unit cell, $J_{2}>0$, the Hamiltonian in the quadratic approximation in $\psi_{k}$
$=\left(\psi_{k 1}, \psi_{k 2}, \psi_{k 3}\right)$ (here $\psi_{k \alpha}$ are the Fourier transforms of the deviation of the sublattice $\alpha$ from the equilibrium structure) can be written as

$$
\begin{equation*}
H=-\left(J_{1}+J_{2}\right) S^{2} N+\frac{1}{2} S^{2} \sum_{k} \psi_{k} M_{k} \psi_{-k} \tag{3}
\end{equation*}
$$

where the elements of the $3 \times 3$ matrix $M_{k}$ are

$$
\begin{align*}
M_{11}= & M_{22}=M_{33}=2\left(J_{1}+J_{2}\right), \\
M_{12}= & M_{21}=-J_{1} \cos \left(\frac{k_{x}}{2}+\frac{\sqrt{3}}{2} k_{y}\right) \\
& -J_{2} \cos \left(\frac{3}{2} k_{x}-\frac{\sqrt{3}}{2} k_{y}\right), \\
M_{23}= & M_{32}=-J_{1} \cos \left(\frac{k_{x}}{2}-\frac{\sqrt{3}}{2} k_{y}\right) \\
& -J_{2} \cos \left(\frac{3}{2} k_{x}+\frac{\sqrt{3}}{2} k_{y}\right), \\
M_{31}= & M_{13}=-J_{1} \cos k_{x}-J_{2} \cos \sqrt{3} k_{y} . \tag{4}
\end{align*}
$$

When $k$ is small, for the smallest eigenvalue of the matrix $M_{k}$ we obtain

$$
\begin{equation*}
\lambda_{1}=\frac{1}{2}\left(J_{1}+3 J_{2}\right) k^{2} \tag{5}
\end{equation*}
$$

$\left(\lambda_{2}=\lambda_{3} \simeq 3\left(J_{1}+J_{2}\right)\right)$. In the low-temperature range we have the following expressions for the energy $E=\langle H\rangle$, the spin-spin correlation function, and the chiral parameter $k(T)$ :

$$
\begin{align*}
& E=-\left(J_{1}+J_{2}\right) S^{2} N\left[1-\frac{T}{2\left(J_{1}+J_{2}\right) S^{2}}\right],  \tag{6}\\
& \left\langle\mathbf{S}_{o} \cdot \mathbf{S}_{r}\right\rangle=\exp \left[-\frac{\left\langle\left(\psi_{o}-\psi_{r}\right)^{2}\right\rangle}{2}\right] \sim r^{-\eta(T)}, \tag{7}
\end{align*}
$$

where $o$ and $r$ belong to the same sublattice,


FIG. 2. Energy, heat capacity, magnetization, chiral parameter, and susceptibilities $\chi$ and $\chi_{k}$ versus the normalized temperature $t=T / J_{1} S^{2}$ at $j=0.5$ (a) and $j=-0.5$ (b). The symbols $\bigcirc, \square, \triangle$, and $\nabla$ correspond to $L=12,24,36$, and 48.

$$
\begin{align*}
\eta(T) & =\frac{T}{\pi\left(J_{1}+3 J_{2}\right) S^{2}}  \tag{8}\\
k(T) & =\frac{1}{N}\left\langle\sum_{R} k(R)\right\rangle=1-\frac{T}{2\left(J_{1}+3 J_{2}\right) S^{2}} \tag{9}
\end{align*}
$$

( $R$ stands for the coordinates of the points of the dual lattice).
In the states with nine spins per unit cell, $J_{2}<0$, the smallest eigenvalue of $M_{k}$, the spin-spin correlation function, and the chiral parameter $k(T)$ in the low-temperature range are given by the same expressions (5)-(9) but with $-2 J_{2}$ substituted for $J_{2}$.

The process of ordering of planar spins on a Kagomé lattice was studied for arbitrary $T$ by the Monte Carlo method. In comparison to a triangular lattice, the number of spins on a Kagomé lattice is smaller by $1 / 4$, or $N=3 L^{2} / 4$, where $L$ in our calculations varied from 12 to 48 . The heat capacity and the magnetic susceptibility were found by numerical calculations from the fluctuations of the energy and magnetization, respectively. We also calculated the mean square of the sublattice magnetization:

$$
\begin{equation*}
m^{2}=\frac{1}{N_{\alpha}}\left\langle\sum_{N_{\alpha}} M_{\alpha}^{2}\right\rangle \tag{10}
\end{equation*}
$$

( $N_{\alpha}=3$ for $J_{2}>0$ and $N_{\alpha}=9$ for $J_{2}<0 ; M_{\alpha}$ is the sublattice magnetization), the parameter $k(T)$, and the corresponding susceptibility $\chi_{k}$.

The temperature dependence of the thermodynamic quantities for $j= \pm 0.5\left(j=J_{2} / J_{1}\right)$ is depicted in Fig. 2. At low temperatures the behavior of the energy can be described by the harmonic approximation (6) for $j=0.5$ and by the same expression with $-2 J_{2}$ substituted for $J_{2}$ in (6) for $j=-0.5$. Deviations from the linear dependence emerge for $T / J_{1} S^{2}>0.3$ in Fig. 2a and for $T / J_{1} S^{2}>0.5$ in Fig. 2b. The parameter $k(T)$ behaves in the linear region in a similar way, in accordance with the expected relationships of type (9).

The exponent $\eta(T)$ for the spin-spin correlation function can be determined from the dimensional relationship

$$
\begin{equation*}
m^{2} \sim L^{-\eta(T)} \tag{11}
\end{equation*}
$$

We calculated the parameter $\eta(T)$ from the slope of the asymptotic straight lines for $-\ln m^{2}$ as a function of $\ln L$.


FIG. 3. Temperature dependence of $\eta$. The symbols $\bigcirc$ and $\bigcirc$ correspond to diagrams with $j=0.5$ and $j=-0.5$, respectively.

The results for different values of $T$ are depicted in Fig. 3. As the temperature increases, deviations from the linear dependence emerge at the same values of $T$ as for the internal energy.

## 3. PHASE TRANSITION

The appreciable difference between the antiferromagnetic systems with $J_{2}=0$ and $J_{2} \neq 0$ manifests itself in the behavior of the heat capacity and the susceptibilities (Fig. 2). For instance, when we have $J_{2} \neq 0$, the heat capacity and the chiral susceptibility have a peak that increases with lattice size and becomes sharper, while the homogeneous susceptibility $\chi$ has a broad maximum in a specific temperature


FIG. 4. The maximum in heat capacity as a function of $\ln L$. The symbols $\bigcirc$ and correspond to the same values of $j$ as in Fig. 3.
range. The dimensional dependence of the height of the heatcapacity peak is depicted in Fig. 4: obviously, the logarithmic divergence is due to a phase transition in the parameter $k$.

We expect that in the limit $N \rightarrow \infty$ the behavior of $k$ is described by the following formula:

$$
\begin{equation*}
k^{2} N=[k(N \rightarrow \infty)]^{2} N+O(N) \tag{12}
\end{equation*}
$$

The dimensional dependence of $k^{2} N$ on $N$ at $j= \pm 0.5$ is depicted in Figs. 5a and 5b. The values of $k(T)$ for an infinite system were calculated from the slope of the asymptotic straight lines (dotted lines). On the basis of these data, we constructed (Figs. 5c and 5d) the dependence of $-\ln k$ on


FIG. 5. (a,b)—Dimensional dependence of $k^{2} N$ at different temperatures. The slopes of the asymptotic straight lines (dotted lines) yield the value of $k^{2}$ for an infinite system. The straight lines $1-5$ correspond to $t=0.36,0.41,0.46,0.51$, and 0.53 at $j=0.5$ (a) and $t=0.52,0.57,0.62$, 0.67 , and 0.72 at $j=-0.5$ (b). (c,d)-The parameter $k$ extrapolated to an infinite system as a function of the normalized temperature $t$ (log-log scale) at $j=0.5$ (c) and $j=-0.5$ (d). The symbols $\bigcirc$, and $\square$ correspond to $t_{c}=0.55,0.54$, and 0.53 at $j=0.5$ (c) and $t_{c}=0.74,0.73$, and 0.72 at $j=-0.5$ (d). The dotted lines have a slope $\beta=0.12 \pm 0.01$.


FIG. 6. (a,b)-The scaling functions for the parameter $k$ above and below $T_{c}$ (curves 1 and 2, respectively) at $j=0.5$ (a) and $j=-0.5$ (b). The symbols $\bigcirc, \square, \triangle$, and $\nabla$ correspond to $L=12$, 24,36 , and 48 . The dotted straight lines have a slope $\nu-\beta=7 / 8$ for $T>T_{c}$ and $-\beta=-1 / 8$ for $T<T_{c}$. (c,d)—The temperature dependence of the parameter $k$ for finite-size systems (log-log scale); $t_{c}=0.535$ at $j=0.5$ (c) and $t_{c}=0.726$ at $j=-0.5$ (d). The symbols $\bigcirc, \square, \triangle$, and $\nabla$ correspond to $L=12,24,36$, and 48 . The dotted straight lines have a slope $\beta=1 / 8$.
$-\ln \left(t_{c}-t\right)$ for different trial values of $t_{c}\left(=T_{c} / J_{1} S^{2}\right)$. The critical temperature $t_{c}$ is found under the assumption that the chiral parameter is a power function: $k(t) \sim\left(t-t_{c}\right)^{\beta}$. Figures 5 c and 5 d show that for any sign of $j$ a straight line with a slope $\beta=0.12 \pm 0.01$ emerges at $t_{c}=0.54 \pm 0.01$ for $j=0.5$ and at $t_{c}=0.73 \pm 0.01$ for $j=-0.5$.

We also did a finite-size-scaling analysis under the assumption that

$$
\begin{equation*}
k L^{\beta / \nu}=F_{k}\left(\left|t-t_{c}\right| L^{1 / \nu}\right), \tag{13}
\end{equation*}
$$

where $F_{k}$ is the scaling function. ${ }^{18}$ Below $t_{c}$ the relationship (13) reduces to $k \sim\left(t_{c}-t\right)^{\beta}$ in the limit $L \rightarrow \infty$, so that for $F_{k}$ we have

$$
\begin{equation*}
F_{k} \sim x^{\beta} \tag{14}
\end{equation*}
$$

as $x \rightarrow \infty$. On the other hand, above $t_{c}$ the parameter $k$ is proportional to $1 / \sqrt{N} \sim 1 / L$, so that in this case

$$
\begin{equation*}
F_{k}(x) \sim x^{\beta-\nu} \tag{15}
\end{equation*}
$$

as $x \rightarrow \infty$. The best values of $t_{c}, \beta$, and $\nu$, obtained from the conditions that the data for different lattice sizes lie on a single curve (Figs. 6a and 6b) and the limiting relations (14) and (15) are valid, are as follows: $t_{c}=0.535$ at $j=0.5$ and $t_{c}=0.726$ at $j=-0.5$, and $\beta=1 / 8$ and $\nu=1$ irrespective of the sign of $j$. We see that the calculated values of the transition temperatures and the critical exponents in Figs. 6a and 6 b are in good agreement with the similar calculated values in Figs. 5c and 5d.

For these values $t_{c}=0.535(j=0.5)$ and $t_{c}=0.726(j=$ -0.5 ) we have also found the $-\ln k$ vs. $-\ln \left(t_{c}-t\right)$ dependence for different values of $L$ (Figs. 6c and 6d). Near the
transition temperature the data of the numerical calculations deviate from a straight line (the dotted line) because of the finiteness of $L$. In the region where the data for different lattice sizes lie on a common straight line, the lines correspond to the slope $\beta=1 / 8$ (as in the previous calculations).

Above $T_{c}$, scaling analysis of the chiral susceptibility $\chi_{k}$ was done on the basis of the following relationship:

$$
\begin{equation*}
t \chi_{k} L^{-\gamma / \nu}=F_{\chi}\left(\left|t-t_{c}\right| L^{1 / \nu}\right) . \tag{16}
\end{equation*}
$$

Obviously, as $x \rightarrow \infty$, the scaling function $F_{\chi}(x)$ assumes the following form:

$$
\begin{equation*}
F_{\chi}(x) \sim x^{-\gamma}\left(t>t_{c}\right), \tag{17}
\end{equation*}
$$

since in the thermodynamic limit $L \rightarrow \infty$ we must have $t \chi_{k}$ $\sim\left|t-t_{c}\right|^{-\gamma}$. The values of $\gamma$ and $\nu$ were chosen from the conditions that the numerical data for lattices with different Ls lie on the same curve and that the limit (17) holds. The best coincidence at $t_{c}=0.535$ for the case $j=0.5$ and at $t_{c}=0.726$ for the case $j=-0.5$ was obtained with $\nu=1$ and $\gamma=7 / 4$ (Figs. 7a and 7b).

Thus, the foregoing results show that, irrespective of the sign of $j$ (and hence of the number of spins per unit cell), the critical behavior in a phase transition is described by the critical exponents of two-dimensional Ising systems. This fact is not accidental and is due to the symmetry of the systems with respect to sign reversal of $k$.

In determining the temperature of the Berezinskii-Kosterlitz-Thouless transition it is convenient to study the correlation function

$$
\begin{equation*}
g(r)=\left\langle\cos 3\left(\psi_{0}-\psi_{r}\right)\right\rangle \sim r^{-9 \eta_{x y}(T)}, \tag{18}
\end{equation*}
$$



FIG. 7. The scaling functions for the chiral susceptibility above $T_{c}$ at $j=0.5$ (a) and $j=-0.5$ (b). The symbols $\bigcirc, \square, \triangle$, and $\nabla$ correspond to $L=12,24,36$, and 48 . The dotted straight lines have a slope $-\gamma=-7 / 4$.
which makes it possible to isolate the contribution of continuous fluctuations at $T$ below the temperature of the Ising transition and to correctly determine the phase transition if it occurs at temperature higher than that for the transition in discrete variables. Figure 8 depicts the power-function behavior of $g(r)$ for $j= \pm 0.5$ at different temperatures. Using the Berezinskii-Kosterlitz-Thouless criterion $\eta_{x y}\left(T_{\mathrm{BKT}}\right)$ $=1 / 4$, we found that the phase transition with continuoussymmetry breaking occurs at $t_{\mathrm{BKT}}=0.542 \pm 0.003$ at $j=0.5$ and $t_{\mathrm{BKT}}=0.733 \pm 0.003$ at $j=-0.5$, where $t_{\mathrm{BKT}}$ $=T_{\mathrm{BKT}} / J S^{2}$. Within the accuracy of the calculations, $t_{\mathrm{BKT}}$ coincides with $t_{c}$, so that a phase transition in the system is realized at a single temperature, irrespective of the sign of $j(= \pm 0.5)$. Note that, to the accuracy of calculations, the behavior of $\eta$ in (8) yields the same value of $t_{\mathrm{BKT}}$. In this case for $\eta=1 / 4$ we have $t_{\mathrm{BKT}}=0.537 \pm 0.002$ at $j=0.5$ and $t_{\mathrm{BKT}}=0.729 \pm 0.003$ at $j=-0.5$. Similar calculations for other values of $j$ that are not too close to zero show that both transitions occur simultaneously. The $t_{c}-j$ phase diagram is depicted in Fig. 9. The neighborhood of the point $j=0$ where the two phase transitions may be expected to occur is probably very small and requires more exact calculations and extensive computer time.

In $\mathrm{KFe}_{3}(\mathrm{OH})_{6}\left(\mathrm{SO}_{4}\right)$, the magnetic susceptibility has a broad maximum at $T_{c}=60 \mathrm{~K}$ (Ref. 10); the exchange interactions $J_{1}$ and $J_{2}$ are antiferromagnetic, with $J_{2}$ known to be smaller than $J_{1}$ by a factor of ten. At $j=0.1$ we have $t_{c}=0.22$. Thus, the exchange interaction between the nearest-neighbor $\mathrm{Fe}^{3+}$ ions with spins $S=5 / 2$ can be expected to be 44 K .

## 4. CONCLUSION

We have studied the magnetic properties of planar antiferromagnetic systems with a Kagomé lattice. We have found that with allowance for exchange interactions between next-nearest-neighbor spins there is a phase transition in the system at finite temperatures. In the low-temperature phase there is long-range order in the parameter $k$, and the correlation function decreases according to a power law. Scaling analysis of finite-size systems shows that $k$ vanishes at the same temperature at which the chiral susceptibility diverges, and their behavior is described fairly well by the critical exponents of two-dimensional Ising systems. We have also found that the temperature of a Berezinskii-KosterlitzThouless transition and the temperature of an Ising transition


FIG. 8. Spatial dependence of the correlation function $g(r)$ for $L=48$. The symbols $\triangle, ~ \ominus$, and $\square$ correspond to $t=0.519,0.542$, and 0.565 and the slope of the dotted lines $\eta_{x y}=0.18$, 0.25 , and $0.5(\mathrm{a})$, and $t=0.664,0.733$, and 0.804 and $\eta_{x y}=0.12,0.25$, and 0.45 (b).


FIG. 9. The phase diagram in the $t_{c}-j$ plane for planar antiferromagnetic systems with a Kagomé lattice.
coincide to within the accuracy of the calculations. We expect that our result can be used for a detailed experimental study of jarosite-type compounds. Note that in real systems with weak interplanar interaction there is a narrow but finite temperature range where the critical behavior is threedimensional. However, the vast body of experimental data suggests that, say, for the layered $X Y$ ferromagnet $\mathrm{Rb}_{2} \mathrm{CrCl}_{4}$ (Ref. 19), the Ising antiferromagnet $\mathrm{K}_{2} \mathrm{CoF}_{4}$ (Ref. 20), the triangular antiferromagnet $\mathrm{VCl}_{2}$ (Ref. 21), and other magnetic materials (Ref. 22) the behavior outside this range is two-dimensional, although there is three-dimension longrange order in the system.

In conclusion we note that in Ising-like Heisenberg antiferromagnets, where due to distortions in the $120^{\circ}$ structure there is a finite magnetic moment on each elementary triangle of the Kagomé lattice, a drop in temperature can lead to a phase transition with discrete- and continuous-symmetry breaking. ${ }^{23}$ Therefore, we expect that the behavior of such systems is in many respects similar to the behavior of the
planar ( $X Y$ ) antiferromagnetic systems considered in this paper.
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Bulk samples of carbon multilayer nanotubes with the structure of nested cones (fishbone structure) suitable for transport measurements, were prepared by compressing under high pressure ( $\sim 25 \mathrm{kbar}$ ) a nanotube precursor synthesized through thermal decomposition of polyethylene catalyzed by nickel. The structure of the initial nanotube material was studied using highresolution transmission electron microscopy. In the low-temperature range ( $4.2-100 \mathrm{~K}$ ) the electric resistance of the samples changes according to the law $\ln R \propto\left(T_{0} / T\right)^{1 / 3}$, where $T_{0} \sim 7 \mathrm{~K}$. The measured magnetoresistance is quadratic in the magnetic field and linear in the reciprocal temperature. The measurements have been interpreted in terms of two-dimensional variablerange hopping conductivity. It is suggested that the space between the inside and outside walls of nanotubes acts as a two-dimensional conducting medium. Estimates suggest a high value of the density of electron states at the Fermi level of about $5 \times 10^{21} \mathrm{eV}^{-1} \mathrm{~cm}^{-3}$ 。© 1998 American Institute of Physics. [S1063-7761(98)02206-9]

Investigations of electric transport properties of carbon nanotubes has attracted great attention recently. According to theoretical concepts, ${ }^{1}$ an isolated nanotube can be either a metal, or semimetal, or insulator, depending on such structural parameters as its diameter, chirality, and the number of concentric layers in it. Despite enormous difficulties in measurements of electric parameters of isolated nanotubes or nanotube bundles, several attempts undertaken recently have been successful. ${ }^{2-4}$ The latest published measurements ${ }^{4}$ clearly indicate the presence of both metallic and insulating nanotubes in a single set of samples prepared in the same conditions. The authors emphasized that each multilayer nanotube manifested its specific conducting properties, thus indicating a strong correlation between structural and electric parameters.

In this connection, it is interesting to study, in addition to the transport properties of isolated carbon nanotubes, the conducting properties of bulk nanotube materials, in which contacts between nanotubes and/or their sections are randomly distributed. In our previous publication ${ }^{5}$ we reported on the conductivity temperature dependence and structure (see also Ref. 6) of carbon nanotube films fabricated by evaporating graphite in an electron beam. The data of those experiments were interpreted in terms of a three-dimensional model of hopping conductivity with a Coulomb gap about the Fermi level (the resistivity was described by the law $\left.\ln \rho \propto\left(T_{0} / T\right)^{1 / 2}\right)$. The density of states at the Fermi level for films that contained, as shown by structural investigations,
mostly one-layer carbon nanotubes (isolated or assembled in bundles) and had a relatively high conductivity was estimated to be $g(\mu) \sim 10^{21} \mathrm{eV}^{-1} \mathrm{~cm}^{-3}$. On the other hand, films containing multilayer carbon nanotubes were characterized by fairly large values of resistivity, which changed with temperature to Mott's law, $\ln \rho \propto\left(T_{0} / T\right)^{1 / 4}$. In this case, estimates of the density of states, $g(\mu) \sim 10^{18} \mathrm{eV}^{-1} \mathrm{~cm}^{-3}$, corresponded to $g(\mu)$ for amorphous carbon. Amorphous carbon in significant quantities was detected on the outside surfaces of multilayer nanotubes in such films by electron microscopy, ${ }^{5,6}$ and it seems that the conductivity of such films can be attributed to the presence of carbon.

It is well known that, in addition to one-layer and multilayer nanotubes with walls made of coaxial carbon layers, there are nanotubes whose walls consist of nested truncated cones (these are the so-called fishbone-type structures). ${ }^{7}$ Such nanocones are usually detected at the ends of carbon nanotubes, but can also exist in the form of independent objects among products of arc discharges in a helium atmosphere, ${ }^{8}$ commonly used in synthesizing carbon nanotubes.

In our recent work ${ }^{9-11}$ we demonstrated that thermal decomposition of polyethylene with nickel used as a catalyst is a fairly efficient technique for fabrication of large quantities of fishbone nanotubes. This technique allows one to manufacture in a relatively short time considerable quantities (several grams) of fairly homogeneous nanotube material. According to the data of thermal analysis in oxiding atmo-


FIG. 1. Electron micrographs of nanotubes in the composite material at (a) low, (b) intermediate, and (c) high resolution.
sphere, the nickel content in this material is less then $15 \%$ by mass. Nickel is present in the material in the form of nanoparticles, which can be eliminated completely by thermal processing of the nanocomposite in vacuum at temperatures of up to $2800^{\circ} \mathrm{C}$. ${ }^{10}$

In this paper we present our measurements of electric resistance versus temperature and magnetoresistance of bulk nanocomposite samples fabricated by pressing the initial powder of carbon fishbone nanotubes. The structure of the carbon phase in the initial powder was imaged by a Philips EM 430ST transmission electron microscope of high resolution at an accelerating voltage of 200 kV . These measurements demonstrated that the major part of the initial carbon material was multilayer carbon nanotubes with lengths of several micrometers, outside diameter of $40-50 \mathrm{~nm}$, and internal channel diameter of $9-20 \mathrm{~nm}$. The tubes consisted of almost rectilinear sections with lengths of $100-300 \mathrm{~nm}$ turned with respect to one another. Figure 1 shows as an example electron micrographs of the composite nanotube material at (a) low, (b) medium, and (c) high resolution.

The analysis of micrographs indicated that the nanotube walls were composed in most cases of 40-65 tapered graphite layers. The taper angle varied along the tubes in the range of $16-35^{\circ}$. The inside diameter was also variable. The dimensions and shapes of wider sections of the inside channel corresponded to those of catalytic nickel nanoparticles, which were detected in most cases at the ends of the nanotubes. We observed either so-called bamboo structures (with taper angles of 20 to $25^{\circ}$ ) or, more frequently, fishbone structures with larger taper angles.

Bulk samples that could be used in transport measurements were fabricated by cold pressing of nanotube powder under high ( $\sim 25 \mathrm{kbar}$ ) pressure. Samples were shaped as bars with dimensions of $\sim 1 \times 2 \times 3 \mathrm{~mm}$. Contacts for measuring current and voltage across samples were made from a conducting epoxy paste. Note that the samples were fairly strong and their resistivity at room temperature was relatively low: $\rho(300 \mathrm{~K}) \sim 1 \Omega \mathrm{~cm}$. The resistance was mea-
sured as a function of temperature down to the liquid-helium temperature in magnetic fields of up to 75 kOe .

In all samples under investigation, the resistance changed with temperature most rapidly (about one order of magnitude) in the temperature range between liquid helium and $\sim 100 \mathrm{~K}$, and the resistance followed the law

$$
\begin{equation*}
R(T)=R_{0} \exp \left[\left(T_{0} / T\right)^{1 / 3}\right] \tag{1}
\end{equation*}
$$

which is typical of variable-range hopping conductivity in two dimensions. Figure 2 shows as an example two curves of $\ln R$ vs. $T^{-1 / 3}$ plotted for samples Nos. 14 and 15.

It is known ${ }^{12}$ that in this case $T_{0}$ in Eq. (1) is given by

$$
\begin{equation*}
T_{0}=\frac{13.8}{k_{B} g^{*}(\mu) a^{2}}, \tag{2}
\end{equation*}
$$

where $g^{*}(\mu)$ is the two-dimensional density of states at the Fermi level and $a$ is the localization length.


FIG. 2. Logarithmic resistance of samples Nos. 14 and 15 as a function of $T^{-1 / 3}$.


FIG. 3. Magnetoresistance of sample No. 15 versus magnetic field at $T$ $=4.2 \mathrm{~K}$. The inset shows the section of negative magnetoresistance at low magnetic fields on an extended scale.

To the best of our knowledge, this is the first observation of the dependence $\ln R \propto\left(T_{0} / T\right)^{1 / 3}$ in a system with a relatively low resistivity. Another interesting feature of our measurements is low $T_{0}$ (for example, we found $T_{0}=7.3 \mathrm{~K}$ in sample No. 15, and in all tested samples $T_{0}$ was within the interval of $6.5-7.5 \mathrm{~K}$ ), which directly indicates, in accordance with Eq. (2), that the density of states at the Fermi level is high.

In this connection, it is of interest to measure the magnetoresistance, especially as a function of temperature, since these measurements would allow us to estimate directly the localization length $a$ and then derive the two-dimensional density of states $g^{*}(\mu)$ using Eq. (2).

It is known ${ }^{12}$ that in systems with variable-range hopping conductivity, the magnetoresistance is positive and (in moderate magnetic fields) is given by the expression

$$
\begin{equation*}
\ln \frac{\rho(H)}{\rho(0)}=t\left(\frac{a}{\lambda}\right)^{4}\left(\frac{T_{0}}{T}\right)^{3 / p} \equiv A(T) H^{2}, \tag{3}
\end{equation*}
$$

where $\lambda$ is the magnetic length, $t$ is a dimensionless factor of about 0.0025 , and $p=D+1$ (where $D$ is the system dimensionality). Since $p=3$ holds in the case under consideration, it follows from Eq. (3) that the magnetoresistance at a fixed magnetic field should be inversely proportional to the temperature.

An example of magnetoresistance measurements versus magnetic field at $T=4.2 \mathrm{~K}$ for sample No. 15 is given in Fig. 3 . One can see that the magnetoresistance is adequately described by a quadratic function of $H$ in the range of moderate magnetic fields, $H<30 \mathrm{kOe}$, and in higher magnetic fields it tends to a linear function.

The behavior of magnetoresistance in low magnetic fields is especially interesting. As a rule, the magnetoresistance is negative on the section of the curve around zero and becomes positive in fields higher than 7 kOe . As a result, we have a small, broad region of negative resistivity at about 3-4 kOe. Moreover, several additional narrow local minima (see the inset to Fig. 3) are observed superposed on this broad peak. Note that the peaks in the inset to Fig. 3 are not caused by noise, although their amplitudes are very small.


FIG. 4. Magnetoresistance of sample No. 15 versus temperature in a magnetic field of 75 kOe plotted in coordinates $\ln [R(H) / R(0)]$ and $T^{-1}$.

Experiments with repeated accumulation and averaging of the signal dedicated to testing the reproducibility of such measurements were performed (the results obtained by this procedure are the ones plotted in the inset to Fig. 3), and these experiments proved that the curves were reproducible, even after warming the samples to the room temperature. It seems that the negative magnetoresistance of the samples and local minima are due to the discrete structure of the conducting network formed by nanotubes. The broadest minimum in the magnetoresistance at $3-4 \mathrm{kOe}$ is tentatively related to the average cell dimension in the network, and local minima are ascribed to some additional characteristic dimensions in the random network. When the applied magnetic field reaches a value such that the magnetic flux through a network cell equals the magnetic flux quantum $h c / e$, the amplitude of the tunneling between nanotubes increases, which causes a drop in the total resistance of the system. A simple estimate yields a cell dimension of the conducting network of about 120 nm at $H_{\min } \sim 3.5 \mathrm{kOe}$, which seems plausible, given the structure of the nanotube material shown by the electronic microscope.

The magnetoresistance of sample No. 15 as a function of temperature under a magnetic field of 75 kOe is plotted in Fig. 4 in terms of $\ln [R(H) / R(0)]$ and $T^{-1}$. It is clear that the magnetoresistance at low temperatures is reasonably well described by a linear function of $T^{-1}$, in accordance with Eq. (3). The localization length derived from these measurements is $a=17 \mathrm{~nm}$. Thus, the two-dimensional density of states at the Fermi level estimated using these data and Eq. (2) is $g^{*}(\mu) \sim 7.5 \times 10^{15} \mathrm{eV}^{-1} \mathrm{~cm}^{-2}$.

Assuming that the space between the inside and outside walls of nanotubes acts as a two-dimensional medium, we can estimate the three-dimensional density of states $g(\mu)$ at the Fermi level. Using the relation $g^{*}(\mu)=g(\mu) d$, where $d$ is the average nanotube wall thickness (in this specific case it is about 15 nm ), we have $g(\mu) \sim 5 \times 10^{21} \mathrm{eV}^{-1} \mathrm{~cm}^{-3}$.

It seems also interesting to estimate the two-dimensional and three-dimensional densities, $n_{S}$ and $n_{V}$, of current carriers. This can be done using the equation

$$
\begin{equation*}
n_{S}=2 g^{*}(\mu) \epsilon_{0}(T) \tag{4}
\end{equation*}
$$

where $\epsilon_{0}(T)$ is the energy band near the Fermi level containing current carriers contributing to the hopping conductivity. ${ }^{12}$ In the two-dimensional case, this band width is given by the equation

$$
\begin{equation*}
\epsilon_{0}(T)=\left(k_{B} T\right)^{2 / 3} /\left[g^{*}(\mu) a^{2}\right]^{-1 / 3} . \tag{5}
\end{equation*}
$$

At $T=25 \mathrm{~K}$ we find from Eqs. (4) and (5) $n_{S} \sim 9$ $\times 10^{12} \mathrm{~cm}^{-2}$, hence $n_{V} \sim 6 \times 10^{19} \mathrm{~cm}^{-2}$.

Thus, we have interpreted the low-temperature transport measurements of pressed samples of randomly distributed carbon nanotubes with a nested-cones structure in terms of the two-dimensional variable-range hopping conductivity. We have assumed that the space between the inside and outside walls on nanotubes acts as a two-dimensional medium. In our previous publication ${ }^{5}$ the low-temperature properties of carbon nanotubes were interpreted in terms of the threedimensional model of hopping conductivity with a Coulomb gap in the density of states near the Fermi level. In both cases, the resistance is described at low temperatures by the law $\ln \rho \propto\left(T_{0} / T\right)^{1 / n}$ with small $T_{0}$, which implies that these carbon nanotube materials, with their various morphologies, are characterized by very high densities of electron states at the Fermi level of $\sim 10^{21} \mathrm{eV}^{-1} \mathrm{~cm}^{-3}$, which is a value typical of metals. This result is important for understanding the fundamental electronic properties of carbon nanotubes and related materials and may also prove quite useful from the viewpoint of practical applications.
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#### Abstract

This paper studies theoretically how local anomalies in the Gaussian curvature of the Fermi surface of a layered conductor affect its surface impedance at high frequency under conditions where the surface of the conductor is parallel to conducting planes. It is shown that the fact that the curvature vanishes or has singularities in the effective sections of the Fermi surface can substantially change the value and frequency dependence of the impedance. A theory of cyclotron resonance in a magnetic field normal to the conductor's surface is constructed and the features of this phenomenon reflecting the presence of local anomalies in the curvature of the Fermi surface are studied. © 1998 American Institute of Physics.
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## 1. INTRODUCTION

Most superconducting materials with large critical parameters created in the last two decades are layered structures with metallic-type conductivity. A characteristic feature of these materials is the strong anisotropy of the conductivity in the nonsuperconducting state: the conductivity in the layer plane is much higher than that in the direction normal to the layers. It is common to assume that anisotropy in electrical conductivity is a manifestation of the quasi-two-dimensional nature of the energy spectrum of the charge carriers in layered conductors. The Fermi surface of such conductors is a system of weakly rippled cylinders (isolated or connected by links) whose axes are perpendicular to the layers. The experimental data (see, e.g., Refs. 1-6) support this assumption. However, the study of Fermi surfaces of layered conductors is far from completion. Many aspects of the profiles of periodically pinched cylinders have yet to be investigated. The local geometric characteristics of the Fermi surface strongly affect the high-frequency properties of layered conductors, just as they do in ordinary metals. ${ }^{7-14}$ The aim of the present work is to study the effect of the local geometry of the Fermi surface on the skin effect in layered conductors. The exposure of the features of the skin effect related to the specific geometric characteristics of the Fermi surface should create additional possibilities for reconstructing the Fermi surfaces of such materials from the experimental data.

## 2. MODEL

The Fermi surface of a conductor with a quasi-twodimensional energy spectrum can be described by the following equation:

$$
\begin{equation*}
E_{F}=\sum_{n=0}^{\infty} E_{n}\left(p_{x}, p_{y}\right) \cos \frac{a n p_{z}}{\hbar} \tag{1}
\end{equation*}
$$

where $\mathbf{p}$ is the electron quasimomentum, $E_{n}\left(p_{x}, p_{y}\right)$ are coefficients with dimensions of energy, $p_{z}$ is the projection of the quasimomentum on the direction normal to the layers,
and $a$ is the distance between the layers. If we ignore the anisotropy of the energy spectrum in the layer plane, instead of (1) we can write the simpler equation

$$
\begin{equation*}
E_{F}=\frac{p_{\perp}^{2}}{2 m_{\perp}}+\sum_{n=1}^{\infty} E_{n}\left(p_{\perp}\right) \cos \frac{a n p_{z}}{\hbar} \tag{2}
\end{equation*}
$$

where $p_{\perp}$ is the projection of the quasimomentum on the layer plane, and $m_{\perp}$ is the effective mass corresponding to the motion of the quasiparticles in that plane. Equation (2) describes an axisymmetric open Fermi surface with the axis directed along a normal to the layers.

The usual approach in theoretical papers devoted to the study of the electron properties of layered conductors is to keep only the first few terms in the sum over $n$ in (2). As a rule, only the first term is taken into account, which corresponds to results obtained in the tight-binding approximation. This paper uses a different approach to describing the electron energy spectrum of the charge carriers in layered conductors, in which the Fermi surface is given by the equation

$$
\begin{equation*}
E_{F}=\frac{p_{\perp}^{2}}{2 m_{\perp}}-\eta v_{0} p_{0} E\left(\frac{p_{z}}{p_{0}}\right), \tag{3}
\end{equation*}
$$

where $v_{0}=\left(2 E_{F} / m_{\perp}\right)^{1 / 2}, p_{0}=\pi \hbar / a, E\left(p_{z} / p_{0}\right)$ is an even function periodic in its argument $p_{z} / p_{0}$ with a period equal to 2 , and $\eta$ is a dimensionless parameter characterizing the extent to which the Fermi surface is rippled. The quantity $-\eta v_{0} p_{0} E\left(p_{z} / p_{0}\right)$ is the sum of the trigonometric series in (2). By selecting the type of this function we can obtain a Fermi surface in the form of pinched cylinders with different profiles. This approach provides broad possibilities in analyzing the effect of the shape of the Fermi surface on the observed characteristics of layered conductors.

Let us assume that the function $E\left(p_{z} / p_{0}\right)$ in the interval $-p_{0} \leqslant p_{z} \leqslant p_{0}$ is described by the expression

$$
\begin{equation*}
E\left(\frac{p_{z}}{p_{0}}\right)=\frac{1}{r l}\left[1-\left|\frac{p_{z}}{p_{0}}\right|^{l}\right]^{r} \tag{4}
\end{equation*}
$$

where the parameters $r$ and $l$ take values greater than unity. The model specified by (3) and (4) makes it possible to describe a broad class of Fermi surfaces in the form of pinched cylinders with different profiles.

The Gaussian curvature of the Fermi surface (3) and (4) is

$$
\begin{equation*}
K\left(p_{z}\right)=m_{\perp}^{2}\left(v_{z}^{2}+\frac{p_{\perp}^{2}}{m_{\perp}} \frac{\partial v_{z}}{\partial p_{z}}\right)\left(p_{\perp}^{2}+m_{\perp}^{2} v_{z}^{2}\right)^{-2} \tag{5}
\end{equation*}
$$

where $v_{z}$ is the projection of the quasiparticle velocity on the symmetry axis of the Fermi surface. At $l=r=2$ the curvature of the Fermi surface in its sections by the planes $p_{z}$ $=0$ and $p_{z}= \pm p_{0}$ takes the following values:

$$
\begin{align*}
& K(0)=\frac{\delta S}{S_{\max }} \frac{1}{p_{0}^{2}},  \tag{6}\\
& K\left( \pm p_{0}\right)=-\frac{2 \delta S}{S_{\min }} \frac{1}{p_{0}^{2}} \tag{7}
\end{align*}
$$

where $S_{\max }$ and $S_{\min }$ are the maximum and minimum sectional areas of the Fermi surface: $S_{\text {max }}=S(0), S_{\min }=S\left( \pm p_{0}\right)$, and $\delta S=S_{\text {max }}-S_{\text {min }}=(\pi / 2) m_{\perp} \eta v_{0} p_{0}$. Thus, if the Fermi surface remains a pinched cylinder $(\eta \neq 0)$, its curvature at all points of the sections with extremal diameters is finite. Similar results are obtained if the tight-binding approximation is used to describe the electron energy spectrum.

For $r \neq 2$ and $l=2$ the curvature of the Fermi surface near $p_{z}=0$ remains finite and $K(0)$ is still described by (6). However, the asymptotic behavior of the curvature of the Fermi surface near $p_{z}= \pm p_{0}$ is different:

$$
\begin{equation*}
K\left(p_{z}\right)=-2(r-1) \frac{\delta S}{S_{\min }} \frac{1}{p_{0}^{2}}\left[1-\left(\frac{p_{z}}{p_{0}}\right)^{2}\right]^{r-2} . \tag{8}
\end{equation*}
$$

Thus, for $1<r<2$ the curvature of the Fermi surface has singularities in these sections. For $r>2$ the curvature $K\left(p_{z}\right)$ vanishes at $p_{z}= \pm p_{0}$. The corresponding sections of the Fermi surface are lines of parabolic points. The larger the value of the parameter $r$, the more the Fermi surface near these sections resembles a cylinder.

The anomalies in the curvature of the Fermi surface near $p_{0}=0$ can be described by the model (3) and (4) with $r=2$ and $l \neq 2$. Here the curvature of the Fermi surface near $p_{z}$ $=0$ is described by the asymptotic expression

$$
\begin{equation*}
K\left(p_{z}\right)=(l-1) \frac{\delta S}{S_{\max }} \frac{1}{p_{0}^{2}}\left|\frac{p_{z}}{p_{0}}\right|^{l-2} \tag{9}
\end{equation*}
$$

For $1<l<2$ the curvature of the Fermi surface has a singularity at $p_{z}=0$; if $l>2$, the Fermi surface near $p_{z}=0$ resembles a cylinder, and the larger the value of $l$ the closer the resemblance. Finally, if $r \neq 2$ and $l \neq 2$, we have a surface in the form of a pinched cylinder with curvature singularities in all the sections with extremal diameters. The profiles of the Fermi surfaces described by (3) and (4) are depicted schematically in Fig. 1.

Thus, the proposed model makes it possible to analyze the effect of local curvature anomalies of the Fermi surface on the observed characteristics of layered conductors. This


FIG. 1. Profiles of corrugated cylinders described by (3) and (4) for different values of the parameters $r$ and $l$ : (a) $l=r=2$, (b) $r=2$ and $l>2$, (c) $r$ $>2$ and $l>2$, and (d) $r=2$ and $1<l<2$.
makes it preferable to the tight-binding approximation, which is commonly used to conduct specific calculations (see, e.g., Refs. 15-19).

## 3. CALCULATIONS AND RESULTS

We assume that the conductor fills the half-space $z>0$ and its surface is parallel to the layer planes. We also assume that a plane electromagnetic wave is incident normally on the surface. Since in layered organic metals the ratio $v_{z} / v_{0}$ is small, we can limit ourselves to mirror reflection of electrons from the boundary. In this case the surface impedance tensor is diagonal:

$$
\begin{equation*}
Z_{\alpha \alpha}=8 i \omega \int_{0}^{\infty} \frac{d q}{4 \pi i \omega \sigma_{\alpha \alpha}(\omega, q)-c^{2} q^{2}} \tag{10}
\end{equation*}
$$

where $\omega$ and $\mathbf{q}$ are the frequency and wave vector of the wave $(\mathbf{q}=(0,0, q))$, and $\sigma_{\alpha \alpha}(\omega, q)$ are the diagonal components of the electrical conductivity tensor, $\alpha=x, y$.

In this geometry the components $\sigma_{x x}$ and $\sigma_{y y}$ of the conductivity tensor for an axisymmetric Fermi surface and, correspondingly, the components of the surface impedance tensor are equal to each other:

$$
\begin{equation*}
\sigma_{x x}=\sigma_{y y}=\sigma=\frac{2 i e^{2}}{(2 \pi \hbar)^{3} m_{\perp}} \int_{-p_{0}}^{p_{0}} \frac{S\left(p_{z}\right) d p_{z}}{\tilde{\omega}-q v_{z}} \tag{11}
\end{equation*}
$$

where we have written $\tilde{\omega}=\omega+i / \tau$ and $\tau$ the quasiparticle effective relaxation time. The maximum value of the longitudinal component of the velocity, $v_{z}$, is of order $\eta v_{0}$. For small values of $q$, where the parameter $u\left(u=\omega / \eta q v_{0}\right)$ assumes values much larger than unity, we can expand $\sigma$ in a series in inverse powers of $u$ :

$$
\begin{equation*}
\sigma=\sigma_{0}\left(1+Q_{2} u^{-2}+Q_{4} u^{-4}+\cdots\right)=\sigma_{0}[1+\Phi(1 / u)] \tag{12}
\end{equation*}
$$

The leading approximation for $\sigma_{0}$ equals $i N e^{2} / \tilde{m}_{\perp} \tilde{\omega}$, where $N$ is the charge carrier number density, and is independent of the specific features of the local geometry of the Fermi surface. The dimensionless coefficients $Q_{2 n}$ are specified by

$$
\begin{equation*}
Q_{2 n}=\left(\left(\frac{\omega}{\tilde{\omega}}\right)^{2 n} \int_{0}^{p_{0}} S\left(p_{z}\right) \bar{v}_{z}^{2 n} d p_{z}\right) /\left(\int_{0}^{p_{0}} S\left(p_{z}\right) d p_{z}\right), \tag{13}
\end{equation*}
$$

where $\bar{v}_{z}=v_{z} / \eta v_{0}$. Their values depend on the parameters $r$ and $l$, which determine the function $v_{z}\left(p_{z}\right)$. This, however, has no effect on the expansion (12).

For $q$ large ( $u \ll 1$ ), the conductivity can be expanded in a power series in $u$. If the Fermi surface given by (3) and (4) has no curvature anomalies in the extremal sections ( $r=l$ $=2$ ), the expansion is
$\sigma=\frac{\pi}{i} \frac{\tilde{\omega}}{\omega} \sigma_{0}\left(u+\Lambda_{1} u^{2}+\Lambda_{2} u^{3}+\cdots\right)=\frac{\pi}{i} \frac{\tilde{\omega}}{\omega} \sigma_{0}(1+f(u))$.

The first expansion coefficients in (14) are

$$
\begin{equation*}
\Lambda_{1}=-\frac{i b}{\pi} \frac{\tilde{\omega}}{\omega}, \quad \Lambda_{2}=g\left(\frac{\tilde{\omega}}{\omega}\right)^{2} \tag{15}
\end{equation*}
$$

where $b$ and $g$ are dimensionless constants of order unity.
In calculating the surface impedance (10) it is convenient to integrate with respect to $u$ and divide the integration range into regions of small and large values of $u$. In each region we can then employ the corresponding asymptotic behavior of the conductivity.

$$
\begin{align*}
& \text { Thus }\left(Z_{x x}=Z_{y y}=Z\right) \\
& Z=Z_{1}+Z_{2} \tag{16}
\end{align*}
$$

where

$$
\begin{align*}
& Z_{1}=\frac{8 \eta v_{0}}{c^{2}} \int_{0}^{1} \frac{d u}{\pi(\tilde{\omega} / \omega) \xi^{2} u^{3}(1+f(u))+i}  \tag{17}\\
& Z_{2}=-\frac{8 i \eta v_{0}}{c^{2}} \int_{1}^{\infty} \frac{d u}{\xi^{2} u^{2}(1+\Phi(1 / u))+1} \tag{18}
\end{align*}
$$

Integration with respect to $u$ in (17) and (18) can easily be done in the limits of large and small absolute values of the anomaly parameter $\xi$ :

$$
\xi=\eta \frac{\omega_{p}}{\sqrt{\omega \tilde{\omega}}} \frac{v_{0}}{c}
$$

where $\omega_{p}=\sqrt{4 \pi N e^{2} / m_{\perp}}$ is the plasma frequency. For $|\xi|$ $\ll 1$ the main contribution to the surface impedance is provided by the region of large values of $u$ and is

$$
\begin{equation*}
Z \approx \frac{4 \pi}{i c} \frac{\sqrt{\omega \tilde{\omega}}}{\omega_{p}}\left(1+\frac{\xi^{2}}{2 \pi} Q_{2}\right) \tag{19}
\end{equation*}
$$

In the opposite limit $|\xi| \gtrdot>1$, the principal part of the impedance is determined by the region of small values of $u$ and is
$Z \approx \frac{8 \pi}{3 \sqrt{3} c}\left(\frac{\omega^{2}}{\omega_{p}^{2}} \frac{\eta v_{0}}{\pi c}\right)^{1 / 3}\left\{1-i \sqrt{3}-\frac{2 \Lambda_{1}}{3 \xi^{2 / 3}}\left(\frac{\omega}{\pi \tilde{\omega}}\right)^{1 / 3}(\sqrt{3}-i)\right\}$.

The leading approximation for the conductivity in the region of small values of $q$ (large $u$ ) is independent of $q$. Thus, for $|\xi| \ll 1$, the link between the electric field and current is local, which is characteristic of the skin effect. The skin depth $\delta$ is given by the following expression:

$$
\frac{1}{\delta}=\frac{\omega}{\eta v_{0}} \xi^{\prime}
$$

where $\xi=\xi^{\prime}+i \xi^{\prime \prime}$. At low frequencies $(\omega \tau \ll 1)$,

$$
\xi^{\prime}=\xi^{\prime \prime}=\eta \frac{\omega_{p}}{\omega} \frac{v_{0}}{c} \sqrt{\frac{\omega \tau}{2}}
$$

i.e., $|\xi|=\sqrt{2} l / \delta \omega \tau$. Here $l=\eta v_{0} \tau$ is the mean free path of the charge carriers along the normal to the layer plane. The inequality $|\xi| \ll 1$ is valid under normal skin effect conditions $(l \ll \delta)$. At high frequencies $(\omega \tau \gg 1)$ we have $|\xi|=\xi^{\prime}$ $=l / \delta \omega \tau$. Due to the presence of the large factor $\omega \tau$ in the denominator of the expression for $|\xi|$, the inequality $|\xi| \ll 1$ is valid if $l<\delta$, a condition that can easily be met in layered conductors.

The leading term in the asymptotic expression for the impedance with $|\xi| \gg 1$ corresponds to an anomalous skin effect with a skin depth

$$
\delta=\frac{2 \eta v_{0}}{\sqrt{3} \omega}\left(\frac{\omega}{\pi \tilde{\omega} \xi^{2}}\right)^{1 / 3}=\frac{2}{\sqrt{3}}\left(\frac{c^{2} \eta v_{0}}{\pi \omega \omega_{p}^{2}}\right)^{1 / 3}
$$

When $\omega \tau \ll 1$ holds, $|\xi|$ takes a value of order $(l / \delta)^{3 / 2} / \omega \tau$, while in the opposite limit $\omega \tau \gg 1$ this parameter is of order $(l / \delta \omega \tau)^{3 / 2}$. Since the mean free path in the direction perpendicular to the conducting layers is small, for layered organic metals it is essentially impossible to meet the condition $l$ $\Rightarrow \delta$. This means that, in contrast to ordinary metals, it is impossible to observe an anomalous skin effect in such substances in the high-frequency range ( $\omega \tau \gg 1$ ).

In the limit $\omega \tau \ll 1$, the skin effect is anomalous ( $\mid \xi$ $\mid \gg 1$ ) for $l>\delta$. This condition can easily be met at moderate frequencies, since the skin depth increases with decreasing frequency. The intermediate frequency range $\omega \tau \sim 1$ is optimal for realizing an anomalous skin effect in layered conductors. The maximum value of $|x|$ is reached at $\omega \tau=1 / \sqrt{2}$ and is of order $\eta \omega_{p} \tau v_{0} / c$. The ratio $\omega_{p} \tau v_{0} / c$ in a pure $(\tau$ $\sim 10^{-8} \mathrm{~s}$ ) layered conductor is of order $10^{3}-10^{4}$. Thus, at moderate values of $\eta\left(\eta \sim 10^{-2}\right)$ the maximum value of $|\xi|$ may reach $10^{2}$. This means that in layered conductors both the normal skin effect $(|\xi| \ll 1)$ and the anomalous skin effect $(|\xi| \gg 1)$ can be present, although the latter is observed in a frequency range narrower than that in ordinary metals. On the other hand, at very small values of $\eta$, when the Fermi surface is for all practical purposes a cylinder, the condition
$|\xi| \ll 1$ is met over the entire frequency range. Accordingly, we can use the asymptotic formula (19) for the surface impedance corresponding to a normal skin effect at all frequencies.

The leading terms in the asymptotic expressions for the surface impedance in both limits, the normal skin effect $(|\xi| \ll 1)$ and the anomalous skin effect $(|\xi| \gg 1)$, are independent of the specific characteristics of the Fermi surface and coincide with the results obtained by Gokhfel'd and Peschanskiî, ${ }^{16}$ who used a model of the Fermi surface based on the tight-binding approximation for electrons.

Let us now examine a conductor whose Fermi surface has anomalies of the Gaussian curvature in the effective sections. For definiteness, we assume that in the model (3) and (4) we have $l=2$ and $r \neq 2$. This corresponds to curvature anomalies at $p_{z}= \pm p_{0}$. In this case the asymptotic expansion of the conductivity in the region where the parameter $u$ is small contains an additional term $\sigma_{a}$ :

$$
\begin{equation*}
\sigma_{a}=\frac{\pi}{2 i} \sigma_{0} \mu_{\beta}\left(u \frac{\tilde{\omega}}{\omega}\right)^{\beta+1}, \tag{21}
\end{equation*}
$$

where

$$
\mu_{\beta}=(\beta+1)\left(1-i \tan \frac{\pi \beta}{2}\right), \quad-\beta=\frac{r-2}{r-1} .
$$

If the sections of the Fermi surface at $p_{z}= \pm p_{0}$ are lines of parabolic points $(r>2)$, the parameter $\beta$ takes negative values $(-1<\beta<0)$. The shape of the Fermi surface in the vicinity of these sections is close to cylindrical, and as $\beta \rightarrow$ -1 , the Fermi surface resembles a cylinder more closely. For $1<r<2$ the parameter $\beta$ assumes positive values. In the given case, the curvature of the Fermi surface in the vicinity of the sections corresponding to $p_{z}= \pm p_{0}$ becomes anomalously large. In the low-frequency limit, Eq. (21) can be written as const/(ql) ${ }^{\gamma}$, where $\gamma=1 /(r-1)$. The same asymptotic behavior of the contribution to the conductivity of the quasicylindrical section of the Fermi surface of a $3 D$-metal was obtained by Kaganov and Contreras ${ }^{10}$ (see also Ref. 20).

A comparison of (21) and (14) suggests that if the Fermi surface of a layered conductor near the sections with an extremal (in our case minimum) diameter closely resembles a cylinder, $\sigma_{a}$ exceeds all other terms in the expansion of the conductivity in powers of $u$. Accordingly, the leading approximation for the impedance in the event of an anomalous skin effect is determined by the contribution of the quasicylindrical section of the Fermi surface:

$$
\begin{equation*}
Z=\frac{8 \pi}{c} W(\beta) \frac{\sqrt{\omega \tilde{\omega}}}{i \omega_{p}}\left(\xi \frac{\omega}{\tilde{\omega}}\right)^{(\beta+1) /(\beta+3)} \tag{22}
\end{equation*}
$$

where

$$
\begin{align*}
W(\beta) & =\left[\frac{2 \cos (\pi \beta / 2)}{\pi(\beta+1)}\right]^{1 /(\beta+3)}\left(1+i \cot \frac{\pi}{\beta+3}\right) \frac{1}{\beta+3} \\
& \equiv w(\beta)\left(1+i \cot \frac{\pi}{\beta+3}\right) \tag{23}
\end{align*}
$$

In the limit $\beta \rightarrow-1$, the complex-valued function $W(\beta)$ tends to $1 / 2$ and (21) becomes the leading term in (18). Here
the dependence on the parameter $\eta$, which characterizes the extent to which the Fermi surface is rippled, disappears. Thus, the presence of wide cylindrical belts on a highly pinched Fermi surface leads to the same result for the surface impedance as in the case of a weakly pinched Fermi surface.

Equation (23) implies that, to within a complex-valued constant $\zeta(|\zeta| \sim 1)$,

$$
\begin{equation*}
Z=\zeta\left|Z_{0}\right|(1-i \omega \tau)^{-\beta /(\beta+3)}(\delta / l)^{-\beta /(\beta+3)} . \tag{24}
\end{equation*}
$$

Here $Z_{0}$ is the leading approximation of the impedance for an anomalous skin effect in the case where the Fermi surface of the conductor has no curvature anomalies in the effective sections (the first term in (20)), and $\delta$ is the skin depth for the anomalous skin effect. We see that the impedance depends on the mean free path of the charge carriers. Kaganov and Contreras ${ }^{10}$ found that such dependence exists only if there are quasicylindrical sections on the Fermi surface. If there are no such sections, the leading approximation $Z_{0}$ of the impedance for an anomalous skin effect is independent of $l$.

In the limit $\beta \rightarrow-1$, the exponent of $\delta / l$ in (24) assumes values close to $1 / 2$. Thus, if the Fermi surface in the vicinity of the effective sections at $p_{z}= \pm p_{0}$ resembles a cylinder, the impedance for an anomalous skin effect is proportional to $1 / \sqrt{l}$, in the same way as it is for a normal skin effect. For $\omega \tau \ll 1$ and $\beta=-2 / 3(r=4)$, Eq. (24) coincides with the result of Ref. 10.

At sufficiently high frequencies $(\omega \tau>1)$, the real part of the surface impedance (24) is

$$
\begin{align*}
R= & \frac{8 \pi}{c} w(\beta)\left(\eta \frac{\omega_{p}}{\omega} \frac{v_{0}}{c}\right)^{(\beta+1) /(\beta+3)} \\
& \times \frac{\omega}{\omega_{p}}\left[\cot \frac{\pi}{\beta+3}-\frac{\beta}{\beta+3} \frac{1}{\omega \tau}\right] . \tag{25}
\end{align*}
$$

For negative values of $\beta$ not too close to -1 we have $R$ $\sim \omega^{2 /(\beta+3)}$. The real part of the impedance increases with frequency faster than in the case of a conductor for which the curvature of the Fermi surface in the effective section is finite. In the limit $\beta \rightarrow-1$ the frequency dependence of $R$ disappears, as it does for a purely cylindrical surface.

Let us assume that the parameter $\beta$, which characterizes the shape of the Fermi surface, takes positive values. This means that the curvature of the Fermi surface at $p_{z}= \pm p_{0}$ becomes infinite. The term $\sigma_{a}$ ceases to be the leading term in the asymptotic expression for the conductivity for small $u$. However, for $0<\beta<1$, when the singularity in the curvature is not pronounced, $\sigma_{a}$ is the first correction to the leading approximation. Here the asymptotic behavior for an anomalous skin effect is given by
$Z=\frac{8 \pi}{3 \sqrt{3}}\left(\frac{\omega^{2}}{\omega_{p}^{2}} \frac{\eta v_{0}}{\pi c}\right)^{1 / 3}\left\{1-i \sqrt{3}-\frac{U(\beta)}{2 \sqrt{3}} \frac{1}{\left(\pi \xi^{2}\right)^{\beta / 3}}\left(\frac{\tilde{\omega}}{\omega}\right)^{2 \beta / 3}\right\}$,
where

$$
\begin{equation*}
U(\beta)=\frac{\left(1+\beta^{2}\right)}{\cos (\pi \beta / 2)}\left[\cot \frac{\pi(1+\beta)}{3}-i\right] \tag{27}
\end{equation*}
$$

The first correction to the leading approximation for the impedance is now larger than in the absence of curvature anomalies in the effective belts on the Fermi surface. The frequency dependence of this correction also changes. The additional term is proportional to $\omega^{2(1+\beta) / 3}$ rather than to $\omega^{4 / 3}$ (the latter case corresponds to a Fermi surface without curvature anomalies).

Note that the surface impedance for an anomalous skin effect is also described by expressions of the form (26) in the case where narrow neighborhoods of some (but not all) extremal sections of the Fermi surface resemble narrow cylindrical bands. Here the anomalous additional term in the conductance is

$$
\begin{equation*}
\sigma_{a}=\frac{\pi}{2 i} \rho \mu_{\beta} \sigma_{0}\left(u \frac{\tilde{\omega}}{\omega}\right)^{\beta+1} \tag{28}
\end{equation*}
$$

and contains a small positive factor $\rho$ describing the relative number of effective charge carriers related to the cylindrical section of the Fermi surface. The parameter $\beta$ takes negative values in the interval $-1<\beta<0$. For small values of $\rho$ and moderate values of $\beta$ not too close to $-1, \sigma_{a}$ is smaller than the leading term in the expansion (14) for $\sigma$ and must be taken into account as the first-order correction. Here for the component of the surface impedance tensor we arrive at a result that differs from (26) in that the term describing the first correction contains an additional factor $\rho$ and $\beta<0$ in this term.

The above analysis can be repeated for a Fermi surface that has anomalies in the Gaussian curvature at $p_{z}=0$. Such a surface is described by Eqs. (3) and (4) with $r=2$ and $l$ $\neq 2$. As a result we arrive at expressions that coincide with (20)-(26) with a parameter $\beta$, which characterizes the shape of the Fermi surface near the effective section $p_{z}=0$, expressed in terms of $l(-\beta=(l-2) /(l-1))$.

Finally, let us consider the case where the effective sections of the Fermi surface have curvature anomalies. If $r$ $>2$ and $l>2$ hold, the neighborhood of each section of the Fermi surface with an extremal diameter resembles a cylinder. Here the asymptotic behavior of the surface impedance for an anomalous skin effect retains its form (22). The same expression (22) describes the asymptotic behavior of the surface impedance of a layered conductor for an anomalous skin effect in the case where the curvature of the Fermi surface of the conductor is anomalously large in all sections with minimum and maximum diameters $(1<r<2$ and $1<l<2)$. In both cases the value of $\beta$ is expressed in terms of the larger of the two parameters, $r$ and $l$.

If one of the parameters, $r$ or $l$, or both are much larger than unity, the asymptotic expression for the surface impedance ceases to depend on the rippling parameter $\eta$ and assumes the form (19). Thus, the characteristic features of the skin effect in layered conductors are determined not by the smallness of the second term in Eq. (3) by itself but by the form of the function $E\left(p_{z} / p_{0}\right)$, which specifies the profile of this surface. The fact that usually for layered conductors the projection of the charge-carrier velocity onto the normal to the layer plane is small in comparison to the velocity components describing the motion in the layer plane is also true
for the case $\eta \sim 1$. In particular, for $r \gg 1$ and $l \geqslant 1$, the surface described by (3) and (4) is a steplike cylinder. The longitudinal velocity $v_{z}$ of the electrons on such a Fermi surface is zero for an arbitrary value of the corrugation parameter $\eta$. The local features of the geometry of the Fermi surface of layered conductors lead to specific singularities in their observed properties in an external magnetic field. This is true, in particular, for cyclotron resonance, which in recent years has been repeatedly observed in organic metals. ${ }^{21-26}$

Suppose that an external magnetic field is directed along the normal to the surface of a semi-infinite conductor and that this surface is parallel to the planes of the conducting layers. When the charge carriers undergo a mirror reflection from the boundary, the surface impedance tensor becomes diagonal in terms of the circular components:

$$
\begin{equation*}
Z_{ \pm}=8 i \omega \int_{0}^{\infty} \frac{d q}{4 \pi i \omega \sigma_{ \pm}(\omega, q)-c^{2} q^{2}} \tag{29}
\end{equation*}
$$

where $\sigma_{ \pm}=\sigma_{x x} \pm i \sigma_{y x}$ are the circular components of the transverse conductivity.

The asymptotic expressions for $\sigma_{ \pm}$for large and small $u$ coincide with the expansions (12) and (14) in which $\tilde{\omega}$ is replaced by $\tilde{\omega}_{ \pm}\left(\tilde{\omega}_{ \pm}=\omega \mp \Omega+i / \tau\right.$, where $\Omega$ is the cyclotron frequency of the charge carriers). The same is true of the expression for $\sigma_{a}^{ \pm}$. Below we examine the case where the polarization corresponds to cyclotron resonance.

If the Fermi surface of the layered conductor has wide sections resembling cylinders, the impedance for an anomalous skin effect is described by an expression obtained from (22) by substituting $\tilde{\omega}_{+}$for $\tilde{\omega}$. This substitution must be carried out everywhere, including the expression for the parameter $\xi$ characterizing the extent to which the skin effect is anomalous. The real part of the impedance in such conditions is
$\frac{R(H)}{R(0)}=\left(\sqrt{\left(1-\frac{\Omega}{\omega}\right)^{2}+\frac{1}{(\omega \tau)^{2}}}\right)^{-\beta /(\beta+3)} \frac{\cos \left(Y_{\beta}(\Omega, \omega, \tau)\right)}{\cos (\pi /(\beta+3))}$,
where

$$
\begin{aligned}
Y_{\beta}(\Omega, \omega, \tau)= & \frac{1}{\beta+3}\{\pi+\pi \beta \theta(\Omega-\omega) \\
& \left.+\beta \operatorname{arccot}\left[\omega \tau\left(1-\frac{\Omega}{\omega}\right)\right]\right\},
\end{aligned}
$$

with

$$
\theta(x)=\left\{\begin{array}{ll}
1 & \text { if } x \geqslant 0,  \tag{31}\\
0 & \text { if } x<0,
\end{array} \quad-1<\beta<0 .\right.
$$

At a fixed frequency $\omega$ the value of $R(H)$ rapidly increases with the magnetic field strength in fields near cyclotron resonance. The discontinuity in $R(H)$ at $H=H_{r}$ is no smaller in order of magnitude than $R(0)$ at the same frequency. In strong magnetic fields $\left(H \gg H_{r}\right)$, where $\omega \ll \Omega$, the value of $R(H)$ increases in proportion to $(\Omega / \omega)^{-\beta /(\beta+3)}$. For moderate (in absolute value) values of $\beta$, the increase in $R(H)$ in a strong magnetic field is slow as $\beta \rightarrow-1$, when the shape of the effective belts on the Fermi surface is essentially cylin-


FIG. 2. Dependence of the active part of the surface impedance of a layered organic metal whose Fermi surface has near-cylindrical wide bands, on the magnetic field near cyclotron resonance. The curves are described by Eq. (30) and are plotted for $\omega \tau=10$ with $\beta=-0.2$ (curve 1 ), -0.4 (curve 2), -0.6 (curve 3 ), and -0.8 (curve 4 ).
drical, and for $H \gg H_{r}$ we have $R(H) \sim \sqrt{\Omega / \omega}$. The field dependence of the ratio $R(H) / R(0)$ near cyclotron resonance is depicted in Fig. 2, where the curves are described by (30).

If the cylindrical belts near extremal sections of the Fermi surface are narrow, the related additional term in the conductivity determines the first correction to the leading approximation of impedance for an anomalous skin effect. The leading term in the impedance in this case is independent of the magnetic field. Substituting $\tilde{\omega}_{+}$for $\tilde{\omega}$ in (26) and allowing for the small factor $\rho$, which describes the width of the cylindrical belts on the Fermi surface, we get

$$
\begin{align*}
\frac{R(H)}{R(0)}= & 1+\tilde{\rho} \tilde{\xi}^{-2 \beta / 3}\left(\sqrt{\left(1-\frac{\Omega}{\omega}\right)^{2}+\frac{1}{(\omega \tau)^{2}}}\right)^{\beta} \\
& \times \frac{\cos \left(Y_{\beta}^{\prime}(\Omega, \omega, \tau)\right)}{\sin (\pi(1+\beta) / 3)}, \tag{32}
\end{align*}
$$

where

$$
\begin{align*}
& Y_{\beta}^{\prime}(\Omega, \omega, \tau)= \frac{\pi}{3}(2-\beta)+\pi \beta \theta(\Omega-\omega) \\
&+\beta \operatorname{arccot}\left[\omega \tau\left(1-\frac{\Omega}{\omega}\right)\right]  \tag{33}\\
& \tilde{\rho}=\frac{(1+\beta)^{2}}{2 \sqrt{3} \cos (\pi \beta / 2)} \rho, \quad \widetilde{\xi}=\sqrt{\pi} \frac{\omega_{p}}{\omega} \frac{\eta v_{0}}{c} .
\end{align*}
$$

This result is valid for $\tilde{\rho} \widetilde{\xi}^{-2 \beta / 3} \ll 1$. At high frequencies the parameter $\widetilde{\xi}$ assumes values close to those of the anomaly parameter $\xi$ in the absence of an external magnetic field. Taking for $\widetilde{\xi}$ a value on the order of the maximum of $\xi(\widetilde{\xi}$


FIG. 3. Dependence of the active part of the surface impedance of a layered organic metal on the magnetic field near cyclotron resonance for the case where one of the extremal sections of the Fermi surface coincides with the line of parabolic points. The curves are described by Eq. (32) and are plotted for $\omega \tau=10$ and $\rho=0.05$ with $\beta=-0.2$ (curve 1), -0.3 (curve 2), -0.4 (curve 3 ), and -0.5 (curve 4 ).
$\sim 10^{-2}$ ), we see that for a moderate curvature anomaly $(-0.5<\beta<0)$ the above inequality holds if we have $\rho<0.1$.

For $\beta<0$ the second term in (32) describes the peak in the field dependence of $R(H)$ related to cyclotron resonance (Fig. 3). The height of this peak depends on $\rho$. For moderate values of $\rho(\rho<0.1)$ the height may amount to $10 \%$ of the leading approximation of the real part of the impedance. For moderate values of $\omega \tau$ the top of the peak (it corresponds to the minimum of the resonance term in (32)) is appreciably shifted in relation to $H_{r}$ :

$$
\begin{equation*}
\frac{H_{r}-H}{H_{r}} \equiv \frac{\Delta H}{H_{r}}=\frac{\cot \Phi}{\omega \tau} . \tag{34}
\end{equation*}
$$

The value of $\Phi$ is determined by the shape of the effective section of the Fermi surface:

$$
\begin{equation*}
\Phi=\frac{\pi}{6}\left(1-\frac{\beta}{1-\beta}\right) \tag{35}
\end{equation*}
$$

Such field behavior near cyclotron resonance has been observed in some layered organic metals of the $\alpha$-(BEDT-TTF) ${ }_{2} \mathrm{MHg}(\mathrm{SCN})_{4}$ group $^{25}$ and in the organic conductor (BEDO-TTF) ${ }_{2} \mathrm{ReO}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)$ (Ref. 26). The experiments of Demishev et al. ${ }^{25,26}$ were conducted in the $30-100$ GHz frequency range in magnetic fields of about 50 kOe with $\omega \tau \sim 10$. The magnitude of the singularities related to cyclotron resonance amounted to several percentage points


FIG. 4. Cyclotron-resonance induced singularities in the field dependence of $d R / d H$ for a layered conductor in the case where one extremal sections of the Fermi surface coincides with line of parabolic points. The curves are plotted for $\omega \tau=20$ and $\rho=0.05$ with $\beta=-0.25$ (curve 1 ) and -0.75 (curve 2).
of the leading impedance value, ${ }^{25}$ which agrees with estimates that follow from (32). The results of Demishev et al. ${ }^{25,26}$ can serve as proof of the presence of cylindrical sections on the Fermi surface of the layered conductors used in their studies.

The data of Ref. 26 allows estimating the parameter $\beta$, which characterizes the shape of the quasicylindrical section of the Fermi surface of (BEDO-TTF) $)_{2} \mathrm{ReO}_{4}\left(\mathrm{H}_{2} \mathrm{O}\right)$, via (34) and (35). The experiment was conducted at frequencies correspond to variations in $\omega \tau$ in the interval from 10 to 20 and to variations in $\Delta H / H_{r}$ in the interval from 0.11 to 0.06 . This yields $\beta \approx-(0.25-0.35)$.

The resonance peak in the field dependence of the active part of the impedance must be accompanied by a stronger singularity in the field dependence of $d R / d H$. If the curvature of the Fermi surface rapidly increases as we move away from the line of parabolic points, the height of the peak in the field dependence of $R(H)$ corresponding to cyclotron resonance may prove to be too small to be observable. However, the resonance singularity in the derivative of the impedance under these conditions may clearly manifest itself. The resonant singularities in the field and frequency dependence of $d R / d H$ can also be observed if $\beta>0$. This corresponds to an anomalously large curvature of the Fermi surface in the vicinity of sections with minimum or maximum diameter. Cyclotron resonance can be observed at moderate values of the parameter $\beta(0<\beta<1)$. In contrast to the above case for positive $\beta$, cyclotron resonance does not manifest itself in the field dependence of the real part of the resonance. The field-dependent term in the expression (32) for $R(H)$ decreases monotonically with increasing magnetic field. The


FIG. 5. Cyclotron-resonance induced singularities in the field dependence of $d R / d H$ for a layered conductor whose Fermi-surface curvature has a singularity in one of the extremal sections. The curves are plotted for $\omega \tau=20$ with $\beta=0.25$ (curve 1 ) and 0.5 (curve 2).
resonance dependence of $d R / d H$ near cyclotron resonance is depicted in Figs. 4 and 5 for several values of the parameter $\beta$.

## 4. CONCLUSION

It is too early to draw any conclusions about the local features of the geometry of the Fermi surface of the majority of layered organic metals, since there is a lot to study in the electron energy spectra of such materials. It can be assumed, however, that here, as in ordinary metals, the Fermi surface contains quasicylindrical bands or sections with an anomalously large curvature. These features of the local geometry of the Fermi surface can be created (if they are absent) or enhanced by applying an agent that changes the shape of the constant-energy surfaces, e.g., by applying external pressure along the normal to the conducting planes.

The above analysis shows that the special features in the profile of the corrugated cylinder, which is the main part of the Fermi surface of layered organic metals, can substantially change the high-frequency properties of these materials. The model developed in this paper makes it possible to study in detail the observable manifestations of the local geometry of the Fermi surface of layered conductors. It resolves some of the difficulties that emerge when one uses the model of tightly bound electrons. For instance, the characteristic features of the observable properties of layered conductors, for which the strong anisotropy of the electrical conductivity is responsible, can be described and analyzed without passing to the limit $\eta \rightarrow 0$, which corresponds to a conductor with a two-dimensional energy spectrum of the charge carriers.

The model specified by Eqs. (3) and (4) makes it possible to do a detailed study of the frequency dependence of
the surface impedance of layered conductors with different Fermi-surface profiles; with it we can analyze on a unified basis all possible manifestations of cyclotron resonance in a magnetic field that is perpendicular to the surface of the conductor. By using this model, we can investigate the quantum oscillations of the thermodynamic characteristics of layered conductors, and the results of such research could be interesting.
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#### Abstract

Magnetic resonance of the low-frequency spin-wave branch in the $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ antiferromagnet with an easy-plane anisotropy has been studied. Angular, frequency, and temperature dependences of the position and width of the antiferromagnetic resonance (AFMR) line have been measured. Our measurements combined with earlier data [H. Ochta, K. Yoshida, T. Matsuya, T. Nanba, M. Motokawa, K. Yamada, Y. Endon, and S. Hosoya, J. Phys. Soc. Jpn. 61, 2921 (1992); E. W. Ong, G. H. Kwei, R. A. Robinson, B. L. Ramakrishna, and R. B. von Dreele, Phys. Rev. B 42, 4255 (1990)] have allowed us to determine anisotropy constants of this material and to account for the unusual character of its static susceptibility anisotropy. The AFMR line shifts to the high-field side and broadens in a temperature range of $10-15 \mathrm{~K}$, and the cause of this has remained unclear. In the low-temperature range the line shows a hysteresis corresponding to a static field magnitude several times as large as the spin-flop field. The position and width of the AFMR line depend sensitively on the sample preparation technique. © 1998 American Institute of Physics. [S1063-7761(98)02406-8]


## 1. INTRODUCTION

Study of materials containing ions of variable valence is one of rapidly developing branches of modern physics. They attract researchers' attention primarily in connection with the discoveries of high-temperature superconductivity and giant magnetoresistance in such materials.

One representative of this class is $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$, whose structure belongs to the space group $P 4 / n c c .^{2-4}$ The magnetic moment of the $\mathrm{Cu}^{2+}$ cation is due to a single uncompensated electron in the $d$-shell. Neutron diffraction studies ${ }^{2,4-6}$ of $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ indicate the presence of threedimensional magnetic ordering at temperatures below $T_{N}$ $\simeq 42 \mathrm{~K}$.

The unit cell of $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ contains four copper ions. In the conventional notation, ${ }^{4}$ the positions of these ions in the lattice are as follows: $\mathrm{Cu}(1),(1 / 4,1 / 4, z) ; \mathrm{Cu}(2),(1 / 4,1 / 4$, $z+1 / 2) ; \mathrm{Cu}(3),(3 / 4,3 / 4,1 / 2-z) ; \mathrm{Cu}(4),(3 / 4,3 / 4,-z)$. The parameter $z$ is the shift of the parallelepipeds formed by $\mathrm{Cu}(1)$ and $\mathrm{Cu}(2)$ ions with respect to those of $\mathrm{Cu}(3)$ and $\mathrm{Cu}(4)$ ions along the $C^{(4)}$ axis. The value of $z$ equals 0.076 of the lattice constant $c .{ }^{4}$ The chains of $\mathrm{Cu}(1), \mathrm{Cu}(2)$ and $\mathrm{Cu}(3), \mathrm{Cu}(4)$ ions form two magnetic sublattices in the antiferromagnetically ordered state of $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$. The magnetic anisotropy for $\mathrm{Cu}^{2+}$ ions is determined by the anisotropic exchange, since a one-ion anisotropy due to the electric crystal field does not affect ions with spin $1 / 2$. The exchange anisotropy aligns the magnetic moments of the sublattices within the plane perpendicular to the four-fold axis. ${ }^{6,7}$ In the absence of magnetic field, the antiferromagnetic vector is directed along a diagonal of the $(a, b)$ square in the easy
plane. ${ }^{8}$ The effective magnetic moment of the $\mathrm{Cu}^{2+}$ ion in antiferromagnetic $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ at 4.2 K is $0.65-0.85 \mu_{B}$. ${ }^{6,7}$

The electron spin resonance in the magnetically ordered phase ( $T<T_{N}$ ) was studied in the submillimeter wave region. ${ }^{1}$ From these measurements, the energy gap separating the exchange (high-frequency) branch of the magnon spectrum was derived. The antiferromagnetic resonance of the lower branch of the magnon spectrum in $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ single crystals grown from a melt was studied by Pankrats et al. ${ }^{8}$ The frequency and angular dependences of the antiferromagnetic resonance field in the microwave and submillimeter wave bands were in good agreement with the magnetic structure of $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ determined previously. ${ }^{6,7}$

The static magnetic characteristics of samples depend sensitively on their preparation technique. Crystals grown by the hydrothermal technique ${ }^{9}$ have in the ordered state a small ferromagnetic moment $m$ in the basal plane of less than one percent of the nominal $\mathrm{Cu}^{2+}$ magnetic moment, which drops as the static magnetic field grows and vanishes for $H>30 \mathrm{kOe}(T=4.2 \mathrm{~K})$. Samples grown from a melt do not manifest a weak ferromagnetism. ${ }^{5,6}$ In the range of strong static fields, the susceptibilities of both types of samples are equal. The small ferromagnetic moment in samples made by the hydrothermal method was attributed to the Dzyaloshinskii-Moria interaction. ${ }^{9}$

In the present work, we have studied the microwave electron spin resonance of $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ single crystals of both types in the temperature range below $T_{N}$, and also in samples annealed after growth in an oxygen-helium atmosphere.

## 2. SAMPLES AND EXPERIMENTAL TECHNIQUES

We have studied $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ samples grown both by the flux method and hydrothermal technique. ${ }^{10,11,13}$

The samples were tested by x-ray diffraction and x-ray microanalyzer. x-ray diffraction measurements using a $\mathrm{D} /$ max-3C microdiffractometer produced by Rigaku demonstrated identical crystal structures of samples prepared by the two techniques. Nonetheless, the quantitative analysis of the samples performed on a JXA-8600 electron microscope combined with an x-ray analyzer produced by JEOL, in which we used the ZAF-correction program and reference samples of copper and bismuth (the oxygen content was determined by subtraction) revealed differences between compositions of crystals made by the two different methods. Samples grown from a melt had the composition $\mathrm{Bi}_{1.9} \mathrm{CuO}_{3.87}$, whereas samples prepared by the hydrothermal technique had the formula $\mathrm{Bi}_{2.05} \mathrm{CuO}_{3.84}$.

The comparison between the formulas of crystals grown by different techniques indicates that the degree of oxidation of cations in crystals grown from the hydrothermal solution is slightly lower than in samples grown from a melt. This difference may be caused by the fact that it is difficult to create a high oxidation potential in an autoclave, therefore hydrothermal crystals are deficient in oxygen, and a small quantity of nonmagnetic $\mathrm{Cu}^{+}$cations is present.

Experiments were performed on both as-grown crystals and samples annealed after growth in an atmosphere of oxygen or nitrogen. The annealing was performed at $600^{\circ} \mathrm{C}$ for 30 h . Note that the annealing in oxygen and nitrogen did not affect the positions and widths of AFMR lines in samples grown from a melt, but radically changed magnetic properties of samples made by the hydrothermal technique.

Typical dimensions of $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ samples grown from a melt and hydrothermally were $2 \times 2 \times 0.5$ and $1 \times 1$ $\times 0.1 \mathrm{~mm}^{3}$, respectively.

The electron spin resonance was measured on a transmission microwave spectrometer. A sample was placed in a rectangular cavity whose resonant modes were in the frequency band of $23-78 \mathrm{GHz}$. The device was designed to allow sample rotation during an experiment. A magnetic field of 0 to 40 kOe was produced by a superconducting solenoid. The cell with a sample was in a vacuum jacket, so that we could perform our measurements in a temperature range of 1.2 to 110 K . Measurements at a frequency of 9.3 GHz were performed on a commercial ESR spectrometer produced by Brucker.

## 3. EXPERIMENTAL RESULTS

### 3.1. Measurements of samples grown from melt solution

Figure 1 shows traces of microwave power transmitted through the cavity versus magnetic field at various temperatures. In the temperature range close to $T_{N}$, the ESR line is considerably broadened, and a new line forms at a magnetic field slightly higher than that of ESR. In the low-temperature range, $T<12 \mathrm{~K}$, the absorption line shape depends on the field scan direction. The solid curves in Fig. 1 were recorded in an increasing magnetic field, and the dashed curves in a


FIG. 1. Typical curves of microwave power transmitted through the cavity loaded with $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ sample grown from a melt versus magnetic field at several temperatures. The narrow resonance line whose position is independent of the temperature is due to a DPPH sample, which is used as a reference for measuring the applied static magnetic field. The solid curves were recorded when the field was scanned in the upward direction, the dashed lines correspond to decreasing magnetic field; $\nu=36 \mathrm{GHz}, H \|[110]$.
decreasing field. The hysteresis behavior is more pronounced at lower magnetic fields, corresponding to lower resonant frequencies.

The position of the absorption line is strongly anisotropic. Measurements of angular dependence performed at different microwave frequencies and temperature have demonstrated that resonance conditions are determined by the static field projection on the plane perpendicular to the fourfold symmetry axis. When the static field was rotated in the basal plane, the line shift was well described by the function $A \cos (4 \varphi)$. The resonant field had maxima when its direction coincided with the $a$ - or $b$-axis.

The resonant field versus frequency is close to a linear function. The absorption peak is close to the ESR position of a paramagnet with $g$-factor $g=2$. Note that resonant fields measured in earlier experiments with the same configuration ${ }^{1,8,12,14}$ were also close to a straight line of the same slope. Figure 2 shows resonant fields of samples with respect to the resonant field of diphenylpicrylhydrazyl (DPPH), which was used as a reference ( $g=2$ for DPPH). It is clear that the curve of the frequency dependence is steeper than that of the free radical at 25 K , whereas at lower temperatures it has a gentler slope.

The temperature dependence of the resonant field at a microwave frequency of 36 GHz is plotted in Fig. 3. Experiments have been performed with two orientations of the static field in the basal plane, $\varphi=0^{\circ}$ and $45^{\circ}$. The resonant field shifts to higher values in the temperature range of $10-15 \mathrm{~K}$.

As was noted above, experiments have been performed on both as-grown samples and crystals annealed in the atmosphere of oxygen or nitrogen. Within the experimental uncertainty, the annealing has no effect on the resonances in $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ crystals grown from a melt. The microanalysis of chemical composition also has not revealed any changes after annealing.

Figure 4 shows the AFMR line width as a function of


FIG. 2. AFMR field $H_{R}$ measured with respect to the ESR field $H_{0}$ for DPPH as a function of microwave frequency. Open symbols correspond to temperature $T=4.2 \mathrm{~K}$, filled symbols to $T=23 \mathrm{~K}$; filled squares and open circles correspond to $H \|[110]$, and filled circles and triangles to $H \|[100]$. The samples were grown from a melt. The solid lines are calculations of the AFMR field as a function of frequency by Eq. (2) with parameters $H_{A}^{(4)} H_{E}=10$ and $6.8 \mathrm{kOe}^{2}$ and $a / A=-0.02$ and -0.1 at temperatures $T=4.2$ and 23 K , respectively. The dashed and dash-dotted lines show calculations at $\varphi=22.5^{\circ}$, when the gap in the spectrum due to anisotropy in the plane perpendicular to the four-fold axis vanishes.
temperature for two nonannealed samples. One can see that the temperature-dependent parts of the AFMR line width are similar. The part of the line width independent of temperature is, most probably, due to an inhomogeneous line broadening and depends sensitively on the sample quality. The most plausible factor leading to the inhomogeneous broadening is variation in the alignment of the $C^{2}$ axis over the crystal volume. No correlation between the line width and annealing conditions has been detected.

Recordings of the derivative of the absorbed microwave power with respect to magnetic field (at $\nu=9.3 \mathrm{GHz}$ ) as a function of the field are plotted in Fig. 5. Absorption lines recorded for both scanning directions have a rich fine structure, which manifests in the low-temperature range ( $T$ $<15 \mathrm{~K})$. This fine structure is well reproducible. The fine structure is seen in the range of magnetic field below the antiferromagnetic resonance at all static field orientations in the basal plane.

### 3.2. Discussion

The changes in the resonant absorption with temperature (Fig. 1) and the strong dependence of the resonant field $H_{R}$ on the static field orientation provide strong evidence in favor of an antiferromagnetic resonance in $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$. Another argument in favor of the interpretation of the resonant absorption in terms of uniform precession of the magnetic moment is the fine structure in absorption spectra in the field range below the main resonance (Fig. 5). In all probability, the recorded fine structure is due to spin-wave resonances in $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$. The presence of resonances corresponding to large wave numbers allows us to rule out an interpretation ascribing the absorption line to impurities.

The presence of the gapless branch in the spectrum of magnetic excitations is in accordance with submillimeter wave and microwave measurements, ${ }^{1,8}$ and with neutron diffraction experiments, ${ }^{7}$ but contradicts other neutronographic measurements. ${ }^{12}$

All resonance properties of $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ can be easily described considering it as a two-sublattice antiferromagnet with an easy-plane magnetic anisotropy. A phenomenological theory of the antiferromagnetic resonance taking into account an easy-plane anisotropy was given by Turov. ${ }^{13}$ The energy density of such an antiferromagnet is expressed as ${ }^{13}$

$$
\begin{equation*}
\mathscr{F}_{m}=A / 2 m^{2}+a / 2 m_{z}^{2}+b / 2 l_{z}^{2}+f / 2 l_{x}^{2} l_{y}^{2}-2 M_{0} \mathbf{m H} . \tag{1}
\end{equation*}
$$

Here $M_{0}$ is the saturation magnetization of one sublattice, l and $\mathbf{m}$ are the normalized vectors of antiferromagnetism and magnetization ( $m^{2}+l^{2}=1, \mathbf{m} \cdot \mathbf{l}=0$ ). The first term on the right-hand side is the exchange energy, the second and third are responsible for the crystallographic magnetic anisotropy of a uniaxial crystal (in the case of an easy-plane anisotropy $b>0$ ). The fourth-order term takes into account the anisotropy in the basal plane perpendicular to the [001] axis. The last term describes the magnetic energy due to applied magnetic field.

The two AFMR frequencies corresponding to the acoustic and optic magnon branches are given by

$$
\begin{align*}
& \omega_{1}=\gamma\left[H^{2}(1+a / A)-H_{E} H_{A}^{(4)} \cos (4 \varphi)\right]^{1 / 2}  \tag{2}\\
& \omega_{2}=\gamma\left[H_{E} H_{A}\right]^{1 / 2}\left[1-H^{2} / H_{E}^{2}\right]^{1 / 2} \tag{3}
\end{align*}
$$

where $\gamma=g_{\perp} \mu_{B} / \hbar=18.15 \times 10^{9} \mathrm{~s}^{-1} \mathrm{kOe}^{-1}$ is the gyromagnetic ratio (according to Ref. $1 g_{\perp}=2.04$ ), $H$ is the static magnetic field, $H_{E}=A / 2 M_{0}, \quad H_{A}=b / 2 M_{0}$, and $H_{A}^{(4)}$ $=\left(\gamma / 2 M_{0}\right) f$. From the static susceptibility measured by Ochta et al. ${ }^{1}$ for $H \perp C^{(4)}$, we derive $H_{E}=2 M_{0} / \chi_{\perp c}$ $=2000 \mathrm{kOe} ; H_{A}=12 \mathrm{kOe}$ can be derived from the width of the gap separating the high-frequency AFMR branch. ${ }^{1}$ From our measurements, we derive $H_{A}^{(4)}$ and the ratio $a / A$. The solid line in Fig. 4 shows calculations of the frequency dependence of the AFMR field by Eq. (2) with $H_{E} H_{A}^{(4)}=10$ and $6.8 \mathrm{kOe}^{2}$ and $a / A=-0.02$ and -0.1 at temperatures $T=4.2$ and 23 K , respectively. The curves of $H_{E} H_{A}^{(4)}$ and $a / A$ versus temperature are plotted in Fig. 3. The minus sign in front of $a$ indicates the easy-axis anisotropy for the ferromagnetic vector $\mathbf{m}$, whereas the antiferromagnetic vector $\mathbf{l}$ has an easy-plane anisotropy $(b>0)$. Given $a / A$, one can determine the ratio between the static susceptibilities $\chi_{\perp} / \chi_{\|}$ $=1+a / A .{ }^{13}$ The subscripts indicate the magnetic field orientation with respect to the four-fold axis $C^{(4)}$. It is clear that, given the negative $a$ for $\mathrm{Bi}_{2} \mathrm{CuO}_{4}, \chi_{\perp}$ should be about $10 \%$ smaller than $\chi_{\|}$at $T=20 \mathrm{~K}$, which is in reasonable agreement with static magnetic measurements. ${ }^{1,6}$ It is remarkable that the temperature dependence of the anisotropy constant $a$ (Fig. 3) is strong in the temperature range of $10-20 \mathrm{~K}$, which is far from $T_{N}$. The AFMR line also broadens considerably in this temperature interval (Fig. 4). All these effects may be related to a structural transition in $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$, because the unit cell volume also increases abruptly in this region. ${ }^{4}$


FIG. 3. (a) Resonant field versus temperature at microwave frequency $\nu=36 \mathrm{GHz}$. Measurements were performed for two orientations of the static field in the basal plane, $\varphi$ $=0$ and $45^{\circ}$. Different symbols show measurements of samples annealed in oxygen or nitrogen, and as-grown samples. Within the experimental uncertainty, curves of $H_{R}(T)$ for all samples are identical. The samples were grown from a melt. (b) and (c) Temperature dependences of $a / A$ and $H_{A}^{(4)} H_{E}$ derived from measurements plotted in Fig. 3a.

In addition to the step on the curve of the AFMR line width versus temperature in the range of $10-15 \mathrm{~K}$ (Fig. 4), the width also grows rapidly as the temperature approaches the Néel temperature. This temperature-dependent part of the line width is largely due to the process of three-magnon relaxation. The solid curve in this graph shows calculations of the AFMR line width caused by the above mentioned relaxation process using the equation given in Ref. 15 and parameters of $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ given in this section.

The hysteretic behavior of the absorption line up to fields several times larger than spin-flop fields indicates the presence of a highly developed system of antiferromagnetic domains. Unlike the case of a ferromagnet, antiferromagnetic domains are equivalent in energy terms in fields higher than the spin-flop field, so even a slight pinning makes a domain wall stable up to the high fields. It is probable that the shift of the resonance field, step-like growth of the line width, hysteretic behavior of the absorption line, and the abrupt change in the cell volume in the temperature range of $10-15$ K are caused by a sharp decrease in the mobility of domain


FIG. 4. AFMR line widths versus temperature at $\nu=36 \mathrm{GHz}$. Filled squares and triangles show measurements of two different as-grown samples. The solid curve shows calculations of line widths due to three-magnon relaxation based on formulas of Ref. 15. The samples were grown from a melt.


FIG. 5. Measurements of the derivative of the microwave power absorbed by the sample with respect to magnetic field as a function of applied magnetic field. $\nu=9.3 \mathrm{GHz}, T=10 \mathrm{~K}, \varphi=0^{\circ}$. The arrow indicates the AFMR position calculated by Eq. (2) with the parameters corresponding to the given temperature. The lower graph shows curves on the extended magnetic field scale.

walls. Information about the nature of antiferromagnetic domains in $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ may be derived from measurements of nuclear magnetic resonance and magneto-acoustic experiments.

### 3.3. Measurements of samples grown by the hydrothermal technique and discussion

In experiments with samples obtained by the hydrothermal technique, we have detected two lines of resonance absorption. Typical curves are given in Fig. 6. The field of resonance $R 1$ strongly depends on the direction of the static


FIG. 6. Typical curves of microwave power transmitted through the cavity loaded with a $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ sample grown by the hydrothermal technique at $\nu=36 \mathrm{GHz}$ and different temperatures.
field $H$, whereas the position of resonance $R 2$ is independent of its orientation. As in the case of samples grown from a melt, the conditions of resonance $R 1$ are controlled by the static field projection on the plane perpendicular to the fourfold axis. The position of the low-field resonance $R 1$ strongly depends on temperature (Fig. 7). At the same time,


FIG. 7. Resonance fields $H_{R 1}$ and $H_{R 2}$ versus temperature at $\nu=36 \mathrm{GHz}$. The samples were grown by the hydrothermal technique.


FIG. 8. Resonant fields $H_{R 1}$ and $H_{R 2}$ versus frequency at $T=4.2 \mathrm{~K}$. The samples were grown by the hydrothermal technique.
the line width and intensity in the range of $1.2-25 \mathrm{~K}$ are almost independent of the temperature. The amplitude of line $R 2$ rapidly drops with temperature. The resonant fields corresponding to these lines versus frequency are plotted in Fig. 8. At frequencies higher than 45 GHz (i.e., in fields higher than $9-10 \mathrm{kOe}$ ) only line $R 2$ can be seen in the spectra. It is highly probable that line $R 2$ is due to paramagnetic defects in the sample, whereas line $R 1$ is caused by excitations in the magnetically ordered crystal. If we assume that the small ferromagnetic moment is caused by the canting of magnetic sublattices due to the Dzyaloshinskii interaction, ${ }^{9}$ the Dzyaloshinskii effective field $H_{D}$ can be derived from measurements of the resonant field as a function of frequency. ${ }^{13}$ The solid curve in Fig. 8 plots a fitting of the resonant field calculated by Eq. (2), where $H^{2}$ in the first term on the righthand side is replaced by $H\left(H+H_{D}\right)$ and the rest of the constants are the same as in samples grown from a melt. The best fitting was obtained at $H_{D}=20 \mathrm{kOe}$. This result is a factor of four larger than the value derived from static measurements of magnetization. ${ }^{9}$

Annealing of crystals grown by the hydrothermal method led to unexpected results. The absorption line $R 1$ vanished after annealing in atmospheres of either oxygen or helium, whereas the position and intensity of line $R 2$ did not change. The annealing was performed under the same conditions as in the case of the crystals grown by the flux method. Given the oxygen deficiency in the initial samples, we expected that annealing in an oxygen atmosphere should have led to the appearance of an AFMR line similar to that of samples grown from a melt, but it was not detected in our experiments. X-ray microanalysis showed that the crystal composition after the annealing in oxygen atmosphere was
$\mathrm{Bi}_{2.05} \mathrm{CuO}_{3.91}$, i.e., the oxidation degree of cations increased after the annealing, but did not reach the value characteristic to the crystals grown from a melt. It is plausible that the conditions of this annealing are too mild to get rid of the oxygen deficiency in the crystal, but it is sufficient to release local elastic strains in the crystal or make the oxygen concentration uniform over the crystal volume. On the other hand, the difference between the properties of the two types of crystals can be attributed to different ratios between the contents of copper and bismuth.

The elimination of line $R 1$ after annealing in oxygen or helium atmosphere under relatively mild conditions casts doubt on the conjecture about a relationship between the small ferromagnetic moment in $\mathrm{Bi}_{2} \mathrm{CuO}_{4}$ samples manufactured by the hydrothermal technique and canting of sublattices due to the Dzyaloshinskii-Moria interaction. It seems more probable that the resonant absorption in line $R 1$ and the small ferromagnetic moment are due to the presence of domain walls in the samples.
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The new geometry for an oblique Josephson junction of finite thickness along the magnetic field is considered and a nonlocal integro-differential equation describing the dynamics of the phase difference is derived. The spectrum of low-amplitude electromagnetic excitations for lapjoint junctions is also studied. © 1998 American Institute of Physics. [S1063-7761(98)02506-2]

1. So far the equations of nonlocal Josephson electrodynamics have been derived and studied in four cases: (1) a tunneling junction at the interface between two ultrathin superconducting films whose thickness is much smaller than the London length; (2) a tunnel junction between bulk superconductors whose thickness is much larger than the London length; (3) a tunnel junction between superconducting layers of finite thickness in the direction perpendicular to the magnetic field; and (4) a tunnel junction at a butt-joint of superconducting plates of finite thickness in the direction of the magnetic field.

For example, in Ref. 1-8 it was shown that nonlocal effects can be large even in junctions with a large thickness $d$ ( $d \gg \lambda$, where $\lambda$ is the London penetration depth) in the direction of the magnetic field (in the direction parallel to the vortices), i.e., in situations previously studied in the local approximation. In the opposite limit of junctions involving thin films, with $d \ll \lambda$, nonlocality becomes a decisive factor. The corresponding equations were derived and studied in Refs. 9-12. A Josephson junction between two superconducting layers of finite thickness in the direction perpendicular to the magnetic field of the vortices was studied in Ref. 13.

Nevertheless, there are still many ways in which the theory can be improved. For one thing, it is necessary to go beyond the limits mentioned above, since experimenters often use junctions whose size in the direction in which the Josephson vortices are oriented is comparable to $\lambda$. Such a geometry is realized, e.g., in single-crystal Y-Ba-Cu-O chips with twins and in other ceramic materials with twin boundaries.

Such an approach was adopted in Ref. 14 for a butt-joint junction (the plane of the tunnel junction is perpendicular to the plate plane) for an arbitrary ratio $d / \lambda$. There it was found that the relationship between the jump in the phase of the order parameter at the junction and the current density always contains a nonlocal component, whose origin lies in the long-range nature of the field in free space, and that the amplitude of this component is only weakly dependent on the parameter $\lambda / d$ (the dependence is almost linear) and its shape is independent of $\lambda / d$.

The present paper contains a derivation and preliminary
analysis of the equations of the electrodynamics of an oblique Josephson junction in a plate with an arbitrary ratio $d / \lambda$ and an arbitrary angle $\alpha$ between the junction plane and the normal to the plate plane. Such junctions may arise in two types of experiment. First, in granulated polycrystalline high- $T_{c}$ ceramic materials there can be random weak links with different values of $\alpha$, from a butt-joint junction ( $\alpha$ $\simeq 0$ ) to a lap-joint junction $(\alpha \simeq \pi / 2)$. Probably, the main fraction of such junctions consists of general-position junctions, i.e., oblique Josephson junctions with an arbitrary value of $\alpha$. Second, experimental studies and practical applications ordinarily use lap-joint junctions with a large junction area. The method used in fabricating such junctions can also be employed to produce oblique Josephson junctions. For a lap-joint junction ( $\alpha \rightarrow \pi / 2$ ), not considered so far, we study, in the nondissipative limit and in the absence of a transport current and an external field, the spectrum of lowamplitude electromagnetic excitations propagating along the junction.

The problem posed above is reduced to that of an oblique Abrikosov vortex in a plane-parallel plate of finite thickness $2 d$ in the direction of the magnetic field. This problem of calculating an oblique vortex current averaged over the plate thickness and normal to the junction plane is a new one. The results refer to a general-position junction with an arbitrary angle $\alpha$. For $\alpha \rightarrow \pi / 2$ is is possible to approximately integrate the Fourier transform of the integral term over the fast variable $k_{y} \tan \alpha$ and thus find the spectra of low-amplitude electromagnetic excitations for arbitrary values of the wave vector and the ratio $d / \lambda$. It is also possible in this case to find the explicit form of such spectra in the shortand long-wavelength ranges of the spectrum for $d / \lambda \gg 1$ and $d / \lambda \ll 1$.
2. The magnetic field of an arbitrary linear source (e.g., a vortex considered in the London approximation) in a superconducting plate satisfies the equation

$$
\begin{align*}
& \lambda^{2} \Delta \mathbf{h}-\mathbf{h}=-\boldsymbol{\nu}(\mathbf{r}) \\
& \boldsymbol{\nu}(\mathbf{r})=\frac{\Phi_{0}}{2 \pi} \operatorname{curl} \nabla \theta=\frac{\Phi_{0}}{2 \pi} \int \delta(\mathbf{r}-\mathbf{R}(p)) d \mathbf{R}(p), \tag{1}
\end{align*}
$$

where $\Phi_{0}$ is the magnetic flux quantum, $\theta$ is the phase of the order parameter, and $\mathbf{R}(p)$ is the parametrically specified radius vector of the points of the vortex core. The core of the Josephson vortex spreads out along the weak-link surface $S$ dividing the superconductor and is a two-dimensional object. Clearly, the corresponding source $\boldsymbol{\nu}(\mathbf{r})$, smeared over this surface, in Eq. (1) can be expressed by the formula

$$
\begin{equation*}
\boldsymbol{\nu}(\mathbf{r})=\frac{\Phi_{0}}{2 \pi} \int \delta(\mathbf{r}-\mathbf{R}(a, b))\left(\frac{\partial \varphi}{\partial \mathbf{R}} \times d \mathbf{S}(a, b)\right) \tag{2}
\end{equation*}
$$

where $a$ and $b$ are the arguments of the parametric representation of $S, \mathbf{R}(a, b)$ is the radius vector of the points of $S$, $d \mathbf{S}(a, b)$ is a vector area element of $S$, and $\varphi$ is the phase difference between the edges of the junction. Since we have div $\boldsymbol{\nu}=0$, the arbitrary source of magnetic field can either be represented by a continuous sum over linear cores (and $\mathbf{h}$ can be represented as a linear combination of the Abrikosov vortices) or, conversely, be treated as a three-dimensional vector field. We direct the $z$ axis transverse to and the $x$ axis along the junction. Then for a general junction oriented at an arbitrary angle $\alpha$ and a magnetic field directed at the angle $\pi / 2$ $-\alpha$ Eq. (2) yields

$$
\begin{align*}
& \nu_{x}(\mathbf{r})=0, \quad \nu_{y}(\mathbf{r})=\frac{\Phi_{0}}{2 \pi} \tan \alpha \delta(y-z \tan \alpha) \frac{\partial \varphi(x)}{\partial x}, \\
& \nu_{z}(\mathbf{r})=\frac{\Phi_{0}}{2 \pi} \delta(y-z \tan \alpha) \frac{\partial \varphi(x)}{\partial x}, \tag{3}
\end{align*}
$$

where $\varphi(\mathbf{r})$ is the jump in the phase of the order parameter at the sides of the junction,

$$
\begin{align*}
\varphi(\mathbf{r})= & \theta(x, y \cos \alpha-z \sin \alpha=+0) \\
& -\theta(x, y \cos \alpha-z \sin \alpha=-0) \tag{4}
\end{align*}
$$

which, in view of (3) and the fact that $\operatorname{div} \boldsymbol{\nu}=0$, is independent of the coordinates $y$ and $z$.

The phase jump and hence the source can be found by solving the complete nonlinear equation for the junction. Note that even without solving this equation, we see that due to the linearity of Eq. (1) we can write the magnetic field as $\mathbf{h}=\mathbf{H}_{m}+\mathbf{H}$, where $\mathbf{H}_{m}$ is the seed Meissner field generated by the given transport supercurrent and the external magnetic field and is determined by solving the homogeneous analog of Eq. (1) as if there were no weak link and the superconductor were continuous, and the field $\mathbf{H}$ is generated by the source ( $\mathbf{H}$ vanishes at $\boldsymbol{\nu}=0$.) Taking a two-dimensional Fourier transform in the plane $x y$ of a plate of thickness $2 d,|z|<d$, we find that

$$
\begin{align*}
& \mathbf{H}=\mathbf{H}_{0}+\mathbf{a} \exp (\kappa z)+\mathbf{b} \exp (-\kappa z),  \tag{5}\\
& \mathbf{H}_{0}=-\int_{-d}^{d} \frac{\sinh \kappa\left|z-z^{\prime}\right|}{2 \kappa \lambda^{2}} \boldsymbol{\nu}\left(k, z^{\prime}\right) d z^{\prime}, \\
& \boldsymbol{\kappa}=\left(\lambda^{-2}+k^{2}\right)^{1 / 2}, \quad k^{2}=k_{x}^{2}+k_{y}^{2}, \tag{6}
\end{align*}
$$

where $\mathbf{k}$ is a two-dimensional wave vector. The vector coefficients $\mathbf{a}$ and $\mathbf{b}$ are determined, first, by the condition that the field be divergence-free,

$$
\begin{equation*}
\frac{\partial H_{z}}{\partial z}+i \mathbf{k} \cdot \mathbf{H}_{\|}=0 \tag{7}
\end{equation*}
$$

and continuous at the edges of the plate and, second, by the potential nature of the tangential component of the magnetic field at the boundary of the superconductor (which means that the component of the current normal to the surface vanishes) and by the potential nature of all three components of the field in free space. The latter condition yields

$$
\begin{equation*}
\frac{\mathbf{H}_{\|}}{\left.H_{z}\right|_{z= \pm d}}=\mp \frac{i \mathbf{k}}{|\mathbf{k}|}, \tag{8}
\end{equation*}
$$

which accounts for the effect of free space on the field and current distributions in the superconductor. Here and below the subscript || denotes the $x$ - and $y$-projections of vectors.

One consequence of (7) and (8) is

$$
\begin{equation*}
\left.\frac{\partial H_{z}}{\partial z}\right|_{z= \pm d}=\left.\mp H_{z}\right|_{z= \pm d} \tag{9}
\end{equation*}
$$

which determines the coefficients $a_{z}$ and $b_{z}$ in terms of the source field:

$$
\begin{align*}
a_{z}= & \Delta^{-1}\left\{\left.\left(\frac{\partial H_{0 z}}{\partial z}-k H_{0 z}\right)\right|_{z=-d}(\kappa-k) \exp (-\kappa d)\right. \\
& \left.-\left.\left(\frac{\partial H_{0 z}}{\partial z}+k H_{0 z}\right)\right|_{z=d}(\kappa+k) \exp (\kappa d)\right\} \\
b_{z}= & \Delta^{-1}\left\{\left.\left(\frac{\partial H_{0 z}}{\partial z}-k H_{0 z}\right)\right|_{z=-d}(\kappa+k) \exp (\kappa d)\right. \\
& \left.-\left.\left(\frac{\partial H_{0 z}}{\partial z}+k H_{0 z}\right)\right|_{z=d}(\kappa-k) \exp (-\kappa d)\right\} \tag{10}
\end{align*}
$$

where

$$
\begin{aligned}
& \Delta=4(\kappa \sinh \kappa d+k \cosh \kappa d)(\kappa \cosh \kappa d+k \sinh \kappa d), \\
& k=|\mathbf{k}| .
\end{aligned}
$$

By combining (8) and (10) we can write the coefficients $\mathbf{a}_{\|}$and $\mathbf{b}_{\| \mid}$in terms of the source field:

$$
\begin{align*}
\mathbf{a}_{\|}= & \frac{1}{2 \sinh (2 \kappa d)}\left\{-i \frac{\mathbf{k}}{k}\left[\left.H_{z}\right|_{z=d} \exp (\kappa d)\right.\right. \\
& \left.+\left.H_{z}\right|_{z=-d} \exp (-\kappa d)\right]-\left.\mathbf{H}_{0 \|}\right|_{z=d} \\
& \left.\times \exp (\kappa d)+\left.\mathbf{H}_{0 \|}\right|_{z=-d} \exp (-\kappa d)\right\} \\
\mathbf{b}_{\|}= & \frac{1}{2 \sinh (2 \kappa d)}\left\{i \frac { \mathbf { k } } { k } \left[\left.H_{z}\right|_{z=d}\right.\right. \\
& \left.\times \exp (-\kappa d)+\left.H_{z}\right|_{z=-d} \exp (\kappa d)\right] \\
& \left.+\left.\mathbf{H}_{0 \|}\right|_{z=d} \exp (-\kappa d)-\left.\mathbf{H}_{0 \|}\right|_{z=-d} \exp (\kappa d)\right\} . \tag{11}
\end{align*}
$$

Formulas (5)-(11) make it possible to find the field and supercurrent inside the plate for an arbitrary source.

Plugging (3) into (6), combining the result with (5), and going over to the coordinate representation, from (5)-(11)
we arrive at the following expression for the density of the current flowing through the junction in the direction normal to the junction plane and averaged over the plate thickness:

$$
j(x)=J_{m}(x)+J(x)
$$

where $J_{m}$ is the seed Meissner current determined by the field $H_{m}$, and

$$
\begin{equation*}
J(x)=\frac{c \Phi_{0}}{16 \pi^{3} \lambda^{2}} \frac{\partial}{\partial x} \int Q\left(x-x^{\prime}\right) \frac{\partial}{\partial x^{\prime}} \varphi\left(x^{\prime}\right) d x^{\prime} \tag{12}
\end{equation*}
$$

is the current due to the source. Here the nonlocal sourcecurrent kernel is

$$
\begin{equation*}
Q(x)=K_{0}\left(\frac{|x|}{\lambda}\right)+Q_{1}(x) \tag{13}
\end{equation*}
$$

where $K_{0}$ is a modified Bessel function of order zero,

$$
\begin{equation*}
Q_{1}(x)=\int \frac{d k_{x} d k_{y}}{(2 \pi)^{2}} \exp \left(i k_{x} x\right) Q_{1}\left(k_{x}, k_{y}\right) \tag{14}
\end{equation*}
$$

and the Fourier transform of the kernel $Q_{1}\left(k_{x}, k_{y}\right)$ is

$$
Q_{1}\left(k_{x}, k_{y}\right)
$$

$$
\begin{aligned}
& =\frac{1}{\kappa \cosh \kappa d+k \sinh \kappa d} \frac{1}{\kappa \sinh \kappa d+k \cosh \kappa d} \\
& \times\left\{\operatorname { c o s } \alpha \left\{\frac{\kappa}{2 d k\left(\kappa^{2}+\widetilde{k}_{y}^{2}\right)}[k \cosh (2 \kappa d)+\kappa \sinh (2 \kappa d)\right.\right.
\end{aligned}
$$

$$
\left.-k \cos \left(2 \widetilde{k}_{y} d\right)+\widetilde{k}_{y} \sin \left(2 \widetilde{k}_{y} d\right)\right]
$$

$$
-\frac{1}{\kappa d\left(\kappa^{2}+\widetilde{k}_{y}^{2}\right)^{2}}\left[2 k \kappa^{2} \widetilde{k}_{y} \cos \widetilde{k}_{y} d \sin \widetilde{k}_{y} d+\kappa^{2}\right.
$$

$$
\times\left(k^{2}-\widetilde{k}_{y}^{2}\right)\left(\cosh ^{2} \kappa d \sin ^{2} \widetilde{k}_{y} d+\sinh ^{2} \kappa d \cos ^{2} \widetilde{k}_{y} d\right)
$$

$$
\left.\left.+k \kappa\left(\kappa^{2}-\widetilde{k}_{y}^{2}\right) \cosh \kappa d \sinh \kappa d\right]\right\}
$$

$$
+\frac{\kappa \sin \alpha}{d\left(\kappa^{2}+\widetilde{k}_{y}^{2}\right)^{2} \sinh \kappa d \cosh \kappa d}\left\{-\tan \alpha\left[\cosh ^{2} \kappa d\right.\right.
$$

$$
\left.\times \sin ^{2} \widetilde{k}_{y} d+\sinh ^{2} \kappa d \cos ^{2} \tilde{k}_{y} d\right](\kappa \cosh \kappa d
$$

$$
+k \sinh \kappa d)(\kappa \sinh \kappa d+k \cosh \kappa d)
$$

$$
+\frac{k_{y}}{k}\left[\left(\kappa^{2}-\widetilde{k}_{y}^{2}\right) \sinh \kappa d \cos \kappa d \sin \widetilde{k}_{y} d\right.
$$

$$
\times \cos \widetilde{k}_{y} d+\kappa \widetilde{k}_{y}\left(\sinh ^{4} \kappa d \cos ^{2} \widetilde{k}_{y} d+\cosh ^{4} \kappa d\right.
$$

$$
\begin{equation*}
\left.\left.\left.\left.\times \sin ^{2} \widetilde{k}_{y} d-\sinh ^{2} \kappa d \cosh ^{2} \kappa d\right)\right]\right\}\right\} \tag{15}
\end{equation*}
$$

with $\widetilde{k}_{y}=k_{y} \tan \alpha, 0 \leqslant \alpha \leqslant \pi / 2$. If in (13)-(15) we set $\alpha$ equal to zero, we arrive at the results of Ref. 14 for a buttjoint Josephson junction. In this case, the first term in (13)
corresponds to the limit of two bulk superconductors of thickness $d \gg \lambda$ and is the kernel of the integral term in the equation first obtained in Ref. 1 and used in Refs. 2-8. In the opposite limit of ultrathin films of thickness $d \ll \lambda$, the sum of both terms gives the kernel of the integral term in the equation first studied in Refs. 9, 10, and 11 and equal to

$$
\begin{equation*}
Q(x)=\frac{\lambda_{\mathrm{eff}}}{\pi} \int_{0}^{\infty} \frac{d k}{1+2 k \lambda_{\mathrm{eff}}} J_{0}(k x) \tag{16}
\end{equation*}
$$

where $J_{0}$ is the Bessel function of order zero, and $\lambda_{\text {eff }}$ $=\lambda^{2} / 2 d$ is the Peierls penetration depth.
3. A closed equation for the phase difference at the junction can be obtained, as usual, by equating $j(x)$ to the sum of the Josephson supercurrent, the normal current, and the capacitive displacement current, all regarded as internal characteristics of the junctions, and in standard notation has the form

$$
\begin{align*}
\sin \varphi & +\frac{\beta}{\omega_{J}^{2}} \frac{\partial \varphi}{\partial t}+\omega_{J}^{-2} \frac{\partial^{2} \varphi}{\partial t^{2}} \\
& =\frac{J_{m}(x)}{j_{c}}+\frac{\lambda_{J}^{2}}{\pi \lambda} \frac{\partial}{\partial x} \int Q\left(x-x^{\prime}\right) \frac{\partial \varphi\left(x^{\prime}\right)}{\partial x^{\prime}} d x^{\prime} \tag{17}
\end{align*}
$$

where $j_{c}$ is the Josephson current density, $\lambda_{J}$ and $\omega_{J}$ are the Josephson length and frequency, and $\beta$ is the dissipation parameter.

The integral kernel $Q(x)$ describes excitations in a Josephson junction in a unified manner, both in a thin film and in a sample that is thick in the direction of the magnetic field. In the general intermediate case with an arbitrary angle $\alpha$, it is the sum of a well-localized term and a strongly nonlocal nonintegrable term (the second term on the right-hand side of Eq. (13)), which originates in the slowly decreasing tangential component of the magnetic field in free space at the surface of the plate. Here, for a near-butt-joint junction (when the value of the angle $\alpha$ is zero or very small) and a near-lap-joint junction (when the value of the angle $\alpha$ is close to $\pi / 2$ ), there are two physically distinct asymptotic expressions for the kernel $Q_{1}(x)$ at large values of the argument $x$. For instance, when $\alpha$ is close to zero, the vortex magnetic flux is almost perpendicular to the plate plane and the magnetic fields on either side of the plate have opposite signs. This leads to a power dependence for $Q_{1}(x)$ at large distances (see Ref. 14):

$$
\begin{equation*}
Q_{1}(x) \sim \frac{\lambda^{2}}{d|x|} \tag{18}
\end{equation*}
$$

On the other hand, for $\alpha$ close to $\pi / 2$, the vortex magnetic flux is almost parallel to the plane of the plate and the magnetic field in free space above and below of the plate is almost perfectly balanced. This lowers the degree of nonlocality of $Q_{1}(x)$, which according to (13)-(15) is characterized by an exponential asymptotic behavior at large $x$ :

$$
\begin{equation*}
Q_{1}(x) \propto \frac{\lambda}{d} K_{0}\left(\frac{|x|}{d \tan \alpha}\right), \tag{19}
\end{equation*}
$$

where the decay length is equal to the effective thickness of the junction $d \tan \alpha \gtrdot \lambda$.

For general junctions, i.e., oblique junctions with an arbitrary angle $\alpha$, the difference at large distances is in the nature of the nonlocal behavior of $Q_{1}(x)$ at large values of $x$, which according to Eqs. (14) and (15) can be calculated numerically, and approximately $Q_{1}(x)$ has the following asymptotic behavior:

$$
\begin{equation*}
Q_{1}(x) \propto A \cos \alpha \frac{\lambda^{2}}{d|x|}+B \sin \alpha \frac{\lambda}{d} K_{0}\left(\frac{|x|}{d \tan \alpha}\right), \tag{20}
\end{equation*}
$$

where $A$ and $B$ are constant factors.
4. Let us now examine the spectrum of low-amplitude electromagnetic excitations

$$
\begin{equation*}
\varphi(x, t)=\varphi_{0} \exp [i(q x-\omega t)], \quad\left|\varphi_{0}\right| \ll 1 \tag{21}
\end{equation*}
$$

for a lap-joint junction, with the excitations propagating along the Josephson junction.

In the nondissipative limit and in the absence of a transport current and an external field, Eq. (17) yields the following dispersion relation

$$
\begin{equation*}
\omega=\omega_{J}\left[1+\frac{\lambda_{J}^{2} q^{2}}{\left(1+\lambda^{2} q^{2}\right)^{1 / 2}}+\frac{\lambda_{J}^{2} q^{2}}{\pi \lambda} F(q)\right]^{1 / 2} \tag{22}
\end{equation*}
$$

where $F(q) \equiv Q_{1}(q)$ and, according to (15), is given by the following expression:

$$
\begin{align*}
Q_{1}\left(k_{x}\right) & =\cot \alpha \int \frac{d k_{y}}{2 \pi} Q_{1}\left(k_{x}, k_{y} ; \cot \alpha k_{y}\right) \\
& \approx Q_{1(0)}\left(k_{x}\right)+\cot ^{2} \alpha Q_{1(2)}\left(k_{x}\right)+\cdots, \tag{23}
\end{align*}
$$

which amounts to the sum of the first two terms in the expansion of $Q_{1}\left(k_{x}\right)$ in the small parameter $\cot ^{2} \alpha \ll 1$. In (23),

$$
\begin{aligned}
& Q_{1(0)}\left(k_{x}\right)=-\frac{1}{4 \kappa^{2} d \sinh (2 \kappa d)} \\
& \quad \times[\cosh (2 \kappa d)-(1+2 \kappa d) \exp (-2 \kappa d)], \\
& Q_{1(2)}\left(k_{x}\right) \\
& \quad=\frac{1}{\kappa \cosh \kappa d+k \sinh \kappa d} \frac{1}{\kappa \sinh \kappa d+k \cosh \kappa d} \\
& \quad \times\left\{\frac{\sinh (2 \kappa d)}{4 d}\left(\frac{3}{2}+\frac{\kappa}{k}\right)+\frac{\exp (-2 \kappa d)}{4 \kappa k}\right. \\
& \quad \times\left[k\left(\lambda^{-2}+2 k^{2}\right)+2 \kappa \lambda^{-2}\right]+\frac{\kappa}{4 k d \sinh (2 \kappa d)} \\
& \quad-\frac{k^{2}}{8 d \kappa^{2}} \sinh ^{2} \kappa d[1+\exp (-2 \kappa d)]
\end{aligned}
$$

$$
\begin{equation*}
\left.+\frac{\kappa \operatorname{coth}(2 \kappa d) \exp (-2 \kappa d)}{4 k d}(2 \kappa d-1)\right\} \tag{24}
\end{equation*}
$$

where $k \equiv k_{x}$, and $\kappa=\left(\lambda^{-2}+k_{x}^{2}\right)^{1 / 2}$. Equations (22)-(24) determine the spectrum of low-amplitude electromagnetic excitations for an arbitrary wave vector $q \equiv k_{x}$ and an arbitrary ratio $d / \lambda$. The asymptotic expressions in the short- and longwavelength ranges are

$$
\begin{align*}
& \omega(q \rightarrow \infty)=\omega_{J}\left[1-\frac{\lambda_{J}^{2}}{4 \pi \lambda d}+\frac{\lambda_{J}^{2} q^{2}}{\left(1+\lambda^{2} q^{2}\right)^{1 / 2}}\right]^{1 / 2},  \tag{25}\\
& \omega(q \rightarrow 0)=\omega_{J}\left[1+\frac{\lambda_{J}^{2}}{\pi d \tan ^{2} \alpha} q+\left(1-\frac{3}{4 \pi}\right) \lambda_{J}^{2} q^{2}\right]^{1 / 2} \tag{26}
\end{align*}
$$

for $d \ll \lambda$ and

$$
\begin{equation*}
\omega(q \rightarrow 0)=\omega_{J}\left[1+\frac{\lambda_{J}^{2}}{2 \pi d \tan ^{2} \alpha} q+\lambda_{J}^{2} q^{2}\right]^{1 / 2} \tag{27}
\end{equation*}
$$

for $d \gg \lambda$.
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