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#### Abstract

The possibility of observing pure nuclear resonant scattering of synchrotron radiation by a multilayer structure containing the ${ }^{169} \mathrm{Tm}$ isotope is analyzed theoretically. The main problem is the need to suppress the enormous background of radiation scattered by electrons. Two methods for the destructive interference of a synchrotron radiation beam in reflection at grazing incidence by a layered system containing Tm nuclei in one of the layers are considered, and their efficiency as applied to the conditions of third-generation synchrotron radiation sources, such as in the European Synchrotron Radiation Facility (ESRF), is calculated. An electron scattering suppression efficiency parameter is formulated as the ratio of the integrated nuclear scattering intensity (with a time delay) to the total prompt electron scattering intensity in assigned ranges of angles and energies. In the first method thin films of a special type on a substrate, viz., GIAR films, are used. In the second method a new effect, which is termed the Bragg antipeak effect and involves the destructive interference of a wave that is Braggdiffracted in a multilayer superlattice and a wave reflected on the upper boundary of the sample, is employed. The physical properties of the Bragg antipeak effect are considered, and it is found that its efficiency is sufficient for practical use. © 1998 American Institute of Physics. [S1063-7761(98)00107-3]


## 1. INTRODUCTION

Since the first proposals ${ }^{1,2}$ to use synchrotron radiation to excite low-lying nuclear levels and the first clear-cut observation of nuclear resonant scattering of synchrotron radiation, ${ }^{3}$ a great deal of attention has been focused on the problem of suppressing the nonresonant background of electron scattering. In principle, the pulsed temporal structure of synchrotron radiation permits the use of a "time window' to separate the delayed nuclear resonant scattering and the pulsed electron scattering. However, the extremely narrow energy width of nuclear levels ( $10^{-7}-10^{-10} \mathrm{eV}$ ) makes it possible to use a time window only after strong preliminary monochromatization of the synchrotron radiation with the aim of effectively suppressing the nonresonant electron scattering.

Several approaches to solving the problem of enormous nonresonant scattering have been successfully developed in recent years. The compact high-resolution monochromators with an energy width of the order of several millielectron volts ${ }^{4-7}$ and avalanche photodiode detectors developed ${ }^{8,9}$ have permitted the performance of investigations in a more universal forward-scattering experimental setup ${ }^{10}$ in addition to the experimental setup in which pure nuclear Bragg diffraction is realized. ${ }^{3}$ These advances provided the base for the rapid development of nuclear hyperfine spectroscopy using synchrotron radiation. In the case of Bragg diffraction, the alternative technique of the polarization analysis of scat-
tered radiation has been used to suppress nonresonant radiation under the conditions of the hyperfine splitting of nuclear levels. ${ }^{11,12}$

The development of new sources of synchrotron radiation permitted a sharp increase in the spectral density of synchrotron radiation. The third-generation sources of synchrotron radiation, such as ESRF (France), APS (U.S.A.), and SPring-8 (Japan), provide beams with intensities of order $10^{13}$ photons/s/eV. All the advantages of nuclear hyperfine spectroscopy can be utilized only with ultrahigh monochromatization, which is still not achievable with electronreflection monochromators. Therefore, nuclear resonant scattering must be used in the monochromatization of the radiation. Although the use of pure nuclear Bragg diffraction is very effective, it is applicable only to highly perfect, isotope-enriched single crystals. Therefore, a great deal of attention has been focused on the development of artificial, purely nuclear reflecting elements, mainly on the basis of multilayer antireflection films and multilayer superlattices. The operation of such elements is based on efficient nuclear resonant scattering under conditions where electron scattering is suppressed. In the case of GIAR (grazing-incidence antireflection) films electron scattering is suppressed through the destructive interference of waves reflected from the upper and lower faces of the film, ${ }^{13-16}$ and in the case of multilayer superlattices it is achieved owing to the use of an electronforbidden diffraction reflection under conditions where the atomic and nuclear scattering parameters differ. ${ }^{17-19}$

The study of nuclear resonant scattering using synchrotron radiation sources on both the theoretical and experimental levels has been confined hitherto to the ${ }^{57} \mathrm{Fe}$ isotope. The only exception is the work described in Refs. 16 and 20, where the ${ }^{119} \mathrm{Sn}$ isotope was considered. The present paper describes a theoretical analysis of several methods for suppressing electron scattering in the case of the nuclear transition with energy 8.410 keV in ${ }^{169} \mathrm{Tm}$. The relatively large width of this nuclear transition $\left(1.1 \times 10^{-7} \mathrm{eV}\right)$ creates the conditions for intense nuclear scattering of synchrotron radiation. On the other hand, the short natural lifetime ( 5.8 ns ) makes high preliminary monochromatization especially necessary. Crystals containing Tm atoms rarely have a sufficiently perfect crystal lattice; therefore, the use of Bragg diffraction has been demonstrated in only one paper. ${ }^{21}$ Suitable monochromatization methods can be based on the employment of conditions for near-grazing reflection by layered samples containing Tm atoms in one of the layers. The technology for fabricating multilayer structures has been developed to a fairly high level. ${ }^{22}$ We examined the possibilities of using multilayer structures in which layers consisting of Tm atoms alternate with layers of $\mathrm{Mo}, \mathrm{Ti}$, or Fe atoms. Multilayer structures in which the layers just mentioned are combined can easily be fabricated.

Since the degree of disparity between the refractive indices in these combinations differs strongly from one to another, layered systems of different structure and different techniques for suppressing the nonresonant scattering must be used. In the $\mathrm{Tm} / \mathrm{Mo}$ combination one layer of Tm on a Mo substrate or one layer of Tm with one layer of Mo on a glass substrate is sufficient. The thickness of the layers is found from the 'damping-stabilized solution'' in the theory of GIAR films. ${ }^{13}$ A similar solution was found in the case of a Ti film on a Tm substrate. In the case of Tm layers and Fe layers we propose a new method of destructive interference, which combines two scattering channels: strong reflection by the surface of a sample with grazing incidence and Bragg diffraction in a multilayer superlattice. The interference of these two channels is totally different for nuclear resonant scattering and electron nonresonant scattering. We found conditions under which these two processes suppress one another in the case of electron scattering with the resultant suppression of reflection of the synchrotron radiation beam at the Bragg angle, i.e., the Bragg antipeak effect. On the other hand, in the case of nuclear scattering they can reinforce one another and produce an ordinary Bragg peak.

To characterize each method for suppressing electron reflection, we introduced a parameter which takes into account both the decrease in the electron reflection of the synchrotron radiation pulse and the level of nuclear resonant scattering (which is delayed during the scattered radiation) following a short pulse of synchrotron radiation. This parameter is defined with allowance for the possible angular width of the synchrotron radiation beam and the presently attainable level of premonochromatization.

The next section presents the basic principles of the theory of reflection by layered structures, which are used in a quantitative analysis. In particular, the physical nature of the suppression of reflection is considered, and simple condi-


FIG. 1. Geometry of the grazing-incidence reflection of a synchrotron radiation beam by a multilayer structure.
tions for observing it are formulated. An analysis of the specific examples of ( $\mathrm{Tm}, \mathrm{Mo}$ ) and ( $\mathrm{Ti}, \mathrm{Tm}$ ) layered systems, as well as ( $\mathrm{Tm}, \mathrm{Fe}$ ) multilayer superlattices, is presented in the third section. A discussion of the possibilities of the practical implementation of the conditions found is given in the last section.

## 2. THEORY OF THE SUPPRESSION OF ELECTRONIC SCATTERING BY MULTILAYER STRUCTURES

### 2.1. General formulas

The simplest method for calculating the reflectivity of a multilayer structure is based on the Parratt recurrence formula ${ }^{23}$ for the reflection amplitude from a boundary between two neighboring layers. Let us consider the magnitude of the electric field vector in the $m$ th layer, which we write in the form

$$
\begin{align*}
E_{m}(x, z, t)= & E(x, t)\left[E_{t m} \exp \left(i k_{z m} z\right)+E_{r m}\right. \\
& \left.\times \exp \left(-i k_{z m} z\right)\right] \tag{1}
\end{align*}
$$

where $E(x, t)=\exp \left(i k_{x} x-i \omega t\right), \omega$ is the angular frequency of the x radiation, and $\mathbf{k}=\left(k_{x}, 0, k_{z}\right)$ is the wave vector. Formula (1) is applicable to each layer taken individually, and the coordinate $z$ is measured from the upper boundary of each layer within the layer. The surface of the layers coincides with the $x y$ plane. To illustrate the idea behind the calculation, let us consider the simple case of a $\sigma$-polarized plane wave with an electric field directed along a normal to the scattering plane (i.e., along the $y$ axis). The geometric parameters in the $x z$ scattering plane are shown in Fig. 1. If $\theta$ is the angle between the direction of the incident plane wave and the surface of the multilayer, then

$$
\begin{equation*}
k_{x}=\lambda^{-1} \cos \theta, \quad k_{z m}=\lambda^{-1} \sqrt{\sin ^{2} \theta+\chi_{m}}, \quad \lambda=\lambda / 2 \pi, \tag{2}
\end{equation*}
$$

where $\lambda$ is the wavelength of the radiation and $\chi_{m}=\varepsilon_{m}-1$ is the complex susceptibility of the $m$ th layer ( $\varepsilon_{m}$ is the dielectric constant). In the case of grazing incidence we can take $\sin \theta \approx \theta$.

We introduce the complex reflection amplitude $R_{m}$ $=E_{r m} / E_{t m}$ as the ratio of the amplitude of the reflected wave $E_{r m}$ to the amplitude of the refracted wave $E_{t m}$. The Parratt formula is

$$
\begin{equation*}
R_{m}=C_{m} \frac{F_{m}+R_{m-1}}{1+F_{m} R_{m-1}}, \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{m}=\exp \left(2 i k_{z m} d_{m}\right), \quad F_{m}=\frac{k_{z m}-k_{z m-1}}{k_{z m}+k_{z m-1}}, \tag{4}
\end{equation*}
$$

$d_{m}$ is the thickness of the $m$ th layer. The layers are numbered from the lower to the upper boundary of the multilayer (see Fig. 1). The complex susceptibility of the medium is accurately specified by the known expression

$$
\begin{align*}
\chi & =\chi^{\prime}+i \chi^{\prime \prime}=-\frac{\lambda^{2} r_{0}}{\pi} N\left[Z+\Delta f^{\prime}-i \Delta f^{\prime \prime}\right] \\
& =-\lambda^{2} C \frac{\rho}{A}\left[Z+\Delta f^{\prime}-i \Delta f^{\prime \prime}\right] \tag{5}
\end{align*}
$$

where $r_{0}=e^{2} / m c^{2}, N$ is the number of atoms per unit volume of the material, $\Delta f^{\prime}-i \Delta f^{\prime \prime}$ is the complex dispersion correction to the atomic x -ray scattering factor, which is simply equal to the number of electrons $Z$ in the case of grazing incidence, $C=0.5402 \times 10^{-5}, \rho$ is the density in $\mathrm{g} / \mathrm{cm}^{3}, A$ is the atomic weight in atomic units, and $\lambda$ is the wavelength in angstroms. We recall that the susceptibility is twice the complex refractive index.

Formula (3) was written for a perfect multilayer structure with a smooth surface on each boundary between the layers. A real surface is generally rough. In this study we assume that the roughness takes the form of uncorrelated upward or downward displacements of finite smooth portions of the surface (along the $z$ axis), while the mean $z$ coordinate of the boundary in space remains unchanged. Such a type of roughness can be taken into account by introducing a variable layer thickness $d_{m}^{\prime}=d_{m}+\Delta$, where $\Delta$ is a random value. Assuming that the distribution of the values of $\Delta$ with the width $D$ is Gaussian, we should average the phase factor $C_{m}$. As a result of this averaging, $C_{m}$ is replaced by $C_{m} W_{m}$, where

$$
\begin{align*}
W_{m} & =\frac{2}{D \sqrt{\pi}} \int_{-\infty}^{\infty} d \Delta \exp \left(2 i k_{z m} \Delta-\frac{4 \Delta^{2}}{D^{2}}\right) \\
& =\exp \left(-\frac{1}{4} k_{z m}^{2} D^{2}\right)=\exp \left(-2 k_{z m}^{2} \sigma^{2}\right) \tag{6}
\end{align*}
$$

Here

$$
\begin{equation*}
\sigma^{2}=\left\langle\Delta^{2}\right\rangle=\frac{2}{D \sqrt{\pi}} \int_{-\infty}^{\infty} d \Delta \Delta^{2} \exp \left(-\frac{4 \Delta^{2}}{D^{2}}\right)=\frac{D^{2}}{8} \tag{7}
\end{equation*}
$$

The factor $W_{m}$ can be called the Debye-Waller factor, ${ }^{24}$ because its dependence on the change in the value of the layer thickness is similar to the dependence of the Debye-Waller factor on the displacement of atoms from their equilibrium positions in a crystal lattice. This approach differs from the one in Ref. 25, where a different model of roughness was considered. Below we shall take into account the DebyeWaller factor directly in $C_{m}$ and redefine $C_{m}$ in the following manner:

$$
\begin{equation*}
C_{m}=\exp \left(2 i k_{z m} d_{m}-2\left(k_{z m} \sigma\right)^{2}\right) . \tag{8}
\end{equation*}
$$

### 2.2. Damping-stabilized solutions

We begin by considering the simple case of a multilayer with one layer of Tm of thickness $d$ containing resonant nuclei on a substrate of some other material. We take Mo as an example; therefore, the system under consideration can be described by the formula $\operatorname{Tm}(d) M o$. In this case we have only two boundaries, and we must use the Parratt formula only twice. We introduce the amplitudes of the field $E: E_{t a}$ and $E_{r a}$ in the air directly above the surface and $E_{t l}$ and $E_{r l}$ in the Tm layer above the interface with the substrate. We are interested in the total reflection amplitude $R_{\mathrm{tot}}=E_{r a} / E_{t a}$, while the reflection amplitude from the internal boundary $R_{1}=E_{r 1} / E_{t 1}$. In this case the Parratt formula leads to the relation

$$
\begin{equation*}
R_{\mathrm{tot}}(\theta)=C_{0}(\theta) \frac{R_{0}(\theta)+R_{1}(\theta) C_{1}\left(\theta, d_{1}\right)}{1+R_{0}(\theta) R_{1}(\theta) C_{1}\left(\theta, d_{1}\right)} \tag{9}
\end{equation*}
$$

where $R_{0}(\theta)$ is the reflection amplitude from the sample surface, and $R_{0}(\theta)$ and $R_{1}(\theta)$ equal

$$
\begin{align*}
& R_{0}(\theta)=\frac{\theta-\theta_{1}}{\theta+\theta_{1}}, \quad R_{1}(\theta)=\frac{\theta_{1}-\theta_{2}}{\theta_{1}+\theta_{2}}, \\
& \theta_{1}=\sqrt{\theta^{2}+\chi_{1}}, \quad \theta_{2}=\sqrt{\theta^{2}+\chi_{2}} . \tag{10}
\end{align*}
$$

Here $\chi_{1}$ is the susceptibility in the layer, and $\chi_{2}$ is the susceptibility of the substrate. The values of $C_{0}$ and $C_{1}$ were determined in (8) for $d_{0}=0$.

As we know, the critical angle for total external reflection is specified by the formula $\theta_{c m}=\left(2 \delta_{m}\right)^{1 / 2}$, where $\delta_{m}$ is the damping of the refractive index in layer $m$, which is related to the susceptibility by the expression $\chi / 2=-\delta$ $+i \beta$. The substrate has a larger electron density than the layer; therefore, it has a larger value for the critical angle for total external reflection $\theta_{c 2}>\theta_{c 1}$. We are interested in the range of angles near the second critical angle $\theta_{c 2}$, where the magnitude of the reflection amplitude from the internal boundary, $R_{1}(\theta)$, is greater than the reflection amplitude from the surface, $R_{0}(\theta)$. Our goal is to find the conditions under which the total reflection amplitude from the sample equals zero. The solution of this problem was found for the first time in Ref. 13 and was termed the 'damping-stabilized solution."

Such solutions correspond to a zero value for the numerator in (9). We write the complex reflection amplitudes, explicitly distinguishing between the modulus and phase:

$$
\begin{equation*}
R_{0}=a_{0} \exp \left(i \varphi_{0}\right), \quad R_{1}=a_{1} \exp \left(i \varphi_{1}\right) \tag{11}
\end{equation*}
$$

This enables us to formulate the necessary conditions in the form of a system of two real equations, which specify the conditions for impedance matching and for destructive interference:
$a_{0}=a_{1} \exp \left(-2(\sigma / \star)^{2}\left(\theta^{2}+\chi_{1}^{\prime}\right)\right) \exp \left(-2 d \theta_{1}^{\prime \prime} / \star\right)$,
$\varphi_{0}=\varphi_{1}-2(\sigma / X)^{2} \chi_{1}^{\prime \prime}+2 d \theta_{1}^{\prime} / X-m \pi, \quad m= \pm 1, \pm 3, \ldots$.

Each of these equations can be treated as an independent equation for the layer thickness $d$. In addition, the solutions can be represented by analytical expressions, which give the angular dependence of thickness. We shall call the respective thicknesses the impedance-matching thickness $d_{\mathrm{im}}$ and the destructive-interference thickness $d_{\mathrm{di}}$ :

$$
\begin{align*}
& d_{\mathrm{im}}(\theta)=-\frac{\ln \left(a_{0} / a_{1}\right)+2(\sigma / \star)^{2}\left(\theta^{2}+\chi_{1}^{\prime}\right)}{2 \theta_{1}^{\prime \prime} / \star}, \\
& d_{\mathrm{di}}(\theta)=\frac{\varphi_{0}-\varphi_{1}+m \pi+2(\sigma / \star)^{2} \chi_{1}^{\prime \prime}}{2 \theta_{1}^{\prime} / \star} . \tag{13}
\end{align*}
$$

The complete solution of the problem is obtained at the points where these curves cross the plot of the angular dependence. The coordinates of the crossing points specify both the required angular orientation of the sample and the layer thickness. Since only positive values of the layer thickness have physical meaning, the condition $a_{0}<a_{1}$ must be satisfied for success.

It is also interesting to consider more complicated systems with a large number of free parameters and to find the conditions for suppressing electron reflection in systems with some additional properties, for example, systems which are stable toward variation of the layer thickness, which can be preferable from the standpoint of their fabrication technology. Let us consider a system in which a Mo layer of thickness $d_{2}$ is located under a Tm layer of thickness $d_{1}$ on a glassy $\mathrm{SiO}_{2}$ substrate, i.e., the $\mathrm{Tm}\left(d_{1}\right) \mathrm{Mo}\left(d_{2}\right) \mathrm{SiO}_{2}$ system. Using the Parratt formula three times, we can obtain the total reflection amplitude in this case in the following form:

$$
\begin{align*}
& R_{\mathrm{tot}}(\theta)=C_{0}(\theta) \frac{R_{0}(\theta)+R_{1}^{+}(\theta) C_{1}\left(\theta, d_{1}\right)}{1+R_{0}(\theta) R_{1}^{+}(\theta) C_{1}\left(\theta, d_{1}\right)} \\
& R_{1}^{+}(\theta)=\frac{R_{1}(\theta)+R_{2}(\theta) C_{2}\left(\theta, d_{2}\right)}{1+R_{1}(\theta) R_{2}(\theta) C_{2}\left(\theta, d_{2}\right)} \tag{14}
\end{align*}
$$

Here the functions $R_{0}(\theta)$ and $R_{1}(\theta)$ are defined by formula (10) except that the subscript 1 now refers to the Mo layer and, in addition,

$$
\begin{equation*}
R_{2}(\theta)=\frac{\theta_{2}-\theta_{3}}{\theta_{2}+\theta_{3}}, \quad \theta_{3}=\sqrt{\theta^{2}+\chi_{3}} \tag{15}
\end{equation*}
$$

where the subscript 3 refers to the substrate and $C_{2}\left(\theta, d_{2}\right)$ is the transfer function of the wave for the Mo layer. The conditions for the suppression of electron reflection can be written in the form (12). However, in this case the real functions $a$ and $\varphi$ have somewhat different definitions:

$$
\begin{align*}
& R_{0}\left(1+R_{1} R_{2} C_{2}\right)=a_{0} \exp \left(i \varphi_{0}\right), \\
& R_{1}+R_{2} C_{2}=a_{1} \exp \left(i \varphi_{1}\right) \tag{16}
\end{align*}
$$

Thus, all the parameters $a_{0}, a_{1}, \varphi_{0}$, and $\varphi_{1}$ now depend on the thickness $d_{2}$ of the Mo layer. Therefore, solutions differing in the value of $d_{2}$ can be found.

### 2.3. Bragg antipeak effect

In the case of a ( $\mathrm{Tm}, \mathrm{Fe}$ ) multilayer the susceptibility difference is small. This leads to a small difference in the
critical angles for total external reflection. As a result, the damping-stabilized solutions considered above are impossible. On the other hand, the small susceptibility difference opens up a new way to achieve destructive interference between a wave reflected by the surface of a sample and a wave that is Bragg-diffracted in a multilayer superlattice having a periodic element in the form of a pair of Tm and Fe layers of different thickness, which is repeated $n$ times. We again introduce the amplitudes of the field $E: E_{t a}$ and $E_{r a}$ in the air above the surface and $E_{t t}$ and $E_{r t}$ in the top layer directly beneath the surface. We are interested in the total reflection amplitude $R_{\mathrm{tot}}=E_{r a} / E_{t a}$, while the reflection amplitude from the multilayer superlattice can be defined as $R_{\mathrm{ml}}=E_{r t} / E_{t t}$.

In this case the Parratt formula gives the relation

$$
\begin{equation*}
R_{\mathrm{tot}}(\theta)=C_{0}(\theta) \frac{R_{0}(\theta)+R_{\mathrm{ml}}(\theta)}{1+R_{0}(\theta) R_{\mathrm{ml}}(\theta)} \tag{17}
\end{equation*}
$$

where $R_{0}(\theta)$ is the reflection amplitude from the surface, which is defined in (10), and $\chi_{1}$ is the susceptibility of the top (Tm) layer of the multilayer. Near the critical angle for total external reflection, this reflection channel is also significant and leads to appreciable beam reflection for a material with a large electron density.

The only possibility for making the amplitude $R_{\text {tot }}(\theta)$ equal to zero for a multilayer superlattice arises in the case of the destructive interference of two channels, where $R_{\mathrm{ml}}$ $=-R_{0}$. This condition can be satisfied only if $\left|R_{0}\right|<1$. Therefore, the multilayer superlattice sought need not be strongly reflective, and we are interested in the case of a small reflection amplitude from one period of the multilayer superlattice with a negative sign, which is opposite to $R_{0}$. Just such a condition is realized in the case of the ( $\mathrm{Tm}, \mathrm{Fe}$ ) multilayer superlattice under consideration. An exact analytical formula describing the reflection amplitude from a multilayer superlattice was obtained in Ref. 26. In the general case of a multilayer superlattice having $n$ periods (unit cells), it can be written in the following manner:
$R_{\mathrm{ml}}^{(n)}(\theta)=\frac{r}{f_{+}} \frac{1-A \exp (i n \psi)}{1-B \exp (i n \psi)}, \quad A=\frac{r-R_{s} f_{+}}{r-R_{s} f_{-}}, \quad B=A \frac{f_{-}}{f_{+}}$,
$f_{ \pm}=1-\sqrt{t \bar{t}} \exp ( \pm i \psi / 2), \quad \exp ( \pm i \psi / 2)=v \mp \sqrt{v^{2}-1}$,
$v=\frac{1+t \bar{t}-r \bar{r}}{2 \sqrt{t \bar{t}}}$.
Here $R_{s}$ is the reflection amplitude directly above the first periodic element of the multilayer. Below the multilayer superlattice under consideration there can be another superlattice or system of layers with different parameters. The parameters $r, \bar{r}, t$, and $\bar{t}$ are the reflection and transmission amplitudes for one period in the forward and reverse directions. The explicit expressions for these quantities depend on the structure of a period in the multilayer superlattice. We are interested in the simple case with two layers in a period. We shall use the labels 1 and 2 to distinguish between the parameters of the upper and lower layers and thus have notation similar to the case considered above. The corresponding formulas can be written in the form

$$
\begin{gather*}
\bar{r}=r_{\mathrm{ml}}\left[1-\frac{t_{\mathrm{ml}} C_{2}}{1-r_{\mathrm{ml}}^{2} C_{2}}\right], \quad r=\bar{r} C_{1}, \quad t=\bar{t}=\frac{t_{\mathrm{ml}}\left(C_{1} C_{2}\right)^{1 / 2}}{1-r_{\mathrm{ml}}^{2} C_{2}}, \\
r_{\mathrm{ml}}=\frac{\theta_{1}-\theta_{2}}{\theta_{1}+\theta_{2}}, \quad t_{\mathrm{ml}}=\frac{4 \theta_{1} \theta_{2}}{\left(\theta_{1}+\theta_{2}\right)^{2}}=1-r_{\mathrm{ml}}^{2}, \tag{19}
\end{gather*}
$$

where $\theta_{j}$ and $C_{j}$ are defined in (8) and (10). We note that the results of a calculation using the analytical formulas are in complete agreement with the approach based on the repeated used of the Parratt recurrence formula for each boundary, but the computer time is significantly less, especially for a large number of periods. In addition, in the case of a thick multilayer superlattice, we obtain an analytical solution in the simpler form $R_{\mathrm{ml}}=r / f_{+}$directly from (18), provided the function $\psi$ is defined with a positive imaginary part.

The condition for Bragg diffraction in this approach requires that the complex quantity $t \bar{t}$ have a phase $2 \pi n$. At grazing incidence the $z$ component of the wave vector is small; therefore, the roughness of the boundary between the layers does not play a significant role. When the reflection amplitude from one boundary $r_{\mathrm{ml}}$ is small due to the small difference between the susceptibilities of the layers, the transmission amplitude $t_{\mathrm{ml}}$ is close to unity [see (19)]. Therefore, in an approximation we obtain the Bragg condition for first-order diffraction in the form $\operatorname{Re}\left(d_{1} \theta_{1}+d_{2} \theta_{2}\right)=\lambda / 2$, where $d_{1}$ and $d_{2}$ are the thicknesses of the upper and lower layers of a single period in the multilayer superlattice. As we know, in the case of the electron scattering of hard $x$ rays the imaginary part of the susceptibility is much smaller than the real part. Therefore, for angles of incidence greater than the critical angle, the reflection amplitude from the surface $R_{0}$ $=-\chi_{1} / 4 \theta^{2}$ has an approximately real value. The reflection amplitude from the boundary between layers in a multilayer superlattice has the approximate value $r_{\mathrm{ml}} \approx\left(\chi_{1}-\chi_{2}\right) / 4 \theta^{2}$. The small difference between the real parts of the complex susceptibilities can be accompanied by a normal difference between the imaginary parts [this is precisely what occurs in the case of a (Tm, Fe ) multilayer superlattice]. As a result $r_{\mathrm{ml}}$ is a complex quantity with an appreciable phase. Taking this into account, we arrive at the conclusion that the optimum structure for the repeating element in a multilayer superlattice is a combination of layers of different thickness.

To observe the Bragg antipeak effect, i.e., suppression of the total electron reflectivity as a consequence of destructive interference between a surface reflection and a reflection from the multilayer superlattice near the Bragg angle, we must first ensure the condition $\left|R_{\mathrm{ml}}\right| \approx\left|r_{\mathrm{ml}}\right| F>\left|R_{0}\right|$, where $F$ is a factor which characterizes the degree of increase in the reflection amplitude from the multilayer superlattice compared with reflection on one boundary. For a small number of periods $N$ and equal thicknesses $d_{1}=d_{2}$ of layers with smooth surfaces we obtain simply $F=2 N$. In the opposite case of a large number of layers, the value of $F$ is restricted by the absorption and roughness of the surface and is approximately

$$
\begin{aligned}
& F \approx \alpha /(1-|t \bar{t}|) \approx \alpha / M \\
& M=\left(\mu_{1} d_{1}+\mu_{2} d_{2}\right) / \theta+8(\theta \sigma / x)^{2}
\end{aligned}
$$

$\mu_{i}$ is the absorption coefficient in layer $i$, and $\alpha$ is the absolute value of the structure factor of the multilayer superlattice, which can have a value between 0 and 2 . The estimate obtained shows that appreciable reflection by a multilayer superlattice is confined to a finite range of angles, where absorption, on the one hand, and roughness, on the other hand, are not significant. In the case of a high level of roughness, this region can have zero dimensions, i.e., destructive interference can occur.

The second condition is that the phase difference between the complex quantities $R_{\mathrm{ml}}$ and $R_{0}$ must be equal to $\pi$. As was shown above, the phase of $R_{0}$ is approximately equal to zero. The phase of $r_{\mathrm{ml}}$ is approximately equal to $\pi$ if absorption is neglected and in the case of equal layer thicknesses provided the upper layer has a smaller electron density. However, the absorption is significant, and therefore the phase of $r_{\mathrm{ml}}$ differs from $\pi$ in the general case. There are two possibilities to compensate for this difference. The first arises at an angle shifted slightly from the Bragg angle. Since the reflection phase varies very rapidly near the Bragg angle, the necessary shift is small. For example, in the kinetic approximation and with the neglect of absorption, the reflection amplitude can be approximated by the expression

$$
\begin{align*}
& R_{\mathrm{ml}}=r \frac{\sin (N \varphi / 2)}{\sin (\varphi / 2)} \exp (i[N-1] \varphi / 2), \\
& \varphi=2 \operatorname{Re}\left(\theta_{1} d_{1}+\theta_{2} d_{2}\right) / \hbar \tag{20}
\end{align*}
$$

It is readily noted that near the Bragg maximum the phase of the reflection amplitude from a multilayer superlattice varies approximately $N$ times faster than does the phase for a single period.

The second possibility is to use a multilayer superlattice with unequal layer thicknesses. In this case the phases of the multipliers $C_{1}$ and $C_{2}$ are not equal to $\pi$ even at the Bragg angle, and the additional phase can cancel the deviation of the phase of $r_{\mathrm{ml}}$ from zero value. This case is preferable from the standpoint of the conception of the Bragg antipeak effect because destructive interference takes place here precisely at the Bragg angle. This leads to a large value for the nuclear resonant reflectivity. On the other hand, in this case the width of the dip on the electron reflectivity curve is narrower than in the former case owing to the property of Bragg diffraction just mentioned, i.e., the rapid variation of the phase of the reflection amplitude.

### 2.4. Nuclear resonant scattering

The susceptibility of a material is described by formula (5) only in the case of an electron channel for scattering a synchrotron radiation beam. The absence of electron reflection creates conditions for pure nuclear scattering by Tm nuclei in a layered system. When nuclear resonant scattering occurs, an additional contribution, which depends on the radiation frequency and describes the resonant interaction of Tm nuclei with synchrotron radiation, must be included in the susceptibility. In the simple case of a single unsplit line, the additional term is described by the formula

$$
\begin{align*}
& \Delta \chi_{\mathrm{Tm}}=-\frac{\star N \sigma_{0} \eta f_{\mathrm{LM}}}{2 w+i}, \quad w=\frac{\hbar \omega}{\Gamma_{0}}, \\
& \sigma_{0}=2 \pi \star^{2} \frac{2 I_{e}+1}{2 I_{g}+1} \frac{1}{\alpha+1} . \tag{21}
\end{align*}
$$

Here $N$ is the number of Tm atoms per unit volume, $\sigma_{0}$ is the nuclear scattering cross section at resonance, $\eta$ is the fraction of the resonant isotope, $f_{\mathrm{LM}}$ is the Lamb-Mössbauer factor, $I_{e}$ and $I_{g}$ are the values of the nuclear spin in the excited and ground states, respectively, $\alpha$ is the gamma-electron conversion coefficient, the frequency $\omega$ is measured relative to the resonance value, and $\Gamma_{0}$ is the natural resonance bandwidth.

The new term in the susceptibility of the Tm layer, which depends on frequency, causes the total reflection amplitude to also depend on frequency. In the case of strictly monochromatic radiation with a varying frequency, it becomes possible to measure the dependence of the reflection amplitude on frequency near resonance. On the other hand, when a short pulse of synchrotron radiation is scattered, a time-delayed component appears in the scattered radiation because of the resonant frequency dependence of the reflection amplitude. To calculate the delayed part of the scattered radiation, it is convenient to introduce a response function of the system to the instantaneous excitation of nuclei by a very short pulse. As we know, ${ }^{27}$ this function is defined by the Fourier transform of the reflection amplitude:

$$
\begin{equation*}
G(t, \theta) t_{0}=\int \frac{d w}{2 \pi} R(w, \theta) \exp \left(-\frac{i w t}{t_{0}}\right), \quad t_{0}=\frac{\hbar}{\Gamma_{0}} . \tag{22}
\end{equation*}
$$

Here $t_{0}$ is the lifetime of the excited state of the nucleus. The simplest way to isolate the resonant scattering is to measure only the delayed radiation after a time window of width $t_{w}$ with the detector covered within the time window $0<t$ $<t_{w}$. In this case the nuclear and electron resonant reflectivities can be defined by

$$
\begin{equation*}
P_{n}\left(\theta, t_{w}\right) \frac{\Gamma_{0}}{\hbar}=\int_{t_{w}}^{\infty} d t|G(t, \theta)|^{2}, \quad P_{e}(\theta)=|R(\infty, \theta)|^{2} . \tag{23}
\end{equation*}
$$

Here and below we have omitted the subscript "tot"' on the total reflection amplitude.

Below we shall confine ourselves to consideration of the special case of a very short time window, $t_{w} \rightarrow 0$. The integrated reflectivity of the delayed synchrotron radiation can then be calculated without Fourier transformation by utilizing Parseval's theorem:

$$
\begin{align*}
P_{n}(\theta) \frac{\Gamma_{0}}{\hbar} & =\int_{+0}^{\infty} d t|G(t, \theta)|^{2} \\
& =\frac{\Gamma_{0}}{\hbar} \int \frac{d w}{2 \pi}|R(w, \theta)-R(\infty, \theta)|^{2} \tag{24}
\end{align*}
$$

On the other hand, the response function for short delay times can be determined from the asymptotic expansion of the frequency dependence of the reflection amplitude, i.e., if

$$
\begin{equation*}
\lim _{|w| \rightarrow \infty} R(w, \theta)=R(\infty, \theta)+R_{1}(\theta) \frac{1}{w}+R_{2}(\theta) \frac{1}{w^{2}}+\ldots \tag{25}
\end{equation*}
$$

then

$$
\begin{align*}
G(t, \theta)= & R(\infty, \theta) \delta(t)-i R_{1}(\theta)-R_{2}(\theta) \frac{t}{t_{0}}+\ldots \\
\approx & R(\infty, \theta) \delta(t)-i R_{1}(\theta) \\
& \times \exp \left(-\frac{t}{t_{0}}\left(\frac{\gamma}{2}+i w_{0}\right)\right)+\ldots, \tag{26}
\end{align*}
$$

where we have used the notation $R_{2} / R_{1}=w_{0}-i \gamma / 2$. The quantity $R(\infty)$ is simply the electron part of the reflection amplitude, and $R_{1}$ specifies the nuclear part of the scattered radiation immediately after the pulse, while $R_{2}$ assigns the decay rate of the excited state for short delay times. The parameter $\gamma$ characterizes the decay acceleration effect ${ }^{27}$ (it is equal to unity if acceleration is not observed). Formula (26) permits direct evaluation of the integrated intensity during a short time window immediately after a pulse of synchrotron radiation. Thereafter a short time window can be taken into account in the integrated nuclear reflectivity (24) by simple subtraction.

The quantity of charged (nuclear) radiation depends on how strongly the near-resonant reflection amplitude differs from the off-resonance value. In a simple system with one surface the frequency dependence of the susceptibility causes the critical angle to also become dependent on frequency. However, at small grazing angles ( $\theta \ll \theta_{c}$ ) and at large grazing angles $\left(\theta>\theta_{c}\right)$ the reflection amplitude depends weakly on the critical angle and thus depends weakly on frequency. Therefore, it should be expected that the intensity of the delayed radiation integrated over time will have a maximum precisely in the range of angles near the critical angle $\mid \theta$ $-\theta_{c} \mid \ll \theta_{c}$. As was shown in Ref. 28, in first-order perturbation theory with respect to the nuclear addition to the susceptibility (the kinematic approximation for nuclear scattering) the time dependence of the delayed intensity for a nuclear system mimics the time dependence for an isolated nucleus. The angular dependence of the intensity is identical for all times following a pulse (or for all values of the frequency mismatch from resonance). The corresponding coefficient can be related to the effective number of nuclei participating in coherent reflection of the delayed radiation. Therefore, the suppression of electron scattering precisely in the range of angles near the critical angle, where nuclear reflection is strongest, is of greatest interest from the standpoint of obtaining pure nuclear scattering.

### 2.5. Efficiency of pure nuclear scattering

We assume that radiation which has passed through the premonochromator system has a nonzero intensity within the angular range $\Delta \theta$ and the frequency range $\Delta \omega$. We are interested in the integrated intensity of the scattered radiation in these ranges,

TABLE I. Some parameters of the elements considered.

|  | $Z$ | $A$, au | $\rho, \mathrm{g} / \mathrm{cm}^{3}$ | $\Delta f^{\prime}$ | $\Delta f^{\prime \prime}$ | $-\chi^{\prime}, 10^{-6}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ti | 22 | 47.88 | 4.53 | 0.269 | 1.68 | 24.728 |
| Fe | 26 | 55.85 | 7.86 | -0.786 | 2.94 | 41.648 |
| Mo | 42 | 95.94 | 10.2 | -0.087 | 2.54 | 52.300 |
| Tm | 69 | 9.29 | -9.94 | 3.90 | 38.120 |  |

$$
\begin{equation*}
\bar{P}\left(\theta_{0}\right)=\int_{\Delta \theta} d \theta^{\prime} \int_{\Delta \omega} d \omega P\left(\omega, \theta_{0}+\theta^{\prime}\right) \tag{27}
\end{equation*}
$$

where $\theta^{\prime}$ is the angular shift away from the value $\theta_{0}$, which corresponds to the complete suppression of electron reflection, and the frequency $\omega$ is measured relative the resonance value for ${ }^{169} \mathrm{Tm}$. In the case of the nonresonant (prompt) part of the radiation, there is no frequency dependence; therefore,

$$
\begin{equation*}
\bar{P}_{e}=\Delta \omega \int_{\Delta \theta} d \theta^{\prime} P_{e}\left(\theta_{0}+\theta^{\prime}\right) \tag{28}
\end{equation*}
$$

In the case of the nuclear resonant (delayed) part of the radiation, we can neglect the angular dependence in an approximation and write

$$
\begin{equation*}
\bar{P}_{n}=\Delta \theta P_{n}\left(\theta_{0}\right) \Gamma_{0} / \hbar, \tag{29}
\end{equation*}
$$

where $P_{n}(\theta)$ is defined by formula (24). The ability of different reflecting systems to produce pure nuclear scattering can be estimated by the ratio between these two quantities. In the small range of angles near the electron reflectivity minimum the angular dependence of the reflection amplitude has an approximately parabolic shape, and the integral is calculated analytically. As a result, we can introduce the efficiency parameter of pure nuclear scattering in the form

$$
\begin{equation*}
E_{s}=\frac{\bar{P}_{n}}{\bar{P}_{e}} \approx \frac{3 \Gamma_{0}}{\hbar \Delta \omega} \frac{P_{n}\left(\theta_{0}\right)}{P_{e}\left(\theta_{0}+\Delta \theta / 2\right)+2 P_{e}\left(\theta_{0}\right)} . \tag{30}
\end{equation*}
$$

In the ensuing analysis of specific cases we shall use the following particular values of the parameters appearing in this formula for the conditions in ESRF: $\eta \Delta \omega \approx 3$ $\times 10^{-2} \mathrm{eV}, \Gamma_{0}=10^{-7} \mathrm{eV}, \Delta \theta=12 \mu \mathrm{rad}$. The efficiency parameter depends on the thickness of the layers of the system; therefore, each individual method for isolating pure nuclear scattering can also be characterized in terms of the sensitivity toward variation of the layer thickness.

For numerical estimates of the efficiency of various layered systems we used susceptibility values calculated from Eqs. (5) and (21), which are presented in Table I. The contribution of the nuclear resonant scattering of Tm to the susceptibility was calculated with the parameters

$$
\begin{equation*}
\eta=f_{\mathrm{LM}}=1, \quad \Varangle N \sigma_{0}=2 \times 10^{-5} . \tag{31}
\end{equation*}
$$

## 3. SPECIFIC EXAMPLES

## 3.1. (Tm, Mo) layered system

In the case of the $\operatorname{Tm}(d)$ Mo system the susceptibility difference is fairly large; therefore, damping-stabilized solutions are possible. Figure 2 shows the angular dependence of
$d_{\mathrm{im}}$ and $d_{\mathrm{di}}$ for three values of the roughness parameter: $\sigma$ $=0,5$, and $10 \AA$. It is readily noted in the range of grazing angles of incidence that roughness up to $5 \AA$ has a weak influence on the curves and that the $d_{\mathrm{di}}$ curves corresponding to a phase difference of $\pi$ scarcely vary for the roughness values considered. We used the value $\sigma=5 \AA$ in the ensuing calculations. On the other hand, regardless of the roughness level, there are two solutions. There are no solutions with other values of the phase difference ( $3 \pi$ or more).

Figure 3 shows how the efficiency depends on the layer thickness for the damping-stabilized solutions found, as well as the angular dependence of the electron and nuclear reflectivities for the layer thickness corresponding to the maximum efficiency value. As follows from the calculations, the solution at small thicknesses has a doubled peak efficiency, but is more sensitive to variation of the thickness (Figs. 3a and 3c). The angular dependence for the thicknesses $d$ $=97 \AA$ and $158 \AA$ is shown in Fig. 3b and 3d. The solution with the larger thickness has a higher level of nuclear reflectivity and therefore corresponds to an angle of incidence in the range between the critical angles for $\operatorname{Tm}\left(\theta_{c}\right.$ $=6.17 \mathrm{mrad})$ and $\mathrm{Mo}\left(\theta_{c}=7.23 \mathrm{mrad}\right)$. At the same time, the dip on the electron reflectivity curve is narrower, and when the angular divergence of the beam (even 12 mrad ) is taken into account, this also leads to a higher level of electron reflectivity. The practical choice of the appropriate variant is determined by the possibility of creating a layer with a


FIG. 2. Graphical solutions of the equations of impedance matching and destructive interference for determining the layer thickness and the beam angle of incidence in the case of a $\operatorname{Tm}(d)$ Mo layered structure for three values of the roughness parameter: $\sigma=0,5$, and $10 \AA$. The $d_{\mathrm{im}}(\theta)$ curves have maxima which decrease with increasing $\sigma$ and the $d_{\mathrm{di}}(\theta)$ curves practically coincide.


FIG. 3. Dependence of the efficiency on thickness (a and c) and angular dependence (b, d, decimal logarithms) of the electron and nuclear (thick lines) reflectivities in the two possible solutions for a $\operatorname{Tm}(d) \mathrm{Mo}$ layered structure with $d$ $=97 \AA$ and $158 \AA$.
sufficient degree of control over the thickness or the power of the source.

A more complicated system, which contains two layers and can be described by the formula $\mathrm{Tm}\left(d_{1}\right) \mathrm{Mo}\left(d_{2}\right) \mathrm{SiO}_{2}$, has more free parameters. If the phase difference equals $\pi$, two solutions for the thickness $d_{1}$ of the Tm layer exist for each value of the thickness $d_{2}$ of the Mo layer, which we denote by $d_{1}^{(1)}$ and $d_{1}^{(2)}$ in order of increasing values. Calculations show that the solution $d_{1}^{(1)}$ for fairly large values of $d_{2}$ scarcely depends on the thickness of the Mo layer, while the value of $d_{1}^{(2)}$ decreases with a simultaneous increase in the efficiency as $d_{2}$ is diminished. Accordingly, the angle of incidence of the synchrotron radiation beam is also increased. When the thickness of the Mo layer is diminished further, the values of $d_{1}^{(1)}$ and $d_{1}^{(2)}$ approach one another. There is a critical value of $d_{2}$, at which the two solutions coincide, and then they vanish entirely as $d_{2}$ is subsequently diminished. Such behavior is specified by the strong influence of the additional reflectivity on the $\mathrm{Mo} / \mathrm{SiO}_{2}$ boundary. Figure 4 shows plots of the dependence of the efficiency on $d_{1}$ for various values of $d_{2}$ near the critical point. Attention should be focused on the very high efficiency level: up to 0.4 for the left-hand peaks and up to 0.2 for the right-hand peaks. However, destructive interference is very sensitivity to variation of the thickness. Of course, there is similar sensitivity toward variation of the susceptibility or roughness parameters.

Since the thicknesses of the layers are small, the angle of


FIG. 4. Dependence of the efficiency on thickness for a $\mathrm{Tm}\left(d_{1}\right) \mathrm{Mo}\left(d_{2}\right) \mathrm{SiO}_{2}$ multilayer in the region of small values of $d_{2}$ near the critical point. For clearer viewing each curve has been shifted by 0.5 along the vertical axis. The lowest curve (which remains at zero) corresponds to $d_{2}=21 \AA$. The value of $d_{2}$ for each successive curve is $1 \AA$ greater than for the preceding curve. The upper curve corresponds to $d_{2}=30 \AA$.


FIG. 5. Angular dependence of the electron and nuclear (thick line) reflectivities for a $\operatorname{Tm}\left(d_{1}\right) \mathrm{Mo}\left(d_{2}\right) \mathrm{SiO}_{2}$ multilayer with $d_{1}=28.2 \AA$ and $d_{2}$ $=24 \AA$.
incidence of the beam appreciably surpasses the critical angle for total external reflection. As an example, Fig. 5 shows plots of the angular dependence of the electron and nuclear reflectivities for a layered system with $d_{1}=28.2 \AA$ and $d_{2}=24 \AA$. It is easy to see that a high efficiency level is achieved owing to the very broad dip in electron reflectivity, while the level of nuclear reflectivity is quite small. A fairly powerful source of synchrotron radiation and a technology for fabricating multilayer structures with high-precision layers are needed to utilize this case.

The system under consideration also has solutions with a phase difference of $3 \pi$ in the range of values of $d_{2}$ from 0 to $140 \AA$. From the standpoint of the stability of the efficiency parameter as the thickness is varied, there is interest in the range of values of $d_{2}$ near the maximum, where the two solutions have similar values of $d_{1}$. Figure 6 shows the $\left(d_{1}, d_{2}\right)$ dependence of the efficiency in this range. As follows from the figure, an efficiency greater than 0.01 can be
obtained within a region having the dimensions $\Delta d_{1}$ $=20 \AA$ and $\Delta d_{2}=7 \AA$ near the point $d_{1}=220 \AA, d_{2}$ $=136 \AA$.

## 3.2. (Ti, Tm) layered system

The systems considered above contain a Tm layer as the upper layer. This specifies a high level of nuclear reflectivity. On the other hand, the susceptibility difference cannot exceed a certain limit. In particular, it is impossible to find a substance which would have a susceptibility twice as large as that of Tm . Such a case is roughly realized if Tm nuclei are found in a substrate coated from above by a Ti layer (see Table I), i.e., in a system described by the formula $\mathrm{Ti}(d) \mathrm{Tm}$. When the phase difference equals $\pi$, there are again two solutions on the plots of the angular dependence of $d_{\mathrm{im}}$ and $d_{\mathrm{di}}$ for this system. Figure 7 shows plots of the thickness dependence of the efficiency for these solutions. The efficiency maximum is at $d=78.5$ and $211 \AA$, respectively. The solution with the larger thickness corresponds to the nuclear reflectivity maximum on the angular dependence, which is slightly weakened by absorption in the upper Ti layer. This is because the angle of incidence of the synchrotron radiation beam in this case is smaller than the critical angle for Tm and lies between the values of the critical angles for Tm and Ti (the critical angle for $\mathrm{Ti} \theta_{c}=4.97 \mathrm{mrad}$ ). However, the dip in electron reflectivity is extremely narrow, leading to a low level of efficiency (0.002) and weak sensitivity toward variation of the thickness.

It is noteworthy that there is a correlation between the orientation of the $d_{\mathrm{im}}$ and $d_{\mathrm{di}}$ curves at the crossing point on the angle-thickness plane [an example is given in Fig. 2 for the $\operatorname{Tm}(d)$ Mo system] and the width of the efficiency peak as a function of thickness, on the one hand, as well as the width of the dip in electron reflectivity as a function of the angle, on the other hand. A large angle between the $d_{\mathrm{im}}$ and $d_{\mathrm{di}}$ curves in the direction of the angle axis specifies a narrow dip in electron reflectivity, while a small angle in the direc-


FIG. 6. Dependence of the efficiency on thickness for a $\mathrm{Tm}\left(d_{1}\right) \mathrm{Mo}\left(d_{2}\right) \mathrm{SiO}_{2}$ multilayer in the region of large thicknesses near the critical point.


FIG. 7. Dependence of the efficiency on thickness for the two possible solutions (a and b) in the case of a $\mathrm{Ti}(\mathrm{d}) \mathrm{Tm}$ layered structure.
tion of the thickness axis leads to a broad peak on the plot of the dependence on thickness. The large slope of the $d_{\mathrm{di}}$ curve at small angles is the cause of the narrow dip in electron reflectivity in the case of large thicknesses. Thus, the anglethickness diagrams clearly demonstrate why the case of small layer thicknesses leads both to an extremely high efficiency (0.2) of pure nuclear reflection and to a high sensitivity toward variation of the thickness (Fig. 7a). The level of nuclear reflectivity here is roughly the same as for large thicknesses, but the angular width of the dip in electron reflectivity is very large. Thus, this case can be preferable if there is a way to ensure a thin layer during fabrication of the sample.

## 3.3. ( $\mathrm{Tm}, \mathrm{Fe}$ ) multilayer superlattice

A totally different situation arises in the case of layered systems containing Tm and Fe. Because of the small difference between their susceptibilities, the reflectivity of the Tm-Fe interface cannot make up for the strong reflectivity of the Tm-air interface. As a result, damping-stabilized solutions are impossible. Instead, a new Bragg antipeak effect is
possible. As was noted above, the possibility of destructive interference between the reflection amplitude from the surface of a sample and the reflection amplitude from a multilayer superlattice depends strongly on the roughness of the interfaces between the layers independently of the roughness of the surface. This is because roughness strongly decreases the reflection amplitude from a multilayer superlattice regardless of the number of periods. For a multilayer superlattice with ideal interfaces between the layers there is a possibility for destructive interference over a broad range of angles, including fairly large angles, at which high-order Bragg peaks appear. Nevertheless, only the smallest of the possible values of the angle of incidence of the synchrotron radiation beam are of interest from the standpoint of obtaining a high level of nuclear reflectivity at the Bragg angle.

For multilayer superlattices with a $\operatorname{Tm}\left(d_{1}\right) \mathrm{Fe}\left(d_{2}\right)$ period and rough interfaces between the layers, only the first-order Bragg peak can provide a reflection amplitude comparable to reflection from the surface. Figure 8 shows the dependence of the efficiency on thickness for a superlattice containing 10 periods with a roughness parameter $\sigma=3 \AA$. The efficiency


FIG. 8. Dependence of the efficiency on the layer thicknesses $d_{1}$ and $d_{2}$ for a $\left[\operatorname{Tm}\left(d_{1}\right) \mathrm{Fe}\left(d_{2}\right)\right]^{*} 10 / \mathrm{SiO}_{2}$ superlattice.
rises sharply on the closed line, along which the conditions for the complete suppression of electron reflection are satisfied. The side with large values of $d_{1}$ corresponds to the suppression of electron reflection precisely at the center of the Bragg peak, while on the left-hand side (small values of $d_{1}$ ) with higher and narrower peaks, suppression occurs on the large-angle slope of the Bragg maximum. The angular position of the Bragg peak can be calculated approximately from the values of $d_{1}$ and $d_{2}$ using the simple formula

$$
\left(\theta^{2}-\theta_{c}^{2}\right)^{1 / 2}=\lambda / 2\left(d_{1}+d_{2}\right),
$$

where $\theta_{c}$ is the mean value of the critical angles of Tm and $\mathrm{Fe}\left(\theta_{c}=6.45 \mathrm{mrad}\right)$.

For all values of the layer thicknesses within the closed line, the electron reflectivity curve has a dip on the angular dependence, but it is too small to provide a high level of efficiency, since the minimum value is above zero. As the calculations show, the size of the region within the closed line depends strongly on the number of periods in the multilayer superlattice up to a certain limiting number, which is governed by absorption, as well as on the level of roughness. For example, the conditions for destructive interference vanish entirely for the value of the roughness parameter $\sigma$ $=5 \AA$. However, when the Bragg antipeak effect occurs, the efficiency of pure nuclear reflection is fairly high and stable toward variation of the thickness. Thus, this case can also be utilized to obtain pure nuclear scattering of synchrotron radiation.

## 4. CONCLUSION

The purpose of the present work was to find and analyze conditions under which electron reflection by a multilayer structure can be suppressed to a considerable extent while there is a high level of nuclear resonant reflection for ${ }^{169} \mathrm{Tm}$. This is needed to set off the very narrow energy range $\left(10^{-7} \mathrm{eV}\right)$ corresponding to the nuclear resonant scattering of a synchrotron radiation beam by Tm nuclei. To evaluate the effect, we have introduced an efficiency parameter as the ratio of the intensity of the radiation scattered by nuclei (with a delay) to the electron scattering intensity (the prompt scattering) in energy and angular ranges that are attainable in third-generation synchrotron radiation sources. In principle, an efficiency greater than 0.0001 is sufficient for measurements without a time window.

The method used in the theoretical analysis is based on the Fresnel formulas for reflection on an interface between two homogeneous media. This method was developed by Parratt for smooth boundaries and extended here to the case of rough boundaries. A set of possible layered structures capable of providing the required efficiency level has been found. Cases where a Tm layer is accompanied by a layer with a considerably larger electron density (Mo) or with a considerably smaller electron density ( Ti ), as well as with a similar electron density ( Fe ), can be utilized. In the last case a new method for suppressing electron scattering, viz., the Bragg antipeak effect, has been found. As a rule, a high efficiency level is accompanied by strong sensitivity toward variation of the parameters. Only the sensitivity toward
variation of the layer thicknesses has been analyzed in detail, but the sensitivity toward variation of the susceptibility or surface roughness parameters can be of the same order.

From the standpoint of the stability of pure nuclear scattering with respect to variation of the parameters, cases with intermediate efficiency values $(0.01-0.1)$ can be preferable. Such conditions have been found in a $\mathrm{Tm}\left(d_{1}\right) \mathrm{Mo}\left(d_{2}\right) \mathrm{SiO}_{2}$ multilayer with relatively thick layers and in a $\left[\mathrm{Tm}\left(d_{1}\right) \mathrm{Fe}\left(d_{2}\right)\right]^{*} n / \mathrm{SiO}_{2}$ multilayer superlattice with a low level of interfacial roughness.
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#### Abstract

An investigation is made of the spatial dispersion of the permittivity of achiral liquid crystals with large-scale fluctuations. It is observed that for large correlation lengths the terms with spatial dispersion are anomalously large. The specific form of these terms is obtained for orientational fluctuations in a nematic and fluctuations of the deformations of the smectic layers in a smectic-A in an orienting magnetic field. It is shown that these effects may be observed optically by means of accurate measurements of the angular dependence of the refractive indices of electromagnetic waves. © 1998 American Institute of Physics. [S1063-7761(98)01307-9]


## 1. INTRODUCTION

Local coupling between the electrical induction and the field may be impaired in the presence of spatial fluctuations of the permittivity. The spatial dispersion obtained by allowing for these fluctuations is naturally called the fluctuation dispersion. This fluctuation spatial dispersion has not been analyzed previously, so that a material with these properties is an interesting topic for discussion.

It has been established that allowance for spatial dispersion in nongyrotropic media for frequencies some distance from the absorption line yields corrections of order the square of the ratio of the characteristic microscopic length (such as the average electron displacement under the action of the field, the lattice constant, and so on) to the wavelength of the field. ${ }^{1,2}$ If a medium with large-scale fluctuations is considered, its characteristic length is the correlation length, so that for a large correlation length the corrections arising from the spatial dispersion should be quite significant. This effect is analyzed subsequently in liquid crystals. The similar situation encountered near the critical point in liquids will be studied elsewhere.

By their very nature liquid crystals are materials with pronounced fluctuations. Calculations of the dielectric properties of liquid crystals, for example, using local field theory, ${ }^{3}$ usually only take account of microscopic fluctuations of the position and orientation of the nearest-neighbor molecules. These fluctuations actually play a major role and strongly influence the calculated principal values of the permittivity tensor. It is clear, however, that the corresponding spatial dispersion should be relatively low.

Some types of fluctuations in liquid crystals have large macroscopic dimensions: their correlation lengths are many times greater than the intermolecular distances. ${ }^{4}$ In particular, near the phase transition point the correlation length of the pretransition fluctuations depends strongly on temperature, increasing as the transition point is approached. The orientational fluctuations in a nematic or the fluctuations of the smectic layer deformation in a smectic-A have macroscopic correlation lengths over the entire temperature range
where the phase exists. In this case, it is typically found that in the absence of external orienting factors, the correlation lengths are formally infinitely large. In practice, however, the surfaces, and the external electric and magnetic fields always have a substantial orienting influence in liquid crystals, which leads to finite correlation lengths, the latter becoming controllable parameters of the liquid crystals. ${ }^{5}$

Since long-wavelength fluctuations in nematics and smectic-A liquid crystals in fact induce local changes in the direction of the principal optic axis, it is possible to study the fluctuational spatial dispersion in these by assuming that the material is an inhomogeneous locally uniaxial medium. To illustrate the results, we use the well-known correlation functions of liquid crystals in a magnetic field.

Calculations of the electromagnetic wave spectra show that the fluctuations influence the angular dependences of the refractive indices of the liquid crystals. A similar effect was considered previously for ordinary waves in a nematic ${ }^{6}$ where numerical results were obtained for very large correlation lengths. An analysis in terms of the spatial dispersion is clearly valid for correlation lengths shorter than the wavelength of light, i.e., in well-oriented liquid crystals. In this approach the corrections to the spectra of the ordinary and extraordinary waves have a simple analytic form.

The estimates made show these corrections caused by fluctuational spatial dispersion can be observed by optical methods.

## 2. SPATIAL DISPERSION IN A LIQUID CRYSTAL WITH FLUCTUATIONS OF THE DIRECTOR ORIENTATION

We shall analyze a locally uniaxial medium with the fluctuational direction $\mathbf{n}$ of the principal optic axis:

$$
\begin{equation*}
\varepsilon_{i j}(\mathbf{r}, \omega)=\varepsilon_{a}(\omega) \delta_{i j}+\left(\varepsilon_{e}(\omega)-\varepsilon_{o}(\omega)\right) n_{i}(\mathbf{r}) n_{j}(\mathbf{r}) \tag{1}
\end{equation*}
$$

Assuming that the deviations of the vector $\mathbf{n}$ from its average $\mathbf{n}_{0}$ are small, we have

$$
\begin{equation*}
\mathbf{n}=\mathbf{n}_{0}+\delta \mathbf{n}, \quad \mathbf{n}_{0} \cdot \delta \mathbf{n} \approx 0 \tag{2}
\end{equation*}
$$

Using linear terms in $\delta \mathbf{n}$, we rewrite formula (1) in the form

$$
\begin{equation*}
\varepsilon_{i j}(\mathbf{r}, \omega)=\varepsilon_{i j}(\omega)+\delta \varepsilon_{i j}(\mathbf{r}, \omega), \tag{3}
\end{equation*}
$$

where

$$
\begin{aligned}
& \varepsilon_{i j}(\omega)=\varepsilon_{o}(\omega) \delta_{i j}+\varepsilon_{a}(\omega) e_{i} e_{j}, \\
& \delta \varepsilon_{i j}(\mathbf{r}, \omega)=\varepsilon_{a}(\omega)\left(e_{i} \delta \mathbf{n}_{j}+\delta \mathbf{n}_{i} e_{j}\right),
\end{aligned}
$$

and $\varepsilon_{a}=n_{0}^{2}\left(\varepsilon_{e}-\varepsilon_{o}\right)$ is the optical anisotropy of the liquid crystal averaged over the fluctuations. The unit vector $\mathbf{e}$ is directed along $\mathbf{n}_{0}$ and thus defines the principal optic axis of the liquid crystal as a whole.

The wave equation for the electric field components

$$
\begin{equation*}
\nabla \operatorname{div} \mathbf{E}-\Delta \mathbf{E}=\frac{\omega^{2}}{c^{2}} \mathbf{D} \tag{4}
\end{equation*}
$$

after Fourier transforming and using Eq. (3) yields

$$
\begin{align*}
& {\left[q^{2} \delta_{i j}-q_{i} q_{j}-\varepsilon_{i j}(\omega) \frac{\omega^{2}}{c^{2}}\right] E_{j}(\mathbf{q}, \omega)} \\
& \quad=\frac{\omega^{2}}{c^{2}} \int d^{3} p \delta \varepsilon_{i j}(\mathbf{p}, \omega) E_{j}(\mathbf{q}-\mathbf{p}, \omega) \tag{5}
\end{align*}
$$

Integrating Eq. (5), we can easily obtain

$$
\begin{align*}
& {\left[q^{2} \delta_{i j}-q_{i} q_{j}-\varepsilon_{i j}(\omega) \frac{\omega^{2}}{c^{2}}\right] E_{j}(\mathbf{q}, \omega)} \\
& \quad=\frac{\omega^{4}}{c^{4}} \int d^{3} p \int d^{3} p^{\prime} \delta \varepsilon_{i j}(\mathbf{p}, \omega) \delta \varepsilon_{k l}\left(\mathbf{p}^{\prime}, \omega\right) \\
& \quad \times\left[(\mathbf{q}-\mathbf{p})^{2} \delta_{j k}-(\mathbf{q}-\mathbf{p})_{j}(\mathbf{q}-\mathbf{p})_{k}\right. \\
& \left.\quad-\varepsilon_{j k}(\omega) \frac{\omega^{2}}{c^{2}}\right]^{-1} E_{l}\left(\mathbf{q}-\mathbf{p}-\mathbf{p}^{\prime}, \omega\right) \tag{6}
\end{align*}
$$

Since the optical anisotropy of a liquid crystal is usually weak, in calculations of the fluctuation corrections it can be neglected wherever it is not of fundamental importance. In particular, on the right-hand side of formula (6) we can set

$$
\begin{align*}
& {\left[(\mathbf{q}-\mathbf{p})^{2} \delta_{j k}-(\mathbf{q}-\mathbf{p})_{j}(\mathbf{q}-\mathbf{p})_{k}-\varepsilon_{j k}(\omega) \frac{\omega^{2}}{c^{2}}\right]^{-1}} \\
& \quad \simeq \frac{\varepsilon_{o}(\omega / c)^{2} \delta_{j k}-(\mathbf{q}-\mathbf{p})_{j}(\mathbf{q}-\mathbf{p})_{k}}{\varepsilon_{o}(\omega / c)^{2}\left[(\mathbf{q}-\mathbf{p})^{2}-\varepsilon_{o}(\omega / c)^{2}\right]} . \tag{7}
\end{align*}
$$

Averaging over the fluctuations assuming a homogeneity of the averaged liquid crystal yields

$$
\begin{align*}
& \left\langle\delta \varepsilon_{i j}(\mathbf{p}, \omega) \delta \varepsilon_{k l}\left(\mathbf{p}^{\prime} \omega\right)\right\rangle \\
& \quad=\left\langle\delta \varepsilon_{i j}(\mathbf{p}, \omega) \delta \varepsilon_{k l}(-\mathbf{p}, \omega)\right\rangle \delta^{(3)}\left(\mathbf{p}+\mathbf{p}^{\prime}\right) \tag{8}
\end{align*}
$$

Substituting expressions (7) and (8) into formula (6) gives the wave equation which contains the following tensor as the permittivity

$$
\begin{align*}
\varepsilon_{i j}(\mathbf{q}, \omega)= & \varepsilon_{i j}(\omega)+\frac{1}{\varepsilon_{o}} \int d^{3} p\left\langle\delta \varepsilon_{i j}(\mathbf{p}, \omega) \delta \varepsilon_{k l}(-\mathbf{p}, \omega)\right\rangle \\
& \times \frac{\varepsilon_{o}(\omega / c)^{2} \delta_{j k}-(\mathbf{q}-\mathbf{p})_{j}(\mathbf{q}-\mathbf{p})_{k}}{(\mathbf{q}-\mathbf{p})^{2}-\varepsilon_{o}(\omega / c)^{2}} \tag{9}
\end{align*}
$$

Using Eq. (3), we can easily obtain

$$
\begin{align*}
\left\langle\delta \varepsilon_{i j}(\mathbf{p}, \omega) \delta \varepsilon_{k l}(-\mathbf{p}, \omega)\right\rangle= & \varepsilon_{a}^{2}\left[e_{i} e_{k} g_{j l}(\mathbf{p})+e_{i} e_{l} g_{j k}(\mathbf{p})\right. \\
& \left.+e_{j} e_{k} g_{i l}(\mathbf{p})+e_{j} e_{l} g_{i k}(\mathbf{p})\right] \tag{10}
\end{align*}
$$

where $g_{m s}(\mathbf{p})$ is the Fourier transform of the correlation function

$$
\begin{equation*}
g_{m s}(\mathbf{r})=\left\langle\delta n_{m}\left(\mathbf{r}^{\prime}\right) \delta n_{s}\left(\mathbf{r}^{\prime}-\mathbf{r}\right)\right\rangle \tag{11}
\end{equation*}
$$

In fact, formula (9) only takes into account the contribution of two-photon scattering processes at fluctuations. Multiphoton scattering can justifiably be neglected because the perturbation of the permittivity is proportional to the dielectric anisotropy, so that the discarded terms contain the superfluous factor $\varepsilon_{a}^{2}$ which is almost always small. In addition, the orientational elasticity of the liquid crystal also has the result that the deviations of the director from the equilibrium direction are small, making the corrections to the permittivity even smaller and the role of the multiphoton processes even more negligible.

The wave vectors $|\mathbf{p}| \lesssim \xi^{-1}$ make some contribution to the integral in Eq. (9), where $\xi$ is the correlation length over which $g_{m s}(\mathbf{r})$ decreases. Since the macroscopic description is valid for wavelengths

$$
\begin{equation*}
\lambda \gg \xi \tag{12}
\end{equation*}
$$

in Eq. (9) we can obviously assume $q \ll p,(\omega / c) \ll p$, i.e., an expansion in terms of small $q$ and $(\omega / c)$ is valid.

The terms in this expansion which do not depend on $\mathbf{q}$ contribute to the permittivity without spatial dispersion. This contribution is obviously small compared with the contributions of the short-wavelength correlations ${ }^{3}$ and thus we shall denote the entire wave-vector-independent component of the permittivity as $\varepsilon_{i j}(\omega)$, assuming that this takes into account all the fluctuation corrections and is actually observed experimentally. Integration of terms linear in $\mathbf{q}$ gives zero since the medium, and with it the correlation function, is assumed to have a center of inversion. The quadratic terms determine the spatial dispersion of the permittivity so that

$$
\begin{align*}
\varepsilon_{i j}(\mathbf{q}, \omega)= & \varepsilon_{i j}(\omega)+\frac{1}{\varepsilon_{o}} \int d^{3} p\left\langle\delta \varepsilon_{i j}(\mathbf{p}, \omega) \delta \varepsilon_{k l}(-\mathbf{p}, \omega)\right\rangle \frac{1}{p^{2}} \\
& \times\left[-q_{j} q_{k}+\left(q_{j} p_{k}+p_{j} q_{k}\right) \frac{2(\mathbf{q} \cdot \mathbf{p})}{p^{2}}\right. \\
& \left.+p_{j} p_{k} \frac{q^{2} p^{2}-4(\mathbf{q} \cdot \mathbf{p})^{2}}{p^{4}}\right] . \tag{13}
\end{align*}
$$

Since we have $\delta \mathbf{n} \perp \mathbf{e}$, only those components of the tensor $g_{m s}(\mathbf{p})$ corresponding to directions perpendicular to $\mathbf{e}$ are nonzero. Additionally, we can assume that its symmetry is the same as that of an averaged liquid crystal, as is the case, e.g., in an orienting external field. We can then write

$$
\begin{equation*}
g_{m s}(\mathbf{p})=\left(\delta_{m s}-e_{m} e_{s}\right) u\left(p_{\|}, p_{\perp}\right)+\frac{p_{\perp m} p_{\perp s}}{p_{\perp}^{2}} \nu\left(p_{\|}, p_{\perp}\right), \tag{14}
\end{equation*}
$$

where $\mathbf{p}_{\|}$and $\mathbf{p}_{\perp}$ are the longitudinal and perpendicular components of the vector $\mathbf{p}$ relative to the $\mathbf{e}$ optic axis.

Substituting Eq. (14) into Eqs. (10) and (9) yields explicit forms of the terms with spatial dispersion

$$
\begin{align*}
\varepsilon_{i j}(\mathbf{q}, \omega)= & \varepsilon_{i j}(\omega)+\frac{\varepsilon_{a}^{2}(\omega)}{\varepsilon_{o}(\omega)} \gamma_{i j k l} q_{k} q_{l}, \\
\gamma_{i j k l} q_{k} q_{l}= & q^{2}\left[a \delta_{i j}+b e_{i} e_{j}\right]+q_{\|}^{2}\left[d \delta_{i j}+f e_{i} e_{j}\right] \\
& +q_{\|}\left(q_{i} e_{j}+e_{i} q_{j}\right) g+q_{i} q_{j} h \tag{15}
\end{align*}
$$

and the frequency-independent constants

$$
\begin{align*}
& a=-u_{1}+2 u_{2}+\frac{1}{2} \nu_{2}, \\
& b=2 u_{1}-4 u_{2}+\frac{1}{2} \nu_{0}+\nu_{1}-\frac{3}{2} \nu_{2}, \\
& d=6 u_{1}-6 u_{2}-u_{0}-\frac{1}{2} \nu_{0}+\frac{5}{2} \nu_{1}-\frac{5}{2} \nu_{2}, \\
& f=2 u_{0}-6 u_{1}+4 u_{2}-\frac{3}{2} \nu_{1}+\frac{3}{2} \nu_{2}, \\
& g=-3 u_{1}+4 u_{2}+\frac{1}{2} \nu_{0}-3 \nu_{1}+3 \nu_{2}, \\
& h=\nu_{2}-\nu_{1} \tag{16}
\end{align*}
$$

are expressed in terms of the integrals

$$
\begin{align*}
& u_{\alpha}=\int d^{3} p \frac{u\left(p_{\|}, p_{\perp}\right)}{p^{2}}\left(\frac{p_{\|}}{p}\right)^{2 \alpha}, \\
& \nu_{\alpha}=\int d^{3} p \frac{\nu\left(p_{\|}, p_{\perp}\right)}{p^{2}}\left(\frac{p_{\|}}{p}\right)^{2 \alpha}, \quad \alpha=0,1,2 . \tag{17}
\end{align*}
$$

These have dimensions of the square of length. Their smallness compared with $\lambda^{2}$ is responsible for the smallness of the terms with spatial dispersion.

## 3. NEMATIC LIQUID CRYSTAL IN AN ORIENTING MAGNETIC FIELD

An infinite nematic in an orienting magnetic field $\mathscr{H}$ has finite correlation lengths of orientational fluctuations, and these are proportional to $\mathscr{H}^{-1}$. If the anisotropy of the magnetic susceptibility is $\chi_{a}>0$, the optic axis is oriented in the direction of the field and the correlation function is given by ${ }^{5}$

$$
\begin{align*}
& u\left(p_{\|}, p_{\perp}\right)=\frac{k_{B} T}{K_{1} p_{\perp}^{2}+K_{3} p_{\|}^{2}+\chi_{a} \mathscr{H}^{2}} \\
& u\left(p_{\|}, p_{\perp}\right)+\nu\left(p_{\|}, p_{\perp}\right)=\frac{k_{B} T}{K_{2} p_{\perp}^{2}+K_{3} p_{\|}^{2}+\chi_{a} \mathscr{H}^{2}}, \tag{18}
\end{align*}
$$

where $K_{\alpha}$ are the corresponding elastic moduli of the liquid crystal.

Since these moduli usually have comparatively similar values, we can assume for simplicity in the so-called singleconstant approximation that $K_{1}=K_{2}=K_{3}=K$. Then, we have $\nu=0$ and

$$
\begin{equation*}
u\left(p_{\|}, p_{\perp}\right)=u(p)=\frac{k_{B} T}{K\left(p^{2}+\xi^{-2}\right)} \tag{19}
\end{equation*}
$$

where the correlation length is $\xi=\sqrt{K / \chi_{a}} \mathscr{H}^{-1}$. Thus, $\nu_{\alpha}$ $=0$ and

$$
\begin{equation*}
u_{0}=2 \pi^{2} \frac{k_{B} T}{K} \xi, \quad u_{1}=\frac{1}{3} u_{0}, \quad u_{2}=\frac{1}{5} u_{0} . \tag{20}
\end{equation*}
$$

The permittivity with allowance for the spatial dispersion has the form

$$
\begin{align*}
\varepsilon_{i j}(\mathbf{q}, \omega)= & \varepsilon_{i j}(\omega)+\frac{\varepsilon_{a}^{2}(\omega) u_{0}}{15 \varepsilon_{o}(\omega)}\left\{q^{2}\left(\delta_{i j}-2 e_{i} e_{j}\right)\right. \\
& \left.-q_{\|}^{2}\left(3 \delta_{i j}-12 e_{i} e_{j}\right)-3 q_{\|}\left(q_{i} e_{j}+e_{i} q_{j}\right)\right\} . \tag{21}
\end{align*}
$$

Estimating $T \sim 400 \mathrm{~K}, K \sim 10^{-6}$ dyn, $q \sim 10^{4} \mathrm{~cm}^{-1}, \varepsilon_{o}$ $\sim 1$, and $\varepsilon_{\alpha}^{2} \sim 0.1$, we have in order of magnitude

$$
\begin{equation*}
\frac{\varepsilon_{a}^{2}}{\varepsilon_{o}} u_{0} \sim 10^{-3}(\xi q), \tag{22}
\end{equation*}
$$

i.e., since $(\xi q)<1$, the terms with spatial dispersion may have values of $10^{-3}$. Assuming that $\chi_{\alpha} \sim 10^{-7}$, we also find that inequality (12) which restricts the validity of the macroscopic analysis of the fluctuations to fairly well-oriented liquid crystals, requires a strong orienting magnetic field $\mathscr{H}$ $>10^{4}$ Oe.

## 4. ACHIRAL SMECTIC LIQUID CRYSTAL IN A MAGNETIC FIELD

We shall analyze a single-domain smectic- $A$ oriented by a magnetic field. Since the distortions of the position order in the layer structure are only important for us because they change the local direction of the optic axis, the question of violations of the position order caused by instability of a one-dimensionally ordered structure can be left to one side. An important factor is that the orientational nematic order in smectics is fairly high.

The principal optic axis in a smectic- $A$ is directed along the normal to the surface of the smectic layers. Thus, if the layers are deformed by long-wavelength fluctuations, we have

$$
\begin{equation*}
\mathbf{n}(\mathbf{r})=\mathbf{n}_{0}-\frac{\partial}{\partial \mathbf{r}_{\perp}} w(\mathbf{r}), \tag{23}
\end{equation*}
$$

where $w(\mathbf{r})$ is the deviation of the layer from the equilibrium smectic plane. The correlation function is then

$$
\begin{equation*}
\left.g_{m s}(\mathbf{p})=-\left.p_{\perp m} p_{\perp s}\langle | w(\mathbf{p})\right|^{2}\right\rangle \tag{24}
\end{equation*}
$$

i.e., in a smectic- $A$

$$
\begin{equation*}
\left.u\left(p_{\|}, p_{\perp}\right)=0, \quad \nu\left(p_{\|}, p_{\perp}\right)=-\left.p_{\perp}^{2}\langle | w\left(p_{\|}, p_{\perp}\right)\right|^{2}\right\rangle \tag{25}
\end{equation*}
$$

In an orienting magnetic field we have

$$
\begin{equation*}
\left.\left.\langle | w\left(p_{\|}, p_{\perp}\right)\right|^{2}\right\rangle=\frac{k_{B} T}{B p_{\|}^{2}+K\left(p_{\perp}^{4}+\chi_{a} \mathscr{H}^{2} p_{\perp}^{2}\right)}, \tag{26}
\end{equation*}
$$

where $B$ is the bulk modulus of the smectic layers. ${ }^{5}$
Introducing the correlation lengths perpendicular and parallel to the optic axis,

$$
\begin{equation*}
\xi_{\perp}=\sqrt{\frac{K}{\chi_{a}}} \frac{1}{\mathscr{H}}, \quad \xi_{\|}=\xi_{\perp}^{2} \sqrt{\frac{B}{K}}, \tag{27}
\end{equation*}
$$

we can write

$$
\begin{equation*}
\nu\left(p_{\|}, p_{\perp}\right)=-\frac{k_{B} T p_{\perp}^{2} \xi_{\perp}^{4}}{K\left(p_{\|}^{2} \xi_{\|}^{2}+p_{\perp}^{2} \xi_{\perp}^{2}+p_{\perp}^{4} \xi_{\perp}^{4}\right)} . \tag{28}
\end{equation*}
$$

Since the smectic layers are usually weakly compressible, the value of $B$ is such that the parameter $\sqrt{K / B}$ is small and has the order of the molecular lengths, i.e.,

$$
\begin{equation*}
\xi_{\|} \gg \xi_{\perp} . \tag{29}
\end{equation*}
$$

The integrals $\nu_{\alpha}$ are then

$$
\begin{equation*}
\nu_{0}=-\frac{2 \pi^{2} k_{B} T}{\sqrt{K B}} \ln \left(\frac{2 \xi_{\|}}{\xi_{\perp}}\right), \quad \nu_{1}=-\frac{\pi^{2} k_{B} T}{\sqrt{K B}}, \quad \nu_{2}=\frac{1}{2} \nu_{1} . \tag{30}
\end{equation*}
$$

A comparison with Eq. (19) shows that in a smectic-A the spatial dispersion is $\xi_{\perp} \sqrt{B / K}$ times lower than that in a nematic. An estimate for $B \sim 10^{8} \mathrm{erg} / \mathrm{cm}^{3}$ and $\xi_{\perp}$ $\sim 10^{-5} \mathrm{~cm}$ gives the characteristic order $\sim 10^{-5}$.

The physical reasons for these differences between smectics and nematics become clear if we take into account that the spatial dispersion is determined by the integrals over correlated regions of the liquid crystals. In a smectic-A these regions are highly elongated in the direction of the principal optic axis, and since condition (12) should be satisfied for all their characteristic dimensions, the integrated contribution from the almost spherical regions in a nematic is obviously substantially greater. In other words, the macroscopic description of the fluctuations in a smectic in terms of the spatial dispersion is valid when these effects are very weak.

However, it is known that near the second-order smectic-A-nematic phase transition, the smectic layers become smeared out so that the elastic modulus $B$ is reduced substantially. In this case, the shape of the correlated regions approaches spherical. It is easy to see that at these temperatures the spatial dispersion is comparatively high. For example for $\xi_{\|}=\xi_{\perp}=\xi$, we have

$$
\begin{equation*}
\nu_{0}=-2 \pi^{2} \frac{k_{B} T}{K}, \quad \nu_{1}=\frac{1}{3} \nu_{0}, \quad \nu_{2}=\frac{1}{5} \nu_{0} . \tag{31}
\end{equation*}
$$

In this case, the permittivity (15) is given by

$$
\begin{align*}
\varepsilon_{i j}(\mathbf{q}, \omega)= & \varepsilon_{i j}(\omega)+\frac{\varepsilon_{a}^{2}(\omega) \nu_{0}}{15 \varepsilon_{o}(\omega)} \\
& \times\left\{q^{2}\left(\frac{3}{2} \delta_{i j}+8 e_{i} e_{j}\right)-q_{\|}^{2}\left(\frac{5}{2} \delta_{i j}+3 e_{i} e_{j}\right)\right. \\
& \left.+\frac{3}{2} q_{\|}\left(q_{i} e_{j}+e_{i} q_{j}\right)-2 q_{i} q_{j}\right\}, \tag{32}
\end{align*}
$$

and the spatial dispersion has the same order of magnitude as in a nematic.

## 5. SPECTRUM OF ELECTROMAGNETIC WAVES IN A UNIAXIAL MEDIUM WITH SPATIAL DISPERSION

The lightwave spectrum is given by the nulls of the determinant

$$
\begin{equation*}
\left|q^{2} \delta_{i j}-q_{i} q_{j}-(\omega / c)^{2} \varepsilon_{i j}(\mathbf{q}, \omega)\right|=0 \tag{33}
\end{equation*}
$$

As a result of substituting Eq. (15), this equation separates into two: the dispersion equation for the ordinary waves

$$
\begin{equation*}
q^{2}=\left(\frac{\omega}{c}\right)^{2}\left\{\varepsilon_{o}(\omega)+\frac{\varepsilon_{a}^{2}(\omega)}{\varepsilon_{o}(\omega)}\left(a q^{2}+d(\mathbf{q} \cdot \mathbf{e})^{2}\right)\right\} \tag{34}
\end{equation*}
$$

and that for the extraordinary waves

$$
\begin{equation*}
q^{4} G(\omega, \theta)+(\omega / c)^{2} q^{2} F(\omega, \theta)=(\omega / c)^{4} \varepsilon_{o}(\omega) \varepsilon_{e}(\omega), \tag{35}
\end{equation*}
$$

where $\theta$ is the angle between the vectors $\mathbf{q}$ and $\mathbf{e}$ and

$$
\begin{align*}
G(\omega, \theta)= & \left(\frac{\omega}{c}\right)^{2} \frac{\varepsilon_{a}^{2}(\omega)}{\varepsilon_{o}(\omega)}\{a+h+(b+d+2 g) \\
& \left.\times \cos ^{2} \theta+f \cos ^{4} \theta\right\}  \tag{36}\\
F(\omega, \theta)= & \varepsilon_{o}(\omega) \sin ^{2} \theta+\varepsilon_{e}(\omega) \cos ^{2} \theta \\
& -\left(\frac{\omega}{c}\right)^{2} \frac{\varepsilon_{a}^{2}(\omega)}{\varepsilon_{o}(\omega)}\left\{[a+b] \varepsilon_{o}(\omega)+[a+h] \varepsilon_{e}(\omega)\right. \\
& +[f+d+h+2 g] \varepsilon_{o}(\omega) \cos ^{2} \theta \\
& \left.+(d-h) \varepsilon_{e}(\omega) \cos ^{2} \theta\right\} . \tag{37}
\end{align*}
$$

The terms attributable to the spatial dispersion are small. It has been shown that these have the order $10^{-3}$ so that the approximate solutions of these equations are valid. For the ordinary waves, Eq. (34) gives

$$
\begin{equation*}
q_{0}^{2}=\frac{\omega^{2}}{c^{2}}\left\{\varepsilon_{o}+\varepsilon_{a}^{2} \frac{\omega^{2}}{c^{2}}\left(a+d \cos ^{2} \theta\right)\right\}, \tag{38}
\end{equation*}
$$

and for the extraordinary waves Eq. (35) yields

$$
\begin{align*}
q_{e}^{2}= & \frac{\varepsilon_{o} \varepsilon_{e}(\omega / c)^{2}}{\varepsilon_{o} \sin ^{2} \theta+\varepsilon_{e} \cos ^{2} \theta}\left[1+\left(\frac{\omega}{c}\right)^{2} \frac{\varepsilon_{a}^{2}}{\varepsilon_{o}}\left(a+b \sin ^{2} \theta\right.\right. \\
& \left.\left.+d \cos ^{2} \theta+f \cos ^{2} \theta \sin ^{2} \theta\right)\right] \tag{39}
\end{align*}
$$

In the corrections caused by the spatial dispersion, we neglected the optical anisotropy of the liquid crystals as before.

Thus, when the spatial dispersion is taken into account, the ordinary wave spectrum becomes weakly anisotropic. The angular dependence of the extraordinary wave spectrum also changes.

## 6. DISCUSSION OF RESULTS

Incoherent scattering at long-wavelength fluctuations is considered to be the main reason for the poor transparency of liquid crystals. The corresponding imaginary correction to the permittivity is given by the pole of the integral in Eq. (9). Since the pole is positioned at $p^{2} \sim \varepsilon(\omega / c)^{-2} \ll \xi^{-2}$, the corresponding part of the integral is

$$
\begin{equation*}
\frac{\lambda \int d^{3} p p^{-2} g(\mathbf{p})}{g(p \rightarrow 0)} \tag{40}
\end{equation*}
$$

times smaller than that corresponding to the spatial dispersion of the permittivity. Converting to coordinate-dependent Fourier transforms, we have the ratio

$$
\begin{equation*}
\frac{\varepsilon_{S D}}{\varepsilon^{\prime \prime}} \sim \frac{\lambda \int d^{3} r r^{-1} g(\mathbf{r})}{\int d^{3} r g(\mathbf{r})} \tag{41}
\end{equation*}
$$

i.e., the imaginary part is $\lambda / \xi$ times smaller than the terms with spatial dispersion.

The factor allows us to make a preliminary estimate of the spatial dispersion in terms of the transparency of the liquid crystals. For example, assuming that the characteristic distances over which light is scattered significantly are of the order of a few millimeters, we obtain $\varepsilon^{\prime \prime} \sim 10^{-3}-10^{-4}$, i.e., terms with spatial dispersion should have an order no less than $10^{-3}$. For liquid crystals of lower transparency these terms will be even greater, provided of course that the correlation lengths are shorter than the wavelengths of light.

In nongyrotropic solid crystals the spatial dispersion is usually of the order $10^{-6}$. Thus, this dispersion in liquid crystals with long-wavelength fluctuations can be described as anomalously high.

The anisotropy of the refractive index for the ordinary waves, produced as a result of the spatial dispersion, and the corrections to the angular dependence of the refractive index of the extraordinary waves can obviously be measured experimentally. That is to say, these effects can be used to study fluctuation processes in liquid crystals by optical measurements of the angular dependences of the refractive indices. A combination of this method with the conventional
measurements of the cross sections for incoherent scattering at fluctuations can be used to determine the correlation lengths and amplitudes of the fluctuations separately, opening up new prospects for detailed studies of fluctuation processes in liquid crystals.
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# Reduction in the rate of phonon scattering by a spatially correlated system of iron ions and low-temperature "anomaly" of the thermoelectric phenomena in $\mathrm{HgSe}: \mathrm{Fe}$ crystals 

I. G. Kuleev,*) A. T. Lonchakov, I. Yu. Arapova, and G. I. Kuleev<br>Institute of Metal Physics, Ural Branch of the Russian Academy of Sciences, 620219 Ekaterinburg, Russia (Submitted 30 July 1997)<br>Zh. Éksp. Teor. Fiz. 114, 191-207 (July 1998)

A new effect of the reduction in the rate of phonon scattering by the spatially correlated system of iron ions in HgSe : Fe crystals is detected experimentally and calculated theoretically. The thermoelectric power is measured using $\mathrm{HgSe}: \mathrm{Fe}$ samples with different iron content in the temperature range $7.5-60 \mathrm{~K}$. It is found that the dependence of the thermoelectric power on iron content exhibits remarkable features at $T<10 \mathrm{~K}$ : the quantity $\left|\alpha\left(N_{\mathrm{Fe}}\right)\right|$ increases as the iron concentration increases to $N_{\mathrm{Fe}}=5 \times 10^{18} \mathrm{~cm}^{-3}$, reaches a maximum at $N_{\mathrm{Fe}} \approx(1-2)$ $\times 10^{19} \mathrm{~cm}^{-3}$, but then monotonically decreases with further increases in $N_{\mathrm{Fe}}$. It is shown that the observed increase in the thermoelectric power is due to a reduction in the rate of phonon scattering by the spatially correlated system of $\mathrm{Fe}^{3+}$ ions. This new effect is analyzed theoretically, and the theoretical results are compared with the experimental data.
© 1998 American Institute of Physics. [S1063-7761(98)01407-3]

## 1. INTRODUCTION

There is interest in electron-transfer phenomena in HgSe systems doped with iron because these compounds exhibit some remarkable properties. ${ }^{1-9}$ An extraordinary 'anomaly' ' is the substantial increase in electron mobility at liquidhelium temperatures as the iron concentration increases from $N_{\mathrm{Fe}}=N^{*}=4.5 \times 10^{18} \mathrm{~cm}^{-3}$ to $N_{\mathrm{Fe}}=2 \times 10^{19} \mathrm{~cm}^{-3}$ (Ref. 1). It has been shown ${ }^{5-9}$ that the anomalous behavior of the dependence of the electron mobility and thermomagnetic effects on iron content and temperature is due to the formation of a mixed-valence state of $\mathrm{Fe}^{2+}$ and $\mathrm{Fe}^{3+}$ ions at the Fermi level and the spatial ordering of positive charges on iron ions because of Coulomb repulsion. Since at $N_{\mathrm{Fe}}>N^{*}$ the concentration of conduction electrons and trivalent iron ions stabilizes, $n_{e}=N_{\mathrm{Fe}}^{3+}=N^{*}$, the concentration $N_{0}=N_{\mathrm{Fe}}-N_{\mathrm{Fe}}^{3+}$ of lattice-neutral $\mathrm{Fe}^{2+}$ ions, which serve as vacant positions for the redistribution of $d$ holes, increases with increasing iron content. At the same time, the degree of spatial ordering of $\mathrm{Fe}^{3+}$ ions increases, the rate of conduction-electron scattering decreases, and the mobility increases. A variant of the short-range correlation model was proposed in Ref. 5. This model made it possible to quantitatively describe the dependence of the thermoelectric and thermomagnetic effects on iron content and temperature. ${ }^{5-9}$

However, spatial ordering of $\mathrm{Fe}^{3+}$ ions leads not only to a reduction in the rate of electron scattering, but also to changes in the nature of the dependence of the electron relaxation time $\tau$ on the energy $\varepsilon$. The analysis of the $\tau(\varepsilon)$ in Ref. 6, which was based on the short-range correlation model developed in Ref. 5, showed that upon passage from the weak-correlation region $\left(N_{0} / N_{1+} \ll 1\right.$, where $\left.N_{1+}=N_{\mathrm{Fe}}^{3+}\right)$ to the strong-correlation region $\left(N_{0} / N_{1+}>1\right)$ the derivative $d \tau / d \varepsilon$ changes its sign from 'plus', to 'minus," causing a change in the signs of the Nernst-Ettingshausen effects as
the iron content increases. Experimental studies ${ }^{6,7}$ have corroborated this important theoretical finding.

Up to now, the focus has been on the properties of $\mathrm{HgSe}: \mathrm{Fe}$ crystals which are determined primarily by the relaxation of electron momentum on the correlated system of $\mathrm{Fe}^{3+}$ ions, the alloy potential, etc. ${ }^{1-9}$ Far less attention has been paid to effects associated with the influence of the phonon system on electron transport in HgSe crystals with an admixture of mixed-valence iron. One such effect is phonon drag, which plays an important role in the behavior of thermoelectric and thermomagnetic effects at low temperatures. ${ }^{6,7,10}$ In the present paper we show that the increase in the degree of ordering in the correlated system of $\mathrm{Fe}^{3+}$ ions with increasing iron content in $\mathrm{HgSe}: \mathrm{Fe}$ crystals leads not only to a reduction in the rate of electron scattering and a change in the nature of the $\tau$ vs $\varepsilon$ dependence, ${ }^{6}$ but also to a reduction in the rate of phonon scattering by the spatially ordered system of $\mathrm{Fe}^{3+}$ ions. We will see that at low temperatures this effect leads to a substantial increase in the thermoelectric power as the iron concentration $N_{\mathrm{Fe}}$ increases in the range $5 \times 10^{18} \mathrm{~cm}^{-3}<N_{\mathrm{Fe}}<2 \times 10^{19} \mathrm{~cm}^{-3}$. Note that the electron mobility exhibits an anomalous increase within the same iron-content range. ${ }^{1-3}$ Below we show that this should be expected, since the physical reason for both 'anomalies'' is the spatial ordering of the trivalent $\mathrm{Fe}^{3+}$ ions in the mixed-valence system of iron ions. As far as we know, reduction in the rate of phonon scattering by a correlated system of charged centers has not been considered either in gapless HgSe semiconductors doped with transition elements or in other mixed-valence systems.

To observe this effect in experiments, we must ensure that (a) the contribution of phonon drag to the thermoelectric power, $\left|\alpha_{\text {ph }}\right|$, is larger than the diffusion contribution $\left|\alpha_{e}\right|$ and that (b) Rayleigh scattering is the main mechanism of

TABLE I.

| Sample <br> No. | $N_{\mathrm{Fe}}$, <br> $10^{19} \mathrm{~cm}^{-3}$ | $n_{e}$, <br> $10^{18} \mathrm{~cm}^{-3}$ | $\mu$, <br> $10^{4} \mathrm{~cm}^{2} / \mathrm{V} \cdot \mathrm{s}(4.2 \mathrm{~K})$ | $N_{i}$, <br> $10^{18} \mathrm{~cm}^{-3}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.0 | 2.4 | 2.25 | 2.4 |
| 2 | 0.1 | 3.0 | 2.8 | 3 |
| 3 | 0.3 | 4.0 | 2.9 | 4.0 |
| 4 | 0.5 | 4.8 | 5.1 | 5.0 |
| 5 | 1.0 | 4.7 | 8.3 | 10.0 |
| 6 | 2.0 | 4.9 | 6.4 | 20.0 |
| 7 | 5.0 | 4.81 | 5.95 | 50.0 |
| 8 | 40.0 | 6.2 | 2.5 | 400.0 |

phonon momentum relaxation. Studies have shown ${ }^{7}$ that $\mathrm{HgSe}: \mathrm{Fe}$ crystals meet these requirements in the temperature range $5-15 \mathrm{~K}$. The thermoelectric power was measured in samples of HgSe : Fe with different iron content in the temperature range $10-45 \mathrm{~K}$ in Ref. 7. It was found that the temperature dependence of $|\alpha|$ has a characteristic minimum at $T_{\min }=(20-30) \mathrm{K}$ and that the phonon-drag contribution $\left|\alpha_{\text {ph }}\right|$, whose value is determined by the phonon-electron interaction and the mechanism of phonon momentum relaxation, dominates at $T<T_{\text {min }}$. It was also established that the Rayleigh mechanism of phonon scattering plays an important role in phonon momentum relaxation. However, only four samples with iron concentrations $N_{\mathrm{Fe}}=0$, $N_{\mathrm{Fe}}=0.1 \times 10^{19} \mathrm{~cm}^{-3}, \quad N_{\mathrm{Fe}}=1 \times 10^{19} \mathrm{~cm}^{-3}, \quad$ and $\quad N_{\mathrm{Fe}}=40$ $\times 10^{19} \mathrm{~cm}^{-3}$ were studied in Ref. 7, precluding a detailed investigation and detection of the nonmonotonic behavior of $\left|\alpha\left(N_{\mathrm{Fe}}\right)\right|$. Below we report the results of measurements on a larger (than in Ref. 7) set of samples $\mathrm{HgSe}: \mathrm{Fe}$ and a quantitative analysis of the dependence of the thermoelectric power on temperature and iron content.

## 2. EXPERIMENTAL RESULTS

We measured the thermoelectric power $\alpha(T)$ in eight $\mathrm{HgSe}: \mathrm{Fe}$ crystals with iron concentrations ranging from zero to $4 \times 10^{20} \mathrm{~cm}^{-3}$ in the temperature range $7.5-60 \mathrm{~K}$. The main sample characteristics (iron content $N_{\mathrm{Fe}}$, electron concentration $n_{e}$, and mobility $\mu$ ) are listed in Table I. The average sample dimensions were $8 \times 2.0 \times 0.8 \mathrm{~mm}$. The measured temperature difference did not exceed $10 \%$ of the average sample temperature. Table I shows that in samples 2 and 3 with $N_{\mathrm{Fe}}<N^{*}$, where the Fermi level is below the donor level of iron, the electron concentration exceeds the iron concentration. This is related to the presence of charged intrinsic defects, whose concentration $N_{d}$ in HgSe : Fe crystals is usually $(1-2) \times 10^{18} \mathrm{~cm}^{-3}$. In this case the electron concentration $n_{e}$ is equal to the total concentration of charged centers, $n_{e}=N_{d}+N_{1+}=N_{i}$. When $N_{\mathrm{Fe}}>N^{*}$, the Fermi level is pinned at the donor level of iron and the electron concentration is independent of $N_{\mathrm{Fe}}$.

Figures 1 and 2 depict the temperature dependence of the absolute value of the thermoelectric power, $|\alpha|$. Clearly, the $|\alpha(T)|$ curves have minima. At $T>T_{\min }$ the thermoelectric power is determined primarily by the electron contribution $\left|\alpha_{e}(T)\right|$, which monotonically decreases with decreasing temperature. At $T<T_{\min }$ the main contribution to the


FIG. 1. Calculated (lines) and experimental (points) temperature dependence of the absolute value of the thermoelectric power for HgSe : Fe crystals with different iron content in samples $1(\bigcirc), 2(\bigcirc), 3(\square), 4(\square), 7(\triangle)$, and $8(\mathbf{\Delta})$. The values of $N_{\mathrm{Fe}}$ and the phonon scattering parameters are listed in Tables I and II, respectively.
thermoelectric power is provided by phonon drag, and the phonon-drag thermoelectric power $\left|\alpha_{\mathrm{ph}}(T)\right|$ is determined by the phonon relaxation mechanism. As the iron content increases, the minima of $|\alpha(T)|$ are shifted toward lower temperatures, and $|\alpha(T)|$ decreases in the entire temperature range for all samples except samples 5 and 6 (Fig. 2), in which $|\alpha(T)|$ increases with decreasing temperature much faster than in sample 4 . Hence at $T<11 \mathrm{~K}$ the values of the thermoelectric power for $\mathrm{HgSe}: \mathrm{Fe}$ crystals with iron concentrations equal to $1 \times 10^{19} \mathrm{~cm}^{-3}$ and $2 \times 10^{19} \mathrm{~cm}^{-3}$ become larger than for crystals with $N_{\mathrm{Fe}}=5 \times 10^{18} \mathrm{~cm}^{-3}$, although it would seem that the increase in iron content should lead to an increase in the rate of the Rayleigh scattering of phonons and that thermoelectric power at a fixed temperature should decrease with increasing concentration of the scattering centers, especially since such a dependence is actually observed


FIG. 2. Calculated (lines) and experimental (points) temperature dependence of the absolute value of the thermoelectric power for samples 4 (■), $5(\triangle)$, and $6(\bigcirc)$. The values of $N_{\mathrm{Fe}}$ and the phonon scattering parameters are listed in Tables I and II, respectively.


FIG. 3. Calculated (lines) and experimental (points) dependence of the absolute value of the thermoelectric power on iron content at $T=7.5 \mathrm{~K}(\square$, curve 1 ), 10 K ( $\square$, curve 2 ), $12 \mathrm{~K}(\bigcirc$, curve 3$), 15 \mathrm{~K}(\nabla$, curve 4$)$, and 50 $\mathrm{K}(\times$, curve 5 ). The following average values of the phonon scattering parameters were used: $E_{1}=0.75, c_{L}=0.1, c_{H}=2, c_{R+}=2$, and $c_{R 0}=0.15$.
for the other samples: Fig. 1 shows that at $T=7.5 \mathrm{~K}$ the thermoelectric power decreases by a factor greater than 20 as the iron concentration increases from $1 \times 10^{18} \mathrm{~cm}^{-3}$ to 4 $\times 10^{20} \mathrm{~cm}^{-3}$, and at $T=20 \mathrm{~K}$ this factor is greater than 25 for the transition from sample 1 to sample 8 . This implies that at $T<20 \mathrm{~K}$ the Rayleigh mechanism of phonon scattering plays an important role in the relaxation of the momentum of the phonon system and determines the phonon-drag contribution to the thermoelectric power to a large extent.

The unusual dependence of the thermoelectric power $|\alpha|$ on iron content at different temperatures can be seen in Fig. 3. The concentration $N_{i}$ for samples $1-3$ is equal to the concentration of charged centers, while for samples $4-8$ it is equal to $N_{\mathrm{Fe}}$. Figure 3 shows that at $T<12 \mathrm{~K}$ the $|\alpha|$ vs $N_{i}$ dependence is nonmonotonic: as $N_{i}$ increases, $|\alpha|$ first decreases to a value $\left|\alpha_{\text {min }}\right| \sim 10 \mu \mathrm{~V} / \mathrm{K}$ at $N_{i}=5 \times 10^{18} \mathrm{~cm}^{-3}$ and then increases, reaching its maximum $\left|\alpha_{\max }\right|$ $\approx 12.5 \mu \mathrm{~V} / \mathrm{K}$ at $N_{\mathrm{Fe}} \approx(1-2) \times 10^{19} \mathrm{~cm}^{-3}$. Thus, the increase in thermoelectric power in this concentration range amounts to about $2 \mu \mathrm{~V} / \mathrm{K}$, which is larger than the experimental error by a factor of four. A further increase in iron content leads to a monotonic decrease in $\left|\alpha\left(N_{i}\right)\right|$, which, obviously, is due to the increase in the rate of Rayleigh scattering by latticeneutral $\mathrm{Fe}^{2+}$ ions. The thing is that when $N_{\mathrm{Fe}}>N^{*}$, the Fermi level is pinned at the iron donor level, and as the iron content increases, the concentration of $\mathrm{Fe}^{3+}$ ions remains constant with only the concentration of $\mathrm{Fe}^{2+}$ ions increasing. As the temperature rises, the maximum on the $\left|\alpha\left(N_{i}\right)\right|$ curve disappears, although characteristic discontinuities remain on the curve up to 20 K . At $T=50 \mathrm{~K}$ the value of the thermoelectric power is determined by the electron contribution, and $\left|\alpha\left(N_{i}\right)\right|$ is a monotonically decreasing function.

Note that qualitatively the dependence of the thermoelectric power on iron content at $T<10 \mathrm{~K}$ is similar to the dependence of the electron mobility $\mu$ on $N_{\mathrm{Fe}}$ (see Ref. 3). Like $\mu\left(N_{\mathrm{Fe}}\right)$, the thermoelectric power $\left|\alpha\left(N_{\mathrm{Fe}}\right)\right|$ first de-
creases (with increasing $N_{\mathrm{Fe}}$ ) up to the point where $N_{\mathrm{Fe}}=5$ $\times 10^{18} \mathrm{~cm}^{-3}$ and then increases, reaching its maximum at $N_{\mathrm{Fe}}=(1-2) \times 10^{19} \mathrm{~cm}^{-3}$. As the iron content increases still further, the mobility and thermoelectric power monotonically decrease. When $N_{\mathrm{Fe}}<5 \times 10^{18} \mathrm{~cm}^{-3}$, the concentrations of trivalent iron ions and conduction electrons increase with $N_{\mathrm{Fe}}$. As a result, the mobility and thermoelectric power decrease for two reasons: because of the increase in the probability of the scattering of electrons and phonons by $\mathrm{Fe}^{3+}$ ions, and because of a rise in the Fermi level and the nonparabolicity of the band structure of $\mathrm{HgSe}: \mathrm{Fe}$. When $N_{\mathrm{Fe}}>2$ $\times 10^{19} \mathrm{~cm}^{-3}$, the concentration of lattice-neutral $\mathrm{Fe}^{2+}$ ions increases with iron content, leading to decreases in both $\mu\left(N_{\mathrm{Fe}}\right)$ and $\left|\alpha\left(N_{\mathrm{Fe}}\right)\right|$ due to an increase in the rate of scattering by these ions. The increase in electron mobility in the range of iron concentrations from $5 \times 10^{18}$ to $2 \times 10^{19} \mathrm{~cm}^{-3}$ is due to the decrease in the probability of electron scattering by charged centers as the degree of spatial ordering in the correlated system of $\mathrm{Fe}^{3+}$ ions increases. ${ }^{5,6}$ Hence we assume that the increase in thermoelectric power in this concentration range is due to a decrease in the probability of phonon scattering by the correlated system of $\mathrm{Fe}^{3+}$ ions.

Below we shall analyze quantitatively the dependence of the thermoelectric power on temperature and iron content with allowance for phonon drag. The calculation takes into account the scattering of electrons by the correlated system of $\mathrm{Fe}^{3+}$ ions, the alloy potential, and acoustic phonons, as well as the main phonon scattering mechanisms. The phonon scattering by a spatially ordered system of $\mathrm{Fe}^{3+}$ ions is treated separately.

## 3. DIFFUSION COMPONENT OF THE THERMOELECTRIC POWER

As is well known, ${ }^{10}$ the thermoelectric power observed in experiments at low temperatures is determined by the sum of the diffusion component $\alpha_{e}(T)$ and the phonon-drag component $\alpha_{\mathrm{ph}}(T)$ :

$$
\begin{equation*}
\alpha(T)=\alpha_{e}(T)+\alpha_{\mathrm{ph}}(T) \tag{1}
\end{equation*}
$$

In calculating the thermoelectric power one must take into account the nonparabolicity of the conduction band of HgSe crystals within the two-band Kane model with an energy $\varepsilon_{g}=0.022 \mathrm{eV}$ and an effective electron mass at the band bottom $m_{n}=0.02 m_{0}$, where $m_{0}$ is the free-electron mass. For a degenerate electron gas (the condition $\varepsilon_{F}>k_{B} T$ is sure to be met in the experiment), the electronic component of the thermoelectric power can be written as ${ }^{1)}$

$$
\begin{equation*}
\alpha_{e}(T)=-\frac{\pi^{2} k_{B}^{2} T}{3 e \varepsilon_{F}}\left(\frac{3}{2} f_{g F}+D\right) \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
& D=\varepsilon_{F}\left\{\frac{\partial}{\partial \varepsilon} \ln \frac{\tau(\varepsilon)}{m(\varepsilon)}\right\}_{\varepsilon=\varepsilon_{F}}, \quad m(\varepsilon)=m_{n}\left(1+\frac{2 \varepsilon}{\varepsilon_{g}}\right), \\
& f_{g F}=\frac{\varepsilon_{g}+2 \varepsilon_{F}}{\varepsilon_{g}+\varepsilon_{F}}
\end{aligned}
$$

The main mechanisms of electron momentum relaxation in $\mathrm{HgSe}: \mathrm{Fe}$ crystals at low temperatures are scattering by the correlated system of $\mathrm{Fe}^{3+}$ ions, by the alloy potential, by acoustic phonons, ${ }^{5}$ and by intrinsic defects, whose concentration is about $1 \times 10^{18} \mathrm{~cm}^{-3}$. If all these mechanisms are taken into account, the expression for $D$ can be written as follows: ${ }^{7,8}$
$D=\frac{\varepsilon_{g}+2 \varepsilon_{F}}{2\left(\varepsilon_{g}+\varepsilon_{F}\right)}\left[\frac{K_{+}+K_{a}-K_{\mathrm{ph}}}{K_{b}+K_{\mathrm{ph}}}\right]-\frac{4 \varepsilon_{F}}{\varepsilon_{g}+\varepsilon_{F}}$,
$K_{a}=\Lambda\left[2 \frac{N_{1+}}{N_{+}}\left(\frac{N_{0}}{N_{+}}\right)^{1 / 2}\left(\Phi_{+0}-\left.\frac{\partial \Phi_{+0}}{\partial y}\right|_{y=1}\right)-\frac{N_{0}}{2 N_{+}} \Lambda\right]$,
$N_{+}=N_{d}+N_{1+}$,
$K_{b}=\frac{N_{r}}{N_{+}} \Phi_{B H}+\frac{N_{c}}{N_{+}} \Phi_{c}+\Lambda\left[2 \frac{N_{1+}}{N_{+}}\left(\frac{N_{0}}{N_{+}}\right)^{1 / 2} \Phi_{+0}+\frac{\Lambda}{2} \frac{N_{0}}{N_{+}}\right]$,
$K_{\mathrm{ph}}=\frac{3 E_{1}^{2} m_{F} k_{F} k_{B} T}{4 \hbar^{2} \varepsilon_{B}\left(\varepsilon_{F}\right) \rho s^{2}}$,
$K_{+}=\frac{N_{c}}{N_{+}}\left(3 \Phi_{c}-\left.\frac{\partial \Phi_{c}}{\partial y}\right|_{y=1}\right)+\frac{N_{r}}{N_{+}}\left(3 \Phi_{B H}-\left.\frac{\partial \Phi_{B H}}{\partial y}\right|_{y=1}\right)$,
$\Phi_{B H}=\ln \left(1+b_{s}\right)-\left(1+b_{s}^{-1}\right)^{-1}$.
Here $y=k / k_{F} ; E_{1}$ is the deformation potential constant; $\rho$ is the crystal density; $s$ is the speed of sound; $N_{1+}$ and $N_{0}$ are the concentrations of charged $\mathrm{Fe}^{3+}$ ions and lattice-neutral $\mathrm{Fe}^{2+}$ ions; $\Phi_{+0}=1-b_{s}^{-1} \ln \left(1+b_{s}\right)$, where $b_{s}=\left(2 k_{F} r_{s} y\right)^{2}$ ( $r_{s}$ is the Thomas-Fermi screening radius); $\hbar k_{F}$ is the Fermi momentum; $\varepsilon_{B}\left(\varepsilon_{F}\right)=m\left(\varepsilon_{F}\right) e^{4} / 2 \chi \hbar^{2}$ is the Bohr energy, where $\chi$ the dielectric constant; and $\Lambda$ is the ratio between the electron-neutral-center and electron-charged-center coupling constants. According to the estimates in Ref. 5, $\Lambda$ $=0.1$, and

$$
\begin{equation*}
\Phi_{c}\left(k_{F}\right)=2 \int_{0}^{1} \frac{x^{3} S\left(2 k_{F} x\right)}{\left(x^{2}+b_{s}^{-1}\right)^{2}} d x \tag{4}
\end{equation*}
$$

where $S(q)$ is the structure factor, which is the measure of order in the donor system and is determined using the shortrange correlation model proposed in Ref. 5. This variant of the short-range correlation model is valid for arbitrary (in magnitude) $\mathrm{Fe}^{3+}-\mathrm{Fe}^{3+}$ correlations and is based on the following physical assumptions. When $N_{\mathrm{Fe}}>N^{*}$, a mixedvalence state forms at the Fermi level, and it becomes possible for the positive charges on the iron ions ( $d$ holes) to redistribute among the crystal-lattice sites occupied by $\mathrm{Fe}^{2+}$ ions. As was shown in Ref. 11, the maximum free-energy gain from the ordering of $\mathrm{Fe}^{3+}$ ions is attained when the $d$ holes closest to each other move apart. Hence around each $\mathrm{Fe}^{3+}$ ion there forms a correlation sphere of radius $r_{c}$, within which there are no other $\mathrm{Fe}^{3+}$ ions. As $N_{\mathrm{Fe}}$ increases, so does the number of vacant positions for redistributing the $d$ holes. Consequently, the correlation-sphere radius and the degree of spatial ordering in the correlated system of $\mathrm{Fe}^{3+}$ ions increase, too. This makes it possible to approximate the system of $\mathrm{Fe}^{3+}$ ions by a system of hard spheres of diameter $d=r_{c}$ (Ref. 11). The degree of ordering in such a system is char-
acterized by the packing factor $\eta=\pi d^{3} N_{1+} / 6=V_{c} N_{1+} / 8$, which is equal to the ratio of the volume occupied by the hard spheres to the total volume of the system. The integral equation for the pair correlation function of the system of hard spheres can be solved exactly, ${ }^{12}$ and the structure factor in (4) can be found without resorting to perturbation-theory techniques. The presence in the crystal of randomly positioned ions, i.e., intrinsic defects with a concentration $N_{d}$, reduces the correlation-sphere radius. ${ }^{13}$ To determine the dependence of $\eta$ on $N_{\mathrm{Fe}}$, Tsidil'kovskiĭ et al. ${ }^{13}$ derived the following equation:

$$
\begin{equation*}
\eta=\eta_{L} \exp \left(-p \frac{\eta}{\eta_{L}} \frac{N_{d}}{N_{1+}}\right)\left[1-\exp \left(-\frac{\eta}{\eta_{L}} \frac{N_{\mathrm{Fe}}}{N_{1+}}\right)\right] \tag{5}
\end{equation*}
$$

The value $p \approx 0.2$ was found by analyzing the experimental $\mu\left(N_{\mathrm{Fe}} N_{d}\right)$ curves, for $\mathrm{HgSe}: \mathrm{Fe}$ and $\mathrm{HgSe}: \mathrm{Ga}$ crystals in Ref. 13. For concentrations $N_{\mathrm{Fe}}>2 \times 10^{19} \mathrm{~cm}^{-3}$ and $N_{d} \rightarrow 0$ the $\eta\left(N_{\mathrm{Fe}}\right)$ curve becomes saturated with $\eta$ reaching a value $\eta_{L}=0.45$, which corresponds to the state of a strongly correlated Coulomb liquid. ${ }^{5}$

In calculating the electron relaxation time in $\mathrm{HgSe}: \mathrm{Fe}$ crystals with intrinsic defects, one must take into account the mutual effect of the mechanisms of electron scattering by charged centers of two types ${ }^{14}$ and the Coulomb correlations between $d$ holes and intrinsic defects. ${ }^{13}$ Since intrinsic defects are immobile and $d$ holes can migrate between crystallattice sites occupied by $\mathrm{Fe}^{2+}$ ions, correlation spheres also form around the fraction $\delta N_{d}$ of the intrinsic defects located at distances larger than $r_{c}$. This fraction of intrinsic defects scatters electrons in the same way as the correlated system of $\mathrm{Fe}^{3+}$ ions does. The remaining intrinsic defects, $N_{r}=(1$ $-\delta) N_{d}$, which are located at distances smaller than $r_{c}$, scatter electrons just like a disordered collection of charged centers would. Tsidil'kovskiŭ et al. ${ }^{13}$ showed that the parameter $\delta$ can be expressed in terms of the packing factor as follows:

$$
\begin{equation*}
\delta=\exp \left(-p \frac{\eta}{\eta_{L}} \frac{N_{d}}{N_{1+}}\right) \tag{6}
\end{equation*}
$$

Such an approach made it possible to explain the dependence of the electron mobility on the content of iron and gallium in $\mathrm{HgSe}: \mathrm{Fe}$ and $\mathrm{HgSe}: \mathrm{Ga}$ crystals. ${ }^{13}$ Here it is used to calculate the diffusion components of thermoelectric power in $\mathrm{HgSe}: \mathrm{Fe}$ crystals with intrinsic defects.

As the temperature rises, the migration of $d$ holes between the $\mathrm{Fe}^{2+}$ and $\mathrm{Fe}^{3+}$ ions increases, and the system of $\mathrm{Fe}^{3+}$ ions becomes increasingly chaotic, while the degree of spatial ordering and the correlation-sphere radius decrease. The effect of temperature on the degree of spatial ordering of the correlated system of $\mathrm{Fe}^{3+}$ ions can be taken into account in the soft-sphere approximation. ${ }^{9}$ According to Ref. 9, the variation of the soft-sphere diameter $d(T)$ is given by the following expression:

$$
\begin{equation*}
d(T)=d_{0}\left[1-\frac{\Delta r(T)}{d_{0}}\right], \quad \frac{\Delta r(T)}{d_{0}}=\beta_{1}\left[\sqrt{1+\beta_{2} T}-1\right] \tag{7}
\end{equation*}
$$

Here $d_{0}$ is the hard-sphere diameter at $T=0$, and $\beta_{1}$ and $\beta_{2}$ are parameters which depend in the general case on the con-
centrations $N_{+}$and $N_{0}$, the packing factor, and the screening radius. These parameter were obtained in Ref. 9 for different values of $N_{\mathrm{Fe}}$ by comparing theoretical and experimental $\mu(T)$ curves, where $\mu$ is the electron mobility.

Thus, Eqs. (1)-(7) make it possible to analyze the dependence of the diffusive thermoelectric power on temperature and on iron content.

## 4. PHONON COMPONENT OF THE THERMOELECTRIC POWER

The contribution of phonon drag to the thermoelectric power can be expressed as follows: ${ }^{7,15}$

$$
\begin{equation*}
\alpha_{\mathrm{ph}}(T)=-\left(\frac{k_{B}}{T}\right) A_{\mathrm{ph}}(T) \tag{8}
\end{equation*}
$$

In HgSe crystals, electrons interact not only with longitudinal phonons, but also with transverse phonons. As in Ref. 16, to simplify matters we introduce the mean speed of sound for acoustic phonons, $s=(1 / 3)\left(1 / s_{l}+2 / s_{t}\right)^{-1}$, where $s_{l}$ and $s_{t}$ are the speeds of the longitudinal and transverse phonons, respectively. Then the phonon drag $A_{\mathrm{ph}}$ can be written as follows: ${ }^{7}$

$$
\begin{align*}
A_{\mathrm{ph}}= & \frac{6 m(\varepsilon) s^{2}}{k_{B}} \sum_{\mathbf{k}^{\prime}, \mathbf{q}} \frac{W(q)}{\nu_{\mathrm{ph}}} \frac{d N_{q}^{0}}{d T} \\
& \times\left(1-\frac{\mathbf{k} \cdot \mathbf{k}^{\prime}}{k^{2}}\right) \delta\left(\varepsilon_{\mathbf{k}}-\varepsilon_{\mathbf{k}^{\prime}}\right) \delta_{\mathbf{k}^{\prime}-\mathbf{k}, \mathbf{q}} \tag{9}
\end{align*}
$$

where $W(q)=\pi E_{1}^{2} q / \rho s, E_{1}$ is the deformation potential constant, $\rho$ is the crystal density, $\nu_{\mathrm{ph}}$ is the long-wavelength phonon relaxation frequency, and $N_{q}^{0}=\left[\exp \left(\hbar \omega_{q} / k_{B} T\right)\right.$ $-1]^{-1}$ is the Planck distribution function.

The form of the function $A_{\mathrm{ph}}\left(\varepsilon_{F}, T, N_{\mathrm{Fe}}, N_{+}\right)$depends on the electron-phonon coupling mechanism and the phonon relaxation frequency $\nu_{\mathrm{ph}}$. The calculations in Refs. 7 and 16 show that the main contribution to the long-wavelength phonon momentum relaxation in $\mathrm{HgSe}: \mathrm{Fe}$ crystals at low temperatures is provided by the Herring and Rayleigh mechanisms and the scattering of phonons by electrons and sample boundaries:

$$
\begin{equation*}
\nu_{\mathrm{ph}}=\nu_{\mathrm{ph} H}+\nu_{\mathrm{ph} R}+\nu_{\mathrm{ph} e}+\nu_{\mathrm{ph} L} \tag{10}
\end{equation*}
$$

Here $\nu_{\mathrm{ph} H}=\Lambda_{H} x^{2}$, where $x=q / q_{T}$ and $\Lambda_{H}=B_{2} T^{3} s^{2} q_{T}^{2}$ with $q_{T}=k_{B} T / \hbar s$ the phonon thermal momentum and $B_{2}=(3$ $\pm 0.8) \times 10^{-22} \mathrm{~s} / \mathrm{K}^{3}$, and

$$
\begin{aligned}
& \nu_{\mathrm{ph} e}=\nu_{\mathrm{ph} e}^{0} x, \quad \nu_{\mathrm{ph} e}^{0}=\frac{1}{2 \pi} \frac{E_{1}^{2} m(\varepsilon)}{\rho \hbar^{3}} q_{T}, \\
& \nu_{\mathrm{ph} L}=\frac{c_{L} s}{\left(L_{1} L_{2}\right)^{1 / 2}}=\nu_{\mathrm{ph} L}^{0} c_{L}, \quad c_{L}=\frac{f}{2-f},
\end{aligned}
$$

where $f$ is the fraction of phonons scattered diffusively by sample boundaries, and $L_{1} L_{2}$ is the cross-sectional area of the sample. For phonon scattering by charged $\mathrm{Fe}^{3+}$ ions and lattice-neutral $\mathrm{Fe}^{2+}$ ions (the Rayleigh mechanism) we have

$$
\begin{equation*}
\nu_{\mathrm{ph} R}=\nu_{\mathrm{ph} R+}+\nu_{\mathrm{ph} R 0} . \tag{11}
\end{equation*}
$$

An analysis of the experimental data (see Sec. 2) showed that this mechanism is important when one wishes to determine the phonon component of the thermoelectric power in HgSe crystals. As in Ref. 16, in studying phonon scattering by randomly distributed neutral and charged centers we use the point-defect approximation. Then

$$
\begin{align*}
& \nu_{\mathrm{ph} R 0}=\Lambda_{R 0} N_{0} x^{4}, \quad \Lambda_{R 0}=A_{0} s^{4} q_{T}^{4}  \tag{12}\\
& \nu_{\mathrm{ph} R+}=\Lambda_{R+} N_{+} x^{4}, \quad \Lambda_{R+}=A_{+} s^{4} q_{T}^{4} \tag{13}
\end{align*}
$$

By point defects we usually mean substitutional impurities, isotopes, vacancies, and interstitial atoms, whose perturbing effect is usually limited to a unit cell. In relation to longwavelength acoustic phonons, a point defect behaves like a small region in the crystal (small compared to the phonon wavelength) with a different density and different elastic properties. Obviously, replacing the substitutional $\mathrm{Fe}^{2+}$ impurity ions by point defects is a good approximation. Since we do not know how the force constants change in response to such substitution, $A_{0}$ is a fitting parameter of the theory. By comparing the calculated dependence of the thermal conductivity of HgSe crystals with different donor impurity concentrations and the experimental data we arrive at the following estimate for the constant $A_{+}: A_{+}=12.1 \times 10^{-40} \mathrm{~cm}^{4} / \mathrm{s}$. According to Ref. 16, the values of $A_{+}$for the different types of impurities may differ by a factor of 10 due to the difference in the phonon scattering cross sections.

After performing some simple manipulations on (8) and (9), we get

$$
\begin{equation*}
\alpha_{\mathrm{ph}}=-\frac{k_{B}}{2 \pi^{2} T} \frac{q_{T}^{3}}{n_{e}} \nu_{\mathrm{ph} e}^{0} \int_{0}^{x_{2 k_{F}}} \frac{x^{5} \exp (x) d x}{[\exp (x)-1]^{2} \nu_{\mathrm{ph}}(x)} \tag{14}
\end{equation*}
$$

where $x_{\mathrm{ph} F}=2 k_{F} / q_{T}$, and

$$
\begin{align*}
\nu_{\mathrm{ph}}(x)= & c_{L} \nu_{\mathrm{ph} L}^{0}+\nu_{\mathrm{ph} e}^{0} x+c_{H} \Lambda_{H} x^{2} \\
& +c_{R+}\left(N_{+}+c_{R 0} N_{0}\right) \Lambda_{R+} x^{4} . \tag{14a}
\end{align*}
$$

In (14a) we have explicitly specified the fitting parameters $c_{H}, c_{R+}$, and $c_{R 0}$, which, as we shall shortly see, characterize the difference between the properties of a $\mathrm{HgSe}: \mathrm{Fe}$ crystal and those of a HgSe crystal with intrinsic defects. ${ }^{16}$ For the values of the phonon scattering parameters obtained in Ref. 16 we have $c_{H}=c_{R+}=1$, and the constant $c_{R 0}$ shows the extent to which the probability of phonon scattering by neutral $\mathrm{Fe}^{2+}$ ions is lower than that of scattering by charged $\mathrm{Fe}^{3+}$ ions.

Thus, Eqs. (8)-(14) make it possible to analyze the dependence of the phonon component of the thermoelectric power for randomly distributed scattering centers.

## 5. PHONON SCATTERING BY THE CORRELATED SYSTEM OF Fe ${ }^{3+}$ IONS

As in Ref. 16, we use the point-defect model to examine the phonon scattering by the correlated system of $\mathrm{Fe}^{3+}$ ions in $\mathrm{HgSe}: \mathrm{Fe}$ crystals. We assume that the entire disturbance created by an $\mathrm{Fe}^{3+}$ ion replacing a $\mathrm{Hg}^{2+}$ ion at a lattice site is localized within a unit cell and amounts, as in the case of $\mathrm{Fe}^{2+}$ ions, to changes in elastic constants and mass. Although the values of $\Delta M / M$ for $\mathrm{Fe}^{3+}$ and $\mathrm{Fe}^{2+}$ ions are the
same, the constant $A_{+}$characterizing the interaction between a phonon and an $\mathrm{Fe}^{3+}$ ion must differ from the constant $A_{0}$ characterizing the interaction between a phonon and a neutral center. The thing is that the potential of $\mathrm{Fe}^{3+}$ ions in $\mathrm{HgSe}: \mathrm{Fe}$ is screened at distances $r_{s} \approx 5 \times 10^{-7} \mathrm{~cm}$, while the average distance between the charged centers $R_{+}$ $\sim\left(N^{*}\right)^{-1 / 3}$ is approximately $6 \times 10^{-7} \mathrm{~cm}$. Hence the disturbance introduced by an $\mathrm{Fe}^{3+}$ ion (the changes in elastic constants and local density) encompasses many unit cells because $r_{s} \sim 10 a_{0}$, where $a_{0}$ is the lattice constant. Since the Rayleigh scattering cross section is proportional to the square of the volume of the disturbed region, ${ }^{17}$ the probability of a phonon being scattered by a $\mathrm{Fe}^{3+}$ ion is higher than the probability for scattering by a lattice-neutral $\mathrm{Fe}^{2+}$ ion.

In calculating the phonon relaxation frequency on the correlated system of $\mathrm{Fe}^{3+}$ ions, we allow for spatial ordering of the $\mathrm{Fe}^{3+}$ ions by employing the structure factor, as was done in Ref. 6 in calculations of the electron relaxation time. Then for $\nu_{\mathrm{ph} R c}$ we obtain

$$
\begin{align*}
\nu_{\mathrm{ph} R c}= & 2 \pi N_{+} s \int_{0}^{\pi}(1-\cos \theta) \\
& \times \sigma(q, \theta) S(q(1-\cos \theta)) \sin \theta d \theta \tag{15}
\end{align*}
$$

Here $S(q)$ is the structure factor, and $\sigma(q, \theta)$ is the cross section for the scattering of a phonon with a wave vector $q$ by a $\mathrm{Fe}^{3+}$ ion, which depends on the angle $\theta$ between the directions of the incident and scattered phonons in the general case. After we average over the polarization vectors of the phonons, the dependence on $\theta$ disappears in the scattering cross section $\sigma(q, \theta)$ calculated in the Born approximation. ${ }^{18,19}$ Here $\sigma(q, \theta)=\sigma(q)$, so that actually only $S$ scattering has been taken into account. In this case, according to Refs. 18-20, for $\sigma(q)$ we have

$$
\begin{equation*}
\sigma(q)=\frac{V_{0}^{2} \omega_{q}^{4}}{4 \pi s^{4}} S^{2}, \quad S^{2}=S_{1}^{2}+\left(S_{2}+S_{3}\right)^{2} \tag{16}
\end{equation*}
$$

where $V_{0}$ is the volume of the region in the crystal disturbed by the defect, and $S_{1}, S_{2}$, and $S_{3}$ characterize the contributions of the changes in the unit-cell mass and the force constants and of the deformation of the lattice to the phonon scattering cross section (see Refs. 18-20 for more details). Since for $\mathrm{HgSe}: \mathrm{Fe}$ crystals only the constant $S_{j}$ is known,

$$
S_{1}=\frac{\Delta M}{M}=\frac{M_{\mathrm{Fe}}-M_{\mathrm{Hg}}}{M_{\mathrm{Hg}}+M_{\mathrm{Se}}}
$$

we write the expression for $\sigma(q)$ as

$$
\begin{equation*}
\sigma(q)=c_{R+} A_{+}\left(\frac{\omega_{q}}{s}\right)^{4} \tag{17}
\end{equation*}
$$

where $A_{+}$is the value of the parameter for HgSe crystals with intrinsic defects found in Ref. 16, and $c_{R+}$ is a parameter of the theory, whose value must be determined from the experimental data. As Eqs. (15)-(17) imply, the latter parameter indicates the extent to which the probability of phonon scattering by $\mathrm{Fe}^{3+}$ ions differs from that of scattering by intrinsic defects in HgSe crystals. ${ }^{16}$

At low temperatures $(T \sim 10 \mathrm{~K})$, long-wavelength phonons ( $q \sim q_{T} \approx 6.71 \times 10^{6} \mathrm{~cm}^{-1}$ ) provide the main contribution to $\alpha_{\mathrm{ph}}$. Hence, to simplify the ensuing calculations, we expand the structure factor $S_{q}$ in a power series in $q$ up to fourth-order terms inclusively. Then $\nu_{\mathrm{ph} R c}(q)$ can be calculated analytically:

$$
\begin{align*}
\nu_{\mathrm{ph} R c} & \approx \Lambda_{R+} N_{+} x^{4}\left\{S(0)+2 S_{(1)}\left(u_{T} x\right)^{2}+\frac{16}{3} S_{(2)}\left(u_{T} x\right)^{4}\right\} \\
& \equiv \Lambda_{R+} N_{+} x^{4} \widetilde{S}(x), \tag{18}
\end{align*}
$$

where

$$
\begin{aligned}
u_{T}= & d q_{T}, \quad S(0)=\frac{(1-\eta)^{4}}{(1+2 \eta)^{2}}, \\
S_{(1)}= & S^{2}(0) 4 \eta\left(\frac{\beta}{5}+\frac{\gamma}{6}+\frac{\delta}{8}\right) \\
S_{(2)}= & S^{2}(0)\left\{S(0)\left[4 \eta\left(\frac{\beta}{5}+\frac{\gamma}{6}+\frac{\delta}{8}\right)\right]^{2}\right. \\
& \left.-\frac{\eta}{5}\left(\frac{\beta}{7}+\frac{\gamma}{8}+\frac{\delta}{10}\right)\right\}, \\
\beta= & \frac{(1+2 \eta)^{2}}{(1-\eta)^{4}}, \quad \gamma=-\frac{6 \eta(1+0.5 \eta)^{2}}{(1-\eta)^{4}}, \quad \delta=0.5 \eta \beta
\end{aligned}
$$

Figure 4a depicts the dependence of $\nu_{\mathrm{ph} R c} / \nu_{\mathrm{ph} R+}^{*}$, where $\nu_{\mathrm{ph} R_{+}}^{*}=\Lambda_{R+} N^{*} x^{4}$, on the reduced wave vector $x$ for various iron concentrations. We see that this ratio is weakly dependent on the wave vector when $x \leqslant x_{2 k_{F}}$ and that the values of $\nu_{\mathrm{ph} R c}$ are smaller for $N_{\mathrm{Fe}}=(1-2) \times 10^{19} \mathrm{~cm}^{-3}$ than for $N_{\mathrm{Fe}}=5 \times 10^{18} \mathrm{~cm}^{-3}$. Note that the region of long wave vectors $(x>1)$ is cut off exponentially due to the phonon distribution function [see Eq. (14)]. Hence, when the Rayleigh scattering of phonons provides the main contribution to phonon momentum relaxation, $\alpha_{\mathrm{ph}}$ increases with the degree of spatial ordering of the correlated system of $\mathrm{Fe}^{3+}$ ions as long as the scattering by neutral centers is relatively weak. Figure 4 b depicts the dependence of $\widetilde{\nu}_{\mathrm{ph} R}=\left\langle\nu_{\mathrm{ph} R}\right\rangle /\left\langle\nu_{\mathrm{ph} R+}^{*}\right\rangle$ on iron content at $T=10 \mathrm{~K}$, and the angle brackets denote averaging:

$$
\begin{equation*}
\left\langle\nu_{\mathrm{ph} R}\right\rangle=\frac{1}{x_{2 k_{F}}} \int_{0}^{x_{2 k_{F}}} \nu_{\mathrm{ph} R}(x) d x \tag{19}
\end{equation*}
$$

Figure 4b shows that we should expect an increase in thermoelectric power as $N_{\mathrm{Fe}}$ increases from $N^{*}$ to $N_{\mathrm{Fe}} \simeq 1$ $\times 10^{19} \mathrm{~cm}^{-3}$ and a decrease in thermoelectric power for $N_{\mathrm{Fe}}>1 \times 10^{19} \mathrm{~cm}^{-3}$, although the value of $\left|a_{\mathrm{ph}}\right|$ is somewhat larger at $N_{\mathrm{Fe}} \approx 2 \times 10^{19} \mathrm{~cm}^{-3}$ than at $N_{\mathrm{Fe}} \approx 5 \times 10^{18} \mathrm{~cm}^{-3}$.

Thus, the expression for the relaxation frequency upon phonon scattering in $\mathrm{HgSe}: \mathrm{Fe}$ crystals with allowance for spatial ordering of the correlated system of $\mathrm{Fe}^{3+}$ ions can be written as follows:

$$
\begin{align*}
\nu_{\mathrm{ph}}(x)= & c_{L} \nu_{\mathrm{ph} L}^{0}+\nu_{\mathrm{ph} e}^{0} x+c_{H} \Lambda_{H} x^{2} \\
& +c_{R+}\left(N_{+} \widetilde{S}(x)+c_{R 0} N_{0}\right) \Lambda_{R+} x^{4} . \tag{20}
\end{align*}
$$

Equations (14), (19), and (20) make it possible to calculate the dependence of the phonon component of the thermoelec-


FIG. 4. (a) Dependence of the ratio $\nu_{\mathrm{ph} R c} / \nu_{\mathrm{ph} R+}^{*}$ on the reduced wave vector $x$ at $T=10 \mathrm{~K}$ for different values of the iron concentration $N_{\mathrm{Fe}}, 10^{18} \mathrm{~cm}^{-3}: 5$ (curve 1 ), 10 (curve 2), 20 (curve 3), and 50 (curve 4). (b) Dependence of the ratio $\tilde{\nu}_{\mathrm{ph} R}$ on iron content at $T=10 \mathrm{~K}$. The values of the parameters are $c_{R+}=2$ and $c_{R 0}=0.15$.
tric power on temperature and iron content for HgSe : Fe crystals containing a mixed-valence $\mathrm{Fe}^{2+}-\mathrm{Fe}^{3+}$ impurity.

## 6. DISCUSSION

In calculating the thermoelectric power we used the following values for the parameters: $m\left(\varepsilon_{F}\right)=0.07 m_{0}\left(m_{0}\right.$ is the free-electron mass), $s_{l}=3 \times 10^{5} \mathrm{~cm} / \mathrm{s}, s_{t}=1.65 \times 10^{5} \mathrm{~cm} / \mathrm{s}$, $s=1.95 \times 10^{5} \mathrm{~cm} / \mathrm{s}$, and $\chi=25$. The results of calculating $|\alpha(T)|$ are depicted by solid curves in Figs. 1 (samples 1-4, 7, and 8) and 2 (samples 4-6). Both figures show that the calculated plots of $|\alpha(T)|$ are in quantitative agreement with the experimental data. At $T<T_{\min }$, where the phonon component of the thermoelectric power is predominant, i.e., $|\alpha(T)| \approx\left|\alpha_{\mathrm{ph}}(T)\right|$, our results fit the experimental data much better. This indicates that we have correctly allowed for the effect of spatial ordering in the correlated system of $\mathrm{Fe}^{3+}$ ions and the main phonon scattering mechanisms (see Fig. 2). Figure 2 depicts calculated plots of $|\alpha(T)|$ up to 1 K . The greatest reduction in the rate of phonon scattering by the correlated system of $\mathrm{Fe}^{3+}$ ions should be observed near the peak in the phonon thermoelectric power at $T_{\max } \approx 5-6 \mathrm{~K}$. At lower temperatures, phonon scattering by the sample boundaries is predominant and the effect is much weaker. As the temperature rises, for $T>T_{\text {max }}$, the contribution of the phonon-phonon relaxation mechanism increases greatly, leading to a further reduction in the rate of phonon scattering by the correlated system of $\mathrm{Fe}^{3+}$ ions. Note that when $N_{\mathrm{Fe}}$ $>1 \times 10^{19} \mathrm{~cm}^{-3}$, the increase in the probability of Rayleigh phonon scattering with iron concentration leads to a drop in $\left|\alpha\left(T_{\max }\right)\right|$, and for $N_{\mathrm{Fe}} \geqslant 5 \times 10^{19} \mathrm{~cm}^{-3}$ no phonon peaks in the thermoelectric power are present.

At $T>T_{\min }$, where the main contribution to the thermoelectric power is provided by the diffusion component, the discrepancy between the calculated $|\alpha(T)|$ curves and the experimental data is much more evident. We believe this is due to the effect of intrinsic defects, whose concentration
varies from sample to sample, as well as to the approximate allowance for the nonparabolicity of the band structure of $\mathrm{HgSe}: \mathrm{Fe}$ crystals within the two-band Kane model. Actually, the nonparabolicity of the band structure must be taken into account not only through the dependence of the effective electron mass $m(\varepsilon)$ on the energy $\varepsilon$, but also through the Bloch wave-function amplitudes characteristic of the $\Gamma_{8}$ band. ${ }^{21,22}$ Such calculations, however, are beyond the scope of the present paper and require special studies.

Table II lists the values of the parameters characterizing phonon momentum relaxation. We see that for sample 1 with $N_{\mathrm{Fe}}=0$ the value of the parameter $A_{+}$for Rayleigh phonon scattering coincides with the one obtained in Ref. 16 ( $c_{R+}$ $=1$ ). For $\mathrm{HgSe}: \mathrm{Fe}$ crystals we have $c_{R+}=2$, i.e., the cross section for phonon scattering by $\mathrm{Fe}^{3+}$ ions is larger by a factor of $\sqrt{2}$ than the cross section for phonon scattering by intrinsic defects in HgSe crystals. ${ }^{16}$ A comparison of $c_{R+}$ and $c_{R 0}$ shows that the phonon scattering by lattice-neutral $\mathrm{Fe}^{2+}$ ions is weaker by a factor of nearly ten than the scattering by $\mathrm{Fe}^{3+}$ ions. This is because the probability of Rayleigh phonon scattering is proportional to the square of the volume of the disturbed region in the crystal lattice, which is much larger for a charged impurity than for a neutral impu-

TABLE II.

| Sample <br> No. | $N_{\mathrm{Fe}}$, <br> $10^{19} \mathrm{~cm}^{-3}$ | $n_{e}$, <br> $10^{18} \mathrm{~cm}^{-3}$ | $N_{d}$, <br> $10^{18} \mathrm{~cm}^{-3}$ | $E_{1}$, <br> eV | $c_{L}$ | $c_{H}$ | $c_{R}$ | $c_{R 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.0 | 2.4 | 2.4 | 0.8 | 0.5 | 0.5 | 1 | - |
| 2 | 0.1 | 3.0 | 2.0 | 0.73 | 0.2 | 2 | 2 | - |
| 3 | 0.3 | 4.0 | 1.0 | 0.73 | 0.2 | 2 | 2 | - |
| 4 | 0.5 | 4.8 | 0.7 | 0.68 | 0.15 | 2.5 | 2 | 0.15 |
| 5 | 1.0 | 4.7 | 0.7 | 0.75 | 0.1 | 2 | 2 | 0.15 |
| 6 | 2.0 | 4.9 | 0.7 | 0.76 | 0.1 | 2 | 2 | 0.15 |
| 7 | 5.0 | 4.81 | 1 | 0.62 | 0.9 | 2 | 2 | 0.15 |
| 8 | 40 | 6.2 | 1 | 0.62 | 0.9 | 2 | 2 | 0.15 |

rity. The disturbing effect of a neutral impurity is usually localized within a unit cell, while the volume disturbed by a charged impurity in semiconductors may encompass a large number of unit cells. Oskot-skiĭ and Smirnov ${ }^{23}$ also found that neutral impurities in semiconductors with a large dielectric constant scatter impurities with a much lower rate than do electrically charged impurities. Note that the values of the parameters $c_{R+}$ and $c_{R 0}$ obtained by fitting the $|\alpha(T)|$ curves remain constant for all $\mathrm{HgSe}: \mathrm{Fe}$ crystals, regardless of iron content. The values of the deformation potential constant $E_{1}$ that we obtained for samples with different iron content differ by $\pm 10 \%$ from the value $E_{1} \approx 0.7 \mathrm{eV}$ used in Ref. 16 . Note that $E_{1}$ tends to decrease with increasing iron content. This is to be expected, since iron impurities, which have smaller radii than do $\mathrm{Hg}^{2+}$ ions, stabilize the HgSe crystal lattice, ${ }^{3}$ which probably leads to changes in the elastic properties of HgSe :Fe crystals and, accordingly, to changes in the phonon spectrum. We believe this is related to a change in the value of the constant $c_{H}$ as we go from HgSe crystals to $\mathrm{HgSe}: \mathrm{Fe}$ crystals with low ( $N_{\mathrm{Fe}} \leqslant 5 \times 10^{18} \mathrm{~cm}^{-3}$ ) and high ( $N_{\mathrm{Fe}} \geqslant 1 \times 10^{19} \mathrm{~cm}^{-3}$ ) iron concentrations. The spread of values of the parameter $c_{L}$ may be due to different degrees of diffusivity of phonon scattering by the boundaries of the samples investigated. Determining this parameter more precisely requires measuring the thermoelectric power at temperatures below $T_{\max }$ (see Fig. 2) and calculating the thermoelectric power with separation of the contributions of the transverse and longitudinal phonons.

The solid curves in Fig. 3 depicts the calculated dependence of $|\alpha|$ on $N_{\mathrm{Fe}}$ at fixed temperatures. We see that the results of the calculations of $\left|\alpha\left(N_{\mathrm{Fe}}\right)\right|$ for $T \leqslant 10 \mathrm{~K}$ are in good agreement with the experimental data. However, as the temperature rises, the role of the diffusion component of the thermoelectric power increases, and the deviation of the theoretical curves from the experimental data increases. Note that the sharp drop in thermoelectric power for samples with $N_{\mathrm{Fe}}<5 \times 10^{18} \mathrm{~cm}^{-3}$ is due to an increase in the rate of Rayleigh scattering by randomly distributed charged centers, $N_{i}$ $=N_{1+}+N_{d}$. The increase in thermoelectric power in the range of iron concentrations from $5 \times 10^{18} \mathrm{~cm}^{-3}$ to 1 $\times 10^{19} \mathrm{~cm}^{-3}$ at $T=7.5 \mathrm{~K}$ amounts to about $20 \%$ of $|\alpha|$. According to our theoretical estimates, the maximum increase in thermoelectric power can be observed at temperatures corresponding to the phonon-peak temperature $T_{\max } \approx 5-6 \mathrm{~K}$ and may reach $40 \%$ of $|\alpha|$ at $N_{\mathrm{Fe}}=5 \times 10^{18} \mathrm{~cm}^{-3}$. The slow decrease in the value of the thermoelectric power with increasing iron concentration near $N_{\mathrm{Fe}}=2 \times 10^{19} \mathrm{~cm}^{-3}$ is due to the increase in the probability of the Rayleigh scattering of phonons by lattice-neutral $\mathrm{Fe}^{2+}$ ions.

Figure 5 depicts calculated curves representing the dependence of the diffusion and phonon components of the thermoelectric power on $N_{\mathrm{Fe}}$ at different temperatures. At $N_{\mathrm{Fe}}>N^{*}$, as the iron content increases and hence the degree of spatial ordering in the correlated system of $\mathrm{Fe}^{3+}$ ions increases, the value of $\left|\alpha_{e}\left(N_{i}\right)\right|$ decreases, while $\left|\alpha_{\mathrm{ph}}\left(N_{i}\right)\right|$ varies nonmonotonically, and at $T=12 \mathrm{~K}$ the reduction in the rate of phonon scattering by the correlated system of $\mathrm{Fe}^{3+}$ ions clearly manifests itself on the $\left|\alpha_{\mathrm{ph}}\left(N_{i}\right)\right|$ curve. However, $\left|\alpha_{\mathrm{ph}}\left(N_{i}\right)\right|$ increases slower than the diffusion compo-


FIG. 5. Absolute values of the phonon (curves $1^{\prime}-3^{\prime}$ ), diffusive (curves $1^{\prime \prime}-3^{\prime \prime}$ ), and total (curves $1-3$ ) thermoelectric power as functions of iron content at $T=7.5 \mathrm{~K}$ (curves $1,1^{\prime}$, and $l^{\prime \prime}$ ), 10 K (curves $2,2^{\prime}$, and $2^{\prime \prime}$ ), and 12 K (curves $3,3^{\prime}$, and $3^{\prime \prime}$ ). The values of the phonon scattering parameters are the same as in Fig. 3.
nent $\left|\alpha_{e}\left(N_{i}\right)\right|$ decreases, so that the total thermoelectric power at $T \geqslant 12 \mathrm{~K}$ is a decreasing function of iron content.

We conclude this section by discussing of the approximations adopted in our calculations of the phonon-drag contribution. First, we used the approximation of the mean speed of sound for acoustic phonons. Second, in discussing the Rayleigh scattering of phonons by $\mathrm{Fe}^{3+}$ ions we used the point-impurity approximation, although the stringent inequality $r_{s} / \lambda \ll 1$, where $\lambda_{T}$ is the wavelength of a thermal phonon, is not satisfied. It would have been more appropriate to study the scattering of phonons by lattice deformations caused by the random distribution of the charged centers and by the variation of the degree of lattice deformation as the $\mathrm{Fe}^{3+}$ ions become spatially ordered. As shown in Ref. 20, when $\left|\left(r_{i}-r_{0}\right) / r_{0}\right| \geqslant 0.1\left(r_{i}\right.$ and $r_{0}$ are the ionic radii of the impurity and matrix atoms, respectively), the rate of phonon scattering by lattice deformations is higher than the rate of phonon scattering by local variations in mass and force constants. Note that the ratio for $\mathrm{Fe}^{2+}$ and $\mathrm{Hg}^{2+}$ ions is about 0.3. Unfortunately, for semiconductors this aspect has yet to be developed theoretically (see Refs. 19 and 20). Hence for semiconductors this phonon scattering mechanism requires further study.

Note that the reduction in the rate of phonon scattering by the correlated system of $\mathrm{Fe}^{3+}$ ions due to an increase in the degree of spatial ordering in the system of trivalent iron ions may lead not only to an ''anomalous'' increase in the thermoelectric power $\left|\alpha\left(N_{\mathrm{Fe}}\right)\right|$, but also to a substantial increase in the lattice thermal conductivity of HgSe : Fe crystals at low temperatures in the range of iron concentrations from $5 \times 10^{18} \mathrm{~cm}^{-3}$ to $1 \times 10^{19} \mathrm{~cm}^{-3}$. Research into the thermal conductivity of HgSe : Fe crystals could yield additional information about the phonon scattering mechanism and about the effect of the spatial ordering of charged centers on the Rayleigh phonon scattering mechanism in mixed-valence systems.

## 7. CONCLUSION

We have interpreted the experimentally established, unusual dependence of the thermoelectric power on iron content and temperature in $\mathrm{HgSe}: \mathrm{Fe}$ crystals at low temperatures. We have shown that the nonmonotonic nature of the dependence of thermoelectric power on iron content, i.e., the increase in thermoelectric power in the range of iron concentrations from $5 \times 10^{18} \mathrm{~cm}^{-3}$ to $(1-2) \times 10^{19} \mathrm{~cm}^{-3}$, is due to a new effect, a reduction in the rate of phonon scattering by the spatially correlated system of $\mathrm{Fe}^{3+}$ ions. The good agreement between the curves representing the dependence of the thermoelectric power on iron content and temperature and the experimental data suggests that we have correctly taken into account the effect of the spatial ordering of the trivalent iron ions on the scattering of phonons and electrons, as well as the main mechanisms of momentum relaxation in the electron-phonon system.
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#### Abstract

Equilibrium states of the system of self-assembled monolayers (SAMs) of $n$-alkanethiol molecules $\mathrm{HS}\left(\mathrm{CH}_{2}\right)_{n-1}(\mathrm{X})$ with polar group X chemiabsorbed on the $\mathrm{Au}(111)$ crystal surface are considered. The couplings between the atoms ( $\mathrm{C}, \mathrm{H}$ ) of the $n$-alkanethiols are approximated by the Lennard-Jones potential. The couplings between the $n$-alkanethiols and the crystal surface are approximated by the 12-3 potential. The interactions of polar groups and the self-images with the metal substrate are taken into consideration. The phase-transition temperatures, the structural order and equilibrium tilt, and the twist and azimuthal angles of the macromolecules, which depend on the dipole moments, are found. © 1998 American Institute of Physics. [S1063-7761(98)01507-8]


## 1. INTRODUCTION

The self-assembled monolayers (SAMs) are a comparatively new type of organic monolayers, ${ }^{1-3}$ which are formed by spontaneous chemisorption of long-chain molecules from a solution to many different solid substrates (e.g., $\mathrm{Au}, \mathrm{Ag}$, $\mathrm{Cu}, \mathrm{Al}, \mathrm{GaAs}$, and Si$)$. The self-assembled monolayers are presently the focus of considerable attention for technological and fundamental reasons. They have potential applications in such areas as corrosion prevention, wear protection, sensing devices, and the formation of well-defined microstructures. ${ }^{1,4,5}$ They also present an excellent opportunity for the study of two-dimensional, condensed, organic solids at the microscopic level. Chemisorption of the thiol headgroup to the surface results in long-range translational and orientational lattice structures. The stable monolayers have been studied extensively by transmission electron spectroscopy, ${ }^{6-9}$ optical ellipsometry, ${ }^{10-12}$ infrared spectroscopy, ${ }^{13,14}$ electrochemistry, ${ }^{15,16}$ and helium diffraction. ${ }^{17,18}$ These monolayers form at a fixed surface density, which remains nearly constant with changing temperature. This fact simplifies the study of rotational and conformational states of SAMs.

The most thoroughly studied and robust SAM system is $\mathrm{CH}_{3}\left(\mathrm{CH}_{2}\right)_{n-1} \mathrm{SH}$ adsorbed on the $\mathrm{Au}(111)$ crystal surface. Theoretical investigations of its properties have provided important insight into the nature of the long-range orderings of SAMs. To the extent possible, phenomenological methods, ${ }^{19,20}$ molecular dynamic (MD) simulations, ${ }^{21-26}$ and models of the SAMs such as the two-dimensional Ising model ${ }^{27,28}$ have explained the ground state structure and thermal-equilibrium orientational states of the SAM. One of the objectives is to study SAMs with more complex molecular chains, i.e., self-assembled monolayers of alkanethols that contain a polar group. Molecular dynamic simulations of Langmuir-Blodgett monolayer with dipole group have already been considered. ${ }^{29,30}$ However, these simulations, which are based on the so-called united atom model that treats $\mathrm{CH}_{2}$ groups as single interaction sites, and allowance
for the packing patterns of alkyl chains with one or two molecules per unit cell, give rise to an incorrect monolayer structure, the tilt angle, and tilt direction for zero dipole moment.

In this paper we are considering the effect of incorporating the polar group into self-assembled alkanethiol monolayers on the phase transitions and the molecular structure of the phases. We use an all-atom model for hydrocarbon chain interactions. In order to avoid gauche or kink defect in alkyl chains we placed the polar group at the end of the chains.

## 2. MOLECULAR MODEL

The model describes the $n$-alkanethiol rigid chains that terminate the polar group. The SH headgroups of the alkanethiols form a $(\sqrt{3} \times \sqrt{3}) R 30^{\circ}$ triangular lattice to adjust with (coordinate) $\mathrm{Au}(111)$ substrate. An all-atom model includes hydrogen which is connected by rigid-bond couplings. This model is based mainly on the molecular model which was accepted by Hautman and Klein ${ }^{22,23}$ and Mar and Klein, ${ }^{24}$ except for the interactions between the chains. The chain has a zig-zag form and consists of hydrocarbon groups $\mathrm{CH}_{2}$, which begin with sulfur and end with a polar group which a dipole moment $\mathbf{d}$ directs along the chain axis. We assume that arbitrary dipole moment belongs to the molecular group $\mathrm{CH}_{3}$. Hydrocarbon groups $\mathrm{CH}_{2}$ and $\mathrm{CH}_{3}$ are represented by single interaction sites that include hydrogens. We assume that the chain may freely rotate about the chain axis as a whole with the twisting angle as the dihedral angle between the plane consisting of the normal to the gold surface, and the chain axis and plane defined by trans segments of the zig-zag molecular chain. We also assume that the chain may rotate relative to the crystal surface in such a way that the sulfur does not take part in this rotation. This rotation is determined by two angles: the tilting angle $\theta$ and the tilt direction $\varphi$ (the precession angle of the long molecular axis about the surface normal to the gold crystal surface) (Fig. 1).


FIG. 1. $\theta$ is the tilt angle of the molecule, $\chi$ is the chain twist (rotation) angle, and $\varphi$ characterizes the tilt direction along the surface plane.

Following Ref. 27, let us consider the Lennard-Jones interactions between the atoms $\mathrm{H}, \mathrm{C}$, and S

$$
\begin{equation*}
U(R)=4 \epsilon\left[\left(\frac{\sigma}{R}\right)^{12}-\left(\frac{\sigma}{R}\right)^{6}\right] \tag{1}
\end{equation*}
$$

The Lennard-Jones (LJ) parameters $\epsilon$ and $\sigma$ were chosen by fitting the potentials (1) to the van der Waals (vdW) potential $\exp \left(-r^{-6}\right)$ in such a way that the potentials would have the same position, depth, and second derivatives at the point of minimum of the potentials. These parameters are listed in Tables I and II. We used the LJ potential since the vdW potential has a negative divergence for small distances, which means that all chains have a tendency to collapse on each other.

Following Hautman and Klein, ${ }^{22}$ the interaction of the hydrocarbon groups $\mathrm{CH}_{2}$ and $\mathrm{CH}_{3}$ with the Au substrate was modeled by the 12-3 potential

$$
\begin{equation*}
V(z)=\frac{C_{12}}{\left(z-z_{0}\right)^{12}}-\frac{C_{3}}{\left(z-z_{0}\right)^{3}} \tag{2}
\end{equation*}
$$

where $C_{12}=2.8 \times 10^{7} \mathrm{~K}^{2}{ }^{2}, \quad C_{3}=17100 \mathrm{~K}^{3}, \quad$ and $z_{0}$ $=0.86 \AA$.

The dipole-dipole coupling of the dipoles $\mathbf{d}_{i}$ and $\mathbf{d}_{j}$ is

$$
\begin{equation*}
W\left(\mathbf{R}_{i j}\right)=\sum_{\alpha, \beta} W_{i j}^{\alpha, \beta} d_{i}^{\alpha} d_{j}^{\beta} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{i j}^{\alpha, \beta}=\frac{\delta_{\alpha, \beta}}{R_{i j}^{3}}-\frac{3 R_{i j}^{\alpha} R_{i j}^{\beta}}{R_{i j}^{5}} \tag{4}
\end{equation*}
$$

and $\mathbf{R}_{i j}$ is the vector between the dipole moments; the magnitude of a dipole moment is measured in units of $1 D=4.8$ $\times 10^{-18}$ CGSE.cm.

The coordinates of the $k$ th carbons in the local coordinate system with $\theta=0, \varphi=0$, and $\chi=0$ for the zig-zag chain in Fig. 2 are

$$
\mathbf{R}_{\mathrm{C} k}=\left\{\begin{array}{lll}
(r, & 0, & \left.l_{0}+(k-1) l / 2\right), \tag{5}
\end{array} \quad k=1,3,5, \ldots\right.
$$

where the distances in the chain are shown in Fig. 2, and $\chi$ is the twisting angle. The coordinates of the hydrogen are

$$
\mathbf{R}_{\mathrm{H} k s}=\left\{\begin{array}{l}
(r+h \cos \alpha, h s \sin \alpha  \tag{6}\\
(-h \cos \alpha, h s \sin \alpha \\
\left.l_{0}+(k-1) / l / 2\right), \quad k=1,3,5, \ldots, \\
\left.l_{0}+(k-1) l / 2\right), \quad k=2,4,6, \ldots
\end{array}\right.
$$

The coordinates of the dipole are the same as those of $\mathrm{C}_{n}$.
In order to find the coordinates defining the carbon and hydrogen atoms of the $n$-thiol chain in the coordinate system of the substrate, it is necessary to use the transformations of rotations determined by the Euler matrix

$$
\begin{aligned}
\mathbf{T}(\varphi, \theta, \chi)= & \left(\begin{array}{ccc}
\cos \varphi & -\sin \varphi & 0 \\
\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
\cos \chi & -\sin \chi & 0 \\
\sin \chi & \cos \chi & 0 \\
0 & 0 & 1
\end{array}\right) .
\end{aligned}
$$

This gives a transformation

$$
\begin{equation*}
\mathbf{R}(\varphi, \theta, \chi)=\mathbf{T}(\varphi, \theta, \chi) \mathbf{R} \tag{7}
\end{equation*}
$$

Experimental data ${ }^{8,9}$ show that the chain is tilted to the next nearest neighbor (NNN) in the direction from the NNN direction $\left(\varphi \sim 10^{\circ}\right)$. Below we consider the tilted phase $(\theta$ $>0$ ) only. The number and equilibrium angular positions of the chains of the paraelectric phase depend on the symmetry of the system. We see that the one-body potential of the chain- S (1) and the chain-Au (2) is fourfold degenerate with respect to the angular positions of a chain $\mathbf{R}(\varphi, \theta, \chi), \mathbf{R}$ $(-\varphi, \theta,-\chi), \mathbf{R}(\pi+\varphi, \theta, \chi), \mathbf{R}(\pi-\varphi, \theta,-\chi)$. If the contribution of the potential of the chain from the straight chain of carbon atoms [in (5) $r=0$ ] is taken into account, then the chain-chain interactions (1) remove the mirror symmetry in the $y z$ plane. Hence, the total one-body potential of a chain is twofold degenerate with respect to the angular positions

TABLE 1. Parameters of the van der Waals potential $A \exp (-B r)-C / r^{6}$.

| $A, 10^{7} \mathrm{~K}$ |  |  | $B, \dot{\AA}^{-1}$ |  |  | $C, \mathrm{~K}^{6}{ }^{6}$ |  |  | Refs. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{\mathrm{HH}}$ | $A_{\mathrm{HC}}$ | $A_{\mathrm{CC}}$ | $B_{\mathrm{HH}}$ | $B_{\mathrm{HC}}$ | $B_{\mathrm{CC}}$ | $C_{\mathrm{HH}}$ | $C_{\mathrm{HC}}$ | $C_{\mathrm{CC}}$ |  |
| 0.33 | 1.4 | 6.0 | 4.08 | 4.08 | 3.08 | 2.5 | 6.3 | 16 | 31 |
| 1.50 | 1.5 | 1.5 | 5.00 | 4.13 | 3.42 | 2.2 | 7.0 | 21 | 32 |
| 1.10 | 1.1 | 1.1 | 4.64 | 3.94 | 3.42 | 2.7 | 7.2 | 17 | 33 |
| 0.92 | 1.1 | 1.3 | 4.64 | 3.94 | 3.42 | 2.2 | 6.9 | 19 | 34 |
| 0.46 | 6.8 | 2.1 | 4.54 | 4.56 | 3.58 | 2.1 | 6.4 | 20 | 35 |

TABLE II. The Lennard-Jones coupling parameters.

| $\epsilon_{\mathrm{HH}}, \mathrm{K}$ | $\epsilon_{\mathrm{HC}}, \mathrm{K}$ | $\epsilon_{\mathrm{CC}}, \mathrm{K}$ | $\sigma_{0, \mathrm{HH}}, \AA$ | $\sigma_{0, \mathrm{HC}}, \AA$ | $\sigma_{0, \mathrm{CC}}, \AA$ | Refs. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 18 | 29 | 52 | 2.653 | 2.903 | 3.118 | 31 |
| 36 | 38 | 36 | 2.338 | 2.814 | 3.418 | 32 |
| 30 | 30 | 30 | 2.498 | 2.939 | 3.387 | 33 |
| 24 | 29 | 34 | 2.500 | 2.939 | 3.387 | 34 |
| 33 | 30 | 920 | 2.316 | 2.941 | 1.842 | 35 |

$\mathbf{R}(\varphi, \theta, \chi)$ and $\mathbf{R}(-\varphi, \theta,-\chi)$. This degeneracy was shown quantitatively in Ref. 27. The equilibrium state of the chains $\mathbf{R}\left(\varphi_{0}, \theta_{0}, \chi_{0}\right)$ and that of the mirror plane $x z \mathbf{R}\left(-\varphi_{0}, \theta_{0}\right.$, $\left.-\chi_{0}\right)$ is found from the minimum thermodynamic potential for $T>T_{c}$ and defined below.

In order to consider the phase transition with spontaneous breakdown of the symmetry we follow Vaks ${ }^{36}$ and write the following expressions for the rotated coordinates of the atoms:

$$
\begin{align*}
\mathbf{R}_{s}= & \mathbf{R}(s \varphi, \theta, s \chi) \\
= & \frac{1}{2}[\mathbf{T}(\varphi, \theta, \chi) \mathbf{R}+\mathbf{T}(-\varphi, \theta,-\chi) \mathbf{R}] \\
& +s \frac{1}{2}[\mathbf{T}(\varphi, \theta, \chi) \mathbf{R}-\mathbf{T}(-\varphi, \theta,-\chi) \mathbf{R}] \\
= & \mathbf{R}_{\|}+s \mathbf{R}_{\perp}, \quad s= \pm 1 \tag{8}
\end{align*}
$$

Obviously, since $\mathbf{R}_{\|}=\left(\mathbf{R}_{+1}+\mathbf{R}_{-1}\right) / 2, \mathbf{R}_{\perp}=\left(\mathbf{R}_{+1}-\mathbf{R}_{-1}\right) / 2$ and $\left|\mathbf{R}_{+1}\right|=\left|\mathbf{R}_{-1}\right|$,

$$
\mathbf{R}_{\|} \mathbf{R}_{\perp}=0
$$

and $\mathbf{R}_{\perp}$ is directed along the $y$ axis, as shown in Fig. 3. As the basis vectors of the two-dimensional triangular lattice of sulfur atoms we chose the vectors


FIG. 2. Coordinates defining the model of the zig-zag $n$-thiol chain chemisorbed to a gold substrate; $l_{0}=1.58 \AA, \quad l=2.506 \AA, r=0.878 \AA, h$ $=1.04 \AA$, and $\alpha=55^{\circ}$.

$$
\begin{equation*}
\mathbf{a}_{1}=a(\sqrt{3} / 2,1 / 2,0), \quad \mathbf{a}_{2}=(0,1,0) \tag{9}
\end{equation*}
$$

where the lattice constant $a=4.97 \AA$. Now let us specify the coordinates of the atoms of the $j$ th chain on the surface:

$$
\begin{equation*}
\mathbf{R}_{j g k}=\mathbf{R}_{j}+\mathbf{R}_{\|, g k}+s_{j} \mathbf{R}_{\perp, g k}, \tag{10}
\end{equation*}
$$

where $j$ runs over all sites of the triangular lattice, $k$ runs over the atomic groups $\mathrm{CH}_{2}$ and $\mathrm{CH}_{3}$ along the chain, and $g$ runs over the specific atomic groups $\left(g=\mathrm{C}, \mathrm{H}_{1}\right.$, and $\left.\mathrm{H}_{2}\right)$. Accordingly, the dipole moment of the $j$ th chain is

$$
\begin{equation*}
\mathbf{d}_{j}=\mathbf{d}_{\|}+s_{j} \mathbf{d}_{\perp} \tag{11}
\end{equation*}
$$

where $\mathbf{d}_{\perp} \| y$, and $\mathbf{d}_{\|} \mathbf{d}_{\perp}=0$.
Substituting expressions (8) and (10) into the potential interactions (1) and (2), we obtain the following expression for the LJ coupling chain-chain energy:

$$
\begin{align*}
& \frac{1}{2} \sum_{i, j} \sum_{g, g^{\prime}} \sum_{k, k^{\prime}} U_{g g^{\prime}}\left(\mathbf{R}_{i j}+\mathbf{R}_{0, g k}-\mathbf{R}_{0, g^{\prime} k^{\prime}}\right. \\
& \left.\quad+s_{i} \mathbf{R}_{1, g k}-s_{j} \mathbf{R}_{1, g^{\prime} k^{\prime}}\right), \tag{12}
\end{align*}
$$

where $\mathbf{R}_{i j}=\mathbf{R}_{i}-\mathbf{R}_{j}$, and for the total chain-surface energy, which includes a coupling of the $n$-thiol atoms ( $\mathrm{C}, \mathrm{H}$ ) with the sulfur atoms,

$$
\begin{align*}
\sum_{i} & \sum_{g} \sum_{k} V\left(R_{0, k}^{z}+s_{i} R_{1, k}^{z}\right) \\
& +\sum_{i, j} \sum_{g} \sum_{k, k^{\prime}} U_{g S}\left(\mathbf{R}_{i j}+\mathbf{R}_{0, g k}+s_{i} \mathbf{R}_{1, g k}\right) \tag{13}
\end{align*}
$$

In accordance with Eq. (1), we introduce the notation


FIG. 3. Symmetrical positions of an atom of the $n$-thiol chains in the tilted phase.

$$
\begin{equation*}
U_{g, g^{\prime}}=4 \epsilon_{g, g^{\prime}}\left[\left(\frac{\sigma_{g, g^{\prime}}}{R}\right)^{12}-\left(\frac{\sigma_{g, g^{\prime}}}{R}\right)^{6}\right] \tag{14}
\end{equation*}
$$

and the notation $U_{g S}$ means the interaction of the chain's atoms with the sulfur.

A single dipole spaced apart from a metal feels an interaction with its self-image, so a dipole-dipole part of the chain-chain energy consists of dipole-dipole, dipole-image and image-image interactions. Substituting expressions (9) and (10) into (3), we obtain the energy of the dipole-dipole coupling

$$
\begin{align*}
\sum_{i, j} & {\left[W\left(\mathbf{R}_{i j}+\left(s_{i}-s_{j}\right) \mathbf{R}_{\perp, \mathrm{C}_{n}}\right)\right.} \\
& \left.+\frac{1}{2} W\left(\mathbf{R}_{i j}+\mathbf{Z}_{12}+\left(s_{i}-s_{j}\right) \mathbf{R}_{\perp, \mathrm{C}_{n}}\right)\right], \tag{15}
\end{align*}
$$

where $\mathbf{Z}_{12}$ is the vector between the real dipole and its selfimage.

In order to simplify expressions (12), (13), and (15) we introduce the projection operators $s^{ \pm}=(1 \pm s) / 2$. Then for any function $f$ of the two operators $s_{1}$ and $s_{2}$ there is an identity ${ }^{36}$

$$
\begin{align*}
f\left(x s_{1}+y s_{2}\right)= & \left(s_{1}^{+}+s_{1}^{-}\right)\left(s_{2}^{+}+s_{2}^{-}\right) f\left(x s_{1}+y s_{2}\right) \\
= & s_{1}^{+} s_{2}^{+} f(x+y)+s_{1}^{+} s_{2}^{-} f(x-y) \\
& +s_{1}^{-} s_{2}^{+} f(-x+y)+s_{1}^{-} s_{2}^{-} f(-x-y) . \tag{16}
\end{align*}
$$

Using this identity, we can write the following expression for the total energy of the SAM:

$$
\begin{equation*}
E=E_{0}-\frac{1}{2} \sum_{i j} J_{i j}(\theta, \varphi, \chi) s_{i} s_{j} \tag{17}
\end{equation*}
$$

In accordance with Eq. (16), we obtain the expressions

$$
\begin{align*}
E_{0} & =\frac{1}{4} \sum_{i j} \sum_{s, s^{\prime}}\left(U_{s, s^{\prime}}^{i j}+W_{s, s^{\prime}}^{i j}\right)+\frac{1}{2} \sum_{i} \sum_{s} V_{s}^{i},  \tag{18}\\
J_{i j} & =\frac{1}{4} \sum_{s, s^{\prime}} s s^{\prime} U_{s, s^{\prime}}^{i j}+\frac{1}{4} \sum_{s, s^{\prime}} s s^{\prime} W_{s, s^{\prime}}^{i j}, \tag{19}
\end{align*}
$$

where

$$
\begin{align*}
& U_{s, s^{\prime}}^{i j}= \frac{1}{2} \sum_{g g^{\prime}} \sum_{k k^{\prime}} U_{g g^{\prime}}\left(\mathbf{R}_{i j}+\mathbf{R}_{\|, g k}\right. \\
&\left.-\mathbf{R}_{\|, g^{\prime} k^{\prime}}+s \mathbf{R}_{\perp, g k}-s^{\prime} \mathbf{R}_{\perp, g^{\prime} k^{\prime}}\right), \\
& W_{s, s^{\prime}}^{i j}= W\left(\mathbf{R}_{i j}+\left(s-s^{\prime}\right) \mathbf{R}_{\perp, \mathrm{C}_{n}}\right) \\
&+\frac{1}{2} W\left(\mathbf{R}_{i j}+\mathbf{Z}_{12}+\left(s-s^{\prime}\right) \mathbf{R}_{\perp, \mathrm{C}_{n}}\right), \\
& V_{s}^{i}=\sum_{g} \sum_{k} V\left(R_{\|, k}^{z}+s R_{\perp, k}^{z}\right) \\
&+\sum_{j} \sum_{g} \sum_{k} U_{g \mathrm{~S}}\left(\mathbf{R}_{i j}+\mathbf{R}_{\|, g k}+s \mathbf{R}_{\perp, g k}\right) . \tag{20}
\end{align*}
$$

The linear term $\sum_{i} B_{i} s_{i}$ is absent in Eq. (17) due to the symmetry.

## 3. MEAN-FIELD APPROXIMATION

According to (17), the thermodynamic potential of the SAM is

$$
\begin{align*}
F= & E_{0}(\theta, \varphi, \chi)-T \ln \operatorname{Tr}_{\left\{s_{i}\right\}} \\
& \times \exp \left[\frac{1}{2} \sum_{i j} J_{i j}(\theta, \varphi, \chi) \frac{s_{i} s_{j}}{T}\right] . \tag{21}
\end{align*}
$$

A mean-field approximation of Eq. (21) is given by the expression ${ }^{36}$

$$
\begin{align*}
F= & E_{0}(\theta, \varphi, \chi)+\frac{1}{2} \sum_{i j} J_{i j}(\theta, \varphi, \chi)\left\langle s_{i}\right\rangle\left\langle s_{j}\right\rangle \\
& -T \sum_{i} \ln \left[2 \cosh \left(\sum_{j} J_{i j}(\theta, \varphi, \chi) \frac{\left\langle s_{j}\right\rangle}{T}\right)\right] . \tag{22}
\end{align*}
$$

We see from Eq. (22) that in the paraelectric phase ( $\left\langle s_{i}\right\rangle$ $=0)$ the minimum $E_{0}(\varphi, \theta, \chi)$ with respect to the angles gives equilibrium $\varphi_{0}, \theta_{0}, \chi_{0}$ SAM's chains. The order parameter $\left\langle s_{i}\right\rangle \neq 0$ is defined as a solution of the equations of state ${ }^{37}$

$$
\begin{equation*}
\left\langle s_{i}\right\rangle=\tanh \left[\sum_{j} J_{i j}(\theta, \varphi, \chi) \frac{\left\langle s_{j}\right\rangle}{T}\right] . \tag{23}
\end{equation*}
$$

A substitution of solutions of this equation into (22) and self-consistent minimization of the thermodynamic potential over three angles give the complete equilibrium state of the SAM. Next, according to Eq. (23), the structure ordered phase is determined by the wave vector $\mathbf{q}_{0}$, for which

$$
\begin{equation*}
J_{\mathbf{q}}=\sum_{j} J_{i j} \exp \left(i \mathbf{q} \mathbf{R}_{i j}\right) \tag{24}
\end{equation*}
$$

takes on the maximum value, and $T_{c}=J_{\mathbf{q}_{0}} .{ }^{37}$
The first item transform in (19) under nearest-neighbor chain-chain coupling is given by the expression ${ }^{27}$

$$
\begin{align*}
U(\mathbf{q})= & 2 J_{1} \cos \left(2 \pi \xi_{1}\right)+2 J_{1} \cos \left[2 \pi\left(\xi_{1}-\xi_{2}\right)\right] \\
& +2 J_{2} \cos \left(2 \pi \xi_{2}\right) \tag{25}
\end{align*}
$$

where the wave vector $\mathbf{q}=\xi_{1} \mathbf{b}_{1}+\xi_{2} \mathbf{b}_{2}$ is written about the basis reciprocal to (9)

$$
\begin{equation*}
\mathbf{b}_{1}=4 \pi a^{-1}(1 / \sqrt{3}, 0,0), \quad \mathbf{b}_{2}=2 \pi a^{-1}(-1 / \sqrt{3}, 1,0) \tag{26}
\end{equation*}
$$

$J_{1}$ is the coupling constant along the vectors $\pm \mathbf{a}_{1}, \pm\left(\mathbf{a}_{2}\right.$ $-\mathbf{a}_{1}$ ), and $J_{2}$ is the coupling constant along the vectors $\pm \mathbf{a}_{2}$.

One points to fact that at $\mathbf{d}=0$ expression (24) reduces to (25), maximums which give the following structure ordered phase and the transition temperature: ${ }^{27}$

1) $\xi_{1}=0, \quad \xi_{2}=0, \quad T_{c}=4 J_{1}+2 J_{2} \quad$ (ferro);
2) $\quad \xi_{1}=0.5 \quad \xi_{2}=0, \quad T_{c}=-4 J_{1}+2 J_{2} \quad(2 \times 1)$;


FIG. 4. Phase diagram of the Ising model on the triangular lattice.

$$
\begin{equation*}
\text { 3) } \quad \xi_{1}=0.5 \xi_{2}, \quad T_{c}=-\frac{J_{1}^{2}}{J_{2}}-2 J_{2}, \quad\left|\frac{J_{1}}{2 J_{2}}\right| \leqslant 1 \quad \text { (IC). } \tag{27}
\end{equation*}
$$

The phase diagram, which corresponds to Eq. (27), is shown in Fig. 4.

The dipole-dipole interaction transform of (19) is computed by Ewald's method ${ }^{38}$ by fitting to the $2 D$ lattice. Formally, the Fourier transform (4) can be found as follows:

$$
\begin{equation*}
W_{\mathbf{q}, \mathbf{x}}^{\alpha, \beta}=-\frac{\partial^{2}}{\partial x_{\alpha} \partial x_{\beta}} \sum_{\mathbf{l}} \frac{e^{i \mathbf{q} \mathbf{l}}}{|\mathbf{I}-\mathbf{x}|} \tag{28}
\end{equation*}
$$






FIG. 5. Curves of the temperature transition $T_{c}$ and the equilibrium angles of the $n$-thiols, plotted as functions of the dipole moment, are described by the solid $(n=8)$, dashed $(n=10)$, dot-dashed $(n=12)$, and dotted ( $n$ $=17$ ) lines for the coupling parameters from Ref. 32.


FIG. 6. The components of the wave vector of the ordered structure $\xi_{1}$ (solid) and $\xi_{2}$ (dashed) for the coupling parameters from Ref. 32.
where $\mathbf{l}=l_{1} \mathbf{a}_{1}+l_{2} \mathbf{a}_{2}, l_{1}, l_{2}$ is an integer, and $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ are defined by expressions (9). According to Ewald, the series of (28) for a plane lattice is presented by the sum of two series:

$$
\begin{align*}
\sum_{\mathbf{l}} \frac{e^{i \mathbf{q} \mathbf{l}}}{|\mathbf{l}-\mathbf{x}|}= & \sum_{\mathbf{l}} \frac{\operatorname{erfc}(R|\mathbf{l}-\mathbf{x}|)}{|\mathbf{l}-\mathbf{x}|}+\frac{\pi}{S_{0}} \sum_{\mathbf{g}} \frac{e^{i \mathbf{x}(\mathbf{q}+\mathbf{g})}}{|\mathbf{g}+\mathbf{q}|} \\
& \times\left[e^{z|\mathbf{q}+\mathbf{g}|} \operatorname{erfc}\left(\frac{|\mathbf{q}+\mathbf{g}|}{2 \mathbf{R}}+z R\right)\right. \\
& \left.+e^{-z|\mathbf{q}+\mathbf{g}|} \operatorname{erfc}\left(\frac{\mathbf{q}+\mathbf{g} \mid}{2 \mathbf{R}}-z R\right)\right] \tag{29}
\end{align*}
$$

where

$$
\operatorname{erfc}(x)=\frac{2}{\sqrt{\pi}} \int_{x}^{\infty} e^{-y^{2}} d y
$$

Here $\mathbf{g}=g_{1} \mathbf{b}_{1}+g_{2} \mathbf{b}_{2}, g_{1}, g_{2}$ is an integer, $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ are defined by expressions (26), $S_{0}$ is the unit cell area, $z$ is the component along the $z$ axis of the vector $\mathbf{x}$, and $R$ is the adjustable parameter of the velocity convergence of the series. Note that Eq. (29) was obtained in Ref. 29 for $\mathbf{q}=0$.

The results of self-consistent numerical minimization procedure of (22) are given in Figs. 5-8 and Table III. The first feature of the temperature transition is high sensitivity to


FIG. 7. The same as in Fig. 5 for Ref. 35.
the choice of the coupling constants listed in Table II. For the choice of the coupling constants defined in Refs. 32 and 35 there is ordered phase sequence from the ferroelectric or $2 \times 1$ to the IC (Figs. 6 and 8). However, for the choice of coupling constants defined in Refs. 31, 33, and 34 there is IC phase (Table III), where the transition temperature $T_{c}$ increases with increasing dipole moment.

## 4. DISCUSSION AND CONCLUSIONS

An advantage of using the Ising variable is that a rich variety of the couplings between atoms of the $n$-thiols and the couplings with the crystal surface is reduced to a few competing exchange parameters. For $d=0$ they allow one to establish a simple phase diagram of the system shown in Fig. 4. The SAMs are described by the Ising model on the triangular lattice with exact solution. ${ }^{39}$ Ferroelectric, $2 \times 1$, and incommensurate phases are the only possible ordered states of the system of the $n$-thiols which are self-assembled on the crystal surface $\mathrm{Au}(111)$. For $d \neq 0$ competition a LJ interaction and a dipole-dipole coupling can give rise to various combinations of the structures.

The most interesting behavior of the critical temperature and a sequence of ordered structures upon change in the


FIG. 8. The same as in Fig. 6 for Ref. 35.
dipole moment has been found for the LJ's parameters from Refs. 32 and 35. The transition temperature dependence is that $T_{c}$ with $d \neq 0$ can be reduced when $d=0$. In particular, the lowest temperature of the phase transition is realized for the parameters taken from Refs. 32 and 34. $T_{c}$ is very sensitive to the coupling parameters which change many times. Moreover, it is necessary to take into consideration that all coupling parameters listed in Table I are given for the case of three-dimensional crystals in which the distances between the atomic groups $\mathrm{CH}_{2}$ may differ in comparison with the case of the SAM. Therefore, the coupling constants listed in Tables I and II should be considered carefully. As far as the structure of the ordered phase for any set coupling parameters is concerned, with increasing dipole moment the incommensurate phase is described by the modulation vector either near $\xi=(0.25,0.5)$ or near $\xi=(0.3,0.6)$.

The phase transition leads to a freezing of the jumps of the chains between twofold degenerate states with equilibrium azimutal and twist angles $\varphi_{0}$, and $\chi_{0}$ is given in Figs. 5 and 7 and Table III for various references. The values of these angles agree with the experimental observations and theoretical considerations except for the azimutal angle which was determined experimentally to be $\varphi \sim 10^{\circ}$ for $d$ $=0$ and $10<n<20$ (Ref. 9).

The final feature of the phase transition to the twisted

TABLE III. The critical temperatures, the wave vector, and the equilibrium angles.

| $n$ | $T_{c}, \mathrm{~K}$ | $\xi_{1}$ | $\xi_{2}$ | $\theta_{0}$ | $\chi_{0}$ | $\varphi_{0}$ | Refs. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d=0.5 \mathrm{D}$ |  |  |  |  |  |  |  |
| 8 | 1249.6 | 0.259 | 0.517 | -3.88 | 35.55 | 143.75 | 31 |
| 12 | 1701.6 | 0.259 | 0.525 | -2.68 | 35.11 | 142.95 | " |
| 16 | 2156.9 | 0.259 | 0.529 | -2.05 | 34.90 | 142.50 | " |
| 8 | 688.5 | 0.259 | 0.520 | -3.82 | 36.21 | 143.75 | 33 |
| 12 | 855.6 | 0.273 | 0.538 | -2.64 | 35.80 | 143.00 | " |
| 16 | 1028.7 | 0.273 | 0.549 | -2.02 | 35.61 | 142.58 | " |
| 8 | 619.7 | 0.259 | 0.525 | -3.81 | 36.68 | 143.37 | 34 |
| 12 | 745.3 | 0.273 | 0.546 | -2.63 | 36.23 | 142.69 | " |
| 16 | 878.0 | 0.273 | 0.561 | -2.01 | 36.01 | 142.30 | " |
| $d=1.0 \mathrm{D}$ |  |  |  |  |  |  |  |
| 8 | 2857.1 | 0.253 | 0.510 | -3.79 | 38.34 | 141.53 | 31 |
| 12 | 3224.2 | 0.259 | 0.519 | -2.63 | 37.04 | 141.61 | " |
| 16 | 3642.2 | 0.259 | 0.524 | -2.02 | 36.39 | 141.55 | " |
| 8 | 2227.0 | 0.253 | 0.512 | -3.77 | 39.05 | 141.19 | 33 |
| 12 | 2311.7 | 0.267 | 0.524 | -2.60 | 37.72 | 141.44 | " |
| 16 | 2442.9 | 0.267 | 0.532 | -1.99 | 37.08 | 141.46 | " |
| 8 | 2154.5 | 0.267 | 0.516 | -3.77 | 39.71 | 140.52 | 34 |
| 12 | 2200.6 | 0.267 | 0.528 | -2.60 | 38.29 | 140.91 | " |
| 16 | 2290.4 | 0.267 | 0.537 | -1.99 | 37.59 | 141.01 | " |

ordered phase is that it is a first-order transition. The reason is analogous to the effect of elastic media on the order of the phase transition, ${ }^{36,40}$ where the spontaneous ordering gives rise to a distortion of the crystal, which in turn leads to a slight increase in the exchange integrals. Hence, the Curie temperature from the paraelectric phase turns out to be lower than the Curie temperature from the ordered phase. Similarly, in the system of the $n$-thiol's chains a spontaneous twist ordering of the chains give rise to a change in the tilt. This in turn leads to a change of the exchange integrals defined by Eq. (19).
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# Dynamics of cold atoms in a quadrupole magnetic trap with an orbiting potential 
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#### Abstract

We study the dynamics of atoms confined to a quadrupole magnetic trap with an orbiting potential. For typical values of the experimental parameters of the trap, the rotating magnetic field is shown to produce high-frequency modulation of atomic momenta with an amplitude comparable to the widths of the momentum distributions for the lowest oscillation states of atoms in the time-averaged potential. We find the quantum-statistical momentum and position distributions of atoms and show that at temperatures much higher than the effective vibrational temperature of the atoms in the trap the quantum-statistical momentum and position distributions are Gaussian. We also establish that at temperatures comparable to the effective vibrational temperature of the atoms the quantum-statistical momentum distribution has an annular structure in the trap's symmetry plane, which is due to the deep modulation of the atomic momenta caused by the rotating magnetic field. © 1998 American Institute of Physics. [S1063-7761(98)00207-8]


}

## 1. INTRODUCTION

Lately there has been an upsurge of interest in developing experimental means for the trapping and deep cooling of atoms in magnetic traps with the aim of observing quantumstatistical effects, including Bose-Einstein condensation. ${ }^{1-15}$ Among the various types of magnetic traps used in preparing ultracold ensembles of atoms, one of the first and most important from the practical standpoint was the quadrupole magnetic trap with an orbiting potential (TOP). In this type of trap the magnetic field confining the atoms consists of two parts. A stationary quadrupole magnetic field generates a potential. In the central part of the trap this potential localizes atoms with a negative projection of the magnetic moment onto the local direction of the magnetic field vector. However, the potential well created by the quadrupole magnetic field is not perfect. Near its bottom the strength of the quadrupole magnetic field is zero, and the atoms moving in this region can change the sign of the projection of the magnetic moment onto the magnetic field vector as a result of nonadiabatic Majorana transitions and leave the trap. ${ }^{16}$ To eliminate this channel for the loss of atoms, another, uniform, magnetic field is applied. This field rotates with a high frequency in the plane perpendicular to the symmetry axis of the quadrupole field. The presence of this rotating magnetic field causes the potential well to rotate about the trap's symmetry axis and to create an orbiting potential. The timeaveraged value of the orbiting potential at the trap's center is nonzero and thus suppresses the loss of atoms due to Majorana transitions. ${ }^{9}$

Up to now the motion of individual atoms in a TOP trap has been discussed in the literature using a time-averaged stationary harmonic potential. ${ }^{9}$ This approach, however, ignores the fast (compared to the natural oscillation frequencies of the trap) oscillations of atomic momenta associated with the rotating magnetic field.

In this paper we examine the dynamics of noninteracting atoms in a TOP trap using a time-dependent Schrödinger equation that incorporates a magnetic potential oscillating in time.

An analysis of the dynamics of noninteracting atoms in a TOP trap shows that the rotating magnetic field generates oscillations of the atomic momenta with the frequency of the rotating field and an amplitude which, for typical values of trap parameters, is comparable to the widths of momentum distributions of atoms in a time-averaged harmonic potential. While the quantum-statistical distribution of the atomic coordinates remains Gaussian, the momentum distribution at low temperatures acquires an annular structure in the trap's symmetry plane at all temperatures. The annular structure of the momentum distribution becomes appreciable at atomic ensemble temperatures of order of the effective vibrational temperature of the atoms in the time-averaged harmonic potential.

## 2. MAGNETIC DIPOLE POTENTIAL

In the central region of a TOP trap the total magnetic field $\mathbf{B}_{t}$ consists of two parts:

$$
\begin{equation*}
\mathbf{B}_{t}=\mathbf{b}+\mathbf{B} . \tag{1}
\end{equation*}
$$

Here $\mathbf{b}$ is the stationary quadrupole field proper, ${ }^{16}$

$$
\begin{equation*}
\mathbf{b}=-\frac{1}{2} a\left(x \mathbf{e}_{x}+y \mathbf{e}_{y}\right)+a z \mathbf{e}_{z} \tag{2}
\end{equation*}
$$

which is expressed in (2) in terms of the gradient $a$ of the quadrupole field at point $x=y=z=0$, the $\mathbf{e}_{i}$ are unit vectors along axes $i=x, y, z$, and $\mathbf{B}$ is a uniform magnetic field rotating with a frequency $\Omega$ in the $x y$ plane: ${ }^{16}$

$$
\begin{equation*}
\mathbf{B}=B_{0}\left(\mathbf{e}_{x} \cos \Omega t+\mathbf{e}_{y} \sin \Omega t\right) \tag{3}
\end{equation*}
$$

where $B_{0}$ is the amplitude of the rotating field.

In the field (1) an atom having a negative projection $\mu_{t}$ of the magnetic moment $\boldsymbol{\mu}$ onto the direction of the field, $\mu_{t}=-\mu(\mu>0)$, possesses an additional potential energy $U=U(\mathbf{r}, t):$

$$
\begin{align*}
U & =-\boldsymbol{\mu} \cdot \mathbf{B}_{t}=\mu B_{t} \\
& =\mu \sqrt{\left(B_{0} \cos \Omega t-\frac{1}{2} a x\right)^{2}+\left(B_{0} \sin \Omega t-\frac{1}{2} a y\right)^{2}+a^{2} z^{2}} . \tag{4}
\end{align*}
$$

We see that the time-dependent magnetic-dipole interaction potential rotates about the $z$ axis in such a way that its minimum moves in the $x y$ plane along a circular orbit of radius $r_{0}=2 B_{0} / a$.

To analyze the motion of atoms in the potential (4), it is convenient to introduce the cylindrical coordinates $x$ $=\rho \cos \varphi, y=\rho \sin \varphi$, and $z$ and write the potential in a form corresponding to the standard expression of the integrand for elliptic integrals of the second kind:

$$
\begin{equation*}
U=U_{m} \sqrt{1-e^{2} \sin \xi} \tag{5}
\end{equation*}
$$

where $U_{m}$ is the maximum value of the potential oscillating in time, $e$ determines the modulation depth of the oscillating potential and is known in the theory of elliptic integrals as the modulus, and $\xi$ is the effective phase:

$$
\begin{align*}
& U_{m}=U_{L} \sqrt{\left(1+\frac{\rho}{r_{0}}\right)^{2}+\frac{4 z^{2}}{r_{0}^{2}}},  \tag{6}\\
& e^{2}=\frac{4 \rho / r_{0}}{\left(1+\rho / r_{0}\right)^{2}+4 z^{2} / r_{0}^{2}},  \tag{7}\\
& \xi=\frac{1}{2}(\Omega t-\varphi-\pi) . \tag{8}
\end{align*}
$$

In (6), $U_{L}=\mu B_{0}$ is the energy of magnetic interaction at the central point of the trap $(\mathbf{r}=0)$ and determines the Larmor precession frequency

$$
\begin{equation*}
\omega_{L}=\frac{\mu B_{0}}{\hbar} . \tag{9}
\end{equation*}
$$

Note that the square of the modulus does not exceed unity. The maximum value of the square of the modulus,

$$
\begin{equation*}
\left(e^{2}\right)_{\max }=\frac{2}{1+\sqrt{1+4 z^{2} / r_{0}^{2}}} \leqslant 1 \tag{10}
\end{equation*}
$$

is attained for a given $z$ on a circle of radius $\rho=\rho_{m}$ :

$$
\begin{equation*}
\rho_{m}=r_{0} \sqrt{1+\frac{4 z^{2}}{r_{0}^{2}}} \tag{11}
\end{equation*}
$$

It is convenient to write the potential (5) in the form of a Fourier series:

$$
\begin{equation*}
U=U_{m}\left[\frac{1}{2} a_{0}+\sum_{n=1}^{\infty}(-1)^{n} a_{n} \cos n(\Omega t-\varphi)\right], \tag{12}
\end{equation*}
$$

where the Fourier coefficients

$$
\begin{equation*}
a_{s}=\frac{4}{\pi} \int_{0}^{\pi / 2} \sqrt{1-e^{2} \sin ^{2} \xi} \cos (2 s \xi) d \xi \tag{13}
\end{equation*}
$$

$(s=0,1,2, \ldots)$ can be expressed in terms of elliptic integrals of the first and second kind, $K(e)$ and $E(e)$. The first three Fourier coefficients are

$$
\begin{align*}
a_{0}= & \frac{4}{\pi} E(e) \\
a_{1}= & \frac{4}{3 \pi e^{2}}\left[\left(2-e^{2}\right) E(e)-2\left(1-e^{2}\right) K(e)\right]  \tag{14}\\
a_{2}= & -\frac{4}{15 \pi e^{4}}\left[\left(16-16 e^{2}+e^{4}\right) E(e)\right. \\
& \left.-8\left(2-3 e^{2}+e^{4}\right) K(e)\right] .
\end{align*}
$$

We now note that since the modulus $e$ is bounded, according to (10), for the Fourier coefficients we need only expressions for moderate values of the modulus, $e \leqslant 1$. Using the well-known expansions of the complete elliptic integrals $E(e)$ and $K(e)$ in powers of $e^{2}$ and keeping only term to the fourth order in $e$ inclusively, we can write the following approximate expression for the potential (5):

$$
\begin{equation*}
U=U_{0}-U_{1} \cos (\Omega t-\varphi)-U_{2} \cos 2(\Omega t-\varphi) \tag{15}
\end{equation*}
$$

where

$$
\begin{align*}
& U_{0}=\frac{1}{2} U_{m} a_{0}=U_{m}\left(1-\frac{1}{4} e^{2}-\frac{3}{64} e^{4}\right), \\
& U_{1}=U_{m} a_{1}=\frac{1}{4} U_{m} e^{2}\left(1+\frac{1}{4} e^{2}\right),  \tag{16}\\
& U_{2}=-U_{m} a_{2}=\frac{1}{64} U_{m} e^{4} .
\end{align*}
$$

The dependence of $U_{0}, U_{1}$, and $U_{2}$ on the coordinates $\rho$ and $z$ is depicted in Fig. 1.

Below we use the magnetic-dipole interaction potential in the form (15) to establish the equations of motion of an atom in a TOP trap.

## 3. GENERAL EQUATIONS OF MOTION

The dynamics of an atom in the potential (15) is described by a Schrödinger equation, which in the system of coordinates we have adopted assumes the form

$$
\begin{align*}
& i \hbar \frac{\partial \Phi}{\partial t}=-\frac{\hbar^{2}}{2 M} \Delta \Phi+U_{0} \Phi-\left[U_{1} \cos (\Omega t-\varphi)+U_{2}\right. \\
&\times \cos 2(\Omega t-\varphi)] \Phi \\
& \Delta=\frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial}{\partial \rho}\right)+\frac{1}{\rho^{2}} \frac{\partial^{2}}{\partial \varphi^{2}}+\frac{\partial^{2}}{\partial z^{2}} . \tag{17}
\end{align*}
$$

We recall that the amplitudes $U_{0}, U_{1}$, and $U_{2}$ of the harmonics of the magnetic potential are functions of the coordinates $\rho$ and $z$.

In Eq. (17) the two parts of the magnetic potential play different roles. The time-independent potential $U_{0}$ generates


FIG. 1. The time-averaged value $U_{0}$ (a) and the amplitudes of the first two harmonics, $U_{1}$ (b) and $U_{2}$ (c), of the oscillating potential $U$ as functions of the cylindrical coordinates $\rho$ and $z$.
slow movements of the atom with characteristic times $\tau_{\text {slow }}$ $\simeq 1 / \omega$, where $\omega$ specifies the characteristic natural oscillation frequencies of the atom in the potential $U_{0}$. The presence of the oscillating parts $U_{1}$ and $U_{2}$ in the potential leads to fast oscillations of the momentum and position of the atom with a characteristic time scale $\tau_{\text {fast }} \simeq 1 / \Omega$.

To explicitly separate the fast movements of the atom from the slow, it is convenient to pass to a representation similar to the standard interaction representation for timeindependent potentials. For Eq. (17) the corresponding transition is accomplished by the following replacement of the wave function:

$$
\begin{equation*}
\Phi=\Phi \exp \left[\frac{i}{\hbar \Omega}\left(U_{1} \sin (\Omega t-\varphi)+\frac{1}{2} U_{2} \sin 2(\Omega t-\varphi)\right)\right] \tag{18}
\end{equation*}
$$

After (18) is plugged into (17), the equation of motion acquires terms that correspond explicitly to the fast oscillations of the momentum and position of the atom. There also emerges an addition $U_{\text {add }}$ to the time-independent potential $U_{0}$, which is related to the mean energy of the fast oscillations of the atom:

$$
\begin{align*}
& i \hbar \frac{\partial \Phi}{\partial t}=-\frac{\hbar^{2}}{2 M} \Delta \Phi+\left(U_{0}+U_{\text {add }}\right) \Phi-\frac{i \hbar}{2 M \Omega} \\
& \times\left[\frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial U_{1}}{\partial \rho}\right)-\frac{U_{1}}{\rho^{2}}+\frac{\partial^{2} U_{1}}{\partial z^{2}}\right] \sin (\Omega t-\varphi) \Phi \\
& +\frac{i \hbar}{4 M \Omega^{2}}\left[\frac{\partial U_{1}}{\partial \rho} \frac{\partial U_{2}}{\partial \rho}+\frac{2 U_{1} U_{2}}{\rho^{2}}+\frac{U_{1}}{\partial z} \frac{\partial U_{2}}{\partial z}\right] \\
& \times \cos (\Omega t-\varphi) \Phi-\frac{i \hbar}{4 M \Omega}\left[\frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial U_{2}}{\partial \rho}\right)\right. \\
& \left.-\frac{4 U_{2}}{\rho^{2}}+\frac{\partial^{2} U_{2}}{\partial z^{2}}\right] \sin 2(\Omega t-\varphi) \Phi-\frac{1}{4 M \Omega^{2}} \\
& \times\left[\left(\frac{\partial U_{1}}{\partial \rho}\right)^{2}-\frac{U_{1}}{\rho^{2}}+\left(\frac{\partial U_{1}}{\partial z}\right)^{2}\right] \cos 2(\Omega t-\varphi) \\
& \times \Phi-\frac{i \hbar}{M \Omega}\left[\frac{\partial U_{1}}{\partial \rho} \frac{\partial \Phi}{\partial \rho}+\frac{\partial U_{1}}{\partial z} \frac{\partial \Phi}{\partial z}\right] \sin (\Omega t-\varphi) \\
& +\frac{i \hbar U_{1}}{M \Omega \rho^{2}} \frac{\partial \Phi}{\partial \varphi} \cos (\Omega t-\varphi)-\frac{i \hbar}{2 M \Omega} \\
& \times\left[\frac{\partial U_{2}}{\partial \rho} \frac{\partial \Phi}{\partial \rho}+\frac{\partial U_{2}}{\partial z} \frac{\partial \Phi}{\partial z}\right] \sin 2(\Omega t-\varphi) \\
& +\frac{i \hbar U_{2}}{M \Omega \rho^{2}} \frac{\partial \Phi}{\partial \varphi} \cos 2(\Omega t-\varphi), \tag{19}
\end{align*}
$$

where the additional time-independent potential is

$$
\begin{align*}
U_{\mathrm{add}}= & \frac{1}{4 M \Omega^{2}}\left[\left(\frac{\partial U_{1}}{\partial \rho}\right)^{2}+\frac{1}{4}\left(\frac{\partial U_{2}}{\partial \rho}\right)^{2}+\frac{U_{1}^{2}+U_{2}^{2}}{\rho^{2}}\right. \\
& \left.+\left(\frac{\partial U_{1}}{\partial z}\right)^{2}+\frac{1}{4}\left(\frac{\partial U_{2}}{\partial z}\right)^{2}\right] \tag{20}
\end{align*}
$$

## 4. EQUATION OF MOTION OF COLD ATOMS

Let us use the equations of motion derived above to study the dynamics of cold atoms, i.e., atoms near the bottom of the potential well $U_{0}+U_{\text {add }}$. For cold atoms the coordinates $\rho$ and $z$ meet the condition $\rho, z \ll r_{0}$.

When the displacements of an atom from the trap's center are small, we can expand $U_{0}, U_{1}$, and $U_{2}$ in power series in the small coordinates $\rho$ and $z$. Keeping all terms up to second order in $\rho$ and $z$, we get
$U_{0}=U_{L}+\frac{1}{2} k\left(\rho^{2}+8 z^{2}\right), \quad U_{1}=2 k r_{0} \rho, \quad U_{2}=\frac{1}{2} k \rho^{2}$.
The elastic constant for the harmonic part of the timeindependent potential is

$$
\begin{equation*}
k=\frac{U_{L}}{2 r_{0}^{2}} \tag{22}
\end{equation*}
$$

According to (21), the potential $U_{0}$ generates harmonic oscillations of the atom along the $x, y$, and $z$ axes with the frequencies

$$
\begin{equation*}
\omega_{x}=\omega_{y}=\omega_{\rho}=\sqrt{\frac{k}{M}}, \quad \omega_{z}=2 \sqrt{2} \omega_{\rho} \tag{23}
\end{equation*}
$$

At this point we note that according to the basic idea of a magnetic trap with an orbiting potential, all of the three fundamental frequencies, $\omega_{\rho}, \Omega$, and $\omega_{L}$, are assumed to be related by the following inequalities

$$
\begin{equation*}
\omega_{\rho} \ll \Omega \ll \omega_{L} . \tag{24}
\end{equation*}
$$

According to Eq. (19), the left-hand inequality in (24) is needed so that the action of the time-averaged potential $U_{0}$ $+U_{\text {add }}$ would be stronger than the action of the harmonics with the amplitudes $U_{1}$ and $U_{2}$. The right-hand inequality in (24) excludes the possibility of nonadiabatic Majorana transitions due to rotation of the magnetic field $\mathbf{B}$. In a typical experiment $\quad \omega_{\rho} / 2 \pi \sim 10-100 \mathrm{~Hz}, \quad \Omega / 2 \pi \sim 10^{4} \mathrm{~Hz}, \quad$ and $\omega_{L} / 2 \pi \sim 10^{7} \mathrm{~Hz}$, so that $\omega_{\rho} / \Omega \sim 10^{-2}-10^{-3}$ and $\Omega / \omega_{L}$ $\sim 10^{-3}$ (Ref. 15).

Now we plug the expressions for $U_{1}$ and $U_{2}$ from (21) into Eqs. (19) and (20). In the case of cold atoms, the additional potential proves to be much smaller than $U_{0}$ :

$$
\begin{equation*}
U_{\mathrm{add}}=\frac{2 k^{2} r_{0}^{2}}{M \Omega^{2}}\left(1+\frac{\rho^{2}}{r_{0}^{2}}\right)=\left(U_{L}+\frac{1}{8} k \rho^{2}\right)\left(\frac{\omega_{\rho}}{\Omega}\right)^{2} \ll U_{0} . \tag{25}
\end{equation*}
$$

Neglecting this small correction to the time-averaged potential $U_{0}$, from Eq. (19) we arrive at the following equation of motion of cold atoms:

$$
\begin{align*}
i \hbar \frac{\partial \Phi}{\partial t}= & -\frac{\hbar^{2}}{2 M} \Delta \Phi+U_{0} \Phi+\frac{k^{2} r_{0}}{M \Omega^{2}} \rho \Phi \\
& \times \cos (\Omega t-\varphi)-i \frac{2 \hbar k r_{0}}{M \Omega} \\
& \times\left[\frac{\partial \Phi}{\partial \rho} \sin (\Omega t-\varphi)-\frac{1}{\rho} \frac{\partial \Phi}{\partial \varphi} \cos (\Omega t-\varphi)\right] \\
& -i \frac{\hbar k \rho}{2 M \Omega}\left[\frac{\partial \Phi}{\partial \rho} \sin 2(\Omega t-\varphi)\right. \\
& \left.-\frac{1}{\rho} \frac{\partial \Phi}{\partial \varphi} \cos 2(\Omega t-\varphi)\right] \tag{26}
\end{align*}
$$

Two facts are worth noting. The third term on the righthand side of Eq. (26), which specifies the oscillating potential of the atom in the interaction representation, has the same structure as the third term on the right-hand side of Eq.
(17). Hence, we could exclude this term from Eq. (26) by a repeated passage to the interaction representation, i.e., by a replacement of type (18):

$$
\begin{equation*}
\Phi=\tilde{\Phi} \exp \left[-i \frac{k^{2} r_{0}}{\hbar M \Omega^{3}} \rho \sin (\Omega t-\varphi)\right] \tag{27}
\end{equation*}
$$

Actually, there is no need for (27), since exclusion of the third term in (26) leads to corrections that are small compared to the other terms as $\left(\omega_{\rho} / \Omega\right)^{2} \ll 1$. This follows directly from the fact that the ratio of the exponent in (27) to the first term in the exponent in (18) is

$$
\begin{equation*}
\frac{k^{2} r_{0} \rho}{\hbar M \Omega^{3}} \frac{U_{1}}{\hbar \Omega}=\frac{1}{2}\left(\frac{\omega_{\rho}}{\Omega}\right)^{2} \ll 1 \tag{28}
\end{equation*}
$$

Thus, the third term on the right-hand side of Eq. (26) can simply be dropped, since it is very small compared to the other terms. If we now bear in mind that the amplitude of the harmonic oscillations of an atom in the potential $U_{0}$ from (21) is of the order of the amplitude $\rho_{0}$ of the zero-point oscillations,

$$
\begin{equation*}
\rho_{0}=\sqrt{\frac{\hbar}{M \omega_{\rho}}} \tag{29}
\end{equation*}
$$

we see that the terms in Eq. (26) that oscillate with the doubled frequency $2 \Omega$ are small compared to terms oscillating with the frequency $\Omega$ in the ratio

$$
\begin{equation*}
\frac{\rho}{2 r_{0}} \simeq \frac{\rho_{0}}{2 r_{0}}=\sqrt{\frac{\omega_{\rho}}{2 \omega_{L}}} \ll 1 . \tag{30}
\end{equation*}
$$

At frequencies used in experiments the left-hand side of Eq. (30) is of order $10^{-3}$. If we ignore the terms oscillating with the frequency $2 \Omega$ in Eq. (26) and go back to the Cartesian system of coordinates $x, y$, and $z$, we arrive at a very simple equation:

$$
\begin{align*}
i \hbar & {\left[\frac{\partial \Phi}{\partial t}+v_{r}\left(\frac{\partial \Phi}{\partial x} \sin \Omega t-\frac{\partial \Phi}{\partial y} \cos \Omega t\right)\right] } \\
& =-\frac{\hbar^{2}}{2 M} \Delta \Phi+U_{0} \Phi, \quad \Delta=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}} \tag{31}
\end{align*}
$$

where, as we can easily see, the quantity

$$
\begin{equation*}
v_{r}=\frac{p_{r}}{M}=\frac{2 \omega_{\rho}^{2} r_{0}}{\Omega}=\sqrt{2 \frac{\omega_{L} \omega_{\rho}}{\Omega^{2}}} v_{0} \tag{32}
\end{equation*}
$$

expressed in terms of the zero-point oscillation velocity

$$
\begin{equation*}
v_{0}=\frac{p_{0}}{M}=\sqrt{\frac{\hbar \omega_{\rho}}{M}} \tag{33}
\end{equation*}
$$

( $p_{0}=\sqrt{M \hbar \omega_{\rho}}$ is the momentum of the zero-point oscillations) specifies the velocity of the fast oscillations of the atom due to fast oscillations of the potential. Here we stress that since in Eq. (31) we dropped the term that oscillates with the doubled orbiting frequency of the potential, together with Eq. (31) we must use the complete wave function (18) in which the phase oscillates only with a frequency $\Omega$, i.e., the function


FIG. 2. The true coordinates of an atom, $x$ and $y$, and the effective coordinates $X$ and $Y$ in the rotation plane of the potential.

$$
\begin{equation*}
\Psi=\Phi \exp \left[i \frac{p_{r}}{\hbar} \rho \sin (\Omega t-\varphi)\right] \tag{34}
\end{equation*}
$$

We now note that formally the left-hand side of Eq. (31) appears to be the total (convective) time derivative, which allows for the variation of the wave function $\Phi$ in time and due to oscillations of the atom with the velocities $v_{r} \sin \Omega t$ and $-v_{r} \cos \Omega t$ along the $x$ and $y$ axes, respectively. Bearing all this in mind, we can introduce the new coordinates $X$ and $Y$ and the new time variable $T$ via the following relationships:

$$
\begin{equation*}
X=x+\rho_{r} \cos \Omega t, \quad Y=y+\rho_{r} \sin \Omega t, \quad T=t \tag{35}
\end{equation*}
$$

where $\rho_{r}$ has the meaning of the amplitude of the fast variations of the coordinate of the atom (Fig. 2),

$$
\begin{equation*}
\rho_{r}=\frac{v_{r}}{\Omega}=2\left(\frac{\omega_{\rho}}{\Omega}\right)^{2} r_{0}=\rho_{0} \frac{\omega_{\rho}}{\Omega} \sqrt{2 \frac{\omega_{L} \omega_{\rho}}{\Omega^{2}}} . \tag{36}
\end{equation*}
$$

In terms of the new variables, the equation of motion (31) reduces, after neglect of the corrections to the potential of order $\rho_{r} / \rho_{0},\left(\rho_{r} / \rho\right)^{2} \ll 1$ on the right-hand side, to the equation of a three-dimensional asymmetric oscillator

$$
\begin{equation*}
i \hbar \frac{\partial \Phi}{\partial T}=-\frac{\hbar^{2}}{2 M} \Delta \Phi+U_{0} \Phi \tag{37}
\end{equation*}
$$

where the Laplacian is defined in terms of the coordinates $X$, $Y$, and $z$ :

$$
\Delta=\frac{\partial^{2}}{\partial X^{2}}+\frac{\partial^{2}}{\partial Y^{2}}+\frac{\partial^{2}}{\partial z^{2}}
$$

Note that for the typical frequencies mentioned earlier, the dimensionless parameter

$$
\begin{equation*}
S=\sqrt{\frac{\omega_{L} \omega_{\rho}}{\Omega^{2}}} \tag{38}
\end{equation*}
$$

is of order unity. In view of this, the fast spatial modulation of the wave function due to oscillations of the effective coordinates $X$ and $Y$ has, according to (35), a small relative depth of order $\rho_{r} / \rho_{0} \sim \omega_{\rho} / \Omega \ll 1$. If we ignore this very shallow modulation, we must assume that the effective coordinates $X$ and $Y$ coincide with the true coordinates of the atom $x$ and $y$ and, therefore, that the function $\Phi$ is specified by the equation (37) of a three-dimensional oscillator with a Laplacian defined, as usual, with respect to the coordinates $x, y$, and $z$.

Equation (37) is the final equation of motion of cold atoms. It contains no information about the shallow highfrequency modulation of the wave function on the spatial scale $\rho_{r}$. At the same time, the expression (34) for the complete wave function has retained the information about the fast modulation of the velocity (momentum) of the atom, whose relative depth is of order unity. This fact, as we shall see in Sec. 5, leads to an annular statistical velocity (momenta) distribution of cold atoms.

## 5. QUASISTATIONARY STATES AND STATISTICAL DISTRIBUTIONS

In the Cartesian coordinates $x, y$, and $z$, Eq. (37) has the well-known steady-state solutions:

$$
\begin{equation*}
\Phi=\Phi_{k l q}(\mathbf{r}, t)=\chi_{k}(x) \chi_{l}(y) \chi_{q}(z) \exp \left[-i\left(\omega_{L}+\frac{E_{k l q}}{\hbar}\right) t\right] \tag{39}
\end{equation*}
$$

Here $\chi_{\alpha}(\xi)=\chi_{k}(x), \chi_{l}(y)$ are the eigenfunctions of linear oscillators along the axes $\xi=x, y$, and $\alpha=k, l$ $=0,1,2, \ldots$, i.e.,

$$
\begin{equation*}
\chi_{\alpha}(\xi)=\frac{1}{\sqrt{2^{\alpha} \alpha!\sqrt{\pi} \rho_{0}}} \exp \left(-\frac{\xi^{2}}{2 \rho_{0}^{2}}\right) H_{\alpha}\left(\frac{\xi}{\rho_{0}}\right) \tag{40}
\end{equation*}
$$

where $H_{\alpha}(\eta)$ is a Hermite polynomial, and the eigenfunctions $\chi_{q}(z)$ of the linear oscillator along the $z$ axis are given by (40) after the replacements $\xi \rightarrow z$ and $\rho_{0} \rightarrow \rho_{0 z}$ $=\rho_{0} / \sqrt{2 \sqrt{2}}$. The energy eigenvalues of a three-dimensional asymmetric oscillator are

$$
\begin{equation*}
E_{k l q}=\hbar \omega_{\rho}\left(k+l+\frac{1}{2}\right)+2 \sqrt{2} \hbar_{\rho}\left(q+\frac{1}{2}\right) \tag{41}
\end{equation*}
$$

According to (34), the complete wave functions in the coordinate representation have the meaning of quasistationary wave functions:

$$
\begin{align*}
\Psi_{k l q}(\mathbf{r}, t)= & \chi_{k}(x) \chi_{l}(y) \chi_{q}(z) \\
& \times \exp \left[\frac{i p_{r}(x \sin \Omega t-y \cos \Omega t)}{\hbar}\right. \\
& \left.-i \omega_{L} t-\frac{i E_{k l q} t}{\hbar}\right] \tag{42}
\end{align*}
$$

In the momentum representation

$$
\begin{equation*}
\Phi(\mathbf{p}, t)=(2 \pi \hbar)^{-3 / 2} \int \Phi(\mathbf{r}, t) \exp \left(-\frac{i \mathbf{p} \cdot \mathbf{r}}{\hbar}\right) d^{3} r \tag{43}
\end{equation*}
$$

the complete quasistationary wave functions are

$$
\begin{align*}
\Phi_{k l q}(\mathbf{p}, t)= & \chi_{k}\left(p_{x}-p_{r} \sin \Omega t\right) \chi_{l} \\
& \times\left(p_{y}+p_{r} \cos \Omega t\right) \chi_{q}\left(p_{z}\right) \\
& \times \exp \left[-i \omega_{L} t-\frac{i E_{k l q} t}{\hbar}\right], \tag{44}
\end{align*}
$$

where $\chi_{\alpha}(p)$ are the eigenfunctions of the linear oscillators along the $x$ and $y$ axes in the momentum representation. These functions directly reflect the high-frequency modulation of the momentum of the atom with a relative depth $p_{r} / p \simeq 1$.

Now we use (42) and (44) to study the quantumstatistical distributions of the position and momentum of an atom. At a given temperature $T$ the statistical distribution of the position of an atom,

$$
\begin{equation*}
w(\mathbf{r})=w(x) w(y) w(z), \tag{45}
\end{equation*}
$$

is defined by the well-known Bloch formula. ${ }^{17}$ The distribution of the position of an atom along the axes $\zeta=x, y$ is ${ }^{18}$

$$
\begin{align*}
w(\zeta) & =\frac{\sum_{\alpha=0}^{\infty} \exp \left[-\frac{\hbar \omega_{\rho}(\alpha+1 / 2)}{k_{B} T}\right] \chi_{\alpha}^{2}(\zeta)}{\sum_{\alpha=0}^{\infty} \exp \left[-\frac{\hbar \omega_{\rho}(\alpha+1 / 2)}{k_{B} T}\right]} \\
& =\frac{1}{\sqrt{\pi} a_{0}} \exp \left(-\frac{\zeta^{2}}{a_{0}^{2}}\right) \tag{46}
\end{align*}
$$

where

$$
\begin{equation*}
a_{0}=\rho_{0} \sqrt{\operatorname{coth} \frac{\hbar \omega_{\rho}}{2 k_{B} T}} \tag{47}
\end{equation*}
$$

is the half-width of the distribution. The distribution of the coordinate of an atom along the $z$ axis is defined by the same formulas (46) and (47) after the replacements $\xi \rightarrow z, \rho_{0}$ $\rightarrow \rho_{0 z}=\rho_{0} / \sqrt{2 \sqrt{2}}$, and $\omega_{\rho} \rightarrow 2 \sqrt{2} \omega_{\rho}$.

The quantum-statistical distribution of atomic momentum is given by an expression containing additional averaging over the high-frequency oscillations of the momentum:

$$
\begin{equation*}
w(\mathbf{p})=\left\langle w\left(p_{x}, t\right) w\left(p_{y}, t\right)\right\rangle_{t} w\left(p_{z}\right) . \tag{48}
\end{equation*}
$$

Here, according to the Bloch formula, the partial distributions along the $x, y$, and $z$ axes are

$$
\begin{align*}
& w\left(p_{x}, t\right)=\frac{1}{\sqrt{\pi} q_{0}} \exp \left[-\frac{\left(p_{x}-p_{r} \sin \Omega t\right)^{2}}{q^{2}}\right], \\
& w\left(p_{y}, t\right)=\frac{1}{\sqrt{\pi} q_{0}} \exp \left[-\frac{\left(p_{y}+p_{r} \cos \Omega t\right)^{2}}{q^{2}}\right],  \tag{49}\\
& w\left(p_{z}, t\right)=\frac{1}{\sqrt{\pi} q_{0 z}} \exp \left[-\frac{p_{z}^{2}}{q_{0 z}^{2}}\right]
\end{align*}
$$

where
$q_{0}=p_{0} \sqrt{\operatorname{coth} \frac{\hbar \omega_{\rho}}{2 k_{B} T}}, \quad q_{0 z}=2 \sqrt{2} p_{0} \sqrt{\operatorname{coth} \frac{\sqrt{2} \hbar \omega_{\rho}}{2 k_{B} T}}$.

For the two-dimensional distribution of the momentum in the $x y$ plane with allowance for time averaging we have the following expression:

$$
\begin{align*}
w\left(p_{x}, p_{y}\right)= & w(p)=\left\langle w\left(p_{x}, t\right) w\left(p_{y}, t\right)\right\rangle_{t} \\
= & \frac{1}{\pi q_{0}^{2}} \exp \left[-\frac{p^{2}+p_{r}^{2}}{q_{0}^{2}} \frac{1}{\pi}\right. \\
& \times \int_{0}^{\pi} \cosh \left(2 \frac{p p_{r}}{q_{0}^{2}} \sin \tau\right) d \tau \tag{51}
\end{align*}
$$



FIG. 3. Quantum-statistical distributions of a momentum component for a single atom. The distributions correspond to the temperatures $T_{1}$ $=\hbar \omega_{\rho} / 2 k_{B}, T_{2}=2 \hbar \omega_{\rho} / k_{B}$, and $T_{3}=25 \hbar \omega_{\rho} / k_{B}$ and the parameter $S=3$.
which is normalized to one atom (just as the other distributions are):

$$
\begin{equation*}
\int w\left(p_{x}, p_{y}\right) d p_{x} d p_{y}=2 \pi \int w(p) p d p=1 \tag{52}
\end{equation*}
$$

According to (45) and (46), the coordinate distribution has an ordinary Gaussian shape in this case.

The distributions of the momentum of an atom in the $x y$ plane for three temperatures are depicted in Fig. 3. Clearly, at low temperatures, where the modulation depth is close to unity, the distribution acquires an annular structure in the $x y$ plane.

According to (52), the annular structure of the momentum distribution emerges when, as the temperature decreases, the dimensionless parameter

$$
\begin{equation*}
d=\frac{p_{r}}{q_{0}}=S \sqrt{2 \tanh \frac{\hbar \omega_{\rho}}{2 k_{B} T}} \tag{53}
\end{equation*}
$$

( $S$ is another dimensionless parameter) increases to values of order unity. This becomes especially evident if we write the statistical distribution as a power series in the momenta:

$$
\begin{align*}
w\left(p_{x}, p_{y}\right)= & w(p)=\frac{1}{\pi q_{0}^{2}} \exp \left(-\frac{p^{2}+p_{r}^{2}}{q_{0}^{2}}\right) \\
& \times\left(1+\frac{p_{r}^{2}}{q_{0}^{4}} p^{2}+\frac{p_{r}^{2}}{4 q_{0}^{8}} p^{4}+\cdots\right) . \tag{54}
\end{align*}
$$

## 6. ANHARMONIC OSCILLATION SPECTRUM

Up to this point the motion of atoms in a trap was considered in the harmonic approximation (21). Let us now examine the spectrum of natural frequencies of an atom with allowance for anharmonicity.

Retaining the terms up to the eighth order in $e$ in the expression for $U_{0}$ in (16),

$$
\begin{equation*}
U_{0}=U_{m}\left[1-\frac{1}{4} e^{2}-\frac{3}{64} e^{4}-\frac{5}{256} e^{6}-7\left(\frac{5}{128}\right)^{2} e^{8}\right] \tag{55}
\end{equation*}
$$

and expanding (55) in a power series up to the fourth order in the small displacements $\rho / r_{0}$ and $z / r_{0}$, we get

$$
\begin{equation*}
U_{0}=U_{L}+\frac{1}{2} k\left(\rho^{2}+8 z^{2}\right)+\frac{k}{r_{0}^{2}}\left(\frac{1}{32} \rho^{4}+\rho^{2} z^{2}-4 z^{4}\right) . \tag{56}
\end{equation*}
$$

For the oscillating parts of the potential, $U_{1}$ and $U_{2}$, we can keep the expressions (21) for them.

As can be seen from the previous section, allowing for the anharmonicity of the oscillations of an atom only requires solving Eq. (37) with potential (56). As usual, we use standard perturbation theory for this purpose. Since the anharmonic term in (56) depends only on the cylindrical coordinates $\rho$ and $z$, in the case at hand it is convenient to take the solution of Eq. (37) in the cylindrical coordinates $\rho, z$, and $\varphi$ as the zeroth-approximation solution. Thus, instead of the solutions (39) we write

$$
\begin{align*}
\Phi_{n m q}(\rho, \varphi, z)= & u_{n m}(\rho) e^{i m \varphi} \chi_{q}(z) \\
& \times \exp \left[-i\left(\omega_{L}+\frac{E_{n m q}}{\hbar}\right) t\right] . \tag{57}
\end{align*}
$$

Here the radial wave functions $(n=0,1,2, \ldots$; and $m=0$, $\pm 1, \pm 2, \ldots$ ) are

$$
\begin{align*}
u_{n m}(\rho)= & \sqrt{\frac{n!}{\pi(n+|m|)!}} \frac{1}{\rho_{0}}\left(\frac{\rho}{\rho_{0}}\right)^{|m|} \\
& \times \exp \left(-\frac{\rho^{2}}{2 \rho_{0}^{2}}\right) L_{n}^{|m|}\left(\frac{\rho^{2}}{\rho_{0}^{2}}\right) \tag{58}
\end{align*}
$$

where the $L_{n}^{|m|}(\eta)$ are associated Laguerre polynomials and $\rho_{0}$ defined in (29). The energy eigenvalues for the solutions (57) are

$$
\begin{equation*}
E_{n m q}=\hbar \omega_{\rho}(2 n+|m|+1)+2 \sqrt{2} \hbar \omega_{\rho}\left(q+\frac{1}{2}\right) . \tag{59}
\end{equation*}
$$

Using the known expressions for the diagonal matrix elements of the second and fourth powers of the coordinates $\rho$ and $z$, we arrive at the following expression for the firstorder correction to the energy eigenvalues (59) due to anharmonicity:

$$
\begin{align*}
\Delta E_{n m q}= & \frac{k}{r_{0}^{2}}\langle n m q| \frac{1}{32} \rho^{4}+\rho^{2} z^{2}-4 z^{4}|n m q\rangle \\
= & 2 \hbar \omega_{\rho}\left(\frac{\omega_{\rho}}{\omega_{L}}\right)\left\{\frac{1}{32}[(n+1)(n+2)+(n+|m|)\right. \\
& \times(5 n+|m|+3)]+\frac{1}{2 \sqrt{2}}(2 n+|m|+1) \\
& \left.\times\left(q+\frac{1}{2}\right)-\frac{3}{4}\left(q^{2}+q+\frac{1}{2}\right)\right\} . \tag{60}
\end{align*}
$$

The foregoing relations imply that the anharmonicity of $U_{0}$ becomes essential when the atomic displacements are much larger than the amplitude of the zero-point oscillations, $\rho, z$ $\sim \rho_{0} \sqrt{\omega_{L} / \omega_{\rho}}$, and that the energy spectrum ceases to be equidistant at large quantum numbers, $n,|m|, q \sim \sqrt{\omega_{L} / \omega_{\rho}}$ $\simeq 10^{3}$.

## 7. CONCLUSION

The theory developed in this paper shows that the motion of atoms in a magnetic trap with an orbiting potential consists of two parts: slow oscillatory motion in a timeaveraged potential and fast oscillations with a frequency determined by the rotation frequency of the magnetic field. For typical experimental values of the three fundamental frequencies, $\omega_{\rho}, \Omega$, and $\omega_{L}$, the amplitude of the fast oscillations of the coordinates of an atom is negligible compared to the amplitude of the slow oscillations in the averaged potential. On the other hand, the amplitude of the high-frequency oscillations of the momentum of an atom is, in general, comparable to the width of the momentum distribution for the fundamental oscillation state of the atom in the trap potential. This deep modulation of atomic momenta becomes especially significant at low temperatures of the atoms, where the average thermal energy becomes comparable to the oscillation energy of atoms in the averaged potential. Accordingly, at low temperatures the momentum distribution of atoms generally acquires an annular structure in the trap's symmetry plane.
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# Multiwell potentials of endohedral complexes of icosahedral symmetry 


#### Abstract

A. B. Roĭtsin,*) A. A. Klimov, and L. V. Artamonov

Institute of Semiconductor Physics, Ukrainian National Academy of Sciences, 252650 Kiev 28, Ukraine (Submitted 29 August 1997) Zh. Éksp. Teor. Fiz. 114, 222-238 (July 1998) We examine multiwell potentials that correspond to the displacements of off-center ions in complexes with icosahedral symmetry (dodecahedrons, icosahedrons, fullerenes, etc.) along symmetry directions (toward vertices, midpoints of edges, and centers of faces). An expression is derived for an effective Hamiltonian, which describes the behavior of endohedral complexes with off-center ions placed in external electric fields of arbitrary strength and orientation. We find the eigenvalues of this Hamiltonian and calculate the intensities of the lines of all possible transitions between tunneling levels. We also predict and analyze the spectra of paraelectric resonances in the absence of an external static electric field (zero-field resonances) and in the presence of such a field. Finally, we provide recommendations for detecting these effects and discuss the specific features of the effects and the possibility of studying them. © 1998 American Institute of Physics. [S1063-7761(98)01607-2]


## 1. INTRODUCTION

The discovery of fullerenes and the synthesis of fullerene-based crystals, or fullerites, has led to new avenues of research being developed in different areas of science. ${ }^{1}$ There has also been an upsurge of interest in symmetries whose elements include rotations through angles that are integral multiples of $2 \pi / 5$, in particular in the icosahedral group $Y_{h}$ (Ref. 2). Not only the unique structure and symmetry of these new carbon formations, but also the unusual diverse properties of such substances have drawn much attention. For instance, it was found that the doping of fullerites with atoms of other elements can give rise to semiconducting and metallic (including superconducting) properties. ${ }^{3}$

It has proved possible to implant atoms (molecules) of elements of different groups of the periodic table (up to lanthanides and even uranium ${ }^{4-6}$ ) directly into fullerenes. Such structures became known as endohedral fullerenes and are denoted by $\mathrm{M} @ \mathrm{C}_{N}$, where M is the implanted atom (ion) or group of atoms, and $N$ is the number of carbon atoms in the fullerene. Using endohedral fullerenes to produce condensed materials opens new possibilities to solid-state physics. In particular, Cioslowski and Nanayakkara ${ }^{7}$ found that implanting polar molecules in fullerenes may serve as a base for the production of a new class of ferroelectric crystals. Wang et al. ${ }^{8}$ pointed to the possibility of the emergence of a new class of high- $T_{c}$ superconductors with specific electronphonon coupling based on endohedral fullerenes (in contrast to the impurity fullerites already tested, where the impurity is intercalated between fullerenes ${ }^{3}$ ).

The large diameter of the fullerene cage (in the case of $C_{60}$ the diameter is roughly $7.1 \AA$ ) points to the possibility of the appearance of the off-center effect which has been observed in crystals with local symmetry that is lower than icosahedral symmetry. ${ }^{9-11}$ This effect consists of a displacement of the potential-energy minimum for the interaction of the guest particle and the fullerene cage from the center of
symmetry of the latter and is usually present when the atomic radius of the particle is small compared to the radius of the cavity in which the particle is implanted. These ideas have been corroborated by calculations. For instance, Wang et al. ${ }^{8}$ calculated the equilibrium positions ( $r_{\text {min }}$ ) of a large number of ions of the periodic table implanted in $\mathrm{C}_{60}$ and found that for many of these ions $r_{\min } \neq 0$, i.e., the atom is not at the center of symmetry of $\mathrm{C}_{60}$. Joslin et al. ${ }^{12}$ pointed out, among other things, that in the case of $\mathrm{Li}^{+}$ions $r_{\text {min }}$ $\approx 1.4 \AA$, while the calculations done by Cioslowski and Fleischmann ${ }^{13}$ and Ballester and Dunlap ${ }^{14}$ for the $\mathrm{Na}^{+}$ion yielded $r_{\text {min }} \approx 0.7 \AA$. In heavier alkali-metal ions (e.g., $\mathrm{K}^{+}$; Ref. 15) and inert gases, ${ }^{16-18} r_{\text {min }}=0$.

The fullerene $\mathrm{C}_{60}$ and a number of higher fullerenes $\mathrm{C}_{N}$ ( $N=80,180,240,540$, and 960) have icosahedral symmetry. ${ }^{19,20}$ Moreover, the calculations of Tang et al. ${ }^{20-22}$ showed that stable giant fullerenes ( $N \approx 10^{4}$ ) with icosahedral symmetry are possible. Bearing all this in mind, we can assume that the off-center effect manifests itself most vividly and often in higher fullerenes. Clusters consisting of other atoms and having different symmetries, including the icosahedral symmetry, have also been studied. ${ }^{23-25}$ Jinlong et al. ${ }^{26}$ studied the icosahedral cluster $\mathrm{M} @ \mathrm{Co}_{12}$, which consists of 12 cobalt atoms with an atom of various elements (M) of the iron group, from Ti to Ni , inside it. They showed that all clusters except those with $\mathrm{Ti}, \mathrm{Mn}$, and Co atoms, which have a closed electronic shell inside the cluster, allow a displacement from the center of the icosahedron. It has also been found that the clusters $S_{12}$ (Ref. 27) and $B_{12}$ (Ref. 28) have an icosahedral structure. Finally, we note that long before fullerenes were discovered, Bersuker et al. ${ }^{29}$ studied the configurational instability of clusters with icosahedral symmetry due to the Jahn-Teller effect.

Off-center effects are accompanied by the presence of several $(N)$ equivalent equilibrium positions. In the case of impurity ions, these positions are displaced from the center of symmetry, while in the case of dipolar molecules there
can be both displacements and dipole orientation along equivalent directions. Since both the potential wells and the wave functions of a particle moving in them overlap, interwell tunneling of the particle and splitting of the $N$-fold degenerate state occur. The characteristic system of tunneling energy levels emerging in the process produces various phenomena, including paraelectric resonance (PER), ${ }^{9,10}$ which can be used to study off-center effects directly.

Thus, the results of research point to the possibility of off-center effects manifesting themselves in many endohedral complexes with icosahedral symmetry. These effects lead to multiwell potentials and a system of tunneling levels between which quantum transitions can occur. In this paper we study the energy structure of off-center ions in the intracrystalline electric field generated by different configurations of atoms, such as an icosahedron, a dodecahedron, a truncated dodecahedron, which has been termed a roklar, and a fullerene. We also investigate the effect of an external static electric field and the transitions between tunneling levels induced by an external variable electric field.

## 2. ENERGY LEVELS: A GENERAL TREATMENT

Earlier studies ${ }^{9,10}$ of highly symmetric systems (the $O_{h}$ group) have shown that off-center atoms are displaced along symmetry directions of the [100], [110], or [111] type, i.e., toward faces, edges, and vertices. We shall thus study the symmetry directions of displacement with allowance for the results of the calculations of $r_{\text {min }}$ in Refs. 8, 12-18. We shall examine in detail one of the most complicated multiwell potentials, viz., a 30 -well potential, which simultaneously corresponds to displacements of an off-center ion toward the vertices of a roklar and the midpoints of the edges of an icosahedron, a dodecahedron, and a fullerene (in the last case the edges are those that connect two hexahedrons). In all these cases the equilibrium positions $i$ form a roklar (Fig. 1). The corresponding reducible representation $\Pi_{30}$ maps the centers of the potential wells into one another. On the basis of the character table of the irreducible representations of the $Y_{h}$ group (Ref. 30), we can write the

$$
\begin{equation*}
\Pi_{30}=A_{g}+F_{1 u}+F_{2 u}+G_{g}+G_{u}+2 H_{g}+H_{u} \tag{1}
\end{equation*}
$$



FIG. 1. Roklar (truncated dodecahedron): 32 faces, ( 12 pentagons and 20 triangles), 30 vertices, and 60 edges. The equilibrium positions $i$ of offcenter ions (directions of dipoles) in the case of a 30-well potential in endohedral complexes with icosahedral symmetry. The points $i$ are at vertices of the roklar.
which points to the nature and number of tunneling levels.
Let us examine the resonant transitions in the system of levels (1) in the absence of an external static electric field $\mathbf{E}_{0}$, i.e., zero-field paraelectric resonance. In such a process the transitions are initiated by a variable electric field, whose intensity vector e is transformed according to the $F_{1 u}$ irreducible representation. An analysis of the direct products of the irreducible representations of the $Y_{h}$ group (Ref. 30) leads to the allowed transitions depicted in Fig. 2a; here the transitions are initiated by a vector $\mathbf{e}$ arbitrarily oriented in space.

When the field $\mathbf{E}_{0}$ is switched on, the tunneling levels split, the number of the new levels depending on the orientation of $\mathbf{E}_{0}$. To make the analysis of the spectra more convenient, the field is usually oriented along the symmetry directions of the geometric figures, so that some symmetry elements are conserved. For symmetry directions we select


FIG. 2. Tunneling levels in the case of a 30 -well potential corresponding to displacements of an off-center ion toward the vertices of a roklar, the midpoints of the edges of an icosahedron and a dodecahedron, and the midpoints of the edges of a fullerene that connect two hexahedrons. (a) Possible resonant transitions in zero-field paraelectric resonance. (b) Relative line intensities $I_{\beta \beta^{\prime}}$.

TABLE I. Point groups of geometric figures in the presence of an electric field $\mathbf{E}_{0}$.

|  | Direction from center to |  |  |
| :--- | :---: | :---: | :---: |
| Geometric | face | vertex | edge |
| figure | $C_{3 v}$ | $C_{5 v}$ | $C_{2 v}$ |
| Icosahedron | $C_{5 v}$ | $C_{3 v}$ | $C_{2 v}$ |
| Dodecahedron | $C_{5 v} / C_{3 v}$ | $C_{2 v}$ | $C_{s}$ |
| $\quad$ Roklar | $C_{5 v} / C_{3 v}$ | $C_{s}$ | $C_{s} / C_{2 v}$ |
| Fullerene |  |  |  |

the directions from the inversion center to the vertices, centers of the faces, and midpoints of the edges of the various geometric figures. Table I lists the symmetry subgroups that emerge for such directions of the field. The presence of two point groups in one cell in the case of fullerene is due to the two types of faces and edges. In each case the first group refers to a pentagon and an edge connecting a pentagon and a hexagon, while the second group refers to a hexagon and an edge connecting two hexagons. Similarly, for a roklar the first and second groups refer to a pentagon and a triangle, respectively. Table II lists the data on the nature of level splitting induced by the field $\mathbf{E}_{0}$. Each number in Table II shows how many times the irreducible representation listed in the heading of the respective column under a subgroup notation is contained in the irreducible representation of the $Y_{h}$ group listed in the heading of the respective row. We see that to establish the selection rules in an arbitrary case, each irreducible representation of any point subgroup must be examined only once or twice. The results of the calculations are depicted in Fig. 3, where the arrows denote allowed electricdipole transitions, and the labels $\perp(x, y)$ and $\|(z)$ next to the arrows indicate the direction of the components of $\mathbf{e}$. The absence of labels means that a transition is possible for any direction of $\mathbf{e}$.

## 3. PERTURBATION MATRICES AND EFFECTIVE HAMILTONIAN

The method of deriving the generalized effective Hamiltonian for centers with a multiwell potential and arbitrary local symmetry has been described in Ref. 31. In our case the Hamiltonian is a $30 \times 30$ matrix $\mathbf{M}_{30}$, whose elements are defined in the basis set of the symmetrized functions $\psi_{j}^{\beta}$ corresponding to the irreducible representations $\beta$ of the $Y_{h}$ group. We write the initial perturbation operator as $\hat{\mathbf{W}}$ $=\hat{\mathbf{W}}_{K}+\hat{\mathbf{W}}_{E}$, where $\hat{\mathbf{W}}_{K}$ and $\hat{\mathbf{W}}_{E}$ are the operators of the interaction of an off-center ion with, respectively, the intracrystalline electric field and an external electric field. The operator $\hat{\mathbf{W}}_{K}$ is invariant under all operations of the $Y_{h}$ group, and $\hat{\mathbf{W}}_{E}$ has the form $\hat{\mathbf{W}}_{E}=-\hat{\mathbf{d}} \cdot \mathbf{E}$, where $\mathbf{E}$ is the sum of the external electric fields $\mathbf{E}_{0}+\mathbf{e}$ acting on the off-center ion in the general case. Using the perturbation-matrix method ${ }^{31,32}$ and the matrices of the irreducible representations of the $Y_{h}$ group (Ref. 33), we find the nonzero perturbation matrices $\mathbf{M}\left(\beta \times \beta^{\prime}\right)$ of the operator $\hat{\mathbf{W}}$ for all pairs of the irreducible representations $\beta$. The results of the calculations are systematized in Appendix A. The off-diagonal matrices $\left(\beta \neq \beta^{\prime}\right)$ in Appendix A do not contain the matrix elements of the operator $\hat{\mathbf{W}}_{K}$, since it is invariant under all transformations of the group. Its nonzero matrix elements are present only in square matrices of the type $\mathbf{M}(\beta \times \beta)$, where they occupy positions along the principal diagonal and where all the matrix elements for each irreducible representation are equal. The matrices $\mathbf{M}(\beta \times \beta)$ do not contain the matrix elements of the operator $\hat{\mathbf{W}}_{E}$, since $\hat{\mathbf{d}}$ is an odd operator with respect to inversion.

The matrix Hamiltonian sought can be written in the form of a combination of perturbation matrices:

TABLE II. Splitting of tunneling levels by a field $\mathbf{E}_{0}$ applied along symmetry directions.

| $Y_{h}$ | $C_{5 v}$ |  |  |  | $C_{3 v}$ |  |  | $C_{2 v}$ |  |  |  | $C_{s}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $A_{1}$ | $A_{2}$ | $E_{1}$ | $E_{2}$ | $A_{1}$ | $A_{2}$ | $E$ | $A_{1}$ | $A_{2}$ | $A_{3}$ | $A_{4}$ | $A_{1}$ | $A_{2}$ |
|  | $z$ |  | $x, y$ |  | $z$ |  | $x, y$ | $z$ | $y$ |  | $x$ | $x, y$ | $z$ |
| $A_{g}$ | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| $F_{1 u}$ | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 2 | 1 |
| $F_{2 u}$ | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 2 | 1 |
| $G_{g}$ | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 2 |
| $G_{u}$ | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 2 |
| $H_{g}$ | 1 | 0 | 1 | 1 | 1 | 0 | 2 | 2 | 1 | 1 | 1 | 3 | 2 |
| $H_{u}$ | 0 | 1 | 1 | 1 | 0 | 1 | 2 | 1 | 1 | 2 | 1 | 2 | 3 |
| Orders of secular equations | 5 | 1 | 6 | 6 | 7 | 3 | 10 | 10 | 7 | 6 | 7 | 17 | 13 |

Note: $A$-one-dimensional irreducible representations, $E$-two-dimensional irreducible representations. The letters $x, y$, and $z$ below the irreducible representations indicate that the respective components of the polar vector belong to these representations.

$$
\mathbf{M}_{30}=\left(\begin{array}{cccccccc}
\mathbf{M}(1 \times 1) & \mathbf{M}(1 \times 2) & 0 & 0 & 0 & 0 & 0 & 0  \tag{2}\\
& \mathbf{M}(2 \times 2) & 0 & 0 & 0 & \mathbf{M}(2 \times 6) & \mathbf{M}(2 \times 7) & 0 \\
& & \mathbf{M}(3 \times 3) & \mathbf{M}(3 \times 4) & 0 & \mathbf{M}(3 \times 6) & \mathbf{M}(3 \times 7) & 0 \\
& & & \mathbf{M}(4 \times 4) & \mathbf{M}(4 \times 5) & 0 & 0 & \mathbf{M}(4 \times 8) \\
& & & & \mathbf{M}(5 \times 5) & \mathbf{M}(5 \times 6) & \mathbf{M}(5 \times 7) & 0 \\
& & & & & \mathbf{M}(6 \times 6) & \mathbf{M}(6 \times 7) & \mathbf{M}(6 \times 8) \\
& & & & & & \mathbf{M}(7 \times 7) & \mathbf{M}(7 \times 8) \\
& & & & & & \mathbf{M}(8 \times 8)
\end{array}\right),
$$

where c.c. stands for the complex conjugates, and a zero indicates that all the matrix elements of the block are zeros. The rows and columns in (2) have been numbered according to the irreducible representations in the following order: $A_{g}$, $F_{1 u}, F_{2 u}, G_{g}, G_{u}, H_{g}^{(1)}, H_{g}^{(2)}$, and $H_{u}$. In Eq. (2) there are 12 parameters $\alpha_{\beta \beta^{\prime}}$ describing the effect of the external field $\mathbf{E}$ and 9 parameters $\lambda_{\beta \beta}$ characterizing the intracrystalline electric field.

It is impossible to find exact analytical expressions for the eigenvalues $\varepsilon$ of the operator (2) in a general form for an arbitrary value and orientation of the field $\mathbf{E}_{0}$. Hence it is advisable to study approximate solutions by perturbative techniques in the presence of degeneracy ${ }^{34}$ for two possible cases, viz., $\hat{\mathbf{W}}_{K} \gg \hat{\mathbf{W}}_{E}$ and $\hat{\mathbf{W}}_{E} \gg \hat{\mathbf{W}}_{K}$. For symmetry directions of the field $\mathbf{E}_{0}$ the secular equation corresponding to (2) splits into equations of lower order. The numbers in the last row of Table II indicate the order of such equations, which correspond to specific irreducible representations of the subgroup. In the case of two-dimensional representations there are two identical equations. For instance, for $\mathbf{E}_{0}$ oriented along the $z$ axis, the $Y_{h}$ symmetry reduces to $C_{5 v}$, and the secular equation splits into four sixth-order equations (two for each of the irreducible representations $E_{1}$ and $E_{2}$ ), one fifth-order equation for the $A_{1}$ irreducible representation, and one first-order equation for the $A_{2}$ irreducible representation:

$$
\begin{align*}
A_{1}: \varepsilon\{ & \varepsilon^{4}-\varepsilon^{2}\left(E_{12}^{2}+E_{26}^{2}+E_{27}^{2}+E_{27}^{2}+E_{36}^{2}+E_{37}^{2}\right) \\
& +E_{12}^{2}\left(E_{36}^{2}+E_{37}^{2}\right)+E_{37}^{2}\left(E_{26}^{2}+E_{36}^{2}\right) \\
& \left.-2 E_{26} E_{27} E_{36} E_{37}\right\}=0 \\
A_{2}: \varepsilon & =0, \text { where } E_{\beta \beta^{\prime}}=\alpha_{\beta \beta^{\prime}} E_{0 z} . \tag{3}
\end{align*}
$$

The third-order equations with respect to $\varepsilon^{2}$ for the $E_{1}$ and $E_{2}$ irreducible representations are more complicated, and for the sake of brevity we shall not present them here. In deriving Eqs. (3), to simplify matters we set $\lambda_{\beta \beta}=0$, which corresponds to the zeroth approximation for the case where $\hat{\mathbf{W}}_{E} \gg \hat{\mathbf{W}}_{K}$.

When $\hat{\mathbf{W}}_{K} \gtrdot \hat{\mathbf{W}}_{E}$, the zeroth approximation is determined by the values of $\lambda_{\beta \beta}$ with $\beta \neq 6,7$ and the expression $\left(\lambda_{66}+\lambda_{77}\right) / 2 \pm \sqrt{\left(\lambda_{66}-\lambda_{77}\right)^{2} / 4+\lambda_{67}^{2}}$. For this case, using the data of Appendix A, we can calculate exactly the squares of the matrix elements of the transitions within the system of levels depicted in Fig. 2a. We have $e_{12}^{2}$, (5/2) $e_{26}^{2},(5 / 2) e_{27}^{2}$, $(5 / 3) e_{36}^{2},(5 / 3) e_{37}^{2},(5 / 2) e_{56}^{2},(5 / 2) e_{57}^{2}, 2 e_{34}^{2}, 4 e_{45}^{2}, 10 e_{68}^{2}$,
$10 e_{78}^{2}$, and $(5 / 2) e_{48}^{2}$, respectively, for the $1 \leftrightarrow 2,2 \leftrightarrow 6$, $2 \leftrightarrow 7,3 \leftrightarrow 6,3 \leftrightarrow 7,5 \leftrightarrow 6,5 \leftrightarrow 7,3 \leftrightarrow 4,4 \leftrightarrow 5,6 \leftrightarrow 8,7 \leftrightarrow 8$, and $4 \leftrightarrow 8$ transitions, where $e_{\beta \beta^{\prime}}=\alpha_{\beta \beta^{\prime}} e$ with $e^{2}=e_{x}^{2}+e_{y}^{2}$ $+e_{z}^{2}$.

## 4. SYMMETRIZED FUNCTIONS AND PARAMETERS OF THE HAMILTONIAN

We use what is known as the well approximation, which is the oscillatory analog of the MO-LCAO method in quantum chemistry ${ }^{35}$ Let $\varphi_{i}, i=1,2, \ldots, 30$, be the well function of the particle in the $i$ th quasiequilibrium state (Fig. 1). The functions $\varphi_{i}$ obey the reducible representation $\Pi_{30}$, which specifies the transformation of these functions into one another under the operations of the $Y_{h}$ group. Now we expand $\Pi_{30}$ in the irreducible representations ${ }^{32,36}$ using the matrices of the irreducible representations. ${ }^{33}$ As a result we arrive at the linearly independent, symmetrized functions $\psi_{j}^{\beta}$ which are normalized to unity:

$$
\begin{equation*}
\psi_{j}^{\beta}=D^{\beta} \sum_{i=1}^{30} k_{i j}^{\beta} \varphi_{i} \tag{4}
\end{equation*}
$$



FIG. 3. Allowed transitions between tunneling levels in the presence of an external constant electric field applied along symmetry directions.

The coefficients $k_{i j}^{\beta}$ and $D^{\beta}$ for each of the 30 functions are given in Appendix B. Of the functions (4) only $\psi_{j}^{6}$ and $\psi_{j}^{7}$ are not mutually orthogonal:

$$
\int\left(\varphi_{j}^{6}\right)^{*} \varphi_{j}^{7} d \tau=\frac{\sum_{m=0}^{8} n_{m}^{\prime} \sigma_{m}}{\sqrt{S_{6} S_{7}}}
$$

where $n_{0,8}^{\prime}=-2, n_{1,7}^{\prime}=3 p-1, \quad n_{2,5}^{\prime}=2, \quad n_{3,6}^{\prime}=-(3 p+1)$, and $n_{4}^{\prime}=4$. For $\lambda_{67} \neq 0$, a linear combination of these functions determines the regular (mutually orthogonal) zerothapproximation wave functions of the terms $H_{g}^{(1)}$ and $H_{g}^{(2)}$.

Plugging (4) into the expression for $\lambda_{\beta \beta}$, we obtain

$$
\lambda_{\beta \beta}=\frac{\sum_{m=0}^{8} n_{m}^{\beta} V_{m}}{S_{\beta}}
$$

where $V_{0-8}=\int \varphi_{1}^{*} \hat{\mathbf{W}}_{K} \varphi_{i} d \tau$, with $i=1,2,3,7,8,14,15,23$, and 29 for $m=0,1, \ldots, 8$, respectively;

$$
\lambda_{67}=\frac{\sum_{m=0}^{8} n_{m}^{\prime} V_{m}}{\sqrt{S_{6} S_{7}}} .
$$

Similarly, for the integrals $\alpha_{\beta \beta^{\prime}}=\int \varphi_{j}^{\beta^{*}} \hat{\mathbf{d}}_{z} \varphi_{j}^{\beta^{\prime}} d \tau$ we have

$$
\begin{equation*}
\alpha_{\beta \beta^{\prime}}=-2 D^{\beta} D^{\beta^{\prime}} \sum_{m=0}^{12} R_{m}^{\beta \beta^{\prime}} \mu_{m} \tag{5}
\end{equation*}
$$

Here $R_{m}^{\beta \beta^{\prime}}$ is a linear combination of pair products of the coefficients $k_{i j}^{\beta}$, and $\mu_{m}$ are expressions of the type $\mu_{i, j}$ $-\mu_{i,-j}$, where $\mu_{i j}=\int \varphi_{i}^{*} \hat{\mathbf{d}}_{z} \varphi_{j} d \tau$, and $-j$ denotes a well that is inversion-symmetric to the $j$ th well by inversion. The matrix elements of $\hat{\mathbf{d}}_{z}$ that are related to the terms $H_{g}^{(1)}$ and $H_{g}^{(2)}$ are specified by linear combinations of two expressions of type (5).

Let us estimate the overlap integrals $\sigma_{m}$ and the average dipole moments $\mu_{m}$. For the well function we take an oscillatory function normalized to unity of the type $\varphi_{i}=(l / \pi)^{3 / 4}$ $\times \exp \left(-l r_{i}^{2} / 2\right)$, where $r_{i}^{2}=\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}+\left(z-z_{i}\right)^{2}$, $x_{i}, y_{i}$, and $z_{i}$ are the coordinates of the center of the $i$ th well, and $l=m \omega / \hbar$ with $m$ denoting the mass of an offcenter ion and $\omega$ denoting the frequency of oscillations in the potential well. Assuming that $r_{\text {min }}=1.4 \AA, \quad m=1.2$ $\times 10^{-23} \mathrm{~g}, \omega=3 \times 10^{12} \mathrm{rad} / \mathrm{s}$ (Ref. 37), and $\hat{\mathbf{d}}=z$, we obtain, e.g., for the maximum values of $\sigma_{m}$ and $\mu_{m}$, the following estimates: $\sigma_{1}=0.37$ and $\mu_{0}=\mu_{1,1}=0.85$. For comparison we note that $\sigma_{0}=1$ and $\mu_{12}=\mu_{1,12}-\mu_{1,17}=0.033$.

Next we consider the tunneling approximation, ${ }^{9,10}$ where all the off-diagonal matrix elements of the operator $\hat{\mathbf{W}}_{K}$ and the overlap integrals are assumed small and where the only integrals that are retained are those corresponding to the nearest wells. We also assume that all the off-diagonal matrix elements of $\hat{\mathbf{W}}_{E}$ are equal to zero. In this approximation, $\lambda_{\beta \beta}=V_{0}+\alpha_{\beta} U \quad$ and $\quad \lambda_{67}=-\left[V_{0}+(3 p-1)\left(V_{0} \sigma_{1} / 4\right.\right.$ $\left.\left.-V_{1}\right) / 2\right] / 2$, where $U=V_{0} \sigma_{1}-V_{1}$ and $\alpha_{\beta}=-4,-(p+1)$, $p-1,1,-1,(3 p+1) / 4,-1 / 2$, and 2 for $\beta=1,2, \ldots, 8$, respectively. The energy levels $\varepsilon_{\beta}$ corresponding to the irreducible representations that are contained in (1) only once are given by the following equality: $\varepsilon_{\beta}=\lambda_{\beta \beta}$. For $\beta=6$ and 7, solving the appropriate second-order equation, we find that $\varepsilon_{6,7}=V_{0} \pm 2 U$. This scale was used in building the
tunneling-level diagram in Fig. 2a. For the transition frequencies $\nu_{34}, \nu_{21}, \nu_{63}, \nu_{57}, \nu_{84}, \nu_{72}, \nu_{45}, \nu_{65}, \nu_{37}, \nu_{87}$, and $\nu_{62}$, where $\nu_{k k^{\prime}}=\varepsilon_{k}-\varepsilon_{k^{\prime}}$, we have, respectively (in units of $U$ ), $p-2,3-p, 3-p, 1,1, p-1,2,3, p+1,4$, and $3+p$. These values have been plotted in Fig. 2b. Note that in this approximation the levels of $H_{u}$ and $H_{g}^{(1)}$ coincide (accidental degeneracy) and there are two pairs of coincident frequencies. Keeping only the local electric dipole moment $\mu_{0}$ in (5) and using the relations for the squares of the transition matrix elements in zero-field paraelectric resonance, we can also obtain expressions for the line intensities $I_{\beta \beta^{\prime}}$ in the tunneling approximation. These data (in units of $e^{2} \mu_{0}^{2}$ ) are depicted in Fig. 2b together with the corresponding transition-frequency data. Finally, we note that these parameters also appear in the equations that determine the energy structure of an off-center ion in the presence of an external static electric field [e.g., Eq. (3)]. Hence they can also be used to estimate the dependence of the position of the levels on the magnitude and direction of $\mathbf{E}_{0}$.

## 5. MICROWAVE SPECTROSCOPY OF OFF-CENTER IONS

The number of possible displacements of an off-center ion in various clusters with icosahedral symmetry is limited (countable). Here, irrespective of the nature of the clusters (icosahedron, dodecahedron, roklar, or fullerene), by virtue of their symmetry alone, there is a finite number of sets of potential wells that are the same for all types of clusters. Hence solving the problem of the number and nature of the possible tunneling levels, the allowed quantum transitions between these levels, and the paraelectric resonance spectrum for any type of cluster amounts to examining only a few cases, each of which relates to a certain set (number) of potential wells. Having a relatively small set of solutions in the form of paraelectric resonance spectra and comparing each solution belonging to this set with experimental data, we can acquire knowledge about the nature of the off-center effect and hence about the values of the parameters of the energy structure and directions of displacement of the ions. ${ }^{9,10}$

This approach is similar to the one used in electron paramagnetic resonance (EPR) studies, where, in view of the fact that the value of spin $S$ is bounded (usually $S \leqslant 7 / 2$ ), the number of magnetic sublevels is finite, and the problem amounts to finding $S$ and the spin-Hamiltonian parameters from a comparison of the experimental data with the theoretical EPR spectra obtained as a result of diagonalizing a finite set of spin Hamiltonians. The similarity to EPR becomes even more striking if we introduce an effective spin $S_{\text {eff }}$ using the well-known formula $2 S_{\text {eff }}+1=n$, where $n$ is the total multiplicity of the degeneracy of all the tunneling levels, i.e., the number of potential wells. In this case we can say that the problem has been reduced to determining $S_{\text {eff }}$ and the parameters of the spin Hamiltonian (2) from experimental data.

We see that to study off-center effects we must have prior knowledge of the theoretical paraelectric resonance spectrum corresponding to each set of potential wells from the available finite collection. This was accomplished in the present work. In it we have studied the extremely compli-


FIG. 4. Tunneling levels in the case of a 12-well potential corresponding to displacements of an off-center ion toward the vertices of an icosahedron, the centers of the faces of a dodecahedron, and the centers of the pentagonal faces of a roklar and a fullerene. The meaning of (a) and (b) is the same as in Fig. 2.
cated case of a 30-well potential. The same method was used to study two other cases that are relatively simple compared to the 30 -well case: 12 - and 20 -well potentials. The former corresponds to displacements of an off-center ion from the center toward the vertices of an icosahedron, the centers of the faces of a dodecahedron, and the pentagonal faces of a roklar and a fullerene. The latter corresponds to displacements of an off-center ion toward the vertices of a dodecahedron, the trigonal faces of an icosahedron and a roklar, and the hexagonal faces of a fullerene. However, irrespective of the specific configuration of the cage atoms, the multiwell potential is an icosahedron in the former case and a pentagonal dodecahedron in the latter. The respective expansions of the reducible representations are

$$
\begin{align*}
& \Pi_{12}=A_{g}+F_{1 u}+F_{2 u}+H_{g}, \\
& \Pi_{20}=A_{g}+F_{1 u}+F_{2 u}+G_{g}+G_{u}+H_{g} . \tag{6}
\end{align*}
$$

A comparison of (1) and (6) shows that these two cases can be considered special cases of the scheme studied in detail in this paper. For instance, the energy structure corresponding to (6) is contained in the diagram of Fig. 2a. The results of similar calculations for 12 - and 20 -well potentials are depicted in Figs. 4 and 5, respectively. A comparison of Figs. 2,4 , and 5 shows that the energy structures and the paraelectric resonance spectra corresponding to different multiwell potentials differ substantially. On the basis of (6) and Table II we can easily obtain the analogs of Fig. 3 for 12- and 20 -well potentials. All these figures are also different. The differences make it possible to identify the displacement directions for the off-center ions in different clusters. This collection of three sets of potential wells essentially exhausts the possible cases of the displacement of an off-center ion in any cluster and is sufficient for analyzing paraelectric resonance spectra. In other words, the theoretical results presented above can be related to a specific direction of displacement of an off-center ion in any cluster studied in experiments using the data on its paraelectric resonance spectra.

## 6. DISCUSSION OF RESULTS. CONCLUSIONS

1. Since we intend to apply our results to the analysis of the experimental data, we note the following. At least two


FIG. 5. Tunneling levels in the case of a 20-well potential corresponding to displacements of an off-center ion toward the vertices of a dodecahedron, the trigonal faces of an icosahedron and a roklar, and the hexagonal faces of a fullerene. The meaning of (a) and (b) is the same as in Fig. 2.
cases must be distinguished here. The first deals with orientationally disordered condensed substances, where the paraelectric centers have random orientations. Here the axes of the centers are distributed in space at random, and to describe the paraelectric resonance spectrum we must first average the transition frequencies (the resonant electric fields) over the angles characterizing the orientation of the axes of the complexes relative to the coordinate system associated with the external electric fields. Such averaging leads to additional, inhomogeneous broadening of the paraelectric resonance lines, as in EPR. ${ }^{38}$ The second corresponds to similar orientation of centers that are at equivalent or slightly inequivalent positions. This is possible in some supercooled liquids or crystals of the fullerite type. In this case all the expressions considered above for the transition frequencies manifest themselves directly, and the broadening of lines is caused by other factors, among which the most important for paraelectric resonance is the defect structure of the condensed phase. Note, however, that at $\mathbf{E}_{0}=0$ the zerofield paraelectric resonance spectra in both cases coincide, since the spectra are independent of the orientation of the field $\mathbf{e}$ inducing the transitions. This fact broadens the class of substances that can be studied, adding the gaseous phase, solutions, and powders.
2. If we compare our results with those obtained earlier for different cluster configurations and their symmetries, ${ }^{9-11}$ we will see that in the case of configurations with icosahedral symmetry, new, previously undetected, features emerge in the energy structure, the resonant transitions between tunneling levels, and paraelectric resonance spectra. An important feature of icosahedral symmetry even in comparison to the $O_{h}$ group is the abundance of equivalent potential minima along with the resultant diversity and large number of tunneling levels and possible transitions between such levels for both $\mathbf{E}_{0}=0$ and $\mathbf{E}_{0} \neq 0$. We also note that the multi-
well nature of the potential results, as Eq. (1) clearly shows, in a situation in which the energy structure incorporates several identical irreducible representations, which from a purely theoretical viewpoint leads to additional features and complications. Such situations have never been encountered before.
3. We stress that all possible realizations of paraelectric resonance can be described on the basis of the generalized Hamiltonian (2), which contains the maximum possible number of theoretical parameters allowed by space symmetry and time-reversal symmetry. Here the relationships for the frequencies, intensities, and other characteristics of the spectral lines become much simpler if one uses the tunneling approximation, which is advisable when the first experiments are described. The Hamiltonian (2) can serve as a basis for studying other properties of matter that are determined by the presence of off-center impurities in endohedral complexes. Among these, polarization effects should be mentioned first.
4. If the off-center ions have magnetic properties, i.e., their nuclei or electrons have nonzero spins, additional possibilities of studying them emerge. In this case, in addition to paraelectric resonance, one can use NMR or EPR spectroscopy. ${ }^{9-11}$ The off-center nature of the ions manifests itself in such resonances in a decrease in local symmetry as the temperature drops and, as a result, in an increase in the number of spin-Hamiltonian constants, in changes in the hyperfine structure of the spectrum, and other effects. There have been reports about magnetic resonances in endohedral fullerenes. For instance, Shinohara et al..$^{39}$ and Kato et al. ${ }^{40}$ used EPR spectroscopy to study La and Sc impurities in the fullerene $\mathrm{C}_{82}$. They believe that the impurity atoms are triply positively charged and have a total angular momentum $J$ $=1 / 2$. A hyperfine structure consisting of eight lines emerges because of the interaction with ${ }^{139} \mathrm{La}$ and ${ }^{45} \mathrm{Sc}$ nuclei (the spin of each is $7 / 2$ ) and is clearly visible. Independently, Moro et al. ${ }^{41}$ found that Gd and Eu atoms in $C_{60}$ are in the $\mathrm{Gd}^{3+}$ and $\mathrm{Eu}^{2+}$ states, which are characterized by a high angular momentum ( $J=7 / 2$ ). These data point to the possibility of detecting EPR on high-spin ions in fullerenes, in particular, in $\mathrm{C}_{60}$. When the off-center ions become displaced, the symmetry of their environments lowers to $C_{5 v}$, $C_{3 v}, C_{2 v}$, or $C_{s}$, depending on the direction of displacement. The spin Hamiltonians for these subgroups differ significantly from each other and from the spin Hamiltonians of the $Y_{h}$ group, ${ }^{33}$ making it possible, in addition, to establish the occurrence of a displacement and to determine the displacement direction. Estimates show ${ }^{8}$ that a $\mathrm{Gd}^{3+}$ ion implanted in $\mathrm{C}_{60}$ is displaced from its position of equilibrium by $1.4 \AA$, while the other high-spin ion, $\mathrm{Eu}^{2+}$ is located at the center of $\mathrm{C}_{60}$. High-spin ions are most suitable for detecting EPR in highly symmetric systems. ${ }^{33,42}$ Using $\mathrm{Gd}^{3+}$ and $\mathrm{Eu}^{2+}$ for this purpose permits the study of both the position of ions displaced from the center of $\mathrm{C}_{60}$ and their central position.
5. As for the choice of a specific system for studying the effects described in this paper, we note, first, that by 1994 almost one-third of the elements of the periodic table had been used in the formation of endohedral complexes, ${ }^{1}$ and the number constantly grows. At the same time, theoreticians considered the possibility of the existence of stable com-
plexes when atoms and molecules are implanted in the respective cages (see, e.g., Refs. 8 and 18). In particular, Son and Sung ${ }^{43}$ showed that along with endohedral complexes there can be stable exohedral complexes, in which an atom (ion) attaches itself to the cage on the outside and occupies one of a group of equivalent symmetry positions. Tunneling transitions of such external atoms between these positions with the resultant formation of a system of tunneling levels are possible. From symmetry considerations, the number of sets of equivalent positions for external atoms coincides with the number of such sets for atoms tunneling inside the cluster. Hence our results can be applied to exohedral complexes as well. One of the features of impurity atoms is their ability to stabilize the complex ${ }^{13,27,44}$ even when the empty cage in unstable. This fact increases the number of endohedral complexes with the icosahedral symmetry considered in this paper.

The fullerene $\mathrm{C}_{60}$ occupies a central place in studies of the possibility of off-center effects occurring in endohedral complexes with icosahedral symmetry. Here such effects can be expected for the following implanted donor atoms (ions): $\mathrm{Li}^{+}, \mathrm{Na}^{+}, \mathrm{Mn}^{2+}, \mathrm{Ca}^{2+}, \mathrm{Sr}^{2+}, \mathrm{Yb}^{2+}, \mathrm{Y}^{3+}, \mathrm{La}^{3+}, \mathrm{Ce}^{3+}$, $\mathrm{Pr}^{3+}, \mathrm{Nd}^{3+}, \mathrm{Pm}^{3+}, \mathrm{Gd}^{3+}, \mathrm{Ac}^{3+}, \mathrm{Th}^{3+}$, and $\mathrm{U}^{3+}$; among the acceptor atoms (ions), $\mathrm{F}^{-}$merits attention; and among the inert gases, He and Ne should be mentioned. Among the higher fullerenes we should mention $\mathrm{C}_{80}$ with a $\mathrm{La}_{2}$ impurity molecule, which stabilizes the entire complex, imparting icosahedral symmetry to its cage. In this case one should expect orientational tunneling, which was observed earlier in the case of $\mathrm{OH}^{-}$and $\mathrm{CN}^{-}$impurity molecules in alkali-metal halide crystals. 9,10 Other complexes with icosahedral symmetry include $\mathrm{B}_{12}, \mathrm{Si}_{12}, \mathrm{Co}_{12}$, and $\mathrm{C}_{20} \mathrm{H}_{20}$. Some of these have a very large cage diameter (e.g., in $\mathrm{Si}_{12}$ it amounts to approximately $5 \AA$ ), which is favorable for the appearance of off-center effects. For instance, estimates show that when V, $\mathrm{Cr}, \mathrm{Fe}$, or Ni atoms are implanted in the $\mathrm{Co}_{12}$ cluster, they are displaced from the center of the icosahedron due to the Jahn-Teller effect.

Note, however, that these data, which were taken from different sources, can be used only as estimates and sometimes contradict each other. For instance, according to Son and Sung, ${ }^{43}$ the ions of He and Ne may move away from their centrosymmetric positions, while according to Pang and Brisse ${ }^{17}$ and Breton et al., ${ }^{18}$ the equilibrium positions of these ions are at the fullerene's center. According to Wang et al., ${ }^{8}$ on the one hand, and Joslin et al. ${ }^{12}$ and Ballester and Dunlap, ${ }^{14}$ on the other, the displacements of $\mathrm{Li}^{+}$differ by a factor of seven. There are also discrepancies in the data concerning the possibility of the displacement of the $\mathrm{Na}^{+}$ion from the center of $\mathrm{C}_{60}$ (see Refs. 8 and 14). And although such discrepancies do not occur very often, they are a direct indication of the complexity of microcalculations of the structure and properties of endohedral complexes and of the need for direct experiments to detect and study off-center effects. Paraelectric-resonance experiments are prime examples of such experiments.

This work was supported by the Ukrainian State Commission for Science and Technology.

APPENDIX A
The matrices of the perturbation operator $\hat{\mathbf{W}}$ are
$\mathbf{M}(1 \times 2)=\frac{\alpha_{12}}{q}\left(\begin{array}{lll}P & q E_{z} & -P^{*}\end{array}\right)$,
$\mathbf{M}(2 \times 6)=\frac{\alpha_{26} t}{2}\left(\begin{array}{ccccc}P & E_{z} & -P^{*} / s & 0 & 0 \\ 0 & P / q & 2 E_{z} / t & -P^{*} / q & 0 \\ 0 & 0 & P / s & E_{z} & -P^{*}\end{array}\right)$,
$\mathbf{M}(3 \times 6)=\frac{\alpha_{36}}{2 t}\left(\begin{array}{ccccc}E_{z} & P^{*} & 0 & 0 & P \\ 0 & -P / q & t E_{z} & P^{*} / q & 0 \\ -P^{*} & 0 & 0 & P & -E_{z}\end{array}\right)$,
$\mathbf{M}(5 \times 6)=\frac{\alpha_{56}}{4}\left(\begin{array}{ccccc}-3 P^{*} & 0 & 0 & 2 P & -2 E_{z} \\ -P & 4 E_{z} & s P^{*} & 0 & 0 \\ 0 & 0 & -s P & 4 E_{z} & P^{*} \\ 2 E_{z} & 2 P^{*} & 0 & 0 & -3 P\end{array}\right)$,
$\mathbf{M}(3 \times 4)=\frac{\alpha_{34}}{4}\left(\begin{array}{cccc}P & P^{*} & 0 & -2 E_{z} \\ 0 & q P & q P^{*} & 0 \\ 2 E_{z} & 0 & -P & -P^{*}\end{array}\right)$,
$\mathbf{M}(4 \times 5)=\alpha_{45}\left(\begin{array}{cccc}-E_{z} & 0 & -P & 0 \\ 0 & -E_{z} & 0 & P \\ -P^{*} & 0 & E_{z} & 0 \\ 0 & P^{*} & 0 & E_{z}\end{array}\right)$,
$\mathbf{M}(6 \times 8)=\alpha_{68}\left(\begin{array}{ccccc}-2 E_{z} & P^{*} & 0 & 0 & 0 \\ P & -E_{z} & s P^{* / 2} & 0 & 0 \\ 0 & s P / 2 & 0 & s P^{* / 2} & 0 \\ 0 & 0 & s P / 2 & E_{z} & P^{*} \\ 0 & 0 & 0 & P & 2 E_{z}\end{array}\right)$,
and $\mathbf{M}(\beta \times \beta)=\lambda_{\beta \beta} \mathbf{I}$, where $\mathbf{I}$ is the identity matrix, $P$ $=E_{x}+i E_{y}, q=\sqrt{2}, t=\sqrt{3}$, and $s=\sqrt{6}$. The presence of a common factor in front of a matrix means that all matrix elements must be multiplied by it. Also,

$$
\begin{aligned}
& \alpha_{12}=-\int\left(\psi_{1}^{(1)}\right)^{*} \hat{\mathbf{d}}_{z} \psi_{2}^{(2)} d \tau, \\
& \alpha_{26}=-\int\left(\psi_{2}^{(2)}\right)^{*} \hat{\mathbf{d}}_{z} \psi_{3}^{(6)} d \tau, \\
& \alpha_{36}=-\int\left(\psi_{2}^{(3)}\right)^{*} \hat{\mathbf{d}}_{z} \psi_{3}^{(6)} d \tau, \\
& \alpha_{56}=-\int\left(\psi_{2}^{(5)}\right)^{*} \hat{\mathbf{d}}_{z} \psi_{2}^{(6)} d \tau, \\
& \alpha_{34}=-\int\left(\psi_{3}^{(3)}\right)^{*} \hat{\mathbf{d}}_{z} \psi_{1}^{(4)} d \tau, \\
& \alpha_{45}=-\int\left(\psi_{4}^{(4)}\right)^{*} \hat{\mathbf{d}}_{z} \psi_{4}^{(5)} d \tau, \\
& \alpha_{68}=-\frac{1}{2} \int\left(\psi_{5}^{(6)}\right)^{*} \hat{\mathbf{d}}_{z} \psi_{5}^{(8)} d \tau, \\
& \lambda_{\beta \beta}=\int\left(\psi_{i}^{(\beta)}\right)^{*} \hat{\mathbf{W}}_{K} \psi_{i}^{(\beta)} d \tau .
\end{aligned}
$$

TABLE III. Coefficients for symmetrized functions of various irreducible representations (IR).

|  | $i$ | $k_{i j}^{\beta}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
|  |  | 29 | 30 | 26 | 27 | 28 | 24 | 25 | 21 | 22 | 23 | 16 | 17 | 18 | 19 | 20 |
| IR | $j$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $A_{g}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $F_{1 u}$ | 1 | $-c_{7}^{*}$ | $c_{9}$ | $a_{6}$ | $c_{9}^{*}$ | $-c_{7}$ | $-c_{11}^{*}$ | $c_{12}$ | $c_{12}^{*}$ | $-c_{11}$ | $-a_{1}$ | $-c_{21}^{*}$ | $b_{3}$ | $c_{21}$ | $c_{19}$ | $c_{19}^{*}$ |
|  | 2 | 1 | 1 | 1 | 1 | 1 | $a_{3}$ | $a_{3}$ | $a_{3}$ | $a_{3}$ | $a_{3}$ | 0 | 0 | 0 | 0 | 0 |
| $F_{2 u}$ | 1 | $c_{8}^{*}$ | $-c_{10}^{*}$ | $a_{7}$ | $-c_{10}$ | $c_{8}$ | $-c_{12}$ | $c_{11}$ | $c_{11}^{*}$ | $-c_{12}^{*}$ | $a_{1}$ | $c_{22}^{*}$ | $b_{2}$ | $-c_{22}$ | $c_{20}^{*}$ | $c_{20}$ |
|  | 2 | 1 | 1 | 1 | 1 | 1 | $-a_{4}$ | $-a_{4}$ | $-a_{4}$ | $-a_{4}$ | $-a_{4}$ | 0 | 0 | 0 | 0 | 0 |
| $G_{g}$ | 1 | $c_{4}$ | $-c_{6}$ | 1 | $-c_{6}^{*}$ | $c_{4}^{*}$ | $-c_{6}^{*}$ | $c_{4}^{*}$ | $c_{4}$ | $-c_{6}$ | 1 | $c_{4}^{*}$ | 1 | $c_{4}$ | $-c_{6}^{*}$ | $-c_{6}$ |
|  | 2 | $c_{6}^{*}$ | $-c_{4}$ | -1 | $-c_{4}^{*}$ | $c_{6}$ | $-c_{4}^{*}$ | $c_{6}$ | $c_{6}^{*}$ | $-c_{4}$ | -1 | $c_{6}$ | -1 | $c_{6}^{*}$ | $-c_{4}^{*}$ | $-c_{4}$ |
| $G_{u}$ | 1 | $c_{3}^{*}$ | $-c_{1}^{*}$ | $-b_{6}$ | $c_{1}$ | $-c_{3}$ | $c_{5}$ | $-c_{2}$ | $c_{2}^{*}$ | $-c_{5}^{*}$ | $-b_{1}$ | $-c_{4}^{*}$ | 1 | $-c_{4}$ | $-c_{6}^{*}$ | $c_{6}$ |
|  | 2 | $-c_{5}$ | $-c_{2}^{*}$ | $b_{1}$ | $c_{2}$ | $c_{5}^{*}$ | $-c_{3}$ | $-c_{1}^{*}$ | $c_{1}$ | $c_{3}^{*}$ | $-b_{6}$ | $c_{6}$ | 1 | $c_{6}^{*}$ | $c_{4}^{*}$ | $-c_{4}$ |
| $H_{g 1}$ | 1 | $c_{17}^{*}$ | $-c_{18}^{*}$ | $a_{8}$ | $-c_{18}$ | $c_{17}$ | $c_{16}$ | - $c_{15}$ | $-c_{15}^{*}$ | $c_{16}^{*}$ | $-a_{5}$ | $-c_{15}$ | $-a_{5}$ | $-c_{15}^{*}$ | $c_{16}$ | $c_{16}^{*}$ |
|  | 2 | $c_{14}^{*}$ | $-c_{13}$ | $-a_{2}$ | $-c_{13}^{*}$ | $c_{14}$ | $-c_{30}^{*}$ | $c_{25}$ | $c_{25}^{*}$ | $-c_{30}$ | $-a_{9}$ | $-c_{29}$ | $a_{10}$ | $-c_{29}^{*}$ | $c_{26}^{*}$ | $c_{26}$ |
|  | 3 | 1 | 1 | 1 | 1 | 1 | $-a_{4}$ | $-a_{4}$ | $-a_{4}$ | $-a_{4}$ | $-a_{4}$ | $a_{3}$ | $a_{3}$ | $a_{3}$ | $a_{3}$ | $a_{3}$ |
| $H_{g 2}$ | 1 | $-c_{15}^{*}$ | $c_{16}^{*}$ | $-a_{5}$ | $c_{16}$ | $-c_{15}$ | $-c_{18}$ | $c_{17}$ | $c_{17}^{*}$ | $-c_{18}^{*}$ | $a_{8}$ | $-c_{15}$ | $-a_{5}$ | $-c_{15}^{*}$ | $c_{16}$ | $c_{16}^{*}$ |
|  | 2 | $-c_{29}^{*}$ | $c_{26}$ | $a_{10}$ | $c_{26}^{*}$ | $-c_{29}$ | $-c_{13}^{*}$ | $c_{14}$ | $c_{14}^{*}$ | $-c_{13}$ | $-a_{2}$ | $c_{25}$ | $-a_{9}$ | $c_{25}^{*}$ | $-c_{30}^{*}$ | $-c_{30}$ |
|  | 3 | $a_{3}$ | $a_{3}$ | $a_{3}$ | $a_{3}$ | $a_{3}$ | 1 | 1 | 1 | 1 | 1 | $-a_{4}$ | $-a_{4}$ | $-a_{4}$ | $-a_{4}$ | $-a_{4}$ |
| $H_{u}$ | 1 | $-c_{28}$ | $c_{24}$ | $-b_{4}$ | $-c_{24}^{*}$ | $c_{28}^{*}$ | $c_{27}^{*}$ | $-c_{23}^{*}$ | $c_{23}$ | $-c_{27}$ | $b_{5}$ | $c_{13}$ | $-a_{2}$ | $c_{13}^{*}$ | $c_{14}$ | $-c_{14}^{*}$ |
|  | 2 | $-c_{27}$ | $-c_{23}^{*}$ | $b_{5}$ | $c_{23}$ | $c_{27}^{*}$ | $c_{28}$ | $c_{24}^{*}$ | $-c_{24}$ | $-c_{28}^{*}$ | $b_{4}$ | $-c_{14}$ | $-a_{2}$ | $-c_{14}^{*}$ | $-c_{13}^{*}$ | $c_{13}$ |
|  | 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | -1 | 1 | -1 | 1 | -1 |

Note: The coefficients for $i=1-15$ are listed. The coefficients for the numbers below these values of $i$ coincide in the case of even irreducible representations and differ in sign in the case of odd irreducible representations.

TABLE IV. Values of $B^{\beta}$ and $n_{m}$.

| $\beta$ | $B^{\beta}$ | $n_{0.8}$ | $n_{1,7}$ | $n_{2,6}$ | $n_{3,5}$ | $n_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| 1 | 30 | 1 | 4 | 4 | 4 | 4 |
| 2 | $5 p$ | $\pm(p-1)$ | $\pm 4$ | $\pm 2(p-1)$ | $\pm 2(3-p)$ | 0 |
| 3 | $5 p$ | $\pm(p+1)$ | $\mp 4$ | $\pm 2(p+1)$ | $\mp 2(3+p)$ | 0 |
| 4 | 30 | 1 | -1 | -1 | -1 | 4 |
| 5 | -30 | $\pm 1$ | $\pm 1$ | $\mp 3$ | $\mp 1$ | 0 |
| 6 | 10 | 4 | $-(3 p+1)$ | $3 p-1$ | 2 | -8 |
| 7 | 10 | 4 | 2 | $-(3 p+1)$ | $3 p-1$ | -8 |
| 8 | -10 | $\pm 1$ | $\mp 2$ | 0 | $\pm 2$ | 0 |

The lower index of a function denotes its ordinal number in the basis set of the corresponding irreducible representation, which is denoted by the upper index. Here and below, to make the notation convenient, we replace the standard notation of irreducible representations in the formulas by numbers: $A_{g} \rightarrow 1, F_{1 u} \rightarrow 2, F_{2 u} \rightarrow 3, G_{g} \rightarrow 4, G_{u} \rightarrow 5, H_{g}^{(1)}$ $\rightarrow 6, H_{g}^{(2)} \rightarrow 7$, and $H_{u} \rightarrow 8$. Also, $d \tau$ is the volume element. The matrices $\mathbf{M}(2 \times 7), \mathbf{M}(3 \times 7), \mathbf{M}(5 \times 7), \mathbf{M}(4 \times 8)$, and $\mathbf{M}(7 \times 8)$ coincide, respectively, with the matrices $\mathbf{M}(2$ $\times 6), \mathbf{M}(3 \times 6), \mathbf{M}(5 \times 6), \mathbf{M}(5 \times 6)$, and $\mathbf{M}(6 \times 8)$ if we replace the multipliers in the latter by, respectively, $\alpha_{27}$, $\alpha_{37}, \alpha_{57}, \alpha_{48}$, and $\alpha_{78}$, whose explicit expressions are similar to the respective $\alpha_{\beta \beta^{\prime}}$. The expression for $\lambda_{\beta \beta}$ also incorporates two similar irreducible representations belonging, however, to different levels, viz., $\beta=6=H_{g}^{(1)}$ and $\beta$ $=7=H_{g}^{(2)}$; here the index $i$ in $\lambda_{\beta \beta}$ is any one of the indices within the irreducible representation $\beta$. The parameters $\lambda_{\beta \beta}$, $\alpha_{12}, \alpha_{26}, \alpha_{27}, \alpha_{36}, \alpha_{37}$, and $\alpha_{34}$ are real, and the parameters $\alpha_{56}, \alpha_{57}, \alpha_{45}, \alpha_{48}, \alpha_{68}$, and $\alpha_{78}$, imaginary. The choice of the coordinate system is shown in Fig. 1.

## APPENDIX B

In addition,

$$
k_{i 3}^{2,3}=-\left(k_{i 1}^{2,3}\right)^{*}, \quad k_{i 3,4}^{4,5}=\left(k_{i 2,1}^{4,5}\right)^{*},
$$

$$
k_{i 5}^{6,7,8}=\left(k_{i 1}^{6,7,8}\right)^{*}, \quad k_{i 4}^{6,7,8}=-\left(k_{i 2}^{6,7,8}\right)^{*},
$$

$D^{\beta}=\left(B^{\beta} S_{\beta}\right)^{-1 / 2}, S_{\beta}=\sum_{m=0}^{8} n_{m}^{\beta} \sigma_{m}$, where $\sigma_{m} \neq 0$ are the different possible overlap integrals (they are presented below in decreasing order): $\sigma_{1-8}=\int \varphi_{1}^{*} \varphi_{i} d \tau$, where $i=2,3,7,8$, $14,15,23$, and 29 (here and in other places in the text, for $i$ we have given several 'representative"' wells for the respective $\sigma_{m}$ ) for $m=1,2, \ldots, 8$, respectively; $\sigma_{0}=1$.

$$
\begin{aligned}
& a_{1}=\frac{1}{q}, \quad a_{2}=\frac{1}{s}, \quad a_{3,4}=\frac{(p \mp 1)}{2}, \quad a_{5}=2 a_{2}, \\
& a_{6,7}=\frac{a_{3,4}}{q}, \quad a_{8}=4 a_{2}, \quad a_{9,10}=\frac{(3 p \mp 1)}{(2 s)}, \\
& b_{1,6}=\frac{i}{N^{\mp}}, \quad b_{2,3}=\frac{i R^{ \pm}}{2}, \quad b_{4,5}=\frac{b_{2,3}}{t} ; \\
& c_{1,2}=\frac{1}{3 \pm p}+\frac{i}{q R^{ \pm}}, \quad c_{3,5}=\frac{1}{(p \pm 1)}+\frac{i}{q U^{ \pm}},
\end{aligned}
$$

$$
\begin{aligned}
& c_{4,6}=\frac{1}{p \pm 1}+\frac{i R^{ \pm}}{2 q}, \quad c_{7,8}=1+\frac{i N^{\mp}}{2 q} \\
& c_{9,10}=\frac{1}{q(3 \pm p)}+\frac{i R^{\mp}}{4}, \quad c_{11,12}=\frac{c_{4,6}}{q} \\
& c_{13,14}=\frac{c_{4,6}}{s}, \quad c_{15,16}=\frac{2 c_{4,6}}{s}, \quad c_{17,18}=\frac{4 c_{4,6}}{s} \\
& c_{19,20}=\frac{\left(p+i N^{\mp}\right)}{2 q}, \quad c_{21,22}=\frac{p}{q(p \pm 1)}+\frac{i R^{ \pm}}{4} \\
& c_{23,24}=\frac{c_{19,20}}{t}, \quad c_{25,26}=\frac{(7 \pm p) / q+i \sqrt{65 \mp 19 p}}{4 t} \\
& c_{27,28}=\frac{c_{21,22}}{t}, \quad c_{29,30}=\frac{4 \pm p+i \sqrt{25 \mp 2 p}}{2 s} \\
& p=\sqrt{5}, \quad N^{ \pm}=\sqrt{5 \pm 2 p} \\
& R^{ \pm}=\sqrt{5 \pm p}, \quad U^{ \pm}=\sqrt{25 \pm 11 p}
\end{aligned}
$$
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# Roughening of a $\mathrm{Si}(100)$ surface induced by the adsorption of oxygen near the solidoxide nucleation threshold 
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#### Abstract

An investigation of the processes on a $\mathrm{Si}(100)$ surface interacting with oxygen near the solidoxide nucleation threshold using x-ray photoelectron spectroscopy and atomic-force microscopy is described. The nucleation threshold is the boundary between the temperature and oxygen pressure regions where a phase transition with the formation of a submonolayer oxide and a roughening transition caused by oxygen adsorption occur. Near the nucleation threshold, either a random rough relief or a quasiperiodic structure is formed on a surface coated with chemisorbed oxygen. The formation of the rough relief due to oxygen adsorption has been interpreted within the theory of phase transitions as a result of vacancy clustering. A model that allows one to describe the dynamics of processes on the surface near the nucleation threshold in qualitative and in some cases in quantitative terms has been suggested. © 1998 American Institute of Physics. [S1063-7761(98)01707-7]


## 1. INTRODUCTION

Effects resulting from the interaction between oxygen and a silicon surface have attracted a lot of attention recently since these processes are interesting from the viewpoint of both fundamental research ${ }^{1-6}$ and various technological applications. ${ }^{7-10}$ It has been known ${ }^{11-16}$ that the formation of a submonolayer oxide on a Si surface proceeds like a firstorder phase transition. As the temperature increases near the oxide nucleation threshold, formation of the solid oxide is replaced by generation of the volatile oxide $\mathrm{SiO} .{ }^{6,15}$ The escape of oxygen from the surface with the volatile oxide leads to a lower chemisorbed-oxygen coverage $\theta_{\mathrm{ch}}$ of the surface, and when $\theta_{\mathrm{ch}}$ is lower than the threshold value $\theta_{\mathrm{th}}$, the oxidation phase transition is terminated.

Recent investigations indicated that the general scheme of processes on a silicon surface interacting with oxygen near the nucleation threshold can be rather complicated. For example, observations using scanning tunneling microscopy indicated that, during a short exposure to oxygen ( $\theta_{\text {ch }}$ $\approx 10^{-2}$ ) at room temperature, defects resembling vacancies, vacancy clusters, and adsorbed atoms from the crystal appear on the Si surface. ${ }^{17,18}$ At high temperatures ( $T=800$ 950 K ) and low oxygen pressures ( $p=10^{-7}-10^{-8}$ Torr), the surface of the terraces becomes rough on the atomic scale. ${ }^{1,3,19}$ It is known ${ }^{6}$ that only the desorbed volatile oxide SiO is generated on a silicon surface under these conditions. Therefore, it seems that a roughening transition occurs on the surface in the region of high temperatures and low pressures. This raises the question of whether the nucleation threshold is only the boundary of the $(p, T)$ region where the solid oxide is produced or whether it is the boundary between the regions where the oxidation phase transition and the surface roughening transition take place.

It is generally accepted that vacancies are generated on a

Si surface as lattice atoms leave the surface within desorbed SiO molecules. ${ }^{1}$ At $T=300 \mathrm{~K}$, however, the rate of SiO desorption is negligible (the activation energy for SiO desorption is ${ }^{6} \quad E=3.5 \mathrm{eV}$ ); therefore, the emergence of vacancies ${ }^{17,18}$ at $T=300 \mathrm{~K}$ cannot be attributed to this process. We previously ${ }^{20}$ suggested an alternative mechanism of vacancy generation. According to Ref. 20, the attraction between oxygen adatoms and vacancies leads to a decrease in the energy of vacancy formation $\left(E_{v}\right)$ by $\Delta E(\Delta E<0)$, which is proportional to the oxygen concentration $\left(|\Delta E| \propto \theta_{\mathrm{ch}}\right)$. Therefore, $E_{v}$ decreases and may become closer to the temperature when the surface is exposed to oxygen and $\theta_{\mathrm{ch}}$ increases. The number of vacancies in this case should increase spontaneously without overcoming an activation barrier (vacancy instability). The attractive interaction between the vacancies in a crystal with a sufficient vacancy concentration ${ }^{21}$ can lead to the formation of vacancy clusters, which can be observed at $T=300 \mathrm{~K} .{ }^{17,18}$ The concentration of adsorbed oxygen, however, could not be measured in previous investigations of surface morphology using scanning tunneling microscopy and high-vacuum reflection electron microscopy. ${ }^{2,3,17-19,22}$ It was suggested ${ }^{23,24}$ that surface roughness can result from vacancy clustering, and that the relief amplitude is determined by the number of clustered vacancies in the near-surface layer at a given point on the surface.

It follows from the above statements that there is still no clear picture of the processes on a silicon surface interacting with oxygen. The nature of the solid-oxide nucleation threshold, the mechanism of oxide formation, the generation of vacancies, and surface roughening have also remained unclear.

This paper presents the results of an experimental investigation of the dynamics of the formation of a submonolayer oxide and a rough relief on a $\operatorname{Si}(100)$ surface near the nucle-
ation threshold. The rough relief was studied by atomic-force microscopy. The surface morphology was also monitored by scanning electron microscopy. The oxygen concentration on the surface was measured using a technique based on x-ray photoelectron spectroscopy. This technique allowed us to monitor the accumulation of chemisorbed oxygen and oxide production in real time during exposure of the surface to oxygen.

We found that sequential changes in the way in which oxygen interacts with silicon take place in a narrow temperature range of width $\Delta T \sim 30 \mathrm{~K}$ as the temperature is increased in the $(p, T)$ region near the nucleation threshold studied. The regime in which the solid oxide is produced is replaced by oxidation of the rough surface, and at higher temperatures the rough relief is formed in the absence of the oxide (Sec. 3). The position of the nucleation threshold in the $(p, T)$ region studied was derived from measurements of the characteristic time ( $\tau_{\mathrm{ox}}$ ) for formation of the solid oxide as a function of temperature. Near the nucleation threshold the onset of formation of the solid oxide is delayed until the oxygen exposure time $t_{\text {th }}$. When the exposure time $t<t_{\text {th }}$, chemisorbed oxygen is accumulated on the surface, and the time $t_{\mathrm{th}}$ increases with temperature. We also found that a rough relief is formed in the presence of adsorbed oxygen on the surface. Our results are in disagreement with earlier predictions ${ }^{23,24}$ of a narrow roughness size distribution, since the relief observed is characterized by the presence of sparse quasiperiodic deep pits against a background of small-scale fluctuations of the surface height under certain conditions.

The processes on a silicon surface interacting with oxygen near the oxide nucleation threshold are analyzed in Secs. 4 and 5. The experimental data can be described in terms of a competition between the two phase transitions. These are a first-order phase transition with growth of a submonolayer oxide and a phase transition with surface roughening induced by oxygen adsorption. In analyzing the growth dynamics of the submonolayer oxide near the threshold and in determining the threshold temperature (pressure) (Sec. 4), we use the Volmer-Weber-Zel'dovich theory, taking into account the diffusive interaction between oxide islands and the blocking of the surface by them. ${ }^{12,16}$ The dynamics of surface roughening is analyzed in terms of the theory developed previously ${ }^{23,24}$ as a result of vacancy clustering (Sec. 5). The model of processes on the silicon surface near the oxide nucleation threshold allows us to explain the switchover between oxygen-silicon interaction regimes and the features of the surface relief discovered.

## 2. EXPERIMENTAL TECHNIQUES

The experiments were performed on an XSAM-800 xray photoelectron spectrometer. X-ray photoelectron spectra were excited by the $K_{\alpha}$ line from a Mg source ( 1283.6 eV ). The spectrometer resolution at the $\mathrm{Au} 4 f_{1 / 2}$ line was 0.9 eV . The energy scale was calibrated using the $\mathrm{C} 1 s$ line $\left(E_{b}\right.$ $=284.6 \mathrm{eV}$ ). The sample was $n$-type $\mathrm{Si}(100)$ and had dimensions of $4 \times 8 \times 0.3 \mathrm{~mm}^{3}$. The sample surface was chemically cleaned by etching in a $5 \% \mathrm{HF}$ solution immediately before setting it in the spectrometer chamber. Before
the measurements the sample was annealed in ultrahigh vacuum in the spectrometer chamber ( $10^{-9}$ Torr, 1300 K ). After this processing, we had a $\mathrm{Si}(100)$ surface atomically clean within the sensitivity of x-ray photoelectron spectroscopy and Auger spectroscopy.

During the measurements in the temperature range 8001200 K , the sample was heated by an electric current which was passed through a wafer of the silicon being tested with a thickness of $\approx 300 \mu \mathrm{~m}$. The current stabilization system allowed us to maintain the sample temperature constant to within $\pm 1 \mathrm{~K}$ during the measurements. This accuracy of temperature stabilization was confirmed by the reproducibility of the measurements of the total oxygen line intensity versus exposure time performed at close temperatures differing by $\Delta T=1 \mathrm{~K}$.

The technique for studying the kinetics of the initial oxidation of the $\mathrm{Si}(100)$ surface was based on measurements of the amplitude of the O1s oxygen peak as a function of exposure time in oxygen in a real-time mode and has been described in detail elsewhere. ${ }^{12}$ The relationship between the measured amplitudes of the $\mathrm{O} 1 s\left(I_{\mathrm{O}}\right)$ and $\mathrm{Si} 2 p\left(I_{\mathrm{Si}}\right)$ lines, on the one hand, and the oxygen concentration on the $\mathrm{Si}(100)$ surface, on the other, i.e., the calibration curve, was determined using the technique described in a previous publication. ${ }^{12}$ Additional evidence in favor of the adequacy of our technique is provided by the agreement between our results and the data by Lutz et al., ${ }^{25}$ some of which were obtained under the same conditions as in our experiments.

The surface roughness due to exposure to oxygen was tested using a Solver P4-SPM atomic-force microscope. The spatial resolution attained in a normal direction was $\pm 0.3 \mathrm{~nm}$, and the resolution in a plane was $\pm 1 \mathrm{~nm}$. The angle between the sample surface and the (100) crystal surface was within $0.1^{\circ}$. This accuracy is confirmed by the image of the original surface using atomic-force microscopy (see Fig. 4a). Note that the actual spatial resolution of 0.3 nm attained in the normal direction did not allow us to detect atomic steps on the surface and 2D oxide islands. In order to study the relief formed, we transported samples processed in the ultrahigh-vacuum chamber of the electron spectrometer to the P4-SPM microscope. In the process, the sample surface was coated by an oxide film with thickness $<2 \mathrm{~nm}$. The value 2 nm determined the possibility of studying shortwavelength fluctuations of the surface height on the relief formed. The surface morphology was also monitored using a DSM-960 scanning electron microscope.

In order to identify oxygen and silicon states in the initial oxidation stage, we used high-resolution spectra of the $\mathrm{O} 1 s$ and $\mathrm{Si} 2 p$ lines. As in earlier experiments, ${ }^{11,13,14,25-28}$ we found that silicon atoms near the surface exist in four oxidation states: $\mathrm{Si}^{n+}$, where $n=1,2,3,4$ (Fig. 1, curves $a$ and $b$ ). A comparison between the Si $2 p$ spectra of clean and exposed surfaces (Fig. 1) shows that the latter contains a shoulder on the high-binding-energy side relative to the Si $2 p$ line of clean Si $(99 \mathrm{eV})$. According to Ref. 14 and Fig. 1, this shoulder is due to Si atoms in different oxidation states: $\mathrm{Si}^{1+}, \mathrm{Si}^{2+}, \mathrm{Si}^{3+}$, and $\mathrm{Si}^{4+}$. The dotted lines in Fig. 1 show the respective components of the Si $2 p$ spectrum. ${ }^{14}$ The oxygen spectrum around the $\mathrm{O} 1 s$ line peaking at 531.7 eV also


FIG. 1. X-ray photoelectron spectra of $\operatorname{Si} 2 p$ on a $\mathrm{Si}(100)$ surface in different oxidation states $\mathrm{Si}^{n+}(n=1-4$, dotted curves $1,2,3$, and 4$)$ after exposure to oxygen ( $t=100 \mathrm{~s}, p=10^{-6}$ Torr, $T=921 \mathrm{~K}$ ) (curve a) and clean surface (curve b).
has a shoulder on the high-binding-energy side at $T$ $=300 \mathrm{~K}$. Decomposition of this spectrum into two Gaussian lines reveals that the shoulder is due to a peak corresponding to a binding energy of 533.5 eV with an amplitude four times smaller than that of the main peak at 531.7 eV . According to the interpretation suggested by Hollinger et al., ${ }^{29}$ these two peaks correspond to the oxide-like bridging oxygen and atomic nonbridging oxygen.

The Si $2 p$ spectrum corresponding to the same exposure to oxygen ( $\varepsilon=100 \mathrm{~L}$, where $1 \mathrm{~L}=10^{-6} \mathrm{Torr} \cdot \mathrm{s}$ ) at room temperature is similar to the spectrum taken from a clean Si surface with a small contribution of $\mathrm{Si}^{1+}$ and $\mathrm{Si}^{2+}$ states. In other words, $\mathrm{Si}^{4+}$ states which correspond to pure $\mathrm{SiO}_{2}$, do not appear at room temperature after relatively small exposures. At higher temperatures, the $\mathrm{O} 1 s$ spectrum is an almost symmetrical peak at $E_{b}=531.8 \mathrm{eV}$ with a small wing (hump) on the high-binding-energy side. At the same time, $\mathrm{Si}^{3+}$ and $\mathrm{Si}^{4+}$ states corresponding to a silicon oxide emerge in the $\operatorname{Si} 2 p$ spectrum (Fig. 1). This is in agreement with the data obtained by Hollinger et al. ${ }^{29}$ The numbers of oxygen atoms in the oxide and chemisorbed states were determined using a technique described elsewhere. ${ }^{12}$ The technique is based on measurements of the intensity of the $\operatorname{Si} 2 p$ line, which falls off owing to the reaction between oxygen and the silicon surface. At submonolayer values of the oxygen coverage $\theta$, where the oxide film thickness is smaller than the mean free path of Si $2 p$ photoelectrons, the intensity $I_{\mathrm{Si}}$ decreases linearly as $\theta$ increases. Assuming that the intensities of the $\mathrm{Si}_{2 p}^{3+}$ and $\mathrm{Si}_{2 p}^{4+}$ lines, which correspond to silicon oxide states (Fig. 1), drop because they are blocked by oxygen in the oxide state $\left(\theta_{\mathrm{ox}}\right)$ and that the $\mathrm{Si}_{2 p}^{1+}$ and $\mathrm{Si}_{2 p}^{2+}$ lines are diminished by oxygen in the chemisorbed state ( $\theta_{\text {ch }}$ ), we can easily determine the ratio between the oxygen atoms in both the chemisorbed and oxide states. Thus, simultaneous measurements of the $\mathrm{Si} 2 p$ and $\mathrm{O} 1 s$ lines allow us to determine the fractions of oxygen in the oxide and chemisorbed states, as well as the number of silicon atoms in a silicon oxide.

## 3. EXPERIMENTAL RESULTS

Our experiments were performed in the region of $p$ and $T$ near the oxide nucleation threshold. The line of this threshold was determined empirically. In earlier experiments ${ }^{30,31}$ the solid-oxide nucleation threshold was detected at relatively high temperatures $T>1100 \mathrm{~K}$ and pressures $p$ $>10^{-5}$ Torr. Lander and Morrison ${ }^{30}$ found that the LEED pattern typical of a clean Si surface disappeared after the passage across this threshold. Later experiments demonstrated that volatile SiO is desorbed from the Si surface at temperatures near the threshold and that its flux increases with the temperature. ${ }^{6}$ Therefore, the existence of this boundary is attributed to a decrease in the coverage of the surface with chemisorbed oxygen $\left(\theta_{\text {ch }}\right)$ to values below the threshold $\theta_{\text {th }}$ since oxygen atoms leave the surface within SiO molecules. This suggestion is supported by the temperature dependence $p_{\text {th }}(T)=p_{0} \exp \left(-E_{0} / T\right)$, where ${ }^{31} E_{0}=3.80$ $\pm 0.2 \mathrm{eV}$ is close to the activation energy for the desorption of SiO , which equals ${ }^{6,32} E=3.5 \pm 0.1 \mathrm{eV}$. Hereafter the Boltzmann constant $k=1$ in our formulas. Since the difference $\theta_{\mathrm{ch}}-\theta_{\text {th }}$ drops near the nucleation threshold, one can expect that, in accordance with the theory of first-order phase transitions, the growth rate of the oxide phase should decrease, and the characteristic time $\tau_{\mathrm{ox}}$ for the formation of a monolayer of the solid oxide on the surface should increase considerably. The position of the nucleation threshold was not determined in the present work in the region of pressures and temperatures investigated $[T=850-950 \mathrm{~K}, \quad p=(4-10)$ $\times 10^{-7}$ Torr].

Figure 2 shows measurements of the total oxygen coverage $\theta=\theta_{\mathrm{ch}}+\theta_{\mathrm{ox}}$ in both the chemisorbed and oxide states on the Si surface at an oxygen pressure of $6 \times 10^{-7}$ Torr as a function of exposure time in a narrow temperature range of width $\Delta T \approx 35 \mathrm{~K}$. It is clearly seen at the lowest temperature $T=890 \mathrm{~K}$ of this range that $\theta$ achieves a limiting value after a long exposure time. This temperature corresponds to the formation of an oxide monolayer on the surface $\left(\theta=\theta_{\text {ox }}\right.$ $\approx 1, \theta_{\mathrm{ch}} \approx 0$ ), which is supported by observations of $\mathrm{Si}^{4+}$ and $\mathrm{Si}^{3+}$ states of oxidized silicon. Note that the sticking coefficient of oxygen molecules on a silicon oxide surface is three orders of magnitude lower than the value on a clean silicon surface; therefore, the total coverage observed after an exposure time $t=800 \mathrm{~s}$ at $T=890 \mathrm{~K}$ is determined only by the oxide, i.e., $\theta \approx \theta_{\text {ox }}$ and $\theta_{\mathrm{ch}} \approx 0$. At the maximum temperature $T=925 \mathrm{~K}$ of the range studied, no oxide is produced on the surface during an exposure time of $t=810 \mathrm{~s}$, and the final oxygen coverage on the surface is within $0.15\left(\theta_{\mathrm{ox}} \leqslant 0.15\right)$. Therefore, the temperature range $919-925 \mathrm{~K}$, in which the transition from the regime of solid oxide monolayer formation to the chemisorption regime with a small value of $\theta_{\mathrm{ch}}$ occurs, is the region of the solid-oxide nucleation threshold at $p=6 \times 10^{-7}$ Torr. At higher pressures the threshold region shifts toward higher temperatures. This shift corresponds to the temperature dependence of the nucleation threshold pressure $p_{\text {th }}$.

The absence of the solid oxide on the surface at the maximum temperature $T_{\max }$ in this experiment can be ascribed either to the fact that $T_{\text {max }}>T_{\text {th }}$ at this oxygen pressure


FIG. 2. Oxygen coverage $\theta=\theta_{\text {ch }}+\theta_{\mathrm{ox}}$ of the $\mathrm{Si}(100)$ surface as a function of time near the oxide nucleation threshold $(p=6$ $\times 10^{-7}$ Torr): (1) 890 K ; (2) 906 K ; (3) 910 K ; (4) 912 K ; (5) 915 K; (6) 925 K .
or to the insufficient measurement time in comparison with the characteristic time $\tau_{\mathrm{ox}}$ for the formation of an oxide monolayer. Figure 3 shows the time $\tau_{\mathrm{ox}}$, in which the total oxygen coverage achieves $\theta=0.7$, plotted against temperature. The graph clearly indicates that $\tau_{\mathrm{ox}}$ increases rapidly as the temperature approaches $T_{\mathrm{th}}=905 \mathrm{~K}$. Therefore, the temperature $T_{\mathrm{th}}=905 \mathrm{~K}$ can be defined as the threshold temperature for oxide nucleation at a pressure $p=6 \times 10^{-7}$ Torr.

As follows from measurements of $\mathrm{Si} 2 p$ and $\mathrm{O} 1 s$ spectra at temperatures $902<T<920 \mathrm{~K}$, the oxygen on the surface exists in both the chemisorbed and oxidized states, and the surface is rough (Fig. 4). In this region, oxidation in an oxygen atmosphere leads to irreversible changes in the surface morphology. In repeated experiments with surface oxidation in the same regime after removing the submonolayer oxide by heating the sample to temperatures $T>1200 \mathrm{~K}$ in vacuum at $p=10^{-9}$ Torr, the previously recorded $\theta(t)$ curves shown in Fig. 2 could not be reproduced.

Note that the temperature $T=902 \mathrm{~K}$ coincides within the experimental error with the temperature at which the time of oxide monolayer formation dramatically increases ( $T$ $=905 \mathrm{~K}$ in Fig. 3). Thus, there is a temperature range near the threshold in which the solid oxide is produced concurrently with the surface roughening. At lower temperatures only a solid oxide layer is formed on the surface, and at higher temperatures only the rough relief is formed under conditions for oxygen chemisorption.

Now let us discuss the changes in the oxygen accumulation dynamics on the surface as the temperature varies from its maximum to the minimum in the range studied near the nucleation threshold. Figure 2 clearly shows that at the minimum and maximum temperatures the oxygen coverage $\theta(t)$ is described by saturating curves. At the minimum temperature the $\theta(t)$ curves are characterized by the time $\tau_{\mathrm{ox}}$ for oxide monolayer formation, and at the maximum temperature they are characterized by the time $\tau_{\mathrm{ch}}$ for the achievement of a steady density of chemisorbed oxygen. At intermediate temperatures, the $\theta(t)$ curves have an additional characteristic time $t_{\mathrm{th}}$, after which the rate of oxygen accumulation alters considerably. After exposure times longer than $t_{\text {th }}$, there are states on the silicon surface characteristic
of the solid oxide $\left(\mathrm{Si}^{3+}\right.$ and $\left.\mathrm{Si}^{4+}\right)$. For this reason, the oxygen coverage $\theta_{\text {ch }}$ at which the accumulation rate jumps can be considered to be the threshold coverage for the onset of the silicon-oxidation phase transition near the nucleation threshold. Note that the oxygen accumulation rate at the onset of oxide layer growth, $t \geqslant t_{\mathrm{th}}$, depends weakly on temperature. As is shown by Fig. 2, $t_{\mathrm{th}}$ increases with temperature.

Atomic-force micrographs of the $\operatorname{Si}(100)$ surface after exposure to oxygen under the conditions of experiments near the nucleation threshold are shown in Fig. 4. For an initially smooth surface, the measured change in the surface height over a scanning length of $3 \times 10^{3} \mathrm{~nm}$ is $0.2-0.3 \mathrm{~nm}$ (Fig. 4 a ), which is within the spatial resolution of the instrument in the normal direction. The characteristic feature of the surface relief after an 800-s exposure to oxygen at $p=6$ $\times 10^{-7}$ Torr and $T=925 \mathrm{~K}$ is a periodic pattern of sparse deep pits against a background of small-scale fluctuations of the surface height. The average pit depth is $h \approx 30 \mathrm{~nm}$, and the distance between them $l \approx 800 \mathrm{~nm}$. The rough surface relief turns up after exposure to oxygen throughout the re-


FIG. 3. Oxide growth time $\tau_{\mathrm{ox}}$ as a function of temperature at $p=6$ $\times 10^{-7}$ Torr. The dashed curve was constructed using Eq. (3).


FIG. 4. Image obtained using an atomic-force microscope and profiles of rough $\mathrm{Si}(100)$ surfaces at an oxygen pressure $p=6 \times 10^{-7}$ Torr: (a) initial surface; ( $\mathrm{b}-\mathrm{d}$ ) after heating in oxygen at $915 \mathrm{~K}(\mathrm{~b}), 925 \mathrm{~K}$ (c), and $945 \mathrm{~K}(\mathrm{~d})$.
gion of parameters tested near the nucleation threshold (see Fig. 3). The characteristic relief amplitude over a plane with dimensions of $4 \times 4 \mu \mathrm{~m}$ is $<30 \mathrm{~nm}$, and the characteristic linear dimension along the plane is $<250 \mathrm{~nm}$. At higher temperatures, $T>940 \mathrm{~K}$, the surface remains smooth within the experimental uncertainty after exposure to oxygen (Fig. 4).

Hence it follows that the regimes of interaction between oxygen atoms and a $\operatorname{Si}(100)$ surface change sequentially near the oxide nucleation threshold as the temperature increases. The regime in which the solid oxide is produced on the surface is replaced by the regime of oxide formation on the rough surface, and at higher temperatures only surface roughening in the presence of chemisorbed oxygen takes place. Note also that, near the threshold, the oxide is not generated immediately when the surface is exposed to oxygen, but only after a certain delay $t_{\mathrm{th}}$. Until this moment, oxygen is accumulated on the surface only in the chemisorbed state.

## 4. GROWTH OF A SUBMONOLAYER OXIDE NEAR THE OXIDE NUCLEATION THRESHOLD

The growth of a submonolayer oxide has been studied previously ${ }^{12,16}$ within the phenomenological Volmer-Weber-Zel'dovich theory of first-order phase transitions. According to the concepts based on this theory, a submonolayer oxide grows in the form of 2D islands, and this process has been observed in experiments. ${ }^{14,18,25,26,32,33}$ The growth of islands in the vertical direction can be neglected since the oxygen sticking coefficient on a $\mathrm{SiO}_{2}$ surface is three orders of magnitude lower than on a clean $\mathrm{Si}(100)$ surface. ${ }^{34}$ Adsorbed oxygen atoms are brought to island perimeters owing to surface diffusion. Oxygen atoms are trapped by oxide islands, and silicon lattice atoms, which are abundant in the material, are incorporated into the islands concurrently. Therefore, the island growth rate is determined by the degree of supersaturation of the adsorbed oxygen.

The phase transition with formation of a submonolayer oxide proceeds when oxygen is constantly supplied to the
surface from the gaseous phase. Owing to the diffusive interaction between islands mediated by the concentration field of adsorbed oxygen and blocking of the surface by growing islands, the critical island dimension increases with the exposure time. The growth rate is limited by the capture of oxygen atoms on the island boundaries. The oxygen coverage $\theta_{o x}$ due to the islands on the surface as a function of the exposure time $t$ near the nucleation threshold at $\theta_{\text {ch }} \geqslant \theta_{\text {th }}$ is given by the expression ${ }^{12,16}$

$$
\begin{align*}
& \theta_{\mathrm{ox}}=\left(1-\frac{\theta_{\mathrm{th}}}{\theta_{0}}\right) \tanh ^{2} \frac{t}{\tau_{\mathrm{ox}}}  \tag{1}\\
& \tau_{\mathrm{ox}}=\frac{A}{\sqrt{\pi N \theta_{0 \nu}}}\left(T_{\mathrm{th}}-T\right)^{-1 / 2}, \quad \theta_{0}=Q s \tau \tag{2}
\end{align*}
$$

where $\tau=(\alpha+Q s \Omega)^{-1}, \alpha$ is the oxygen escape rate, $\Omega$ is the oxygen adatom cross section, $N$ is the surface density of oxide islands, $\nu$ is the rate of adsorbed oxygen capture on the island perimeters, $\theta_{\mathrm{th}}$ and $T_{\mathrm{th}}$ are the threshold coverage of the surface with oxygen adatoms and the threshold temperature for oxide nucleation, $\tau_{\mathrm{ox}}$ is the characteristic oxide growth time, $Q=p / \sqrt{2 \pi m T}$ is the flux of oxygen from the gaseous phase on the surface, $s$ is the sticking coefficient, and $A$ is a constant independent of $T_{\text {th }}-T$. The nucleation threshold temperature is given by the expression

$$
\begin{equation*}
p=p_{0} \exp \left(-E_{\alpha} / T_{\mathrm{th}}\right), \tag{3}
\end{equation*}
$$

where $E_{\alpha}$ is the activation energy for oxygen escape from the surface. With $E_{\alpha}=3.8 \pm 0.2 \mathrm{eV}$ Eq. (3) adequately describes the experimental data obtained by Smith and Ghidini ${ }^{31}$ at higher temperatures and pressures than those in our experiments.

The parameters of our experiments ( $p \approx 10^{-6}$ Torr and $T \approx 900 \mathrm{~K}$ ) satisfy the conditions under which the interaction between oxide islands is significant, $L \approx l(L=\sqrt{D \tau}$ is the characteristic diffusion length of oxygen adatoms over time $\tau$, and $l \approx N^{-1 / 2}$ is the distance between islands) and island growth is limited by the time for the incorporation of oxygen into the oxide, $\nu L / D \ll 1$, and these conditions were used in deriving Eq. (2). In fact, when $L \approx l \approx 10^{-6} \mathrm{~cm}$ (the island density is estimated following Refs. 1 and 3 to be $N$ $\approx 10^{12} \mathrm{~cm}^{-2}$ ), the diffusion coefficient of adatoms $D$ $\approx L^{2} / \tau \approx 10^{-11} \mathrm{~cm}^{2} / \mathrm{s} \quad\left[\alpha \approx 10^{-1} \mathrm{~s}^{-1}\right.$ (Ref. 6) and $\Omega s Q$ $\left.\approx 10^{-2} \mathrm{~s}^{-1}\right]$, which corresponds to a reasonable value of the activation energy $E \approx 1.7 \mathrm{eV}$. The inequality $\nu \ll D / L$ $\approx 10^{-5} \mathrm{~cm} / \mathrm{s}$ is also satisfied with an activation energy $E$ $=1.8 \mathrm{eV}$ for oxygen capture by an island, which is associated with the passage of a silicon atom from the lattice to the oxide, whose activation energy $E \approx 1.83 \mathrm{eV}$.

It follows from Eqs. (2) and (3) that the coverage of the $\mathrm{SiO}_{2}$ layer on the surface tends to zero and the oxidation time increases rapidly ( $\tau_{\text {ox }} \rightarrow \infty$ ) as the temperature approaches the nucleation threshold ( $T \rightarrow T_{\text {th }}$ ). This is a general property of first-order phase transitions and should not depend on the assumptions made.

Figure 2 clearly shows that the dotted curve defined by Eq. (1) is in satisfactory agreement with experimental data on the boundary of the oxide nucleation region. This equa-
tion also describes experimental data obtained at lower temperatures, far from the threshold. ${ }^{12}$ The measurements of $\tau_{\text {ox }}(T)$ (Fig. 3) and the theoretical curve given by Eq. (2) are in qualitative agreement. The measurement of $T_{\mathrm{th}}$, however, is higher than the theoretical values estimated from Eq. (3). The $\theta_{\mathrm{ox}}(t)$ curves for $T>915 \mathrm{~K}$ are in disagreement with the calculations. In this temperature range the onset of the oxidation process is delayed. The oxide growth takes place only at $t \geqslant t_{\mathrm{th}}$ and $\theta_{\mathrm{ch}} \geqslant \theta_{\mathrm{th}}$. Finally, one can see in Fig. 2 that the oxidation rate $k=d \theta_{\text {ox }} / d t$ is almost constant with the temperature ( $T \rightarrow T_{\mathrm{th}}$ and $\theta_{\mathrm{ch}} \rightarrow \theta_{\mathrm{th}}$ ) near the nucleation threshold. This observation contradicts Eq. (2), from which follows $k=\left(\theta_{\mathrm{ch}}-\theta_{\mathrm{th}}\right)^{-3 / 2}$, and hence $k \rightarrow 0$ as $\theta_{\mathrm{ch}} \rightarrow \theta_{\mathrm{th}}$.

It seems that these features of the oxidation process should be attributed to silicon surface roughening at temperatures $T>915 \mathrm{~K}$. If we describe surface roughening in terms of vacancy clustering, ${ }^{23,24}$ we must analyze the dynamics of the accumulation of vacancies in the process of oxygen adsorption in order to account for these anomalies. When the exposure time $t<t_{\mathrm{th}}$, the adsorbed oxygen is accumulated on the surface. It is known that vacancies are generated when lattice atoms leave the surface within SiO molecules. ${ }^{1}$ These molecules form as a result of the short-range interaction between oxygen and Si adatoms from the crystal. ${ }^{6}$ Silicon adatoms from the crystal turn up when Si lattice atoms leave the first atomic layer owing to thermal activation and occupy positions of adsorbed atoms on terraces, while vacancies are generated in the first atomic layer. Hence, as a result of SiO desorption, excess vacancies should be generated in the first atomic layer. Inclusion of the long-range interaction between vacancies and oxygen adatoms in the mean-field approximation leads to the following expression for the equilibrium density $n_{v}^{(0)}$ of vacancies due to oxygen adsorption: ${ }^{20}$

$$
\begin{align*}
& n_{v}^{(0)}=n_{0} \exp \left(-E_{\mathrm{eff}} / T\right), \\
& E_{\mathrm{eff}}=E_{0}-\theta_{\mathrm{ch}} T \exp \left(U_{a-v} / T\right), \tag{4}
\end{align*}
$$

where $U_{a-v}$ is the depth of the rectangular potential well modeling the interaction between oxygen adatoms and vacancies. The value of $U_{a-v}$ is unknown. Below we shall use $U_{a-v} \approx 0.1-0.5 \mathrm{eV}$ in our calculations.

In accordance with Eq. (4), the equilibrium vacancy density increases with $\theta_{\text {ch }}$. When the oxygen coverage on the surface is

$$
\begin{equation*}
\theta_{\mathrm{ch}}^{v}=\frac{E_{0}}{T} \exp \left(-\frac{U_{a-v}}{T}\right) \tag{5}
\end{equation*}
$$

the effective energy of vacancy formation is close to the temperature, and the number of vacancies and adsorbed lattice atoms can increase spontaneously without overcoming an activation barrier (vacancy instability).

Thus, there are three species on the surface near the nucleation threshold and at small exposure times $t<t_{\text {th }}$ before the onset of oxidation, namely vacancies, oxygen adatoms, and silicon adatoms from the crystal, whose densities, $n_{v}, n_{a}, n_{s}$, are different from their equilibrium values. The kinetic equations describing their accumulation on the surface, which consists of plane terraces and steps, for $t<t_{\mathrm{th}}$ can be written as follows:

$$
\begin{aligned}
& \dot{n}_{a}=Q s\left(1-\theta_{\mathrm{ch}}\right)-\varepsilon n_{a} n_{s} \\
& \dot{n}_{v}=\gamma_{1} n_{v}^{(0)} n_{s}^{(0)}-\gamma n_{v} n_{s}-\omega n_{v} \\
& \dot{n}_{s}=-\varepsilon n_{a} n_{s}+\gamma_{1} n_{v}^{(0)} n_{s}^{(0)}-\gamma n_{v} n_{s}+G
\end{aligned}
$$



FIG. 5. (a) Chemisorbed-oxygen coverage $\theta$, (b) surface density $n_{v}$ of vacancies, and (c) surface density $n_{s}$ of adsorbed atoms as functions of exposure time at $p=10^{-6}$ Torr and temperatures of 920 K and 930 K ; $t_{\text {th }}$ is the exposure time at which condition (5) is satisfied.

Here $\varepsilon, \gamma$, and $\gamma_{1}$ are the SiO desorption rate and the rates of vacancy/Si-adatom pair generation and annihilation, respectively, $n_{v}^{(0)}$ and $n_{s}^{(0)}$ are the equilibrium densities of vacancies and Si adatoms. The generation of SiO molecules incorporated into the first line of Eq. (6) is due to the short-range interaction ${ }^{6}$ between oxygen and silicon adatoms $\left(\varepsilon n_{a} n_{s}\right)$. The last term in the equation for $\dot{n}_{v}$ takes into account the vacancies moving into the crystal bulk, $\omega=D_{v} / a^{2}$ [D $\left.\propto \exp \left(-E_{b} / T\right)\right]$. The flux $G$ of silicon atoms from steps to terraces in the approximation of a small frequency of atom migration from a position on a step to a position on a break in comparison with the frequency of atom migration to a terrace is given by the expression ${ }^{35}$

$$
\begin{equation*}
G=g\left(n_{s}^{(0)}-n_{s}\right), \quad g=\omega_{0} \frac{1}{a_{k} \lambda n_{0}} \exp \left(-\frac{E_{g}}{T}\right), \tag{7}
\end{equation*}
$$

where $\omega_{0}$ is the Debye frequency, $\lambda^{-1}$ is the number of steps per unit length on the surface, $a_{k}^{-1}$ is the number of breaks per unit length of a step, $E_{g}$ is the potential barrier on the way from a step to a terrace, and $n_{0}$ is the density of surface atoms of the crystal.

When no oxygen is supplied to the surface ( $Q=0, n_{a}$ $=0$ ), the system of equations (6) yields the equilibrium solution

$$
\begin{equation*}
n_{s}=n_{s}^{(0)}, \quad n_{v}=n_{v}^{(0)} . \tag{8}
\end{equation*}
$$

By solving Eq. (6) numerically, one can analyze the kinetics of the densities of different species on the silicon surface until the onset of formation of the solid oxide ( $t \leqslant t_{\mathrm{th}}$ ). The desorption of SiO molecules, generation (annihilation) of silicon-adatom/vacancy pairs, and penetration of vacancies into the bulk are activation processes. For the numerical solution we took the following activation energies of these processes: $E_{s}=3.6 \mathrm{eV}, E_{\gamma}=E_{\gamma_{1}}=1.2 \mathrm{eV}$, and $E_{b}=1.5 \mathrm{eV}$. These values are within the spread of values quoted in different publications. ${ }^{6,36,37}$ The energy $E_{g}$ has been estimated at $2.8 \mathrm{eV}^{36}$

The coverage of the surface with oxygen adatoms, $\theta_{\mathrm{ch}}$ $=n_{a} / n_{0}$, as a function of exposure time is given in Fig. 2 (dashed line). It is clear that measurements of the total oxygen coverage of the surface, $\theta+\theta_{\text {ox }}$, are in satisfactory agreement with calculations of $\theta(t)$ at times before the onset of oxidation, $t \leqslant t_{\mathrm{th}}$. Hence, there is a good reason to suppose that at $t \leqslant t_{\mathrm{th}}$ all oxygen is in the chemisorbed state. This assumption is supported by the absence of $\mathrm{Si}^{3+}$ and $\mathrm{Si}^{4+}$ states in the x-ray photoelectron spectra at $t<t_{\mathrm{th}}$.

Calculations of the oxygen coverage and the concentrations of vacancies and silicon adatoms as functions of exposure time for temperatures of 920 and 930 K at $p$ $=10^{-6}$ Torr are given in Fig. 5. It is seen that the numbers of vacancies and oxygen adatoms increase with the exposure time at both temperatures near the oxide nucleation threshold, whereas the number of silicon adatoms drops. This is caused by the formation of volatile SiO molecules. The


FIG. 6. Temperature dependence of the time $t_{\text {th }}$ in which the chemisorbedoxygen coverage achieves the threshold value at pressures of 6 $\times 10^{-7}$ Torr (1) and $10^{-6}$ Torr (2). Points-experimental data for these pressures.
curves also demonstrate that at lower temperatures ( 920 K ) near the threshold the time $t_{\mathrm{th}}$ at which the threshold oxygen coverage is achieved [ $\theta_{\mathrm{ch}}\left(t_{\mathrm{th}}\right)=\theta_{\mathrm{th}}$ ] is smaller than $t_{R}$, when $\theta_{\mathrm{ch}}$ attains the value $\theta_{\mathrm{ch}}^{v}$ specified by Eq. (5). Under these conditions, the oxide grows on the surface at a low vacancy density, and the surface may remain atomically smooth. At higher temperatures $(930 \mathrm{~K})$ the inverse condition is satisfied, $t_{\mathrm{th}}>t_{R}$. In this case, spontaneous growth of the vacancy density starts earlier than oxidation, and $n_{v}$ can achieve a value sufficient for vacancy clustering, and a rough relief is formed on the surface. This process will be discussed in Sec. 5.

Calculated plots of the time at which the nucleationthreshold oxygen coverage $\theta_{\text {th }}$ is achieved as a function of temperature at two pressures $\left(p=6 \times 10^{-7}\right.$ Torr and $10^{-6}$ Torr) are shown in Fig. 6. It is seen that a higher temperature corresponds to the same $t_{\mathrm{th}}$ at the higher pressure, in agreement with experimental data plotted in the same figure. Note that the flux of SiO molecules as a function of exposure time calculated at different temperatures are in qualitative agreement with experimental data. ${ }^{6,32}$ This result confirms the correctness of taking into account the main surface processes included in Eq. (6).

Let us discuss features of the silicon oxidation process near the nucleation threshold. The slow variation of $\theta_{\text {ch }}$ at $\tau \leqslant t_{\mathrm{th}}$ leads us to a conclusion that the phase transition with the formation of $\mathrm{SiO}_{2}$ has a quasistationary character near the threshold. Therefore, in describing the conditions for the onset of oxidation, one can perform averaging in the first line in Eq. (6), which describes the variation of $n_{a}$, by representing $n_{s}(t)$ as a slowly descending linear function of time for $t$ $\sim t_{\mathrm{th}}$. As a result of this averaging, the concentration $n_{s}(t)$ can be replaced by $\left\langle n_{s}\left(t_{\mathrm{th}}\right)\right\rangle=\left[n_{s}^{(0)}+n_{s}^{\mathrm{th}}\left(t_{\mathrm{th}}\right)\right] / 2$. The quasistationary solution of Eq. (6) for $\dot{n}_{a}$ allows us to determine the condition for the onset of oxidation: $\theta_{\mathrm{ch}}\left(t_{\mathrm{th}}\right)=\theta_{\mathrm{th}}$. Equation (2) for the oxide-phase coverage $\theta_{o x}$ can be easily generalized to the case of $n_{s}$ and $n_{v}$ weakly deviating from their equilibrium values in the region near the threshold by replacing $\alpha$ in the first line of Eq. (6) for $\dot{n}_{a}$ and in the subsequent
formulas with $\alpha=\varepsilon\left\langle n_{s}\left(t_{\mathrm{th}}\right)\right\rangle$. Then the value of $\theta_{\mathrm{ox}}$ as a function of pressure, temperature, oxygen coverage, and exposure time in the threshold region is expressed by Eqs. (1) and (2), but oxidation starts at the time $t=t_{\mathrm{th}}(T, p)$, as was observed in the experiments (Fig. 2). The experimental fact that the oxidation rate $k$ does not decrease near the threshold, which contradicts the theoretical predictions, can be attributed to the closeness of $t_{\text {th }}$ and $t_{R}$. For this reason, the two phase transitions, namely oxidation and surface roughening, are observed simultaneously, in agreement with the experimentally established oxidation of a rough surface, which should have excess vacancies. Since the solid oxide $\mathrm{SiO}_{2}$ is formed by the short-range interaction between a vacancy and an oxygen atom, ${ }^{20}$ the oxidation-limiting rate of incorporation $(\nu)$ of an oxygen atom into a vacancy on an island periphery should increase under these conditions.

## 5. Si(100) SURFACE ROUGHENING NEAR THE NUCLEATION THRESHOLD DUE TO ADSORBED OXYGEN

Let us analyze the conditions under which a rough relief is generated and its geometrical parameters after exposure of the surface to oxygen. The rough relief is generated under a constant flow of oxygen molecules incident on the surface, where the condition (5) for the activationless (spontaneous) generation of vacancies is satisfied. For this reason, a silicon surface adsorbing oxygen is a source rather than a drain of vacancies, whereas a flow of vacancies into the bulk is always impeded by an activation barrier. The bulk density $n_{v}(t, z)$ of isolated vacancies in the near-surface layer as a function of the distance $z$ from the surface $(z=0)$ and the time $t$ of exposure to oxygen before the onset of surface roughening is determined by the standard solution ${ }^{38}$ of the diffusion equation

$$
\frac{\partial n_{v}}{\partial t}=D_{v} \frac{\partial^{2} n_{v}}{\partial z^{2}}
$$

with the boundary condition $n_{v}(t, 0)=\left(n_{v}\right)_{z=0} / a$ [where $\left(n_{v}\right)_{z=0}$ is the time-dependent surface vacancy density, which satisfies Eq. (6)] and the initial condition $n_{v}(0, z)$ $=n_{v}^{(0)}$, where $n_{v}^{(0)}$ is the equilibrium bulk vacancy density.

The surface vacancy density as a function of exposure time has been derived in Sec. 4 without taking into account the interaction between vacancies. The conditions for their clustering should be determined with allowance for this interaction. The interaction between vacancies $(v-v)$ in the bulk was discussed in an earlier publication. ${ }^{21}$ In a nonideal crystal, which contains defects in the form of substitutional impurities, spatial correlations of vacancies give rise to an effective long-range ( $r \gtrdot a$ ) attraction between vacancies. At distances $r \sim a$ vacancies repel one another since one cannot place two vacancies at one site. It is well known that nearsurface relaxation and reconstruction take place in silicon, and when oxygen is adsorbed at $T \geqslant 900 \mathrm{~K}$, dissolved oxygen atoms are detected in a near-surface layer with a thickness $\leqslant 100 \mathrm{~nm} .{ }^{37}$ We assume, therefore, that the interaction between vacancies in the near-surface layer is similar to that in the bulk of a nonideal crystal. Note that observations of
vacancy clusters on the silicon surface using scanning tunneling microscopy ${ }^{2,17,18}$ give evidence in favor of attraction between vacancies.

Hereafter, as in earlier publications, ${ }^{23,24}$ we describe the interaction between two vacancies using the model potential

$$
V(\mathbf{r})= \begin{cases}\infty, & r<a,  \tag{9}\\ -\varepsilon, & a \leqslant r \leqslant b, \\ 0, & r>b .\end{cases}
$$

In our estimates, we assume ${ }^{21}$ that the parameter $a$ in Eq. (9) is of the order of the interatomic distance, the attraction region is limited by the condition $b \leqslant 10 a$, and $\varepsilon \sim 0.1 \mathrm{eV}$.

Surface roughening due to the adsorption of oxygen atoms was described as a phase transition with vacancy clustering in our previous publications. ${ }^{23,24}$ A more detailed account of the theory deserves a separate publication. In this section we only interpret our experimental data in terms of conditions under which the silicon surface is roughened and discuss a plausible mechanism of this process, features of the rough relief detected in experiments, and causes of the switchover between oxygen-silicon interaction regimes near the solid-oxide nucleation threshold.

The phase transition with vacancy clustering was described earlier in terms of the Landau theory. ${ }^{24}$ The order parameter $\xi$ is the deviation $\delta n_{v}$ of the vacancy density $\tilde{n}(t, \mathbf{r})$ due to the formation of vacancy clusters in the nearsurface layer from the average density $n_{v}$ of isolated vacancies:

$$
\begin{equation*}
\xi(t, \mathbf{r}) \equiv \delta n_{v}(t, \mathbf{r})=\tilde{n}_{v}(t, \mathbf{r})-n_{v} . \tag{10}
\end{equation*}
$$

The vacancies generated accumulate on the surface during the exposure time $t \sim t_{R}$ and diffuse into the near-surface layer of the crystal. The concentration $n_{v}$ is a function of both the distance to the surface $z$ and the exposure time $t$, and it is determined by the ratio between the rates of vacancy accumulation (see Sec. 4) and diffusion. Let us first discuss the phase transition with vacancy clustering in a spatially homogeneous system, where the mean concentration of isolated vacancies is uniform but time-dependent:

$$
n_{v}=\overline{n_{v}(t, z)^{z}}=n_{v}(t) .
$$

This approximation allows us to account for the switchover between the oxygen-silicon interaction regimes (oxidation to roughening), the upper temperature at which a rough relief is formed, and the features of the rough surface. As will be shown below, the characteristic time of the phase transition with vacancy clustering ( $\tau^{R T}$ ) under the experimental conditions is much shorter than the accumulation time $t_{R}$ of isolated vacancies. Therefore, we also assume that $n_{v}$ is constant (or quasistationary) over the small characteristic time $t \sim \tau^{R T}$ in which the fluctuations $\delta n_{v}(t, \mathbf{r})$ develop, and the argument $t\left(t \sim t_{R} \gtrdot \tau^{R T}\right)$ in the function $n_{v}(t)$ determines only the value $n_{v}$ at the moment $t_{R}$ of the onset of vacancy clustering. Then

$$
\begin{equation*}
\xi(t, \mathbf{r})=\delta n_{v}(t, \mathbf{r})=\tilde{n}_{v}(t, \mathbf{r})-n_{v}\left(t_{R}\right) . \tag{11}
\end{equation*}
$$

Under this definition of the order parameter, the quantity $\xi / n_{0}$ (where $n_{0}$ is the density of lattice atoms) is the fraction
of atoms replaced by clustered vacancies in a near-surface layer of thickness $H$, where the phase transition with vacancy clustering takes place. Since open pores are generated (see below), the depth $h$ of the rough relief at a given point on the surface is proportional to the density of clustered vacancies at this point:

$$
\begin{equation*}
h=\xi H / n_{0} . \tag{12}
\end{equation*}
$$

Therefore, the order parameter is the amplitude of surface roughness times an arbitrary multiplier.

The Landau theory ${ }^{39}$ considers a phenomenological expansion of the free energy in terms of the order parameter near the transition point. The density-functional formalism ${ }^{23,24}$ developed by Devyatko and Tronin ${ }^{40}$ for a system of interacting classical Brownian particles in a medium not far from equilibrium allows one to calculate the coefficients of this expansion. The equation of motion for the Fourier transform $\xi_{k}(t)$ of the order parameter reads as follows: ${ }^{23,24}$

$$
\begin{align*}
& \frac{\partial \xi_{k}}{\partial t}=-D_{v} k^{2} \frac{\partial F_{k}}{\partial \xi_{k}},  \tag{13}\\
& F_{k}=\frac{1}{2} \lambda_{k} \xi_{k}^{2}+\frac{1}{3} B \xi_{k}^{3}+\frac{1}{4} \Gamma \xi_{k}^{4} . \tag{14}
\end{align*}
$$

The terms proportional to $\xi_{k}^{3}$ and $\xi_{k}^{4}$ in Eq. (14) for $F_{k}$ are "stabilizing" factors for the new state of the near-surface layer of thickness $H$ [Eq. (12)] near the rough surface. The coefficients $\lambda, B$, and $\Gamma$ in Eq. (14) for $F_{k}$ are functions of $\varepsilon$ and $b$, which are parameters of the model potential (9) of the interaction between vacancies:

$$
\begin{equation*}
\lambda_{k}=1-\frac{n_{v}}{n_{v}^{c}} f(k b), \quad B=\frac{1}{n_{v}^{c}}, \quad \Gamma=\frac{2}{\left(n_{v}^{c}\right)^{2}}, \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{v}^{c}=\frac{3}{4 \pi b^{3}} \frac{1}{e^{\varepsilon / T}-1}, \quad f(k b)=3\left[\frac{\sin (k b)}{(k b)^{3}}-\frac{\cos (k b)}{(k b)^{2}}\right] . \tag{16}
\end{equation*}
$$

In accordance with Eqs. (14)-(16), the free energy $\mathscr{F}$ $=T F$ is a function of the concentration $n_{v}$ of isolated vacancies and therefore depends on the oxygen pressure and temperature, as well as the exposure time. Using Eqs. (13)-(16), one can determine the conditions for the phase transition with vacancy clustering. To this end, one should analyze solutions of the equations

$$
\begin{align*}
& F_{k}\left(\xi_{k}\right)=0,  \tag{17}\\
& \partial F_{k} / \partial \xi_{k}=0 . \tag{18}
\end{align*}
$$

In experiments at constant pressure and temperature, the concentration of isolated vacancies on an initially smooth surface increases with exposure time, whereas $\lambda_{k}$ decreases [see Eq. (15)]. When $n_{v}$ is sufficiently small and $\lambda_{k}>B^{2} / 4 \Gamma$, Eq. (18) has only one root $\xi_{k}=0$, which corresponds, in accordance with Eq. (12), to the only stable state of the vacancy subsystem, namely the smooth surface. At $\lambda_{k}=B^{2} / 4 \Gamma$ a second minimum of the function $F_{k}\left(\xi_{k}\right)$ appears, and it corresponds to a metastable state of the surface. At even smaller
$\lambda_{k}=2 B^{2} / 9 \Gamma$ the curve of $F\left(\xi_{k}\right)$ touches the $\xi_{k}$ axis at two points, namely $\xi_{k 1}=0$ and $\xi_{k 2}=(2 / 3) B / \Gamma$. This means that the smooth $\left(\xi_{k}=0\right)$ and rough $\left(\xi_{k}=\xi_{k 2}=n_{v}^{c} / 3\right)$ states of the surface have the same energy. These two states are separated by a potential barrier $Q$ to oxide nucleation equal to the peak value of $F$ at

$$
\xi_{k 3}=\frac{B}{6 \Gamma}=\frac{n_{v}^{c}}{12}
$$

At $\lambda_{k}=2 B^{2} / 9 \Gamma$ the barrier height is

$$
\begin{equation*}
Q=T F\left(\xi_{k 2}\right)=\frac{\left(n_{v}^{c}\right)^{2} T a^{6}}{18 \cdot 64} \simeq 10^{-2} \frac{T a^{6}}{b^{6}} \frac{1}{e^{\varepsilon / T}-1} \tag{19}
\end{equation*}
$$

Equation (19) indicates that, in the case of the long-range attraction between vacancies described by potential (9) for $b \sim 10 a$ and $\varepsilon \sim 0.1 \mathrm{eV}$ at the temperatures $T \leqslant 10^{3} \mathrm{~K}$, the quantity $Q / T$ is much smaller than unity. Therefore, the transition from the smooth state of the surface with $\xi_{k}=0$ to the rough state with $\xi_{k}=2 B / 3 \Gamma=n_{v}^{c} / 3$ can proceed without overcoming a nucleation barrier. In this sense, surface roughening is similar to the relaxation of unstable states upon spinodal decomposition. ${ }^{41}$

It follows from the foregoing that the phase transition with vacancy clustering should start at an exposure time $t_{R}$, a temperature $T$, and a pressure $p$ at which the concentration of isolated vacancies $n_{v}(t, T, p)$ satisfies, with allowance for Eqs. (17) and (18), the relation

$$
\begin{equation*}
\lambda_{k}=\frac{2 B^{2}}{9 \Gamma}=\frac{1}{9}=1-\frac{n_{v}\left(t_{R}, T, p\right)}{n_{v}^{c}} f(k b) . \tag{20}
\end{equation*}
$$

The function $f(k b)$ takes a maximum value equal to unity at $k=0$ [Eq. (16)]. Therefore, the condition (20) for surface roughening with a wave vector $k$ close to zero [when $f(k b)=1]$ is satisfied at the minimum vacancy concentration

$$
\begin{equation*}
n_{v}\left(t_{R}, T, p\right)=\frac{8}{9} n_{v}^{c}(T) \tag{21}
\end{equation*}
$$

In the initial stage of the phase transition, where fluctuations in the vacancy concentration are small, we can retain only the term linear in $\xi_{k}$ on the right-hand side of Eq. (13). Then the characteristic time $\tau_{k}$ for the $k$ th mode of the order parameter in the initial stage of the phase transition is given by the expression

$$
\begin{equation*}
\tau_{k}=\left(\lambda_{k} D_{v} k^{2}\right)^{-1} \tag{22}
\end{equation*}
$$

Taking Eq. (16) into account, we can transform this expression for $k b \ll 1$ into

$$
\begin{equation*}
\tau_{k}^{-1} \approx \eta\left[\left(\frac{1}{\eta}-1\right)+\frac{(k b)^{2}}{10}\right] k^{2} D_{v}, \quad \eta=\frac{n_{v}}{n_{v}^{c}} \tag{23}
\end{equation*}
$$

It follows from Eq. (23) that for $\eta \leqslant 1$, where $\lambda_{k} \geqslant 0$ for all small $k$, the quantity $\tau_{k}^{-1}$ is positive and that $\tau_{k}^{-1} \rightarrow 0$ as $k b \rightarrow 0$. For $0<\lambda_{k} \leqslant 1 / 9$ this means that when the "energy", condition (20) for the phase transition is satisfied, the vacancy system is in the fluctuation region and that critical slowing takes place, i.e., the relaxation frequency tends to zero as the size of the fluctuations increases.


FIG. 7. Characteristic development time of the $k$ th mode of the order parameter $\bar{\tau}_{k}=\tau_{k}\left(b^{2} / D_{v}\right)^{-1}$ versus $k b$ calculated from Eq. (23) for $\eta-1$ $=10^{-4}$. The following points are marked on the abscissa axis: $A-(k b)_{\min }$; $B-(k b)_{0} ; C-(k b)_{f} ; D-(k b)_{\min } \sqrt{3}$.

For $\eta \geqslant 1$, when $\lambda_{k}<0$, the quantity $\tau_{k}$ is negative and has the sense of the characteristic time for fluctuation growth (not decay) (Fig. 7). In accordance with Eq. (23), this increase takes place in modes with the wave vectors $k$ which satisfy the inequalities

$$
\begin{equation*}
0<(k b)^{2}<(k b)_{0}^{2}=10(1-1 / \eta) \tag{24}
\end{equation*}
$$

These modes of the order parameter are unstable. The most rapidly developing mode has the wave vector

$$
\begin{equation*}
(k b)_{\min }^{2}=5(1-1 / \eta) \tag{25}
\end{equation*}
$$

and its characteristic time $\left|\tau_{k}\right|$ has the minimum $\left|\left(\tau_{k}\right)_{\text {min }}\right|$ :

$$
\begin{equation*}
\left|\left(\tau_{k}\right)_{\min }\right|=\frac{20}{3} \frac{b^{2}}{D_{v}} \frac{1}{(k b)_{\min }^{4}} \frac{1}{\eta} \tag{26}
\end{equation*}
$$

In accordance with Eq. (23), when $\eta \geqslant 1$ and $\lambda_{k}<0$, the development of unstable modes with $k \approx k_{\min }$ should be accompanied by the development of small-scale fluctuations of the vacancy density (Fig. 7) with characteristic relaxation times $\tau_{k} \leqslant\left|\tau_{k \text { min }}\right|$, whose wave vector $k$ satisfies the inequality

$$
\begin{equation*}
(k b)^{2} \geqslant 3(k b)_{\min }^{2} \tag{27}
\end{equation*}
$$

Thus, the resulting shape of the rough surface for $n_{v} \geqslant n_{v}^{c}$ ( $\eta \geqslant 1$ ) should be determined by the development of unstable modes whose wave vectors belong to a narrow region near $k_{\min }$ and small-scale fluctuations with wave vectors satisfying Eq. (27).


FIG. 8. Temperature dependence of the time $t_{R}$ in which the critical concentration $n_{v}^{c}$ is obtained (curve 2) and of the exposure time $t_{\mathrm{th}}$ for the onset of oxidation (curve 1 ).

The activation energy for vacancy diffusion in silicon is ${ }^{36} E_{b} \approx 1.5 \mathrm{eV}$, and the diffusion coefficient at $T=900 \mathrm{~K}$ is $D_{v} \approx 10^{-7} \mathrm{~cm}^{2} / \mathrm{s}$. Therefore, it follows from our estimates that, if a rough relief with a maximum characteristic amplitude $L=5 \times 10^{2} \mathrm{~nm}$ has been formed as a result of the phase transition with vacancy clustering (Fig. 4), we have $(k b)_{\text {min }}$ $\approx 4 \times 10^{-2},\left|\tau_{k \min }\right| \approx 6 \mathrm{~s}$, and $\eta-1 \approx 10^{-4}$ for $b=3 \mathrm{~nm}$.

Note that the vacancy accumulation time $t_{R} \sim 10^{2} \mathrm{~s}$ (Fig. 5). Therefore, $t_{R} \gg\left|\tau_{k \text { min }}\right|$ under the experimental conditions, and the density $n_{v}$ of isolated vacancies can be treated as quasistationary in determining the clustering conditions, as was done in deriving Eq. (13).

Let us discuss the switchover from the oxidation regime of the interaction between oxygen and silicon to surface roughening. The relation $n_{v}\left(t_{R}\right)=n_{v}^{c}(\eta=1)$, which determines the condition for the formation of unstable developing modes due to vacancy clustering, yields, with consideration of Eq. (6) for $n_{v}(t)$ and Eq. (16) for $n_{v}^{c}(T)$, the time $t_{R}$ as a function of oxygen pressure and temperature. The curve of $t_{R}(T)$ for $p=1 \times 10^{-6}$ Torr corresponding to the condition $n_{v}\left(t_{R}\right)=n_{v}^{c}$ is plotted in Fig. 8. This figure also shows a plot of the exposure time $t_{\mathrm{th}}(T)$ for the onset of oxidation (the time when the oxide nucleation threshold, $\theta_{\mathrm{ch}}=\theta_{\mathrm{th}}$, is achieved). The curves indicate that at low temperatures ( $T$ $\left.<T_{g 1}\right) t_{R}>t_{\text {th }}$, i.e., the oxidation process starts before the vacancy concentration needed for the development of unstable modes according to Eq. (23) is achieved. At low temperatures the rate $G$ of the formation of adatoms from the crystal and the rate of SiO desorption are small. ${ }^{6}$ The oxide islands formed after the exposure time $t_{\mathrm{th}}$ are drains for adsorbed oxygen atoms; therefore, their concentration decreases when the islands are formed, and the condition (5) for the spontaneous generation of vacancies can no longer be satisfied.

At $T>T_{g 1}$ we have $t_{R}<t_{\mathrm{th}}$, and the surface is roughened before the solid-oxide nucleation threshold is attained. In this case, the number of steps, which are sources of adatoms from the crystal, increases, and the average distance between them
drops; therefore, in accordance with Eqs. (6) and (7), the flux of SiO molecules desorbed from the surface should grow. As a result, the flux of SiO molecules desorbed from the rough surface is considerably larger (more than one order of magnitude) than the flux from the smooth surface. ${ }^{6}$ In the long run, the concentration of adsorbed oxygen decreases as the surface is roughened, and the oxide nucleation threshold cannot be achieved.

The free parameters of the model are the parameters of the $a-v$ and $v-v$ interaction potentials: $U_{a-v}=0.3 \mathrm{eV}$, $U_{v-v}=0.1 \mathrm{eV}$, and $b=10 a$. Variation of these parameters leads to a shift of the temperature $T_{g 1}$ with respect to the threshold temperature $T_{\text {th }}$, but $T_{g 1}$ is still smaller than $T_{\text {th }}$ since $\tau_{\mathrm{ox}} \propto\left(T_{\mathrm{th}}-T\right)^{-1 / 2}$. Therefore, the switchover from the regime of solid oxide formation to that of surface roughening should occur near the oxide nucleation threshold at a temperature lower than the oxidation threshold temperature at a given pressure. This is in agreement with our observations of the switchover between oxidation and surface roughening in the region of temperatures and pressures above the $p_{\text {th }}(1 / T)$ curve. At $U_{a-v}=0$, vacancies are generated in our model as a result of SiO desorption due to violation of the balance between formation of vacancies and adatoms from the crystal. In this case, the vacancy density $n_{v}$ does not reach the critical value $n_{v}^{c}$ needed for development of unstable modes at the kinetic parameters selected in our calculations.

The plot of $T_{g 1}$ versus pressure defines the boundary between the regimes of planar surface oxidation and surface roughening induced by oxygen adsorption. In the region of temperatures and pressures under consideration, this boundary replaces the threshold line for oxide formation specified by Eq. (3). Our model, however, does not yield the exact position of the new boundary $T_{g 1}(p)$, since it does not apply to $t_{R} \sim t_{\mathrm{th}}$. Around $T_{g 1}$, oxide islands and surface roughness should develop simultaneously. This corresponds to the observed oxidation of the rough surface. In this region of temperatures and pressures, interaction between two order parameters describing the phase transitions with oxidation and roughening should be taken into account.

Our model also yields an upper temperature at which the surface roughness can develop. It is the temperature $T_{g 2}$ in Fig. 8. As the temperature rises, the rates of both SiO formation and desorption increase, and, consequently, the resulting oxygen concentration on the surface drops. At the same time, the oxygen coverage $\theta_{\mathrm{ch}}^{v}$, at which the effective energy of vacancy generation $E_{\text {eff }} \sim T$, also rises with $T$ [see Eq. (6)]. Therefore, the condition (6) for the spontaneous generation and clustering of vacancies cannot be satisfied above the temperature $T_{g 2}$. Then the crystal surface should remain smooth, in agreement with our experimental data (Fig. 4d). In this connection, some attention should be focused on the experimental results reported by Wurm et al., ${ }^{1}$ who established the temperature $T=950 \mathrm{~K}$, below which terrace surfaces were roughened and above which only steps were affected, whereas the terrace surfaces remained smooth, at $p$ $=5 \times 10^{-8}$ Torr. Our model does not describe the roughening of steps, since they were taken into account only in the averaged source $G$ of adatoms from the crystal in Eq. (7).

Let us discuss the geometrical parameters of a rough
surface (Fig. 4). Within our model the growth in the density of isolated vacancies should continue at times $t \sim \tau_{k}$ and when the condition for emergence of unstable modes, $n_{v}$ $=n_{v}^{c}$, is satisfied owing to the high rate of the spontaneous generation of vacancies. Therefore, the formation of a rough surface with characteristic geometrical parameters continues as vacancies are accumulated on the surface and in the nearsurface layer. As was noted above, formation of the rough relief leads to a notable increase in the flux of evaporated SiO by more than one order ${ }^{6}$ and hence, to a decrease in the oxygen coverage $\theta_{\text {ch }}$ on the surface. For this reason, the oxygen coverage $\theta_{\mathrm{ch}}$ can drop below $\theta_{\mathrm{ch}}^{v}$ at a certain moment $t_{f}$ after the onset of vacancy clustering. Then the condition for spontaneous vacancy generation is violated, and the vacancy concentration becomes smaller than the clustering threshold $n_{v}^{c}$. The flow of vacancies from the surface into the nearsurface layer, where they form clusters, also varies during surface roughening. In order to determine the time $t_{f}$, during which the relief is formed, and the distribution of roughness amplitudes as a function of time, one should calculate again the densities $n_{a}, n_{s}$, and $n_{v}$ over the time interval $t_{f}$ with allowance for their dependence on the order parameter $\xi$, which is equivalent to taking into account the surface curvature. The experimental data needed for testing solutions of this problem are not available; therefore this problem and a more detailed analysis of the dynamics of surface roughening merit a separate study. Here we discuss only the simplest results deriving from our model, which allow us to understand the mechanisms forming the relief shown in Fig. 4b. The latter is characterized by sparse and almost periodic deep pits against a background of small-scale surface fluctuations.

It follows from the above statements that the rough surface is shaped under nonstationary conditions, in which the time-dependent source of vacancies turns off at the moment $t_{f}$. The presence of a developed rough relief indicates that $t_{f}>\left|\tau_{k \text { min }}\right|$ and the vacancy concentration on the surface $\left(n_{v}\right)_{z=0}$ reaches a value satisfying the condition $n_{v} \geqslant n_{v}^{c}(\eta$ $\geqslant 1$ ) for unstable mode development. If we assume, as was done previously, that the vacancy concentration in a certain layer is independent of the distance $z$ to the surface, then the rough surface is formed at times $t_{f} \geqslant\left|\tau_{k \text { min }}\right|$ as a result of the development of unstable modes with wave vectors $k$ in the interval $\Delta k$ around the point $(k b)_{\min }[E q$. (25)] and the relaxation of modes with wave vectors $(k b)_{f} \leqslant \sqrt{3}(k b)_{\text {min }}$. As the ratio $t_{f} /\left|\tau_{k \text { min }}\right|$ increases, the interval $\Delta k$ widens and $(k b)_{f}$ drops. These conditions correspond to the relief shown in Fig. 4c, but not Fig. 4b, since the ratio between the characteristic distance $L$ between the deep pits and the characteristic size $L_{f}=2 \pi / k_{f}$ of short-wavelength fluctuations is $L / L_{f} \geqslant 4$.

As a result of vacancy diffusion from the surface into the bulk, the density at a depth $h$ from the surface is $\left(n_{v}\right)_{h}$ $<\left(n_{v}\right)_{z=0}$. If pits with depth $h$ are formed, this means that at this depth $\left(n_{v}\right)_{h} \geqslant n_{v}^{c}$ and $t_{f} \approx\left|\tau_{k \text { min }}\right|$. Therefore, in accordance with Eq. (22), modes with $k$ close to $k_{\text {min }}$ become unstable at a distance $h$ from the surface, and $(k b)_{\min }$ is smaller than on the surface since $\eta-1$ is lower. Hence, open vacancy pores should be seen, and the characteristic ratio
$L / L_{f}$ should be higher than $\sqrt{3}$, i.e., sparse deep pits should emerge against a background of small-scale fluctuations of the surface height. This corresponds to the surface shown by Fig. 4c.

The depth of the sparse pits can be estimated as the maximum depth $H$ at which the vacancy concentration $n_{v}^{c}$ corresponding to the onset of unstable mode development is achieved:

$$
\begin{equation*}
H \sim\left(t_{f} D_{b}\right)^{1 / 2} \tag{28}
\end{equation*}
$$

where $D_{b}$ is the vacancy diffusion coefficient in the bulk. Since the rough surface with the maximum $L$ corresponding to the average distance between deep pits is formed during the time $t_{f}$, then

$$
\begin{equation*}
t_{f} \sim L^{2} / D_{s} \tag{29}
\end{equation*}
$$

where $D_{s}$ is the vacancy diffusion coefficient on the surface. It follows from Eqs. (28) and (29) that the ratio between the depth of the sparse pits to the distance between them is

$$
H / L \sim D_{b} / D_{s}^{1 / 2} .
$$

For silicon, the activation energies for diffusion are $E_{b}$ $\approx 1.5 \mathrm{eV}$ (Ref. 37) and $E_{s}=0.7 \mathrm{eV}$ (Ref. 36). Therefore, $L / H \approx 30$ at $T=900 \mathrm{~K}$. This is in agreement with our observations of the relief formed (Fig. 4c).

Thus, the proposed model of surface roughening due to oxygen adsorption, as a result of a phase transition vacancy clustering allows us to account for the switchover between the oxygen-silicon interaction regimes, the existence of an upper temperature limit at which surface roughening takes place, and the reasons for the appearance of a relief with sparse deep pits against a background of short-wavelength surface fluctuations. Note that, in order to account for these features of the process, we needed neither calculations of the time $t_{f}$ in which the relief is formed nor consideration of the density of isolated vacancies (or other particles) as a function of the order parameter $\xi$, i.e., the dependence of the intensity of sources/drains on the surface curvature. A tentative explanation of this fact is that the formation of the relief observed takes the time $t_{f} \geqslant\left|\tau_{k \text { max }}\right|$, and the range $\Delta k$ of unstable modes is little affected by changes in the sources/drains of vacancies due to surface roughening. This is the traditional approach to interpreting such features of the decay of unstable states which can be fully described by determining the conditions for the onset of decomposition and revealing unstable, rapidly growing modes of the order parameter.
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The field dependence of the magnetoelectric effect and longitudinal magnetostriction of $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ single crystals is studied in magnetic fields up to 200 kOe in the temperature range from 4.2 to 300 K . It is shown that the magnetoelectric effect in these materials is determined mainly by the toroidal moment $\mathbf{T}$ and is not related to magnetostriction, as was previously theorized. A new method for determining the toroidal moment by measuring the electric polarization in a strong magnetic field is proposed. The value of the toroidal moment of the unit cell in $\mathrm{Ga}_{1.15} \mathrm{Fe}_{0.85} \mathrm{O}_{3}$ is calculated: $\mathbf{T}=\left(T_{a}, 0,0\right)$, where $T_{a}=24.155 \mu_{B} \AA$ per unit cell. Experimental data are analyzed using a theory of toroidal spin ordering, which gives good agreement with experiment. © 1998 American Institute of Physics. [S1063-7761(98)01807-1]

## 1. INTRODUCTION

Since the early studies of the $\mathrm{Fe}-\mathrm{Ga}$ oxides $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ (Refs. 1-6), the interest in investigating them has been largely due to their combination of ferromagnetic and piezoelectric properties. The crystal symmetry of these materials is described by the $C_{2 v}^{9}$ space group. ${ }^{5}$ It should be noted that $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ was the first ferromagnet in which a linear magnetoelectric effect was discovered ${ }^{7,8}$ and that its magnetoelectric susceptibility exceeded the values previously observed in antiferromagnets. An off-diagonal magnetoelectric effect $P_{b}\left(H_{c}\right)$ was observed in Ref. 7. It was theorized that the magnetoelectric effect in $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ may be caused by the combined action of the piezoelectricity and magnetostriction inherent to these materials. Testing this hypothesis, however, would require data on the magnetoelastic properties of $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$, which are presently not available in the literature. There are likewise no data from measurements of the magnetic properties of these crystals in strong magnetic fields. The purpose of our work was to study the magnetic, magnetoelastic, and magnetoelectric properties of $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ in strong magnetic fields (in 200 kOe ) and to establish the existence of toroidal spin ordering in $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ which is allowed by the symmetry of these crystals.

## 2. EXPERIMENTAL RESULTS

A combined investigation of the magnetic, magnetoelastic, and magnetoelectric properties of $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}(x=0.7$, 0.85 , and 1.0 ) single crystals was performed in strong pulsed magnetic fields up to 200 kOe in the temperature range from 4.2 to 300 K . The single crystals were grown in a melt of the $\left(\mathrm{Fe}_{2} \mathrm{O}_{3}-\mathrm{Ga}_{2} \mathrm{O}_{3}\right)-\left(\mathrm{Bi}_{2} \mathrm{O}_{3}-\mathrm{PbF}_{2}\right)$ system with slow cooling from 1100 to $850{ }^{\circ} \mathrm{C} .{ }^{9}$ The magnetostriction measurements were performed using a quartz piezoelectric transducer glued onto the single-crystal sample. The magnetoelectric effect
was measured using the method described in detail in Ref. 10. The magnetic measurements in strong pulsed magnetic fields were performed by an induction method, and the measurements in static magnetic fields up to 12 kOe were performed using a torsional anisometer with autocompensation. As is shown in Fig. 1, the values of the magnetic moment and the Néel temperature increase with increasing $\mathrm{Fe}^{3+}$ ion concentration, in agreement with Ref. 3. Measurements of the magnetization and torque curves show that the easy magnetization direction in the compounds investigated is the $c$ axis of the crystal with the strongest magnetic anisotropy in the $b c$ plane. The relatively large value of the magnetization is apparently due to the uncompensated ferromagnetism, in agreement with the experimental results of neutron diffraction investigations.

A linear nondiagonal magnetoelectric effect $\left(P_{b}\right.$ $=\alpha_{b c} H_{c}$ ) was previously ${ }^{7,8,11,12}$ predicted on the basis of a symmetry analysis and discovered experimentally in $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ crystals. We measured not only the $P_{b}\left(H_{c}\right)$ curve, but also the $P_{c}\left(H_{b}\right)$ curve in pulsed magnetic fields up to 200 kOe for the purpose of discovering the difference between them, since a difference between the off-diagonal components of the magnetoelectric susceptibility tensor is critical for the existence of a toroidal moment. The investigations were carried out for the composition $\mathrm{Ga}_{1.15} \mathrm{Fe}_{0.85} \mathrm{O}_{3}$, since there are neutron-diffraction data regarding the magnetic structure for just this composition. ${ }^{13,14}$ The experimental results that we obtained are presented in Fig. 2. As can be seen from Fig. 2, the values of $P_{b}\left(H_{c}\right)$ (Fig. 2a) greatly exceed the values of $P_{c}\left(H_{b}\right)$ (Fig. 2b) obtained at the same magnetic fields. We note, however, that a comparison of the off-diagonal susceptibilities is insufficiently well posed in the present experiment, since the magnetic states of the crystal for $\mathbf{H} \| \mathbf{c}$ and $\mathbf{H} \| \mathbf{b}$ differ. To compare the different components of the off-diagonal susceptibilities in the same mag-


FIG. 1. Temperature dependence of the spontaneous specific magnetization of the $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ system: $1-x=0.7 ; 2-x=0.85 ; 3-x=1$.
netic state of the crystal, the electric polarizations $P_{b}$ and $P_{c}$ were measured with the magnetic field oriented along the diagonal in the $b c$ plane. The dependence of the components of the electric polarization tensor on magnetic field was treated by the least-squares method under the assumption of a power-law dependence of the polarization on field:

$$
P_{i}=\sum_{n=0}^{\infty} d_{n}^{i} H^{n} .
$$

The coefficients $d_{n}^{i}$ for $n \geqslant 3$ were found to be nearly equal to zero. Figure 3 shows plots of $P_{b}\left(H_{b c}\right)$ and $P_{c}\left(H_{b c}\right)$ for a $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ crystal with $x=0.85$ at $T=10 \mathrm{~K}$. The figure also shows the contributions to the magnetoelectric effect which are linear and quadratic with respect to the field. The linear contribution to the magnetoelectric effect was also observed when the $P_{a}\left(H_{a b}\right)$ and $P_{b}\left(H_{a b}\right)$ curves were measured in fields sufficient for reorienting the magnetization of the crystal from the $c$ axis to the $a$ axis (Fig. 4). From Figs. 3 and 4 it can be seen that $\alpha_{b c} \gg \alpha_{c b}$ and $\alpha_{b a} \gtrdot \alpha_{a b}$. The temperature dependence of the off-diagonal components of the linear magnetoelectric coupling tensor obtained with allowance for the fact that the field is oriented along the diagonal in the $b c$ plane is shown in Fig. 5. As will be shown below, the strong difference between the values of $\alpha_{b c}$ and $\alpha_{c b}$ observed is due to the existence of a toroidal moment in
this compound. Measurements of the diagonal magnetoelectric effect in $\mathrm{Ga}_{1.15} \mathrm{Fe}_{0.85} \mathrm{O}_{3}$ along the $b$ and $c$ axis revealed a quadratic dependence of the electric polarization on magnetic field, in accordance with the theoretical predictions.

To establish a possible link between the linear offdiagonal magnetoelectric effect and the magnetoelastic interactions, magnetostriction measurements were also performed. Figure 6 shows the field dependence of the magnetostriction along the $a, b$, and $c$ axes. According to Fig. 6, the components $U_{a a}$ and $U_{c c}$ of the longitudinal magnetostriction depend linearly on magnetic field, while $U_{b b}$ exhibits a nonlinear dependence. A linear field dependence was also observed for the transverse components $U_{b c}$ and $U_{c b}$ of the magnetostriction. A theoretical analysis of the experimental results obtained is given below.

## 3. DISCUSSION OF RESULTS

1. According to Refs. 13 and 14, a $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ crystal has a $G_{x}$ ferrimagnetic structure with four inequivalent coordinates for the $\mathrm{Fe} 1, \mathrm{Fe} 2, \mathrm{Ga} 1$, and Ga 2 ions. As follows from the neutron-diffraction data in Ref. 14, the probabilities of the accommodation of iron atoms in all four sites are nonzero and equal to

$$
\begin{equation*}
\zeta(1)=0.73, \quad \zeta(2)=0.87, \quad \zeta(3)=0.62, \quad \zeta(4)=0.08 \tag{1}
\end{equation*}
$$

and the magnetic moment of iron equals

$$
\begin{equation*}
\mu_{\mathrm{Fe}}=4.8 \mu_{B} . \tag{2}
\end{equation*}
$$

Such a structure creates difficulties when an attempt is made to examine the properties of a system with the aid of the antiferromagnetic vector. In this paper we describe the magnetic structure of crystals using a multipole expansion of the spin density. However, the contributions of the toroidal moments must now be taken into account in the multipole expansion. ${ }^{15-20}$ It is known that an infinite series of multipole characteristics, viz., moments and the power functions of the radii for them, appears in the multipole expansion of the current density or the spin density after averaging over a physically small volume. As a rule, knowledge of only the lowest members of this series is important for a macroscopic description of a crystal; therefore, we confine ourselves to a description of a system on the basis of the multipole mo-


FIG. 2. Field dependence of the electric polarizations $P_{b}\left(H_{c}\right)$ (a) and $P_{c}\left(H_{b}\right)$ (b) of a $\mathrm{Ga}_{1.15} \mathrm{Fe}_{0.85} \mathrm{O}_{3}$ crystal at various temperatures: a) 1-35-62 K; 2-10 K; 3-102 K; 4-150 K; b) $1 — 35 \mathrm{~K} ; 2-10 \mathrm{~K} ; 3-150 \mathrm{~K}$.


FIG. 3. Dependence of the electric polarizations $P_{b}\left(H_{b c}\right)$ (a, curve 1 ) and $P_{c}\left(H_{b c}\right)(\mathrm{b}$, curve 1), as well as the linear (curve 2) and quadratic (curves 3) contributions to the polarization derived from them, on the magnetic field $H_{b c}$ for a $\mathrm{Ga}_{1.15} \mathrm{Fe}_{0.85} \mathrm{O}_{3}$ crystal at 10 K .
ments up to the second power using magnetic and toroidal moments and the corresponding second-rank tensors (magnetic-quadrupole moments). The magnetic and toroidal multipole moments are defined by the familiar formulas (see Refs. 19 and 20)

$$
\begin{align*}
& \mathbf{M}=\frac{1}{2 c} \int \mathbf{r} \times \mathbf{j}(\mathbf{r}) d v  \tag{3}\\
& \mathbf{T}=\frac{1}{10 c} \int\left(\mathbf{r}(\mathbf{r} \cdot \mathbf{j})-2 r^{2} \mathbf{j}\right) d v \tag{4}
\end{align*}
$$

where $\mathbf{j}(\mathbf{r})$ is the current density,

$$
\begin{equation*}
\mathbf{j}(\mathbf{r})=c \nabla \times \mathbf{S}(\mathbf{r}), \tag{5}
\end{equation*}
$$

$\mathbf{S}(\mathbf{r})$ is the spin density, $c$ is the speed of light, and the integration is carried out over a unit cell.

Plugging (5) into formulas (3) and (4), we obtain expressions for the magnetic and toroidal moments of a unit cell of a crystal: ${ }^{19}$

$$
\begin{align*}
& \mathbf{M}=2 \mu_{B} \sum_{\alpha} \mathbf{S}_{\alpha},  \tag{6}\\
& \mathbf{T}=\frac{\mu_{B}}{2} \sum_{\alpha} \mathbf{r}_{\alpha} \times \mathbf{S}_{\alpha}, \tag{7}
\end{align*}
$$

where $\mathbf{S}_{\alpha}$ and $\mathbf{r}_{\alpha}$ are the spin moment and the radius vector of ion $\alpha$ in the unit cell of the crystal measured relative to the center of the unit cell, and the summation is carried out over all the ions in the unit cell.
2. It is known that the noncentrosymmetric $m 2 m$ crystal structure of a $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ crystal can be transformed into a centrosymmetric mmm structure by means of fairly small displacements of the ions in the unit cell. In this case we can write

$$
\begin{equation*}
\mathbf{r}_{\alpha}=\mathbf{r}_{\alpha}^{0}+\mathbf{r}_{\alpha}^{1} \tag{8}
\end{equation*}
$$

where $\mathbf{r}_{\alpha}^{0}$ is the radius vector of ion $\alpha$ in the centrosymmetric $m m m$ structure and $\mathbf{r}_{\alpha}^{1}$ is the displacement of the respective iron ion from its symmetry center in the ideal mmm structure to its site in the real $m 2 m$ structure. The most important $b$ components of $\mathbf{r}_{\alpha}^{1}$ for the ensuing analysis equal

$$
r_{\mathrm{Ga}}^{1}=-0.0658 \pm 0.029 \AA, \quad r_{\mathrm{Fe}}^{1}=+0.23 \pm 0.058 \AA
$$

and Eq. (7) can be represented in the form

$$
\begin{align*}
\mathbf{T}= & \frac{\mu_{B}}{2}\left(\sum_{\alpha}\left(\mathbf{r}_{\alpha}^{0} \times \mathbf{S}_{\alpha}\right)+\mathbf{r}_{\mathrm{Ga}}^{1} \times \sum_{\alpha(\mathrm{Ga})} \mathbf{S}_{\alpha(\mathrm{Ga})}+\mathbf{r}_{\mathrm{Fe}}^{1}\right. \\
& \left.\times \sum_{\alpha(\mathrm{Fe})} \mathbf{S}_{\alpha(\mathrm{Fe})}\right) \tag{9}
\end{align*}
$$

Substituting (6) and (7) in (9), we obtain

$$
\begin{equation*}
\mathbf{T}=\mathbf{T}^{0}+\frac{1}{4}\left(\mathbf{r}^{1} \times \mathbf{M}_{\mathrm{Ga}}+\mathbf{r}^{1} \times \mathbf{M}_{\mathrm{Fe}}\right) \tag{10}
\end{equation*}
$$

where


FIG. 4. Field dependence of the linear contributions to the electric polarizations $P_{a}\left(H_{a b}\right)$ (a) and $P_{b}\left(H_{a b}\right)$ (b) of a $\mathrm{Ga}_{1.15} \mathrm{Fe}_{0.85} \mathrm{O}_{3}$ crystal at various temperatures: $1-10 \mathrm{~K} ; 2-150 \mathrm{~K} ; 3-$ 194 K.


FIG. 5. Temperature dependence of the magnetoelectric susceptibilities of a $\mathrm{Ga}_{1.15} \mathrm{Fe}_{0.85} \mathrm{O}_{3}$ crystal: $1-\alpha_{b c} ; 2-\alpha_{c b} ; 3-\alpha_{1}^{a} T_{a}=\left(\alpha_{b c}-\alpha_{c b}\right) / 2$.

$$
\begin{equation*}
\mathbf{T}^{0}=\frac{\mu_{B}}{2} \sum_{\alpha} \mathbf{r}_{\alpha}^{0} \times \mathbf{S}_{\alpha} \tag{11}
\end{equation*}
$$

An estimate of the ratio of the second term to the first term in Eq. (10) with consideration of the experimental data in Refs. 13 and 14 yields the small quantity

$$
\begin{equation*}
\epsilon=\left|r^{1}\right| M / T^{0} \tag{12}
\end{equation*}
$$

and this provides some assurance that it is the appropriate expansion parameter in perturbation theory. Using the experimental results in Refs. 13 and 14, which specify $S_{\alpha}$ and $r_{\alpha}$, and taking into account that $\mathbf{M}=\left(0,0, M_{c}\right)$, where $M_{c}$ $=3.84 \mu_{B}$ per unit cell, we obtain ${ }^{1)} \mathbf{T}^{0}=\left(T_{a}, 0,0\right)$, where $T_{a}=24.155 \mu_{B} \AA$ per unit cell, whence $\epsilon \simeq 0.03$.
3. The electric polarization vector can be represented in the following form:

$$
\begin{equation*}
P_{i}=P_{i}^{s}+\alpha_{i j} H_{j}+\frac{1}{2} \beta_{i j k} H_{j} H_{k} \tag{13}
\end{equation*}
$$

where $P_{i}^{s}$ is the spontaneous polarization vector, and $\alpha_{i j}$ and $\beta_{i j k}$ are the magnetoelectric tensors. The second term in (13) describes the linear magnetoelectric effect. The tensor $\alpha_{i j}$ can be separated into symmetric and antisymmetric parts: $\alpha_{i j}=\alpha_{i j}^{a}+\alpha_{i j}^{s}$. The antisymmetric part $\alpha_{i j}^{a}$ can be represented in a linear approximation with respect to $\mathbf{M}$ and $\mathbf{T}$ as

$$
\begin{equation*}
\alpha_{i j}^{a}=\alpha_{i j k}^{a 1} T_{k}+\alpha_{i j k}^{a 2} M_{k}, \tag{14}
\end{equation*}
$$

where $\alpha_{i j k}^{a 1}$ and $a_{i j k}^{a 2}$ are, respectively, axial and polar thirdrank tensors. The antisymmetric tensor $\alpha_{i j k}^{a 2}$ vanishes for the


FIG. 6. Field dependence of the longitudinal magnetostriction along the $b$ (1), $c$ (2), and $a(3)$ axes for a $\mathrm{Ga}_{1.15} \mathrm{Fe}_{0.85} \mathrm{O}_{3}$ crystal at 78 K .
centrosymmetric $m m m$ structure, while $\alpha_{i j k}^{a 1}$ is conserved. ${ }^{21}$ Therefore, to lowest order in the small parameter $\epsilon$ introduced above the tensor $\alpha_{i j}^{a}$ can be represented as

$$
\begin{equation*}
\alpha_{i j}^{a}=\alpha_{i j k}^{a 1} T_{k}^{0} \tag{15}
\end{equation*}
$$

where $\mathbf{T}^{0}$ is defined in (11).
The symmetric tensor $\alpha_{i j}^{s}$ can be represented to first order in $M$ and $T$ as

$$
\begin{equation*}
\alpha_{i j}^{s}=\alpha_{i j k}^{s 1} M_{k}+\alpha_{i j k}^{s 2} T_{k}, \tag{16}
\end{equation*}
$$

where $\alpha_{i j k}^{s 1}$ and $\alpha_{i j k}^{s 2}$ are polar and axial third-rank tensors, which are symmetric with respect to the indices $i j$. The formulas for the magnetoelectric effect can be written with allowance for (13)-(16) in the form (see also Table I) ${ }^{2)}$

$$
\begin{align*}
P_{b}= & \left\{\alpha_{b c c} M_{c}+\left(\alpha_{1}^{s}+\alpha_{1}^{a}\right) T_{a}\right\} H_{c}+\left\{\alpha_{b a a} M_{a}+\left(\alpha_{2}^{s}\right.\right. \\
& \left.\left.-\alpha_{2}^{a}\right) T_{c}\right\} H_{a}+\eta_{b b b} P_{b}^{s} H_{b}+\beta_{b c c} H_{c}^{2}+\beta_{b a a} H_{a}^{2} \\
& +\beta_{b b b} H_{b}^{2},  \tag{17}\\
P_{c}= & \left\{\alpha_{c b c} M_{c}+\left(\alpha_{1}^{s}-\alpha_{1}^{a}\right) T_{a}\right\} H_{b}+\beta_{c c b} H_{c} H_{b},  \tag{18}\\
P_{a}= & \left\{\alpha_{a b a} M_{a}+\left(\alpha_{2}^{s}+\alpha_{2}^{a}\right) T_{c}\right\} H_{b}+\beta_{a a b} H_{a} H_{b}, \tag{19}
\end{align*}
$$

where, by definition,

$$
\alpha_{1}^{s}=\frac{a_{b c a}+\alpha_{c b a}}{2}, \quad \alpha_{1}^{a}=\frac{a_{b c a}-\alpha_{c b a}}{2},
$$

TABLE I. Irreducible representations of the $C_{2 v}^{9}$ group.

|  | $2_{z} \sigma_{x} \sigma_{y}$ | $\mathbf{M}, \mathbf{H}$ | $\mathbf{T}$ | $\mathbf{P}$ | $U_{m n}$ | $\mathbf{T} \times \mathbf{H}$ | $M_{i} H_{j}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Gamma_{1}$ | $+1+1+1$ |  | $T_{b}$ | $P_{b}$ | $U_{a a}, U_{b b}, U_{c c}$ | $T_{c} H_{a}-T_{a} H_{c}$ | $M_{a} H_{a}, M_{b} H_{b}, M_{c} H_{c}$ |
| $\Gamma_{2}$ | $+1-1-1$ |  |  | $U_{a c}$ | $H_{a}^{2}, H_{b}^{2}, H_{c}^{2}$ |  |  |
| $\Gamma_{3}$ | $-1-1+1$ |  | $T_{c}$ | $P_{c}$ | $U_{a b}$ | $T_{a} H_{b}-T_{b} H_{a}$ | $M_{c} H_{a}, 0, M_{a} H_{c}$ |
| $\Gamma_{4}$ | $-1+1-1$ |  | $T_{a}$ | $P_{a}$ | $U_{b c}$ | $T_{b} H_{c}-T_{c} H_{b}$ | $0, M_{c} H_{b}, M_{b} H_{c}$ |
| $\Gamma_{1}^{\prime}$ | $+1+1+1$ |  |  |  |  |  |  |
| $\Gamma_{2}^{\prime}$ | $+1-1-1$ | $M_{b}, H_{b}$ |  |  |  | $H_{a} H_{b}$ |  |
| $\Gamma_{3}^{\prime}$ | $-1-1+1$ | $M_{a}, H_{a}$ |  |  |  |  |  |
| $\Gamma_{4}^{\prime}$ | $-1+1-1$ | $M_{c}, H_{c}$ |  |  |  |  |  |

$$
\alpha_{2}^{s}=\frac{a_{a b c}+\alpha_{b a c}}{2}, \quad \alpha_{2}^{a}=\frac{a_{a b c}-\alpha_{b a c}}{2},
$$

and $\beta_{i j k}$ is a polar tensor, which is symmetric with respect to the indices $i j$.
4. In the following we assume, in accordance with the experimental conditions described above (Fig. 3), that the magnetic field vector is oriented in the $b c$ plane of the crystal:

$$
\begin{equation*}
\mathbf{H}=\left(0, H_{b}, H_{c}\right) . \tag{20}
\end{equation*}
$$

This choice of the orientation of the magnetic field enables us to measure both polarizations, $P_{b}$ and $P_{c}$, in the same magnetic structure. In addition, we assume that in a weak field

$$
\begin{equation*}
\mathbf{M}=\left(0,0, M_{c}\right) \quad \text { and } \quad \mathbf{T}=\left(T_{a}, 0,0\right), \tag{21}
\end{equation*}
$$

in agreement with the experimental data in Ref. 11 and the calculations presented above in Sec. 2. Only the components $\alpha_{b c a}$ and $\alpha_{c b a}\left(\alpha_{b c c}=\alpha_{c b c}\right.$ by definition) are needed to determine $P_{b}$ and $P_{c}$ [see (17) and (18)].

Let us consider the contribution to the electric polarization $P(H)$ that is linear with respect to magnetic field. It follows ${ }^{3)}$ from (17) and (21) that the contribution to the electric polarization that is linear with respect to magnetic field has the form

$$
\begin{equation*}
P_{b}^{l}-P_{c}^{l}=2 \alpha_{1}^{a} T_{a} H, \quad \text { or } \quad \alpha_{1}^{a} T_{a}=\frac{\alpha_{b c}-\alpha_{c b}}{2} \tag{22}
\end{equation*}
$$

Here it is assumed that $H_{b}=H_{c}=H$. It follows from (22) that the differences observed in Figs. 3 and 5 between $P_{b}(H)$ and $P_{c}(H)$, as well as the differences between $\alpha_{b c}$ and $\alpha_{c b}$, are directly related to the existence of the toroidal moment $T_{a}$. Figure 5 also shows the temperature dependence of $\alpha_{1}^{a} T_{a}$, which is proportional to the toroidal moment.
5. When the magnetic field oriented in the $b a$ plane of the crystal

$$
\begin{equation*}
\mathbf{H}=\left(H_{a}, H_{b}, 0\right) \tag{23}
\end{equation*}
$$

is sufficiently large, reorientation of the magnetization of the crystal from the $c$ axis to the $a$ axis takes place. In this case the contribution to the electric polarization that is linear with respect to magnetic field can be represented, according to (17)-(19), in the form

$$
\begin{equation*}
P_{b}^{l}-P_{a}^{l}=2 \alpha_{2}^{a} T_{c} H, \quad \text { or } \quad \alpha_{2}^{a} T_{c}=\frac{\alpha_{b a}-\alpha_{a b}}{2} \tag{24}
\end{equation*}
$$

Here it is assumed that $H_{a}=H_{b}=H$. A conclusion regarding the field-induced reorientation of the toroidal moment from the $a$ axis to the $c$ axis when the magnetization of the crystal is reoriented from the $c$ axis to the $a$ axis can be drawn from Fig. 4 with consideration of (24).
6. Formulas for the longitudinal magnetostriction can be written in precisely the same manner as for the electric polarization (see Table I):

$$
\begin{align*}
& U_{c c}=\left(\lambda_{c c a c}^{a} T_{a}+\lambda_{c c c c}^{p} M_{c}\right) H_{c}+q_{c c c c}^{p} H_{c}^{2},  \tag{25}\\
& U_{a a}=\left(\lambda_{a a a c}^{a} T_{c}+\lambda_{a a a a}^{p} M_{a}\right) H_{a}+q_{a a a a}^{p} H_{a}^{2}, \tag{26}
\end{align*}
$$

$$
\begin{equation*}
U_{b b}=\nu_{b b b b}^{p} P_{b}^{s} H_{b}+\lambda_{b b b b}^{p} M_{b} H_{b}+q_{b b b b}^{p} H_{b}^{2} . \tag{27}
\end{equation*}
$$

The linear field dependence of the magnetostriction $U_{a a}\left(H_{a}\right)$ (see Fig. 6) means that the components $M_{a}$ and (or) $T_{c}$ of the magnetic and toroidal moments cannot be equal to zero when $\mathbf{H}$ is parallel to the $a$ axis. It is interesting that if $\mathbf{r}^{1} \rightarrow 0$ and if $\alpha_{b c c}$ and $\alpha_{c b c}$ in (17) and (18) and $\lambda_{c c c a}^{a}$ and $\lambda_{a a a c}^{a}$ in (25) and (26) tend to zero, then the linear magnetoelectric effect is determined only by the toroidal moment, and the longitudinal magnetostriction is determined only by the magnetic moment. Hence it follows that the main contribution to the linear magnetoelectric effect is made by the toroidal moment $\mathbf{T}$ and that the main contribution to the longitudinal magnetostriction is made by the magnetic effect. This means that there is no strict relationship between the linear magnetoelectric effect and the longitudinal magnetostriction in $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$.

## 4. CONCLUSION

The field dependence of the magnetoelectric effect and longitudinal magnetostriction of $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ single crystals has been investigated in magnetic fields up to 200 kOe in the temperature range from 4.2 to 300 K . It has been shown that the magnetic order in $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ crystals allows interpreting it as toroidal spin ordering. On the basis of an experimental finding, viz., significant asymmetry of the offdiagonal components of the linear magnetoelectric susceptibility tensor, it has been concluded that toroidal ordering exists. It has been shown that the linear magnetoelectric effect in $\mathrm{Ga}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{3}$ is caused by a toroidal moment, rather than by magnetostriction, as was previously postulated.
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Zh. Éksp. Teor. Fiz. 114, 273-290 (July 1998)
A solution is obtained for the Bean critical-state model in an inclined magnetic field which leads to localization of the irreversible magnetic moment induced by the shielding currents. An experimental investigation of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{y}$ single crystals and epitaxial films, and also plates of classical superconductors using vector magnetometry yields results fully consistent with the model calculations. The established geometric effects have an important influence on measurements of the angular dependence of the critical current and its anisotropy in a hightemperature superconductor. © 1998 American Institute of Physics. [S1063-7761(98)01907-6]

## 1. INTRODUCTION

A characteristic feature of single crystals of hightemperature superconductors is that they have the form of thin plates. Various previous studies (Refs. 1-3, for example) have reported the observation of strong angular anisotropy of the irreversible magnetic moment, which was attributed to the anisotropy or the two-dimensional nature of the superconductivity in these materials. The importance of the sample geometry for the angular dependence of the magnetic moment was noted earlier in Refs. 4 and 5. However, no quantitative model which reflects this influence has been developed. In Sec. 2 we obtain a solution for the Bean critical-state model for an infinite, thin, superconducting parallelepiped in an inclined magnetic field. We also consider some generalizations to the case of more realistic model descriptions. In Sec. 3 the results of the calculations will then be compared with experimental investigations of the vector of the magnetic moment in high-temperature superconducting single crystals and in plates of conventional superconductors. Finally, in Sec. 4 we examine the role of geometric factors in the behavior of the magnetic characteristics of high-temperature superconducting single crystals, especially in measurements of the critical current anisotropy and various pinning mechanisms.

## 2. THEORY

Key factors which complicate the analysis of the current distribution for the critical state in a superconducting plate are the three-dimensional nature of the problem, the loss of symmetry when the magnetic field deviates from the principal axes, and the shape of the current-voltage characteristic.

Thus, we shall initially analyze the simplest case of the Bean model for an infinite parallelepiped and then its generalization.

### 2.1 Bean model for an infinite parallelepiped in an inclined magnetic field

The basic assumption of the Bean model is that the density $\mathbf{j}$ of the shielding currents inside a superconductor has a constant value $j_{c}$ and their direction is determined by the magnetic prehistory. The steady-state case of fixed vortices was studied in the original work. ${ }^{6}$ The real situation differs from steady-state because of vortex motion accompanying changes in the magnetic field or due to the thermally activated magnetic flux creep in the case of a fixed magnetic field. The changes in the magnetic flux accompanying the vortex motion induce an electric field $\mathbf{E}$ which is responsible for the generation of shielding currents. These currents can be described using local electrodynamics equations. ${ }^{7-9}$ In addition, the influence of dynamic processes is frequently weak and in this case, the bean model ${ }^{6}$ is a good approximation to describe the magnetic properties of superconductors. Formally, this corresponds to the solution of local electrodynamics equations with a step-like current-voltage characteristic $\mathbf{j}=j_{c} \mathbf{E} / E$.

As in the original model, ${ }^{6}$ we shall assume that $j_{c}$ does not depend on the magnitude and direction of the local magnetic induction $\mathbf{B}$ in the sample. We shall also confine our analysis to high values of the applied magnetic field $\mathbf{H}$ so that the influence of the self-field generated by the shielding currents can be neglected. In this case, the approximation $\mathbf{B}=\mu_{0} \mathbf{H}$ is valid inside the superconductor, which corresponds to a uniform distribution of vortices parallel to the applied field $\mathbf{H}$.

Even with these approximations, a solution cannot be


FIG. 1. a) Diagram of sample; b) directions of shielding currents $(\odot$ and $\otimes)$ and Lorentz force (arrows) acting on the vortices (bold lines); c) distribution of shielding currents for $\varphi<\varphi_{c}$; d) distribution of shielding currents for $\varphi>\varphi_{c}$.
obtained for a finite parallelepiped because of the loss of translational invariance. Thus, we shall consider an infinite parallelepiped (as the limiting case of a long plate whose length $L$ is considerably greater than its width $w$ and thickness) which reduces the three-dimensional problem to twodimensional. The ratio of the width $w$ to the height $t$ of the cross section $(\kappa=w / t)$, which we shall call the aspect ratio, is a key parameter in the following analysis.

We shall assume that the direction of the magnetic field rotates in the $x y$ transverse plane and forms the angle $\varphi$ with the normal $\mathbf{n}$ to the principal plane of the parallelepiped (Fig. $1)$. For an infinite plate, all the cross sections are equivalent as a result of translational invariance. From symmetry considerations, the vector $\mathbf{B}$ is always located in the transverse plane and as $\mathbf{H}$ increases, vortices enter from the corners $A$ and $C$ (Fig. 1b), move toward the center of the sample, and meet on the $E F$ plane. ${ }^{4}$ In this case, symmetry indicates that the shielding currents should be directed parallel to the $z$ axis. The Lorentz forces, like the vortex velocity, are parallel to the $x y$ plane but have opposite signs on different sides of the $E F$ plane. In the Bean model the density of the shielding currents always has the same value $j_{c}$. Thus, the distribution of the shielding currents is antisymmetric relative to the $E F$ plane. This conclusion, based on symmetry, will be confirmed below by solving the appropriate Maxwell equations.

The angular function of the magnetic moment differs depending on whether the angle of inclination of the magnetic field is smaller or larger than the angle of the diagonal of the parallelepiped cross section $\varphi_{c}=\arctan \kappa$. Thus, we shall consider these cases separately.
a) $\varphi \leqslant \varphi_{c}$. For our analysis we shall use a Cartesian coordinate system with the $x y$ plane parallel to the plane of rotation of the magnetic field, and the $y$ axis parallel to the principal normal $\mathbf{n}$ (Fig. 1c). The magnetic moment $\mathbf{m}$ of the shielding currents can be calculated using the relation

$$
\mathbf{m}=\frac{1}{2} \int \mathbf{r} \times \mathbf{j} d V
$$

For $\mathbf{H}$ directed along the axes of symmetry of the parallelepiped, the closure currents give exactly the same contribu-
tion as the currents parallel to the long side. ${ }^{7}$ In Sec. 2.3 we shall show that this statement is valid for an arbitrary direction of $\mathbf{H}$. Thus, we have

$$
m_{y}=L \int x j d S, \quad m_{x}=L \int y j d S
$$

where the integration is performed over the cross section of the sample $z=$ const.

From symmetry concepts, the region $G E Z F H$ where the plane shown by the line $G H$ corresponds to the $-\varphi$ direction (Fig. 1c) makes a zero contribution to the magnetic moment $m_{y}$. In consequence, the value of $m_{y}$ can be calculated as twice the contribution of the trapezoidal region $A G Z F D$ :

$$
\begin{equation*}
m_{y}=2 L \int_{A G Z F D} x j_{c} d x d y=\frac{L t^{3}}{12} j_{c}\left(3 \kappa^{2}-\tan ^{2} \varphi\right) \tag{1}
\end{equation*}
$$

To calculate the moment $m_{x}$, integration is performed over the region GEZFH:

$$
\begin{equation*}
m_{x}=2 L \int_{G E Z} y j_{c} d x d y=\frac{L t^{3}}{6} j_{c} \tan \varphi \tag{2}
\end{equation*}
$$

The angle $\alpha$ between the direction of the magnetic moment $\mathbf{m}$ and the principal normal $\mathbf{n}$ to the plane is given by

$$
\begin{equation*}
\tan \alpha=\frac{2 \tan \varphi}{3 \kappa^{2}-\tan ^{2} \varphi} \tag{3}
\end{equation*}
$$

For $\varphi=0$ we obtain the well-known result: $m_{y}=L j_{c} t w^{2} / 4$ and obviously $\alpha=0$. For angles satisfying $\tan \varphi \ll \kappa$, we have $\tan \alpha \approx\left(2 / 3 \kappa^{2}\right) \tan \varphi$. When the angle between the direction $\mathbf{H}$ and the normal reaches $\varphi_{c}$, the magnetic moment is deflected by the angle $\alpha_{c}=\arctan \kappa$, where $\alpha_{c}=\pi / 2-\varphi_{c}$. Thus, for a typical high-temperature superconducting single crystal with $\kappa \sim 10$ or more the irreversible magnetic moment is almost locked to the principal normal of the parallelepiped for the entire range of magnetic field directions $\varphi \leqslant \varphi_{c}$. At the boundary of this range, $m_{y}\left(\varphi_{c}\right)=2 m_{y}(0) / 3$ and $m_{x}\left(\varphi_{c}\right)$ $=m_{y}\left(\varphi_{c}\right) / \kappa$ and thus $|\mathbf{m}|$ will also not vary very substantially.
b) $\varphi \geqslant \varphi_{c}$. In the angular range $\varphi_{c} \leqslant \varphi \leqslant \pi / 2$ (Fig. 1d), it is more convenient to measure the deviations of $\mathbf{H}$ and $\mathbf{m}$ from the principal plane, using the angles $\theta=\pi / 2-\varphi$ and $\beta=\pi / 2-\alpha$, respectively. Then, this case is equivalent to the previous one if we substitute $x \leftrightarrow y, \varphi \leftrightarrow \theta, t \leftrightarrow w$, and $\kappa \leftrightarrow 1 / \kappa$, and as a result we obtain

$$
\begin{align*}
& m_{x}=2 L \int_{A G Z E B} y j_{c} d x d y=\frac{L w^{3}}{12} j_{c}\left(\frac{3}{\kappa^{2}}-\tan ^{2} \theta\right),  \tag{4}\\
& m_{y}=2 L \int_{E Z H} x j_{c} d x d y=\frac{L w^{3}}{6} j_{c} \tan \theta,  \tag{5}\\
& \tan \beta=\frac{2 \kappa^{2} \tan \theta}{3-\kappa^{2} \tan ^{2} \theta} . \tag{6}
\end{align*}
$$

If $\mathbf{H}$ (and also $\mathbf{m}$ ) is parallel to the principal plane, the absolute value of the magnetic moment is $|\mathbf{m}|=L j_{c} w t^{2} / 4$, which is $\kappa$ times smaller than that for the magnetic field parallel to the principal normal. It should be noted that even a very small angular deviation of the magnetic field $\mathbf{H}$ induces a large deviation of the magnetic moment $\mathbf{m}$ from the principal plane: $\beta \approx 2 \kappa^{2} \theta / 3$. A convenient parameter to describe the rotation of the magnetic moment is

$$
\begin{equation*}
\tau=\left.\frac{d \beta}{d \theta}\right|_{\theta=0}=\frac{2 \kappa^{2}}{3} \tag{7}
\end{equation*}
$$

For the critical angle $\theta_{c}=\pi / 2-\varphi_{c}$, the direction of the magnetic moment is determined by $\tan \beta_{c}=\kappa$, which is equivalent to the result obtained in case (a).

From Eqs. (4) and (5) in the lowest order of the expansion in terms of $\theta$, we can obtain the following expression for the absolute value of the magnetic moment

$$
\begin{equation*}
m(\theta) \approx m(0)\left(1+\frac{2}{9} \kappa^{4} \theta^{2}\right) \tag{8}
\end{equation*}
$$

Thus $|\mathbf{m}|$ increases rapidly with increasing angle $\theta$.

### 2.2. Magnetic flux creep and anisotropy

The step-like current-voltage characteristic used in the Bean model is not a good approximation for hightemperature superconducting materials, since these typically exhibit strong magnetic flux creep which leads to smoothing of the current-voltage characteristic. The power dependence $E / E_{0}=\left(j / j_{0}\right)^{n}$ better describes the behavior of the experimental current-voltage characteristics with typical values of $n$ between 5 and 30 for high-temperature superconducting single crystals and above 20 for conventional superconductors. In this case, the Bean model corresponds to the limit $n \rightarrow \infty$.

During magnetic measurements, changes in the magnetic field (which for simplicity we assume to take place at the constant rate $\dot{H}=d H / d t$ ) induce an electric field $\mathbf{E}$. If the magnetic field is fixed, the electric field is formed as a result of magnetic flux creep. The equations of local electrodynamics and the current-voltage characteristics can be used to calculate the shielding current distribution. These currents change direction as the direction $\mathbf{E}$ changes and determine the behavior of the irreversible part of the magnetic
moment. ${ }^{7-9}$ In addition, there are undamped superconducting currents which do not depend on the direction $\mathbf{E}$ and determine the reversible magnetization. However, this contribution to the magnetization is usually small and these currents will be neglected in the present study.

As we have already noted, we shall analyze the case when $H$ appreciably exceeds the self-field of the shielding currents and thus their influence on $E$ can be neglected. In addition, as a result of the homogeneity of $\mathbf{B}$ in the bulk of the sample for this case, we can easily take into account the dependence of the current-voltage characteristic on $B$.

For an infinite parallelepiped, the power current-voltage characteristic can easily be included in the previous analysis. As will be shown in Sec. 2.3, the electric field $\mathbf{E}$ parallel to the $z$ axis has opposite signs on different sides of the $E F$ plane in Fig. 1 and is given by

$$
\begin{equation*}
E_{z}=\mu_{0} \dot{H}(x \cos \varphi-\sin \varphi) . \tag{9}
\end{equation*}
$$

By means of lengthy but elementary calculations for $\varphi>\varphi_{c}$ (Fig. 1d), we can obtain

$$
\begin{align*}
m_{y}= & 2 L j_{0}\left(\frac{w}{2}\right)^{3}\left(\frac{\mu_{0} \dot{H} w \sin \theta}{2 E_{0}}\right)^{1 / n} \tan \theta \frac{n^{2}}{(2 n+1)(n+1)} \\
& \times\left\{(a+1)^{2+1 / n}+(a-1)^{2+1 / n}-\frac{n}{3 n+1}\left[(a+1)^{3+1 / n}\right.\right. \\
& \left.\left.-(a-1)^{3+1 / n}\right]\right\} \tag{10}
\end{align*}
$$

and

$$
\begin{align*}
m_{x}= & 2 L j_{0}\left(\frac{w}{2}\right)^{3}\left(\frac{\mu_{0} \dot{H} w \sin \theta}{2 E_{0}}\right)^{1 / n} \frac{\tan \theta}{\kappa} \frac{n^{2}}{(2 n+1)(n+1)} \\
& \times\left\{(a+1)^{2+1 / n}+(a-1)^{2+1 / n}-\frac{n}{3 n+1}\left[\left(1+a^{-1}\right)\right.\right. \\
& \left.\left.\times(a+1)^{2+1 / n}-\left(1-a^{-1}\right)(a-1)^{2+1 / n}\right]\right\} . \tag{11}
\end{align*}
$$

The angle $\beta$ between $\mathbf{m}$ and the principal plane is given by

$$
\begin{equation*}
\tan \beta=\frac{2(2 n+1)(n+1) a \kappa}{6 n(n+1) a^{2}-(2 n+1)(n-1)}, \tag{12}
\end{equation*}
$$

where $a=(\kappa \tan \theta)^{-1}$.
These complex expressions have two simple limiting cases. For $n \rightarrow \infty$, i.e., for the Bean model they are identical to the expressions derived in Sec. 2.1.b. For an Ohmic current-voltage characteristic $(n=1)$ they are simplified considerably:

$$
\begin{align*}
& m_{y}=\frac{L w^{3}}{6} j_{z}\left(0, \frac{t}{2}\right) \tan \theta,  \tag{13}\\
& m_{x}=\frac{L w^{3}}{6 \kappa^{2}} j_{z}\left(0, \frac{t}{2}\right), \tag{14}
\end{align*}
$$

$\tan \beta=\kappa^{2} \tan \theta$.

These results are exactly identical to Eqs. (4), (5), and (6) if the critical current $j_{c}$ in the Bean model is replaced by the current density $j_{z}(0, t / 2)$ flowing at the center of the principal plane of the parallelepiped.

A solution for the angles $\varphi<\varphi_{c}$ can easily be obtained by using the new notation for the parameters introduced above. For $n \rightarrow \infty$ this naturally corresponds to the expressions of the Bean model. For an Ohmic current-voltage characteristic these solutions are almost identical to Eqs. (1), (2), and (3) if we use the current density $j_{z}(w / 2,0)$ flowing at the center of the lateral plane of the parallelepiped.

Assuming a small difference between the Bean and Ohmic limits, we can confirm that the angular dependence of the magnetic moment is almost unaffected by the type of current-voltage characteristic. Thus, we can predict that the results obtained earlier for the Bean model should accurately describe the experimental data.

We shall analyze the situation when the self-fields have little influence. In this case, the magnetic induction $\mathbf{B}$ may be considered to be constant inside the sample. The dependence of $j_{c}$ (or $j_{z}$ ) on $\mathbf{B}$ can then easily be taken into account by using the value of $j_{c}$ corresponding to the applied field $\mu_{0} \mathbf{H}$ in the expressions obtained. This reflects the field dependence $j_{c}(B)$ and the pinning anisotropy determined by the direction of $\mathbf{B}$. It is easily established that the direction of the vector $\mathbf{m}$ (see Eqs. (3), (6), (7), and (12)) remains almost constant for any dependence of $j_{c}$ on $\mathbf{B}$. Thus, the pinning anisotropy has no influence on the geometric localization effect. However, $|\mathbf{m}|$ (Eqs. (1), (2), (4), (5), (10), and (11)) does depend on the pinning anisotropy and may be used to study the angular dependence of the critical current.

### 2.3. Finite length and closure currents

We shall first show that the closure currents account for exactly half the contribution to the magnetic moment. By definition, this is given by

$$
\begin{align*}
\mathbf{m}= & \frac{1}{2} \int \mathbf{r} \times \mathbf{j} d V=\frac{1}{2}\left[\mathbf{e}_{x}\left(j_{z} y-j_{y} z\right)+\mathbf{e}_{y}\left(j_{x} z-j_{z} x\right)\right. \\
& \left.+\mathbf{e}_{z}\left(j_{y} x-j_{x} y\right)\right] d V \tag{16}
\end{align*}
$$

where $\mathbf{e}_{x}, \mathbf{e}_{y}$, and $\mathbf{e}_{z}$ are the unit vectors of the Cartesian coordinate system.

It can be seen from this equation that each component of the magnetic moment $\mathbf{m}$ is determined by the sum of two contributions. Previously, we only took into account the contribution of the current component $j_{z}$ and we asserted that the closure currents corresponding to the components $j_{x}$ and $j_{y}$ make exactly the same contribution. We shall prove this statement.

We shall consider a sample of arbitrary shape in which the shielding currents $\mathbf{j}$ have a steady-state distribution. In this case, it follows from the charge conservation law that $\operatorname{div} \mathbf{j}=0$ and in consequence, the field of the current $\mathbf{j}$ is solenoidal. Thus, the distribution of the shielding currents can be represented as closed, nonintersecting tubes which are not generally planar.

The component of the magnetic moment $\delta m_{x}$ parallel to the $x$ axis and generated by an elementary current tube may be expressed on the basis of Eq. (16) in the form

$$
\begin{equation*}
\delta m_{x}=\oint s d l\left(j_{z} y-j_{y} z\right) \tag{17}
\end{equation*}
$$

where $s$ is the cross-section area of an elementary tube, $d l$ is the differential of the tube length, and integration is performed over the contour defined by the current tube. If we introduce the unit vector $\mathbf{e}_{t}$ in the direction of the elementary current tube, we can write the following expressions: $j_{z}$ $=j \mathbf{e}_{z} \cdot \mathbf{e}_{t}$ and $d z=d l \mathbf{e}_{z} \cdot \mathbf{e}_{t}$ which, assuming $i=\mathbf{s} \cdot \mathbf{j}$, gives
$\delta m_{x}=\frac{1}{2} i \oint d l\left(\mathbf{e}_{z} \cdot \mathbf{e}_{t} y-\mathbf{e}_{y} \cdot \mathbf{e}_{t} z\right)=\frac{1}{2} i \oint d l(d z y-d y z)$.

Taking into account that the area of the projection of the current tube $S_{y z}$ is given by the equivalent expressions $\oint y d z \equiv-\oint z d y$, both terms in Eq. (18) make the same contribution to $\delta m_{z}$, which corresponds to the definition of the elementary magnetic moment $\delta m_{x}=i S_{y z}$, this proves the assertion formulated above.

We shall now analyze the distribution of shielding currents for a superconductor with an arbitrary current-voltage characteristic. If the characteristic does not depend on the magnetic field (as in the Bean model), the changes in the magnetic induction in the critical state are determined only by changes in the applied field $\mathbf{H}$. If the rate of change of $\mathbf{H}$ is constant, the distribution of the shielding currents is steady-state. This assumption is a good description of the experimental situation if the changes in the magnetic flux caused by the self-field are negligible (in this case, the selffield need not necessarily be small).

We shall initially postulate that no space charges occur in the superconductor and their density is everywhere $\rho=0$ (later, we shall show that these space charges may occur in certain cases). The electric field distribution can then be determined from the Maxwell equations using local electrodynamics: ${ }^{8,9}$

$$
\begin{equation*}
\operatorname{div} \mathbf{E}=0 \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{curl} \mathbf{E}=-\mu_{0} \frac{d \mathbf{H}}{d t} \tag{20}
\end{equation*}
$$

with boundary conditions whereby the normal component of the electric field is zero at the surface of the sample, $E_{n}=0$.

It is known that these equations have a unique continuous solution. ${ }^{10}$ For an infinite parallelepiped where the field $\mathbf{H}$ is parallel to the $y$ axis (Fig. 1), the electric field distribution is given by

$$
\begin{equation*}
E_{z}=\mu_{0} \dot{H}_{y} x, \quad E_{x}=E_{y}=0 . \tag{21}
\end{equation*}
$$

As a result of the linearity of Eqs. (19) and (20), it is easy to find a solution for an arbitrary direction of the magnetic field in the $x y$ plane:

$$
\begin{equation*}
E_{z}=-\mu_{0} \dot{H}(y \sin \varphi-x \cos \varphi), \quad E_{x}=E_{y}=0 \tag{22}
\end{equation*}
$$



FIG. 2. Electric field in a semi-infinite superconducting strip. The curves corresponds to $x / z=0$ (1), 0.1 (2), 0.2 (3), 0.3 (4), 0.4 (5), 0.5 (6), 0.6 (7), 0.7 (8), 0.8 (9), 0.9 (10), 1.0 (11); $E_{0}=\mu_{0} \dot{H}_{y} w / 2$. For $E_{x}$ curve 6 is almost the same as curves 5 and 7 . The pairs of curves 1 , $11 ; 2,10 ; 3,9 ; 4,8$, and 5,7 are the same as a result of symmetry.

For a sample of finite length $L$, we can obtain an accurate solution in series form. When the field $\mathbf{H}$ is parallel to the $y$ axis, this solution is given by

$$
\begin{align*}
E_{z}(x, z)= & \frac{\mu_{0} \dot{H}_{y}}{4 \pi} \sum_{p, q=-\infty}^{\infty}(-1)^{p+q}[f(p+1, q)-f(p, q) \\
& +g(p, q+1)-g(p, q)] \tag{23}
\end{align*}
$$

where
$f(p, q)=(p L-z) \ln \frac{[(q+1) w-x]^{2}+(p L-z)^{2}}{(q w-x)^{2}+(p L-z)^{2}}$,
$g(p, q)=2(q w-x)\left[\arctan \frac{(p+1) L-z}{q w-x}-\arctan \frac{p L-z}{q w-x}\right]$.

For $E_{x}$ a solution can be obtained by making the substitutions $q \leftrightarrow p, l \leftrightarrow w$, and $x \leftrightarrow z$ in Eqs. (23) and (24). The results of the calculations for a semi-infinite strip ( $0<z<L$ $\rightarrow \infty, p=0,-1)$ are plotted in Fig. 2. These demonstrate that formula (21) accurately describes the behavior of $\mathbf{E}$ at the distance $\sim w$.

For a qualitative analysis we shall consider an approximate solution which shows good agreement with experiment ${ }^{11}$ and satisfies Eqs. (19) and (20). In the central region the solution is given by Eq. (21) (H parallel to $y$ ). Near the ends of the parallelepiped $L / 2>|z|>L / 2-w / 2$ $+|x|$, the solution of the system (19) and (20) will be given by

$$
\begin{equation*}
E_{x}=-\mu_{0} \dot{H}_{y}\left(|z|-\frac{L}{2}+\frac{w}{2}\right) \operatorname{sign}|z|, \quad E_{z}=E_{y}=0 \tag{25}
\end{equation*}
$$

As a result of the linearity of Eqs. (19) and (20), expressions for $\mathbf{E}$ for an arbitrary direction of the magnetic field $\mathbf{H}$ in the $x y$ plane can be obtained from a linear combination of Eqs. (21) and (25). Using the current-voltage characteristics from the Bean model, $\mathbf{j}=j_{c} \mathbf{E} / E$, and Eqs. (22), we can obtain the shielding current distribution shown in Fig. 1, which is consistent with the result obtained from symmetry concepts. However, if this current-voltage characteristic is applied to the distribution (25), which describes $\mathbf{E}$ in the closing regions of a finite parallelepiped, for directions of the magnetic field differing from the axes of symmetry, the condition

$$
\begin{equation*}
\operatorname{div} \mathbf{j}=0 \tag{26}
\end{equation*}
$$

corresponding to the law of charge conservation in the steady-state case, is violated. We assume that in this case, the onset of magnetic field sweeping will be accompanied by the formation of space charges which should satisfy condition (26). This changes the distribution of $\mathbf{E}$ which should obey the condition $\operatorname{div} \mathbf{E}=\rho(\mathbf{r})$ rather than Eq. (19). An analytic solution of this nonlinear equation cannot be obtained. It should be noted that for a Bean current-voltage characteristic with the magnetic field directed along the axes of symmetry, accurate solutions can be obtained and correspond to Eqs. (21) and (25). However, as a result of the nonlinearity of the current-voltage characteristic, a solution cannot be derived by linear superposition for an arbitrary angle of inclination.

An Ohmic current-voltage characteristic $\mathbf{j}=\sigma \mathbf{E}$ with isotropic conductivity $\sigma$ appreciably simplifies the situation. In this case, a solution for $\mathbf{j}$ can be obtained trivially from Eqs. (21) and (25), and Eq. (19) guarantees that div $\mathbf{j}=0$. For H parallel to $x$, we can obtain

$$
\begin{equation*}
m_{x}=\sigma \mu_{0} \dot{H}_{x} \frac{L w^{3} t}{12 \kappa^{2}}\left(1-\frac{t}{4 L}\right) \tag{27}
\end{equation*}
$$

and for $\mathbf{H}$ parallel to $y$, we have

$$
\begin{equation*}
m_{y}=\sigma \mu_{0} \dot{H}_{y} \frac{w^{3} L t}{12}\left(1-\frac{w}{4 L}\right) \tag{28}
\end{equation*}
$$

In the limit of a long sample, these expressions reduce to those obtained earlier for an infinite parallelepiped.

As a result of the linearity of the initial equations, the magnetic moment for the Ohmic current-voltage characteristic is determined by the linear superposition of Eqs. (27) and (28), and its direction is given by

$$
\begin{equation*}
\tan \beta=\kappa^{2} \tan \theta \frac{1-w / 4 L}{1-t / 4 L} \tag{29}
\end{equation*}
$$

The influence of the ends of the sample is clear from a direct comparison with Eq. (15). As was to be expected, the ensuing correction is of the order of $w / L$ or $t / L$. For the more realistic scenario of a current-voltage characteristic with $n>1$, similar calculations cannot be made. However, as we showed earlier for an infinite parallelepiped, the difference between the magnetic moment $\mathbf{m}$ for the Ohmic and Bean $(n \rightarrow \infty)$ current-voltage characteristics is very small. Consequently, we suppose that the results obtained above on the

TABLE I. Parameters of samples studied.

| Description | Material $^{2}$ | Form | $L \times w \times t, \mathrm{~mm}$ | $\kappa=w / t$ | Comments |
| :--- | :---: | :---: | :---: | :---: | :--- |
| OZ | $\mathrm{YBa}_{2} \mathrm{CU}_{3} \mathrm{O}_{y}$ | Single crystal | $1.95 \times 1.15 \times 0.065$ | 17.7 | With TB, plane of rotation $\perp \mathrm{TB}$ |
| MK | $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{y}$ | Single crystal | $1.04 \times 0.97 \times 0.10$ | 9.7 | Detwinned |
| WZ | $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{y}$ | Single crystal | $0.96 \times 0.90 \times 0.04$ | 22.5 | Without TB, high purity |
| AH | $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{y}$ | Single crystal | $1.26 \times 0.57 \times 0.025$ | 22.8 | Columnar defects |
| LF | $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{y}$ | Epitaxial film | $2.2 \times 0.9 \times 0.0003$ | $3 \times 10^{3}$ |  |
| SH | $\mathrm{PbMoS}_{6}$ | Polycrystal | $2.01 \times 1.2 \times 0.40$ | 4.3 |  |
| Sl | $\mathrm{PbMoS}_{6}$ | Polycrystal | $2.01 \times 0.67 \times 0.40$ | 1.68 | Cut from SH |
| VS | $\mathrm{V}_{3} \mathrm{Si}_{6}$ | Polycrystal | $6.00 \times 0.90 \times 0.35$ | 2.57 |  |
| VI | $\mathrm{V}_{3} \mathrm{Si}^{2}$ | Polycrystal | $6.00 \times 0.90 \times 0.27$ | 3.33 | Obtained by polishing from VS |

Note: TB-twin boundary.
influence of the finite length for a linear current-voltage characteristic (Eqs. (27)-(29)) can also be applied to the Bean case.

High-temperature superconducting single crystals are usually close to square with $L \sim w$. In this case, the correction to the parameter $\tau$, characterizing the ratio of the rotation rates of the magnetic moment $\mathbf{m}$ and the magnetic field $\mathbf{H}$, when the direction of $\mathbf{H}$ is close to the plane, is small and does not exceed $25 \%$.

## 3. EXPERIMENT

### 3.1. Vector magnetometry

In order to check the main results of Sec. 2, we need to obtain information on the magnitude and direction of the magnetic moment $\mathbf{m}$. For this purpose we used a vibratingsample magnetometer (Oxford Instruments $5^{H}$ ) fitted with two independent detector coils such that the components of the magnetic moment parallel ( $m_{\mathrm{st}}$ ) and perpendicular ( $m_{\text {ort }}$ ) to the applied field $\mathbf{H}$ could be measured simultaneously. Standard magnetometers only measure the component $m_{\mathrm{st}}$. During the measurements the sample could be rotated about the third axis with an angular resolution of $0.01^{\circ}$ and a reproducibility better than $0.03^{\circ}$.

All the results of the measurements given below were obtained from the hysteresis loops of the magnetic moment with the sample orientation fixed, when the magnetic field was swept at a constant rate of $\sim 10 \mathrm{mT} \mathrm{s}^{-1}$ from a negative field considerably exceeding the remagnetization field, to 5 T and back to 0 T . Here we are only interested in the irreversible component of the magnetic moment $\mathbf{m}$ which reflects the behavior of the shielding currents.

### 3.2. Samples

We studied several $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{y}$ single crystals with different dominant pinning mechanisms. These were samples with twin boundaries, detwinned samples, and samples with columnar radiation tracks (see Table I). Their preparation and detwinning was described earlier in Refs. 12 and 13). The different pinning systems act differently on the anisotropy of the critical current $j_{c}$ so that we could study the influence of changes in anisotropy on the angle of inclination $\alpha$. An epitaxial $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{y}$ film was used as a sample with a very large aspect ratio $\kappa=w / t$ (Ref. 14).

Conventional polycrystalline superconductors are certainly preferable for a direct check of the calculated results. A sample of the Chevrel superconductor phase $\mathrm{PbMoS}_{6}$ (we shall subsequently call this SV) was cut from an ingot with a diamond saw. After the first measurements, an additional cut was made to reduce its width and thus the aspect ratio. Further measurements were then made. A sample of $\mathrm{V}_{3} \mathrm{Si}(\mathrm{VS})$ was cut from an ingot with a diamond saw. After the first cycle of measurements, its thickness was reduced by polishing with emery paper and a second cycle of measurements carried out.

### 3.3. Experimental results and discussion

3.3.1. High-temperature superconducting single crystals. Figure 3 shows typical behavior of the angle of inclination $\alpha$ of the magnetic moment relative to the normal to the $a b$ plane of a $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{y}$ single crystal having the form of a thin plate. Over a large range of angles $\varphi$ of the magnetic field up to $\sim 87^{\circ}$, the direction of the magnetic moment $\mathbf{m}$ is locked to the normal $\mathbf{n}$, so that $\alpha \approx 0^{\circ}$ holds (as a result of the inevitable precession when the sample is rotated through a large range of angles, some error, of the order of $\pm 1^{\circ}$, arises in the determination of $\alpha$ ). In a narrow range of angles where the direction of $\mathbf{H}$ passes near the plane of the plate, the direction of $\mathbf{m}$ is rapidly reversed almost by $180^{\circ}$ as predicted theoretically. The results plotted in Fig. 3 do not depend on the magnetic field (if $H$ is appreciably greater


FIG. 3. Angle $\alpha$ determining the deviation of the vector of the irreversible magnetic moment from the $c$ axis in a $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ single crystal (OZ sample) when the direction $\varphi$ of the applied magnetic field is rotated near the $a b$ plane $\left(\varphi=90^{\circ}\right)$ for various temperatures and magnetic fields, The solid curves corresponds to Eqs. (3) and (6) using the aspect ratio $\kappa=17.7$; the arrows indicate the position of the critical angle $\varphi_{c}$.


FIG. 4. Direction of the irreversible moment (using the same coordinates as in Fig. 3) in an epitaxial $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ film (LF, $T=50 \mathrm{~K}, \mu_{0} H=0.5 \mathrm{~T}$ ). The solid curve gives the results of calculations using Eqs. (3) and (6) for the aspect ratio $\kappa=3 \times 10^{3}$; the arrows indicate the critical angle $\varphi_{c}$.
than the penetration field $H_{p}$ ) or temperature even though the critical current $j_{c}$ and its anisotropy change very substantially. ${ }^{15,16}$ Moreover, all the $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{y}$ samples studied, for which the magnitude and anisotropy of the critical current $j_{c}$ differ substantially as a result of the predominance of different pinning mechanisms, exhibited similar behavior of $\alpha(\varphi)$ which may be described using the calculations from Sec. 2 with the measured aspect ratio and without using any fitting parameter. This confirms the dominant role of geometric effects which determine the angular behavior of the vector $\mathbf{m}$, observed as localization of its direction near the normal to the sample.

The results of the investigations of an epitaxial $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{y}$ film (Fig. 4) reveal behavior exhibiting very strong geometric localization, when the direction of the magnetic moment $\mathbf{m}$ is reversed within a $0.02^{\circ}$ step. These results demonstrate that even the high angular resolution of the magnetometer is insufficient to study the region of fast rotation.
3.3.2. Conventional superconductors. Measurements using conventional superconductors can be used to check these results under conditions where, unlike high-temperature superconductors, the anisotropy of the critical current is weak.


FIG. 5. Rotation of the irreversible magnetic moment (using the same coordinates as in Fig. 3) in a $\mathrm{PbMoS}_{6}$ sample ( $T=10 \mathrm{~K}, \mu_{0} H=1.0 \mathrm{~T}$ ) in the initial state (SH, curve 1 ) and after reducing the aspect ratio (SI, curve 2). The solid curves give the results of the calculations using Eqs. (3) and (6) for the aspect ratios $\kappa=4.3$ and 1.68 , respectively. The arrows indicate the critical angle $\varphi_{c}$.


FIG. 6. Angular dependence of the magnitude of the magnetic moment in an $\mathrm{PbMoS}_{6}$ sample $\left(T=10 \mathrm{~K}, \mu_{0} H=1.0 \mathrm{~T}\right)$ in the initial state $(1, \mathrm{SH})$ and after reducing the transverse dimension (2, SI). The solid curves give the calculations of $|\mathbf{m}|=\sqrt{m_{x}^{2}+m_{y}^{2}}$ using Eqs. (1), (2), (4), and (5) for the aspect ratios $\kappa=4.3$ and 1.68; the arrows indicate the critical angle $\varphi_{c}$.

This allows us to analyze directly the dependence of $\mathbf{m}$ on the angle $\varphi$.

In this case, the experimental data for $\alpha(\varphi)$ also show good qualitative agreement with the theory without using any fitting parameter (Fig. 5). The variation of the absolute value of the magnetic moment $\mathbf{m}$ as a function of the angle $\varphi$ (Fig. 6) demonstrates an important characteristic: a very narrow, sharp minimum of $|\mathbf{m}|$ when the magnetic field is directed near the plane of the plate. This dip is purely of geometric origin and is unrelated to the anisotropy of the superconducting parameters.

The results of the calculations presented in Sec. 2 suggest that for angles $\varphi$ not very close to $\pi / 2$, the value of $|\mathbf{m}|$ should be almost independent of the angle. The observed slight increase in the absolute value when $\mathbf{H}$ deviates from the direction $\varphi=0$ may be attributed to uncontrollable anisotropy of the sample, formed during the preparation process, or to the influence of its finite length.
3.3.3. Angular rotation rate ratio $\tau$. A very sensitive numerical parameter of the geometric model is the angular rotation ratio rate $\tau$ which characterizes the rotation of the magnetic moment $\mathbf{m}$ when the direction of the magnetic field $\mathbf{H}$ rotates near the plane of the plate. According to Eq. (7), the value of $\tau$ should be a simple quadratic function of $\kappa$. The results of the measurements for high-temperature superconducting samples and conventional superconductors (Fig.


FIG. 7. Angular rotation rate ratio $\tau$ of angular rotation of the magnetic moment when $\mathbf{H}$ is directed near the plane of the plate for samples with different aspect ratios $\kappa$. The results of the calculations using Eq. (7) are given by the solid curve.


FIG. 8. Angular dependence of the magnitude of the magnetic moment $|\mathbf{m}|$ for $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ single crystals ( $1-\mathrm{MK}$ and $2-\mathrm{OZ}$ ) for a fixed value of the reduced field $\varepsilon_{\varphi} \mu_{0} H=0.5 \mathrm{~T}$ (calculated for $\Gamma^{2}=30$ ) at $T=88 \mathrm{~K}$. The solid curves give the calculations of $|\mathbf{m}|$ using Eqs. (1), (2), (4), and (5) for the aspect ratios $\kappa=9.7$ and 17.7 ; the arrows indicate the critical angle $\varphi_{c}$. A larger scale is used near $\varphi=90^{\circ}$.
7) show fairly good agreement with this equation (no points corresponding to the epitaxial film can be identified on this graph since the aspect ratio of the film $\kappa \sim 10^{3}$ corresponds to $\tau \sim 10^{6}$, which is far in excess of the experimental resolution). In addition, the slope of the dependence $\tau\left(\kappa^{2}\right)$ is close to $2 / 3$, as is predicted by the proposed model.

## 4. GEOMETRIC EFFECTS AND MAGNETIC PROPERTIES OF HIGH-TEMPERATURE SUPERCONDUCTING SINGLE CRYSTALS

### 4.1. Angular scaling of the magnetization curves

As we have noted, in high-temperature superconducting single crystals over a wide range of angles of deflection of the magnetic field $\mathbf{H}$ from the $c$ axis, the magnetic moment $\mathbf{m}$ remains almost parallel to the $c$ axis, which indicates that shielding currents $J_{a b}$ flowing in the $a b$ plane predominate. The dependence of $J_{a b}$ on the direction of the applied field is determined by the nature of the pinning mechanism. In general, this dependence is nontrivial although it is simplified appreciably for pinning by weak isotropic disorder. In this case, in an anisotropic superconductor the current $J_{a b}$ will be constant if the parameter ${ }^{17}$

$$
\varepsilon_{\varphi} B=\sqrt{\cos ^{2} \varphi+\Gamma^{2} \sin ^{2} \varphi} B
$$

is constant, where $\Gamma$ corresponds to the effective mass anisotropy ( $\varepsilon_{\varphi}$ determines the angular variations of the intrinsic vortex energy, the second critical field, the melting point of the vortex lattice, and the irreversibility field $B_{\text {irr }}$ (Ref. 17). For an isotropic superconductor this condition corresponds to constant magnetic induction.

Thus, if this scaling law is accurate, the value of $|\mathbf{m}(\varphi)|$ measured for fixed $\varepsilon_{\varphi} H$ should vary very little with increasing $\varphi$ and should reach $2 / 3$ of the initial value at the critical angle $\varphi_{c}$ (Sec. 2). Measurements for $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ single crystals (Fig. 8, using the value $\Gamma^{2}=30$ obtained from the dependence of $B_{\text {irr }}^{-2}$ on $\sin ^{2} \varphi$ ) showed that this behavior is indeed
observed for the detwinned single-crystal sample (MK). The solid curves in Fig. 8 give the $|\mathbf{m}(\varphi)|$ calculations using the proposed model. The experimental results show good agreement when the magnetic field is directed near the $a b$ plane. Over a large range of angles, the magnetic moment is almost constant, as is to be expected for pinning at isotropic weak disorder (point defects or their fluctuations). The quantitative difference from the model calculations may be attributed to two factors. First, near CuO planes, it may be produced by intrinsic pinning which can reduce the value of the magnetic moment $m\left(\varphi=90^{\circ}\right)$ to which the experimental curves are normalized. Second, this difference may be attributed to the finite length of the sample $L \approx w$, and also the influence of currents flowing along the $c$ axis.

Conversely, for the twinned (OZ) crystal the dependence $m(\varphi)$ and thus $J_{a b}$ decay rapidly when the direction of $\mathbf{H}$ deviates by $\sim 20^{\circ}$ from the $c$ axis. This behavior reflects the strong vortex pinning by twin boundaries.

For both samples, and for all the other samples studied by us, $J_{a b}$ begins to depart from constant at $\varphi \approx 60^{\circ}$, i.e., long before the angle $\varphi_{c}$ is reached. We attribute this behavior to a kinked vortex structure when $\tan \varphi=\Gamma$ is reached.

Another manifestation of scaling at isotropic disorder is the universal angular behavior of the magnetization peak established empirically by Klein et al. ${ }^{18}$ 1)

$$
m_{\mathrm{st}}(\varphi, H / \cos \varphi)=m_{\mathrm{st}}(0, H) \cos \varphi
$$

which is valid for angles of deviation of $\mathbf{H}$ from the $c$ axis up to $\sim 60^{\circ}$. For the crystal studied in these experiments the aspect ratio was $\kappa \sim 8$ so that in the range of angles up to $60^{\circ}$, the direction of $\mathbf{m}$ deviates negligibly from the $c$ axis. A conventional magnetometer with a single system of detector coils used in Ref. 18, measures the component $m_{\text {st }}$ of the magnetic moment $\mathbf{m}$ parallel to the applied field $\mathbf{H}$ :

$$
m_{\mathrm{st}}=|\mathbf{m}| \cos \varphi .
$$

Since in $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ the anisotropy is $\Gamma>5$, in the range of angles studied we find

$$
\varepsilon_{\varphi} B \sim B \cos \varphi
$$

The experimentally observed scaling law can easily be obtained from these two angular relations. Figure 9 gives the measured absolute value of the irreversible magnetic moment as a function of the reduced magnetic field $\varepsilon_{\varphi} B$ for various angles $\varphi$. Up to $60^{\circ}$ this dependence shows almost ideal agreement. Then the magnetic moment begins to decrease rapidly. Thus, the angular behavior of the current $J_{\mathrm{ab}}$ observed by us indicates that the fishtail effect is associated with pinning at point defects or their clusters, ${ }^{20}$ which induce isotropic weak disorder. The curves $J_{a b}(B)$ also have other peaks for which the scaling law examined above does not apply. These peaks are probably related to other pinning centers, such as twin boundaries. ${ }^{19}$

### 4.2. Analysis of critical current anisotropy

As a result of their layered structure, high-temperature superconducting materials are strongly anisotropic. The coupling between the CuO planes is fairly weak in $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$


FIG. 9. Magnitude of the magnetic moment versus the reduced magnetic field for various angles $\varphi$ for an MK sample at $T=82 \mathrm{~K}$.
and very weak in BiSrCaCuO phases. The thermodynamic anisotropy $\Gamma$ increases from $\sim 5$ in $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ to more than 20 in BiSrCaCuO phases.

Here we shall analyze the influence of these effects on measurements of the anisotropy $\Omega$ of the (nonequilibrium) shielding currents, which is determined by the ratio of the critical currents $J_{a b}$ and $J_{c}$ flowing parallel and perpendicular to the CuO planes, respectively. This anisotropy naturally depends on the thermodynamic anisotropy. In addition, it is also influenced by the anisotropy of the pinning centers and the sample geometry.

Since high-temperature superconducting single crystals are usually thin plates with the $c$ axis normal to the surface, geometric effects cause the shielding currents to flow predominantly parallel to the $a b$ plane. An appreciable fraction of the currents flowing parallel to the normal to the plane ( $c$ crystallographic axis) only appears when $\mathbf{H}$ is within the angle $\sim 1 / \kappa$ from the plane. To measure these currents it is necessary but not sufficient to operate within this angular range.

A solution of the anisotropic Bean model with the magnetic field parallel to the plane of the plate was obtained in Refs. 21 and 22. In this case, the distribution of the magnetic induction is determined by the linear profiles. The gradient of the magnetic induction $\mathbf{B}$ is determined by the transverse critical current. We shall analyze the case when $\mathbf{H}$ is applied in the $x$ direction parallel to the plane of the plate (see Fig. 1). Two typical scenarios for flux penetration exist. In short samples $(L / t<\Omega)$ the flux penetrates more rapidly in the $z$ direction than in the $y$ direction and the magnetic moment $m_{x}$ is predominantly determined by the short-circuit currents parallel to the $c$ axis. Only these samples are effective for measurement of the current anisotropy $\Omega$. In long samples $(L / t>\Omega)$ the flux penetrates more rapidly in the $y$ direction. In this case, $m_{x}$ is determined by the component $J_{a b}$ parallel to the plane. Thus, in long samples the influence of the $J_{c}$ component is not important.

Since high-temperature superconducting single crystals
are nearly square with $w \sim L$, long and short samples are defined according to whether $\kappa$ is greater or smaller than $\Omega$, respectively. The values of $\Omega$ in $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ samples with a high oxygen content lie between 5 and 10 (see Refs. 15 and 16) and are lower than the $\kappa$ values for all the single crystals investigated here (see Table I). Thus, all these crystals are effectively long and shielding currents flowing in the $a b$ plane predominate. Thus, there is no need to include current anisotropy in our analysis. The agreement between the data and the geometric model, when the $\mathbf{H}$ direction is close to the $a b$ plane (as can be seen from Fig. 7), confirm this conclusion.

However, samples with $\kappa$ values less than $\sim 10$ are required to obtain information on the currents parallel to the $c$ axis in $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ single crystals. Such samples are fairly rare. In addition, this sample should be oriented with a precision better than one degree (Eqs. (4) and (5)) which is not usually achieved in SQUID measurements. Among the more anisotropic high-temperature superconductors, we can easily find samples with the required aspect ratio. However, the constraints on the orientation precision increase substantially and rapidly exceed the characteristic growth misorientation $\left(\sim 0.1^{\circ}\right)$ of high-temperature superconducting single crystals. For these reasons magnetic measurements can only yield the critical current anisotropy in these crystals for a fairly narrow range of $\Omega$ values.

## 5. CONCLUSIONS

A solution of the Bean model has been obtained for an infinite thin plate in an inclined magnetic field. An analysis was made of the influence of anisotropy, the finite slope of the current-voltage characteristics, and the closure currents in a finite samples and it was established that these factor weakly influence the results. Over almost the entire range of $\mathbf{H}$ directions, the magnetic moment $\mathbf{m}$ induced by the shielding currents is bound to the normal of the plate and the magnitude of $\mathbf{m}$ varies only negligibly. This localization of
the magnetic moment is of purely geometric origin and is in no way related to the anisotropy of the superconducting parameters of the sample. However, when the direction of $\mathbf{H}$ approaches the plane of the plate, $\mathbf{m}$ begins to vary rapidly in direction and magnitude.

The validity of the geometric model was investigated using vector magnetometry for various high-temperature superconducting samples and conventional superconductors. The results reveal very good agreement with the model calculations of the direction of $\mathbf{m}$. However, $|\mathbf{m}|$ shows appreciable deviations from the calculations evidently because of the critical current anisotropy in the samples and the assumptions made in the model.
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Inelastic thermal-neutron scattering is used to study the intermediate-valence system $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$. The magnetic scattering in two nonoverlapping ranges of transfer energies, $2<\varepsilon<5 \mathrm{meV}$ and $5<\varepsilon<100 \mathrm{meV}$, is analyzed under the assumption that the regions influence each other only weakly. As a result, two sets of phenomenological crystal-field parameters are established, and their difference constitutes the experimental error in determining these parameters. A comparison of the fourth-order crystal field with other compounds belonging to the $\mathrm{RCu}_{2} \mathrm{Si}_{2}$ series ( R stands for a rare-earth element) suggests that in $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ hybridization occurs between $f$ electrons and copper electrons, in contrast to the heavy-fermion system $\mathrm{CeCu}_{2} \mathrm{Si}_{2}$, for which it was established earlier that hybridization occurs between $f$ electrons and Si $p$ electrons. © 1998 American Institute of Physics. [S1063-7761(98)02007-1]

## 1. INTRODUCTION AND BRIEF REVIEW OF THE LITERATURE

$\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ is an intermediate-valence compound. This is indicated by data on the x-ray absorption edge and on the electronic specific heat. The Sommerfeld constant $\gamma$ amounts to $135 \mathrm{~mJ} /\left(\mathrm{K}^{2} \cdot \mathrm{~mol}\right)($ Ref. 1), which is much larger than the values characteristic of normal metals $(\sim 1)$ and smaller than the values of $\gamma$ in heavy-fermion systems. For instance, in $\mathrm{CeCu}_{2} \mathrm{Si}_{2}$, which is a heavy-fermion system, $\gamma=1000 \mathrm{~mJ} /$ $\left(\mathrm{K}^{2} \cdot \mathrm{~mol}\right)$. The valence of the Yb ion in $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$, determined from the x-ray absorption edge, is 2.9 (Refs. 2 and 3).

The problem of whether the crystal-field model can be applied to intermediate-valence systems has yet to be fully resolved, which comes as no surprise since the many-particle nature of the states in intermediate-valence systems is highly pronounced, and all attempts to describe such systems by a single-particle model should be fraught with many difficulties. And yet there is proof that such a description is possible. Goremychkin and Osborn ${ }^{4}$ were the first to find experimental proof that the crystal-field model can be used to describe heavy-fermion systems in the case of $\mathrm{CeCu}_{2} \mathrm{Si}_{2}$. If the crystal fields for intermediate-valence systems could also be found, we would have proof of the existence of a specific form in which the many-particle nature of all rare-earth compounds with a strong hybridization interaction manifests itself, and we could perform a concrete analysis within the scope of this specific form.

For us it is especially important to determine the crystal field in the title compound because its determination would continue the study of crystal fields in the $\mathrm{RCu}_{2} \mathrm{Si}_{2}$ series ( R stands for a rear-earth element) ${ }^{5-8}$ performed for the purpose of establishing the crystal-field anomalies associated with hybridization. The main conclusion drawn in all these papers is that regular variation of the crystal field can be observed in the series of the isostructural compounds $\mathrm{RCu}_{2} \mathrm{Si}_{2}$ : from an anomalous crystal field in the Ce system through an intermediate one in the Pr and Nd compounds (at high temperatures)
to a normal crystal field in the low-temperature Nd compound and in the Ho and Er compounds. We believe that we are on firm ground when we say that the normal, i.e., free from the effect of hybridization, fourth-order multipole of the crystal field is formed primarily by copper ligands, while the Si sphere normally contributes almost nothing to this order of the crystal field. A conception of the shape of the normal crystal field in this series provides a reference point in our search for the crystal field of the intermediate-valence system $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$.

The Yb ion in the title compound is in an environment with tetragonal point symmetry, i.e., the symmetry of a site is fairly low. Five independent parameters are needed to determine the crystal field, and they can be reliably found only by directly measuring the crystal field in an inelastic thermalneutron scattering experiment. Here the problem of determining the crystal field in an intermediate-valence system is sure to be complex because of the extremely broad inelastic peaks and the difficulties associated with separating the magnetic scattering, which carries information about the crystal field, from the phonon scattering. So far nobody has been able to measure a purely magnetic response in neutron experiments involving $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ in the entire range of energy transfers, and in interpreting a purely magnetic response separated in some way it is questionable whether separating inelastic scattering from quasielastic or inelastic Kondo scattering is possible. Hence in our attempts to determine the crystal field we must use all the information available, including the results of macroscopic studies of this compound.

According to the literature data, the inelastic scattering of thermal neutrons in $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ has been measured three times. Twice the measurements were performed by the same group of researchers. ${ }^{9,10}$ One of the main conclusions drawn by these researchers was that the magnetic response cannot be described by a single quasielastic Lorentzian. A noncontradictory description of their data was possible only by assuming that there are several inelastic lines in the magnetic
response. This prompted them to suggest that there are inelastic transitions associated with the crystal field in the inelastic scattering of thermal neutrons. The energetic position of one of these transitions ( $\approx 30 \mathrm{meV}$ ) on the energytransfer scale was found, and the result was highly reliable. Unfortunately, the sets of the crystal-field parameters found in Ref. 10 do not correlate very strongly with the results of measuring the static magnetic susceptibility in a $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ single crystal. ${ }^{11}$ The calculated value of the anisotropy of $\chi$ obtained on the basis of the first variant of the crystal field ${ }^{10}$ is much smaller than the experimental value. Another set yields an anisotropy of $\chi$ inverted in relation to the measured anisotropy.

In the last of these three experiments, Currat and Murani ${ }^{12}$ measured the inelastic scattering of thermal neutrons in a $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ single crystal. The range of energy transfers from 8 to 50 meV was investigated. They found that in all scattering directions the magnetic response at $T=4.3 \mathrm{~K}$ had at least two broad inelastic components. The maximum of the first was approximately at $12-16 \mathrm{meV}$ and the maximum of the second, at 30 meV . These researchers did not seek the crystal-field parameters.

On the basis of the data from the measurements of $\chi(T)$ performed by Shimizu et al., ${ }^{11}$ Zevin et al. ${ }^{13}$ assumed that the leading contribution to the crystal field of $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ is provided by the quadrupole term. Indeed, for $B_{2}^{0}$ $=-0.56 \mathrm{meV}$ and a purely axial crystal-field symmetry, the calculated susceptibility is close to the measured value in the entire temperature range. The agreement can be improved by introducing a negative paramagnetic Curie temperature $\Theta$, a characteristic feature of intermediate-valence systems. The agreement is best with $\Theta \simeq-30 \mathrm{~K}$. In addition, Zevin et al. ${ }^{13}$ used the above crystal field to calculate the temperature-dependent component $Q(T)$ of the quadrupole moment by a method based on the noncrossing-diagram approximation (see, e.g., Refs. 14-17). The calculated dependence was fitted to the experimental data gathered from measurements of the quadrupole moment of the Yb ion in $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ by Mössbauer spectroscopy. ${ }^{18}$ The fitting process involved varying the Kondo temperature $T_{K}$ and the effective width $\Gamma$ of the resonant layer of conduction electrons on the Fermi surface. This yielded $T_{K}=200 \mathrm{~K}$ and $\Gamma \simeq 50 \mathrm{meV}$. The parameter $T_{K}$ was found to be the most sensitive in the fitting process.

Although being outwardly convincing, the results of the calculations of $Q(T)$ and $\chi(T)$ done by Zevin et al. ${ }^{13}$ pose several problems. First, why is it that with such a high value of $T_{K}$ the temperature dependence of the static magnetic susceptibility is determined by the crystal field down to 50-30 K, while with $T \sim T_{K}$ or less, $\chi$ must become the temperature-independent Pauli susceptibility? Second, the negative paramagnetic Curie temperature $\Theta$ should coincide in order of magnitude with $T_{K}$, while it actually differs by a factor of approximately seven. Calculations done by the present author with $T_{K}=30 \mathrm{~K}$ by the method proposed in Ref. 13 show that there is not a single value of $\Gamma$ at which the calculated $Q(T)$ curves could be made to resemble the experimental curves.

Moreover, the crystal field determined in Ref. 13 contra-
dicts the results of neutron experiments with a single crystal. ${ }^{12}$ In the absence of spin and charge fluctuations, the crystal field at low temperatures yields only one transition between the crystal-field levels with a nonzero matrix element. The transition energy amounted to $\simeq 10 \mathrm{meV}$. Zwicknagl et al. ${ }^{19}$ calculated the magnetic response with allowance for the crystal field determined in Ref. 13 and strong spin and charge fluctuations. Allowance for the anisotropy of the fluctuations was found to lead to different energetic positions for the inelastic peak in the dynamic magnetic susceptibility in the directions along the $c$ axis and perpendicular to that direction. Thus, for all other directions the magnetic response must have two peaks, while along the $c$ axis and the direction perpendicular to that axis the magnetic response has only one peak. However, according to Currat and Murani, ${ }^{12}$ at least two broad components are present in the magnetic response in all directions.

The conclusion that sums up this brief review of the literature is that the problem of finding the crystal field in the intermediate-valence system $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ is yet to be solved.

## 2. EXPERIMENT

A polycrystalline sample of $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ was prepared by arc melting in a water-cooled copper hearth with no weight loss during the melting process. After vacuum annealing at $700^{\circ} \mathrm{C}$, x-ray crystallographic analysis and neutron diffraction experiments showed that there are no other phases in the sample.

The inelastic thermal-neutron scattering experiment was conducted on a KDSOG-M time-of-flight spectrometer with inverse geometry attached to the IBR-2 pulsed reactor (Joint Institute for Nuclear Research, Dubna, Russia). The inelastic scattering of thermal neutrons was measured at three temperatures: $10 \mathrm{~K}, 80 \mathrm{~K}$, and 300 K . The range of energy transfers investigated extended from 2 to 200 meV .

## 3. ANALYSIS OF RESULTS

### 3.1. Qualitative analysis of spectra

We found that the greatest difficulty in analyzing the results of inelastic thermal-neutron scattering measurements was separating the phonon and magnetic scattering components. Nevertheless, even if we resort only to qualitative analysis, we are able to draw certain conclusions about the nature of magnetic scattering: it is concentrated in two distinct ranges of the energy transfer $\varepsilon$. It is easy to assume that the low-energy feature ( $\varepsilon \simeq 3-5 \mathrm{meV}$ ), which is clearly visible in the spectra and unmistakably lies in the Debye range of phonon scattering, is of a purely magnetic nature. This assumption has been corroborated by the measurements of E . A. Goremychkin performed on the HET time-of-flight spectrometer with direct geometry at the ISIS spallation neutron source (RAL, UK). In contrast to the KDSOG spectrometer, the HET instrument makes it possible to substantially vary the momentum transfer at a fixed energy transfer and, due to this, to lower the phonon-to-magnetic component ratio substantially (the so-called angular suppression of phonon scattering). According to the HET data, this feature can be ob-


FIG. 1. Experimental scattering law obtained with the KDSOG-M spectrometer for $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ at $T=10 \mathrm{~K}$ (curve 1 ), $T=80 \mathrm{~K}$ (curve 2), and $T$ $=300 \mathrm{~K}$ (curve 3 ).
served only at small scattering angles. ${ }^{20}$ The energy width of this feature almost coincides with its position and suggests that the possible high-energy 'tail', is not a significant factor in shaping the spectrum in the range of energy transfers above 10 meV . Here the temperature dependence of the scattering in the range $20<\varepsilon<100 \mathrm{meV}$ is pronounced in the KDSOG-M spectra (Fig. 1), is of the magnetic nature (an increase in scattering intensity with decreasing temperature), and suggests that in this range of $\varepsilon$ the magnetic component is predominant. The range $7<\varepsilon<20 \mathrm{meV}$ is the most difficult for analysis, since here phonon scattering is extremely strong (its intensity increases with temperature) and is mixed with strong magnetic scattering, whose tail extends up to $\varepsilon$ $=100 \mathrm{meV}$.

## 3.2. "Primary" separation of the phonon component

Since the KDSOG-M spectrometer has an inverse geometry, it scans a broad range of energy transfers. However, with it one cannot substantially vary the momentum transfer for a fixed energy transfer, so that the only way to separate the phonon and magnetic components is to measure the magnetic compound and a nonmagnetic analog, in which the magnetically active ion is replaced, say, by La. After making an appropriate correction, the spectrum of the latter can be considered the phonon component of the former.

Figure 2 depicts the time-of-flight spectrum of $\mathrm{LaCu}_{2} \mathrm{Si}_{2}$ (Fig. 2a, filled circles) together with the spectra of the antiferromagnetic members of the series measured with the


FIG. 2. Time-of-flight spectra of inelastically scattered thermal neutrons in antiferromagnetic compounds of the $\mathrm{RCu}_{2} \mathrm{Si}_{2}$ series recorded with the KDSOG-M spectrometer. The range of energy transfers is the one in which there is no magnetic scattering.

KDSOG-M spectrometer at $T=80 \mathrm{~K}$. The value of the total splitting of the ground-state multiplet in the crystal field for all antiferromagnets coincided to within 0.5 meV and amounted to $\approx 11 \mathrm{meV}$ (Ref. 7). The widths of the inelastic lines of the magnetic response do not exceed 1 meV . The range of energy transfers in Fig. 2 is chosen so as to show the sections of the spectra that are free of magnetic scattering. A correction related to the self-shielding of the sample was made for all spectra, i.e., they were all divided by a function $F(\varepsilon)$, which specifies the weakening of the scattered beam due to the finite thickness of the sample. In the spectrometer's geometry, this function has the form

$$
\begin{equation*}
F(\varepsilon)=\frac{\exp \left\{-\mu\left(E_{0}\right) d / \sin \left(45^{\circ}+\theta\right)\right\}-\exp \left\{-\mu\left(E_{0}+\varepsilon\right) d / \sin 45^{\circ}\right\}}{\sin 45^{\circ}\left[\mu\left(E_{0}+\varepsilon\right) d / \sin 45^{\circ}-\mu\left(E_{0}\right) d / \sin \left(45^{\circ}+\theta\right)\right]} \tag{1}
\end{equation*}
$$

where $E_{0}$ is the final neutron energy, $\varepsilon$ is the energy transfer, $\mu(E)$ is the energy-dependent linear beam-attenuation factor, which allows for all neutron scattering and absorption mechanisms, $\theta$ is the scattering angle, and $d$ is the sample thickness.

In addition, all the spectra were normalized so that the intensities of the phonon feature at $\varepsilon=20 \mathrm{meV}$ would coincide.

A comparison of Figs. 2 a and 2 b shows that for $\varepsilon$ $>25 \mathrm{meV}$ the phonon spectrum of $\mathrm{HoCu}_{2} \mathrm{Si}_{2}$ (the heavy curve in Fig. 2b) differs strongly from all the spectra depicted in Fig. 2a. The reason for this is unknown to us, since an analysis of the tabulated data shows that there is not a single scattering parameter for Ho that behaves abnormally. It is more important at this point to know to what extent the spectrum of $\mathrm{LaCu}_{2} \mathrm{Si}_{2}$ can be used as the phonon component of the spectrum of $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$. In other words, we would like to know to what extent the features in the phonon spectrum of Ho that are not present in the spectra depicted in Fig. 2a are retained in the phonon spectrum of Yb .

The light curve in Fig. 2b depicts the spectrum of $\mathrm{ErCu}_{2} \mathrm{Si}_{2}$. The extremely poor statistics of the spectrum are due to the large absorption cross section for Er. The fact that the high-energy part of the spectrum is located above the low-energy part can be attributed to the insufficient selfshielding correction introduced by the function (1). Nevertheless, it is obvious that the Er spectrum is much closer to the Ho spectrum than it is to the spectra of lighter rarer-earth ions. This was a sufficient argument in favor of not taking the La spectrum as a base for imitating the phonon spectrum of $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$, but using, for lack of anything better, the spectrum of a much closer neighbor in the rare-earth series, which was recorded with acceptable statistics, i.e., the spectrum of $\mathrm{HoCu}_{2} \mathrm{Si}_{2}$ (more precisely, the part free of magnetic scattering). The part of the phonon spectrum below the magnetic scattering was imitated by the Debye law with a Debye temperature equal to 20 meV . This part was matched to the remainder of the spectrum near the 160th time channel ( $\varepsilon$ $=12 \mathrm{meV}$ ).

The model phonon spectrum constructed in the way we have just described for $T=80 \mathrm{~K}$ was recalculated for other temperatures, $T=10 \mathrm{~K}$ and $T=300 \mathrm{~K}$. The normalization constant of the model phonon spectrum was chosen so that the intensities of the features near the 100th time channel ( $\varepsilon=55 \mathrm{meV}$ ) in the model spectrum and in the spectrum of $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ would coincide at $T=300 \mathrm{~K}$ (see Fig. 3a: the heavy curve is the model spectrum and the light curve is the spectrum of $\mathrm{YbCu}_{2} \mathrm{Si}_{2}, T=300 \mathrm{~K}$ ). This choice of normalization can easily be explained: the higher is the temperature, the smaller is the fraction of magnetic scattering at high values of $\varepsilon$ and the closer is the phonon spectrum (from below) to the total spectrum in this region. In this case we obtain the smallest possible value of the normalization constant for the phonon component.

Figure 3 b depicts the time-of-flight spectra of the magnetic response of $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ at three temperatures obtained as a result of subtracting the model phonon spectra from the


FIG. 3. (a) Time-of-flight thermal-neutron inelastic scattering spectrum of $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ obtained with the KDSOG-M spectrometer (light curve) and a model spectrum imitating the phonon component of the scattering and normalized as indicated in the text (heavy curve). (b) Results of subtracting model phonon spectra from inelastic thermal-neutron scattering spectra recorded at different temperatures.
experimental spectra of $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$. The marked dips on these spectra appear because of the mismatch of the phonon features in the Ho and Yb spectra. If we mentally " smooth out', these features and pay attention only to the general outline of the curve, the temperature dynamics of the magnetic response in the time channels below the 200th ( $\varepsilon>5 \mathrm{meV}$ ) appear to be as follows: at $T=10 \mathrm{~K}$ we have a wide unstructured line covering the range of energy transfers from 5 to 100 meV , at $T=300 \mathrm{~K}$ we have a structure consisting of three narrower components, and at $T=80 \mathrm{~K}$ we have an intermediate picture.

In what follows we call the magnetic-response spectra obtained in this way the 'preliminary" magnetic-response spectra.

### 3.3. Grid analysis of "preliminary" magnetic-response spectra

In decomposing the 'preliminary' magnetic response into spectral components we assume that the following assumptions hold:

1) the crystal-field levels are temperature-independent;
2) at a fixed temperature all inelastic lines in the spectrum have the same width;
3) the low-energy feature of the spectrum at $T=10 \mathrm{~K}$, which is of a magnetic nature, in the compound under consideration is the analog of the quasielastic component in the case of a compound with a definite value of the total magnetic moment (an antiferromagnet or a heavy-fermion system);
4) the width of this feature is approximately equal to its position, i.e., $\approx 3 \mathrm{meV}$; then the 'quasielastic' component provides an insignificant contribution to the magnetic scattering at $5<\varepsilon<100 \mathrm{meV}$, which is mostly due to inelastic transitions in the crystal field;
5) the spectral function describing the shape of the inelastic line is Lorentzian.

The most "intriguing' part of the magnetic response is the quasielastic component: its width is much smaller than the width of inelastic lines, and its shape cannot be described by a Lorentzian (we shall elaborate on this below). Hence in analyzing the crystal field we focused on the range of energy transfers in which the quasielastic component is assumed to play a small role, $5<\varepsilon<100 \mathrm{meV}$, i.e., in the 200th to the 75th time channels.

What complicates the problem of decomposing the '"preliminary', magnetic-response spectra into spectral components is, of course, the fact that the spectra are highly undifferentiated, and the resolving power of the spectrometer has nothing to do with it. The spectra are resolved so poorly because of the large natural width of the spectral lines. On the other hand, matters are simplified considerably by the fact that at $T=10 \mathrm{~K}$ the inelastic scattering spectrum should contain no more than three lines, which correspond to transitions from the ground-state doublet to three excited doublets (it is natural to take into account the splitting of only the ground-state multiplet ${ }^{2} F_{7 / 2}$, since the next multiplet, ${ }^{2} F_{5 / 2}$, is separated from the ground-state multiplet by a huge energy gap of 1251.5 meV ), while at $T=300 \mathrm{~K}$ the maximum number of lines is six.

Each spectral component corresponds to the transition $\Delta_{i j}$ from the $i$ th crystal-field level to the $j$ th level, i.e., to one of the terms in the dipole approximation of the law of scattering of unpolarized neutrons by a paramagnetic ion in a crystal field: ${ }^{10}$

$$
\begin{align*}
S(\varepsilon, T) \propto & \left.\frac{\varepsilon / k T}{1-\exp (-\varepsilon / k T)} \sum_{i j} \rho_{i}\left|\langle j| \hat{J}_{\perp}\right| i\right\rangle\left.\right|^{2} \\
& \times \frac{1-\exp \left(-\Delta_{i j} / k T\right)}{\Delta_{i j} / k T} P\left(\varepsilon-\Delta_{i j}\right) . \tag{2}
\end{align*}
$$

The energetic position of the component $\Delta_{i j}$ corresponds to a peak in the spectral function $P$, and the transition intensity is determined by the thermal population $\rho_{i}$ of the $i$ th level and
the square of the matrix element $\langle j| \hat{J}_{\perp}|i\rangle$ of the operator of the component of the total angular momentum of the paramagnetic ion perpendicular to the scattering vector. In the case of a polycrystalline scatterer, this matrix element can be expressed in terms of the matrix elements of the standard angular-momentum operators:

$$
\left.\left.\left.\left.\left|\langle j| \hat{J}_{\perp}\right| i\right\rangle\left.\right|^{2}=\frac{1}{3}\left|\langle j| \hat{J}_{-}\right| i\right\rangle\left.\right|^{2}+\frac{1}{3}\left|\langle j| \hat{J}_{+}\right| i\right\rangle\left.\right|^{2}+\frac{2}{3}\left|\langle j| \hat{J}_{z}\right| i\right\rangle\left.\right|^{2} .
$$

Both the positions and the intensities of the transitions are uniquely determined by the crystal-field operator, which for rare-earth ions in the case of tetragonal point symmetry has five terms:

$$
\begin{equation*}
\hat{H}_{C F}=B_{2}^{0} \hat{O}_{2}^{0}+B_{4}^{0} \hat{O}_{4}^{0}+B_{6}^{0} \hat{O}_{6}^{0}+B_{4}^{4} \hat{O}_{4}^{4}+B_{6}^{4} \hat{O}_{6}^{4}, \tag{3}
\end{equation*}
$$

where $\hat{O}_{l}^{m}$ are the equivalent Stevens operators, ${ }^{21}$ and $\left\{B_{l}^{m}\right\}$ is the set of crystal-field parameters sought.

The search for the crystal-field parameters is carried out by the standard method: the results of decomposition of the spectra yield a set of discrete data (the positions and intensities of the peaks), which can serve as a selection criterion for examining different crystal-field variants. The uncertainties in the positions and intensities of the peaks act as a gateway, through which the set of crystal-field parameters being tested either passes or does not. It is thus clear that in the present case the gateway is fairly 'wide.'

In sorting the various crystal-field variants it is convenient to use Walter's parametrization. ${ }^{22}$ The convenience of this parametrization lies in the fact that the range of variation of each Walter parameter $x_{i}$ is bounded: $\left|x_{i}\right| \leqslant 1$. Moreover, only four of the five Walter parameters are varied. The fifth parameter is the scale factor $W$, which is defined by relating the energetic position $\varepsilon$ of a specific spectral component to a definite transition between crystal-field levels through the linear equation $\varepsilon=W \Delta_{i j}$, where $\Delta_{i j}$ is the transition from the $i$ th level to the $j$ th level of the crystal-field Hamiltonian taken for $W=1$. In our case the energetic position of one of spectral components was $\varepsilon=32 \mathrm{meV}$. The fact that other neutron studies (see the Introduction) also detected a magnetic feature with a close energetic position suggests that this component is reliable and can be used to determine the scale factor $W$.

In sorting the crystal-field variants the entire parameter space $\left\{x_{i}\right\}$ was scanned with a mesh width for $x_{i}$ equal to 0.02 . The crystal-field transitions were calculated at each mesh point, and the results were compared with the parameters of the spectral components of the "preliminary" magnetic-response spectra. The uncertainties of the positions and intensities of these components were sure to be much larger than the errors in the calculated quantities due to the finite size of the grid cells. As a result of scanning, roughly two dozen unrelated regions of the space $\left\{x_{i}\right\}$ were selected, each corresponding to a definite region of the parameter space $\left\{B_{l}^{m}\right\}$.

### 3.4. Final isolation of the inelastic magnetic response

It goes without saying that the "preliminary'" magnetic spectra can serve only as a very rough approximation of the $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ magnetic response. Moreover, the large number of


FIG. 4. Time-of-flight inelastic magnetic thermalneutron scattering spectra recorded at different temperatures and corresponding to the first variant of the crystal field: points-magnetic spectrum isolated from the total experimental inelastic thermalneutron scattering spectrum by the method described in the text; heavy curves-result of calculations based on the first set of crystal-field parameters; light curves-individual spectral components of the calculated spectrum.
regions in the crystal-field parameter space selected as result of grid analysis requires an effective selection criterion for selecting among these 'points." The criterion that we used consisted of the results of the least-squares fitting of the calculated inelastic ( $\varepsilon>5 \mathrm{meV}$ ) magnetic-response spectrum containing both the magnetic and phonon components to the experimental spectra at $T=80 \mathrm{~K}$ and 300 K . In this process the spectra for both temperatures were fitted simultaneously. The difference between the total experimental spectrum and the calculated magnetic spectrum at $T=10 \mathrm{~K}$, recalculated to the respective temperature, was taken as the phonon component of the calculated spectrum. The parameters $\left\{B_{l}^{m}\right\}$, the factor by which the magnetic response as a whole was multiplied, and the linewidths common to all inelastic transitions in the crystal field at a given temperature were varied in the fitting procedure. The high-energy tail of the low-energy feature was described as the tail of a normal quasielastic components, but the width of this component was varied independently of the width of the inelastic transitions.

The energy-transfer function

$$
f(\varepsilon)=\frac{1-\exp \left(-\varepsilon / k T_{0}\right)}{1-\exp \left(-\varepsilon / k T_{x}\right)},
$$

by which we must multiply the phonon spectrum to recalculate from $T_{0}=10 \mathrm{~K}$ to $T_{x}$, increases with $T_{x}$. This causes enhancement of the "noise" present in the difference spectrum at 10 K and an increase in the spread of points in the calculated spectra as the temperature is increased, which may lead to difficulties in minimizing $\chi^{2}$. Nevertheless, we hoped that if the starting point in the fitting procedure is close to the true set of crystal-field parameters, the procedure should converge to that set.

The least-squares fits obtained by starting the procedure in different selected regions were rated by two criteria: first, by the value of $\chi^{2}$, and, second, by the stability of the pro-
cedure with respect to the region, i.e., if the region is not random but is near a true point, the procedure must converge in it.

Only one region was found to meet the stability criterion, and it also exhibited the lowest level of $\chi^{2}$ as a result of fitting. A characteristic feature of this region, which sets it apart from all the other regions, is the large absolute value of the crystal-field parameter $B_{4}^{0}$. Figure 4 depicts time-of-flight spectra obtained as a result of least-squares fitting in this region. The heavy curves represent the total calculated magnetic response, the light curves represent the individual spectral components, and the points represent the result of subtracting the phonon component obtained by the method described earlier from the total experimental spectrum. The numerical results of the fitting procedure are listed in Table I. The plus-or-minus sign in front of the crystal-field parameters $B_{4}^{4}$ and $B_{6}^{4}$ reflects the fact that a neutron-scattering

TABLE I. Parameters of the calculated inelastic magnetic response used in describing the low-energy features of the spectrum at $T=10 \mathrm{~K}$ by a quasielastic Lorentzian (the first variant of the set of crystal-field parameters).

| Variable parameters | Final fit |
| :---: | :---: |
| $B_{2}^{0}$ | -0.21 meV |
| $B_{4}^{0}$ | $-0.21 \times 10^{-1} \mathrm{meV}$ |
| $B_{6}^{0}$ | $-0.10 \times 10^{-4} \mathrm{meV}$ |
| $B_{4}^{4}$ | $\pm 0.46 \times 10^{-1} \mathrm{meV}$ |
| $B_{6}^{4}$ | $\pm 0.17 \times 10^{-2} \mathrm{meV}$ |
| Width of quasielastic line at $T=10 \mathrm{~K}$ | 0.5 meV |
| Width of inelastic line at $T=10 \mathrm{~K}$ | 9.54 meV |
| Width of quasielastic line at $T=80 \mathrm{~K}$ | 2.8 meV |
| Width of inelastic line at $T=80 \mathrm{~K}$ | 5.65 meV |
| Width of quasielastic line at $T=300 \mathrm{~K}$ | 3.3 meV |
| Width of inelastic line at $T=300 \mathrm{~K}$ | 4.50 meV |



FIG. 5. Low-energy part of the scattering law for $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ at $T=10 \mathrm{~K}$ : points-experimental spectrum obtained with the KDSOG-M spectrometer; 1-quasielastic 0.5 meV wide Lorentzian corresponding to the quasielastic spectral component as shown in Fig. 4; 2-quasielastic 2.25 meV wide Lorentzian with an intensity equal to one-third of the intensity corresponding to curve 1 ; heavy solid line-result of calculations using the Kondo formula in Ref. 27: $T_{K}=26.5 \mathrm{~K}$, the population of the $f$ level is 0.85 , the degeneracy of the ground state of the rare-earth ion is eightfold; heavy dashed line-same at $T_{K}=35 \mathrm{~K}$.
experiment is insensitive to simultaneous changes in the signs of both parameters.

Below we assume that the set $\left\{B_{l}^{m}\right\}$ we have obtained is close to the true set.

### 3.5. Low-energy feature in the magnetic-response spectrum at $T=10 \mathrm{~K}$

We recall that in decomposing the magnetic response into spectral components we assumed that the low-energy feature in the spectrum is an analog of the quasielastic component in compounds with a definite value of the magnetic moment and that the bulk of the intensity of "quasielastic" scattering in $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ should lie in the range $0<\varepsilon$ $<10 \mathrm{meV}$. The last assumption was based on a visual estimate of the width of the feature. Table I shows that in contrast to the spectra at 300 K and 80 K , the width of the quasielastic component of the spectrum recorded at $T$ $=10 \mathrm{~K}$ is approximately 20 times smaller than the width of the inelastic lines. This fact merits an explanation.

The calculated intensity of the elastic component at $T$ $=10 \mathrm{~K}$ in the response described by the set of parameters established earlier is related to the intensities of the elastic components as $1: 0.75: 0.53: 0.19$. The only possibility of preserving the very high intensity of the elastic line in the spectrum at $T=10 \mathrm{~K}$ (Fig. 4) in the range below 10 meV was to select a narrow width for the Lorentzian describing this line. As the width increases, the intensity "spreads" because of the effect of the detailed-balance factor $(\varepsilon / k T) /[1$ $-\exp (-\varepsilon / k T)]$ in the scattering law (2). Thus, the unjustifiably small width of the quasielastic component is the result of the attempt to describe this component by a Lorentzian and to assign a high intensity to it.

The points in Fig. 5 represent the low-energy part of the total scattering law obtained with the KDSOG-M spectrom-
eter for $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ at $T=10 \mathrm{~K}$. The light curve 1 represents the Lorentzian of the quasielastic component of spectrum depicted in Fig. 4. Even if we were to assume that there exists a phonon background that shifts curve 1 upward, there is no way in which we can describe the characteristic peak at $\varepsilon \simeq 3 \mathrm{meV}$. As the Lorentzian width increases, the extent to which the Lorentzian does not coincide with the spectral feature grows due to both shape and intensity, as is demonstrated by curve 2 . This curve is a 2.25 meV wide elastic Lorentzian of the same intensity as curve 1 , but has been diminished threefold.

The fact that there is no way in which a Lorentzian can describe the low-energy part of the spectrum of a mixedvalence system should not come as a surprise, since it is known ${ }^{14-17}$ that at low temperatures and small energy transfers the scattering by a rare-earth ion with an unstable $4 f$ shell should contain an inelastic Kondo component, which is related to the transition from the ground state of a manyparticle system consisting of $4 f$ electrons and conduction electrons (a Kondo singlet) to excited states with a nonzero magnetic moment. ${ }^{23-26}$

Kuramoto and Muller-Hartman ${ }^{27}$ proposed an analytical formula that describes the low-energy part of the dynamic magnetic susceptibility of a mixed-valence impurity at $T$ $=0$ :

$$
\begin{align*}
\frac{\operatorname{Im} \chi(\varepsilon)}{C}= & \frac{\varepsilon}{\left(k T_{K}\right)^{2}} n \frac{\sin \alpha}{u^{2}\left(u^{2}+4 \sin ^{2} \alpha\right)} \\
& \times\left\{\sin \alpha \ln \left[\left(1-u^{2}\right)^{2}+4 u^{2} \sin ^{2} \alpha\right]\right. \\
& \left.+u\left[\frac{\pi}{2}-\arctan \frac{1-u^{2}}{2 u \sin \alpha}\right]\right\}, \tag{4}
\end{align*}
$$

where $C=\left(g_{J} \mu_{B}\right)^{2} J(J+1) / 3$ is the Curie constant, $T_{K}$ is the Kondo temperature, $\varepsilon$ is the energy transfer, $u=\varepsilon / k T_{K}, n_{f}$ is the population of the $f$ shell, $n$ is the degree of degeneracy of the rare-earth ion, and $\alpha=\pi\left(n_{f} / n\right)$.

Equation (4) was derived using the noncrossing-diagram approximation under the assumption that the environment of rare-earth ions is spherically symmetric, which plainly contradicts the real physical situation. Nevertheless, we expect that (4) gives a correct qualitative picture of the dependence of scattering on energy transfer for low $\varepsilon$ and $T$ in the case where the crystal-field splitting of the ground-state multiplet $\Delta_{C F} \geqslant k T_{K}$. When $n_{f} / n \geqslant 0.25$, Eq. (4) can be approximated by a sum of quasielastic and inelastic Lorentzians. When Eq. (4) was used, we assumed that $n_{f}=0.85$ and $n=8$ (degeneracy of the ground-state multiplet without a crystal field), knowingly avoiding this possibility. Here Eq. (4) was used to estimate the high-energy "tail" of the scattering related to the low-energy feature from below, since for small $n_{f} / n$ Eq. (4) implies that the scattering intensity rapidly diminishes as $\varepsilon$ increases.

Note that in addition to Eq. (4) being able to provide only a qualitative description of the spectrum, the situation with magnetic scattering at $\varepsilon<5 \mathrm{meV}$ is indeterminate also due to the special way in which the magnetic component of the scattering is isolated: here we have a low-energy "tail"

TABLE II. Parameters of the calculated inelastic magnetic response used in describing the low-energy feature of the spectrum at $T=10 \mathrm{~K}$ by Kondo scattering (the second variant of the set of crystal-field parameters).

| Variable parameters | Final fit |
| :---: | :--- |
| $B_{2}^{0}$ | -0.22 meV |
| $B_{4}^{0}$ | $-0.20 \times 10^{-1} \mathrm{meV}$ |
| $B_{6}^{0}$ | $-0.21 \times 10^{-5} \mathrm{meV}$ |
| $B_{4}^{4}$ | $\pm 0.45 \times 10^{-1} \mathrm{meV}$ |
| $B_{6}^{4}$ | $\pm 0.48 \times 10^{-3} \mathrm{meV}$ |
| Kondo temperature | $3.9 \mathrm{meV} \mathrm{(45.3K)}$ |
| Width of inelastic line at $T=10 \mathrm{~K}$ | 9.71 meV |
| Width of quasielastic line at $T=80 \mathrm{~K}$ | 1.5 meV |
| Width of inelastic line at $T=80 \mathrm{~K}$ | 6.0 meV |
| Width of quasielastic line at $T=300 \mathrm{~K}$ | 3.3 meV |
| Width of inelastic line at $T=300 \mathrm{~K}$ | 4.50 meV |

of inelastic transitions in the crystal field and a phonon background. Both components of the spectrum, as is evident from the description of the processing procedure, are determined by magnetic scattering fitted in another range of energy transfers $(\varepsilon>5 \mathrm{meV})$. The only assumption that makes any sense in this situation is that at low temperatures the Kondo component (4) is the leading scattering component in the range of energy transfers $\varepsilon<5 \mathrm{meV}$.

Figure 5 depicts the result of the least-squares fitting of the calculated scattering law (the heavy solid curve) to the experimental scattering law obtained with the KDSOG-M spectrometer at $T=10 \mathrm{~K}$ (points). The fitting was carried out only in the range $2<\varepsilon<5 \mathrm{meV}$. For the calculated scattering law we took only the Kondo component (4) multiplied by the factor $[1-\exp (-\varepsilon / k T)]^{-1}$. In the fitting process we varied the Kondo temperature and the factor multiplying the calculated spectrum as a whole. As a result of the fitting, the value of $k T_{K}$ was found to be equal to 2.25 meV ( $T_{K}$ $=26.5 \mathrm{~K})$. We would like to believe that ignoring the other scattering components at these values of $\varepsilon$ does not lead to serious errors in determining the Kondo temperature $T_{K}$, whose value is determined primarily by the position of the peak of the low-energy feature. The dashed curve in Fig. 5 represents the results of a calculation using Eq. (4) for $T_{K}$ $=35 \mathrm{~K}$.

The result of the procedure for fitting the inelastic part of the spectrum described in the previous section depends on the shape of the tail of the quasielastic component. The set $\left\{B_{l}^{m}\right\}$ listed in Table I was obtained under the assumption that this component is described by a Lorentzian. If we suppose that the quasielastic component is described by Eq. (4), the fitting results (see Table II) change, but they remain inside the region of the crystal-field parameter space determined by grid analysis. We believe that the difference between $\left\{B_{l}^{m}\right\}_{1}$ (Table I) and $\left\{B_{l}^{m}\right\}_{2}$ (Table II) characterizes the accuracy of determining the crystal-field parameters in the present paper. It is significant that the parameters $B_{4}^{0}$ and $B_{4}^{4}$ are almost the same in both sets.

Note that the crystal-field parameters and the Kondo scattering parameters (4) were obtained from two different least-squares fits in two nonoverlapping ranges of energy transfers. We intentionally avoided the question of matching


FIG. 6. Comparison of the Kondo component and inelastic-scattering intensities: light line-Kondo component, $T_{K}=26.5 \mathrm{~K}$ (Fig. 5); heavy dashed line-inelastic response calculated on the basis of the second variant of the crystal field at $T=10 \mathrm{~K}$; heavy solid line-sum of the two; pointsexperimental scattering law obtained with the KDSOG-M spectrometer for $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ at $T=10 \mathrm{~K}$.
by assuming that one range of energy transfers has little effect on other ranges. As for fitting the magnetic spectrum over the entire range of energy transfers, we lack, first and most importantly, sufficient theoretical knowledge about the structure of the quasielastic component and, second, sufficient exact knowledge about the phonon contribution in the region of small energy transfers.

Nevertheless, to qualitatively compare the intensities of the quasielastic and inelastic components of the magnetic scattering, we fitted the intensity of the Kondo component shown in Fig. 5 (heavy solid line) in the presence of the inelastic magnetic response corresponding to the set $\left\{B_{l}^{m}\right\}_{2}$ to the experimental scattering law at $T=10 \mathrm{~K}$ in the range 2 $<\varepsilon<5 \mathrm{meV}$. Only the common factor of the Kondo component was varied during the fitting. The results are depicted in Fig. 6: points-the total experimental scattering law obtained with the KDSOG-M spectrometer at $T=10 \mathrm{~K}$; light linethe Kondo component of the scattering calculated by Eq. (4) at $T_{K}=26.5 \mathrm{~K}$; heavy dashed line-the sum of three inelastic lines similar to those represented in Fig. 4, $T=10 \mathrm{~K}$; and heavy solid line-the sum of the calculated Kondo component and the calculated inelastic components.

The intensity of each was found by the formula ${ }^{10}$

$$
\begin{align*}
\chi_{i}(T) \propto & \frac{\Delta_{i}}{1-\exp \left(-\beta \Delta_{i}\right)} \sigma_{\mathrm{mag}}^{i}(T) \\
& \times\left[\int_{-\infty}^{\infty} \frac{\varepsilon}{1-\exp (-\beta \varepsilon)} P\left(\varepsilon-\Delta_{i}, T\right) d \varepsilon\right]^{-1}, \tag{5}
\end{align*}
$$

which is valid for broad spectral lines, from the area $\sigma_{\text {mag }}$ under the respective curve in Fig. 6 in the range of $\varepsilon$ from 2 meV to 100 meV , i.e., the largest energy transfer for which traces of magnetic scattering are visible. In Eq. (5), $\chi$ is the intensity sought, and $P(\varepsilon-\Delta, T)$ is the spectral function corresponding to a feature whose energetic position is $\Delta$.

The ratio of the intensity of the Kondo component to the overall intensity of the inelastic component was found to be
about 0.5 , while the ratio of the intensity of the elastic line to the total intensity of the inelastic lines for $\left\{B_{l}^{m}\right\}_{2}$, which was used to calculate the inelastic component in Fig. 6, amounts to 0.91 . If we assume that the compensation of the magnetic moment is reflected only in the intensity of the quasielastic scattering, which is fully described by the Kondo component just obtained, we can easily find that the reduction of the square of the total magnetic moment amounts to $21 \%$.

The quasielastic scattering in spectra at higher temperatures was described only by a Lorentzian, since Eq. (4) can be used only at low temperatures.

## 4. DISCUSSION

The compound studied here contains variable-valence rare-earth ions as elements of the crystal matrix and is a Kondo lattice. However, the foregoing suggests that we were able to describe the main features of magnetic scattering by basing our reasoning exclusively on an incoherent or impurity approach. Below we continue our analysis along the same lines.

### 4.1. Comparison with the results of measuring macroscopic characteristics

Measurements of the static magnetic susceptibility of intermediate-valence systems suggest that at high temperatures its temperature dependence obeys the Curie-Weiss law:

$$
\begin{equation*}
\chi(T)=\frac{1}{3} N \mu_{\mathrm{eff}}^{2} \frac{1}{T+\Theta}, \tag{6}
\end{equation*}
$$

where $N$ is the number of magnetic ions, $\mu_{\text {eff }}$ is the effective magnetic moment of a single ion, and $\Theta<0$ is the negative paramagnetic Curie temperature. This experimental fact was described theoretically by Kojima et al., ${ }^{15}$ who used the noncrossing diagram approximation to calculate the static magnetic susceptibility of a variable-valence impurity.

Shimizu et al. ${ }^{11}$ used the results of measuring $\chi$ in a single crystal (the experimental points on the plots of $\chi^{-1}(T)$ are depicted in Fig. 7 by filled and unfilled circles) to determine $\Theta$ for the directions along the crystallographic $c$ axis and perpendicular to that axis: $\Theta_{\|}=-75 \mathrm{~K}$ and $\Theta_{\perp}$ $=-299 \mathrm{~K}$. Actually, in determining $\Theta$ from the hightemperature part of a $\chi^{-1}(T)$ curve there is a lot of arbitrariness in drawing the straight line for $\chi^{-1}(T) \propto(T+\Theta)$ due to the experimental error 'corridor'" and, more importantly, to the problem of correctly choosing the segment of the $\chi^{-1}(T)$ curve where the linear law holds.

Following the assumption of Sales and Wohlleben ${ }^{28}$ that the absolute value of the negative paramagnetic temperature is close to the Kondo temperature, we equate $-\Theta_{\|}$with the value of $T_{K}$ obtained from an analysis of the low-energy feature of the magnetic scattering spectrum (see Sec. 3), i.e., $\Theta_{\|}=-26.5 \mathrm{~K}$. Note that the assumption in Ref. 28 is based on a phenomenological model of interconfigurational fluctuations and still requires rigorous mathematical substantiation.

The light solid line in Fig. 7 represents the Curie-Weiss law for the direction along the $c$ axis obtained by connecting the point $(-26.5,0)$ with the extrapolation of the experi-


FIG. 7. Determining the high-temperature valence of the Yb ion in $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$. Points-experimental data on the temperature dependence of the reciprocal static magnetic susceptibility of $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ (Ref. 11) (filled circles-along the crystallographic $c$ axis, unfilled circles-in the perpendicular direction); light solid line-Curie-Weiss law with $\Theta=-26.5 \mathrm{~K}$ corresponding to the effective magnetic moment of Yb in $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$; dashed line-Curie law corresponding to the same effective magnetic moment of Yb in $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$; heavy solid line-Curie law corresponding to the magnetic moment of $\mathrm{Yb}^{3+}$.
mental $\chi_{\|}^{-1}(T)$ curve to $T=300 \mathrm{~K}$. The dashed line represents the Curie law $\chi_{\|}^{-1}(T) \propto\left(\mu_{\text {eff }}\right)^{-2} T$ with the same effective magnetic moment as in the Curie-Weiss law. The heavy solid line represents the Curie law for the $\mathrm{Yb}^{3+}$ ion $(\mu$ $=4.54 \mu_{B}$ ). The ratio of the square of the effective magnetic moment $\left(\mu_{\text {eff }}\right)^{2}=[\nu(T)-2] \mu_{\mathrm{Yb}^{3+}}^{2}$ to the square of the magnetic moment of the $\mathrm{Yb}^{3+}$ ion, $\mu_{\mathrm{Yb}^{3+}}^{2}$, is equal to the reciprocal ratio of the slopes of the dashed and solid heavy straight lines, which thus equals $\nu(T)-2$, where $\nu(T)$ is the valence of Yb in the compound under consideration at $T$ $=300 \mathrm{~K}$. Figure 7 shows that the high-temperature valence of Yb determined in this way is $2+(117.2 / 135.3)=2.87$, which is very close to the experimental value of 2.9 determined from the x-ray absorption edge. ${ }^{2,3}$ Thus, the value $\Theta_{\|}=-26.5 \mathrm{~K}$ and the assumption of Sales and Wohlleben ${ }^{28}$ that $-\Theta_{\|}$is close to $T_{K}$, on the basis of which this value was obtained, do not contradict the experimental facts. Note that the estimate of the magnetic-moment reduction at low temperature made at the end of Sec. 3 yields a lowtemperature valence of Yb equal to 2.79 , which appears to be a highly plausible result.

Figure 8 shows plots of $\chi^{-1}(T)$ : experimental curves taken from Ref. $11 \quad\left(\chi_{\|}^{-1}(T)\right.$-filled circles, and $\chi_{\perp}^{-1}(T)$ —unfilled circles) and calculated curves (heavy solid line-based on the first set of crystal-field parameters, and dashed line-based on the second set of crystal-field parameters). The calculated curves have been corrected for the valence value obtained and have been shifted upward along the vertical axis so that the calculated and experimental $\chi_{\perp}^{-1}(T)$ curves would coincide at $T=300 \mathrm{~K}$.

We were unable to find the set of parameters $\left\{B_{l}^{m}\right\}$ for which the anisotropy of $\chi$ would be determined only by the crystal field, although attempts to simultaneously fit the data on the static susceptibility and neutron scattering with variation of the crystal field were made. For this reason we as-


FIG. 8. Anisotropy of $\Theta$ : Points-experimental data on the temperature dependence of the reciprocal static magnetic susceptibility of $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ (Ref. 11) (filled circles-along the crystallographic $c$ axis, unfilled circles-in the perpendicular direction); heavy lines-calculated temperature dependence of the reciprocal static magnetic susceptibility obtained on the basis of the first variant of the crystal field (solid line) and the second variant of the crystal field (dashed line) and shifted upward along the vertical axis of ordinates so that the calculated curve for the direction perpendicular to the $c$ axis would coincide with the experimental curve.
sume that the anisotropy of the negative paramagnetic Curie temperature provided an additional contribution to $\chi$. Figure 8 shows that $\Theta_{\perp}=-67 \mathrm{~K}$.

### 4.2. Comparison of the crystal fields in $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ and other compounds in the series

As noted in the Introduction, finding the crystal field in the title compound was a part of a systematic study of crystal fields in the $\mathrm{RCu}_{2} \mathrm{Si}_{2}$ series of compounds. ${ }^{4-8}$ In their theoretical paper, Levy and Zhang ${ }^{29}$ took the anisotropic hybridization interaction between the $f$ electrons of rare-earth ions and conduction electrons into account by introducing an effective potential that contributed to the total crystal field. The main goal of the systematic study of the crystal fields in the members of the series is to experimentally determine this contribution to the crystal field of anomalous compounds by comparing them with normal compounds which exhibit antiferromagnetic properties.

The comparative analysis was based on the superposition model proposed by Newman and Ng. ${ }^{30}$ In this model, the fourth and sixth orders of the crystal field (i.e., $B_{l}^{m}$ with $l=4,6$ ) are determined only by the local environment of the rare-earth ions (ligands). Here the crystal-field potential is written as a superposition of the contributions of the different coordination spheres, and the contribution of each sphere is represented as a product of the geometric coordination factor $\bar{K}_{l m}$, which depends on the position of the ligand ions in the sphere, and what is known as the internal parameter of the respective sphere, $\widetilde{A}_{l}\left(R_{j}\right)$, which is a measure of the participation of the respective coordination sphere in forming the corresponding crystal-field multipole:

$$
\begin{equation*}
B_{l}^{m}=\Theta_{l} \sum_{i j} \widetilde{A}_{l}\left(R_{j}\right) K_{l m}\left(\theta_{i}, \varphi_{i}\right)=\Theta_{l} \sum_{j} \widetilde{A}_{l}\left(R_{j}\right) \bar{K}_{l m}\left(R_{j}\right), \tag{7}
\end{equation*}
$$

$$
\bar{K}_{l m}\left(R_{j}\right)=\sum_{i} K_{l m}\left(\theta_{i}, \varphi_{i}\right)
$$

where $\Theta_{l}$ is the Stevens factor, and $R_{j}, \theta_{i}$, and $\varphi_{i}$ are the coordinates of the $i$ th ion in the $j$ th coordination sphere.

A characteristic feature of the structure of compounds belonging to the series under consideration is that the local environment of the rare-earth ions comprises two coordination spheres, whose radii differ by less than $0.1 \AA$ : the spheres of the Si and Cu ligands. The next coordination sphere is $0.5 \AA$ away from them. As a result, for the fourthorder crystal field we can set up the system of equations

$$
\begin{align*}
& \frac{B_{4}^{0}}{\Theta_{4}}=\bar{K}_{40}(\mathrm{Si}) \widetilde{A}_{4}(\mathrm{Si})+\bar{K}_{40}(\mathrm{Cu}) \widetilde{A}_{4}(\mathrm{Cu}) \\
& \frac{B_{4}^{4}}{\Theta_{4}}=\bar{K}_{44}(\mathrm{Si}) \widetilde{A}_{4}(\mathrm{Si})+\bar{K}_{44}(\mathrm{Cu}) \widetilde{A}_{4}(\mathrm{Cu}) . \tag{8}
\end{align*}
$$

In the particular case of Yb , this system becomes

$$
\begin{align*}
& \frac{B_{4}^{0}}{-17.3 \times 10^{-4}}=-0.64 \widetilde{A}_{4}(\mathrm{Si})-2.17 \widetilde{A}_{4}(\mathrm{Cu}) \\
& \frac{B_{4}^{4}}{-17.3 \times 10^{-4}}=-25.5 \widetilde{A}_{4}(\mathrm{Si})+5.10 \widetilde{A}_{4}(\mathrm{Cu}) \tag{9}
\end{align*}
$$

The values of $\bar{K}_{l m}$ were calculated from the structural data of Ref. 31 using the formulas on page 707 of Ref. 30.

By plugging the values of $B_{l}^{m}$ found from experiments into (9) and solving the system we can find the values of the internal parameters $\widetilde{A}_{4}(\mathrm{Si})$ and $\widetilde{A}_{4}(\mathrm{Cu})$. As noted in Sec. 3, a neutron experiment does not makes it possible to determine the signs of $B_{4}^{4}$ and $B_{6}^{4}$, since it is insensitive to their simultaneous reversal.

If we choose the signs to be such that $B_{4}^{4}>0$ and $B_{6}^{4}$ $>0$, $(++)$ the system yields the following values of the fourth-order internal parameters:
$\widetilde{A}_{4}(\mathrm{Si})=-0.061 \mathrm{meV}, \widetilde{A}_{4}(\mathrm{Cu})=-5.49 \mathrm{meV}$ for the first set $\left\{B_{l}^{m}\right\}$ and
$\widetilde{A}_{4}(\mathrm{Si})=-0.067 \mathrm{meV}, \widetilde{A}_{4}(\mathrm{Cu})=-5.41 \mathrm{meV}$ for the second.

For the opposite choice of signs ( -- ) we have
$\widetilde{A}_{4}(\mathrm{Si})=-2.019 \mathrm{meV}, \widetilde{A}_{4}(\mathrm{Cu})=-4.91 \mathrm{meV}$ for the first set $\left\{B_{l}^{m}\right\}$ and
$\widetilde{A}_{4}(\mathrm{Si})=-1.980 \mathrm{meV}, \widetilde{A}_{4}(\mathrm{Cu})=-4.83 \mathrm{meV}$ for the second.

An entirely independent search for the crystal-field parameters in $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ in the $(++)$ case yielded a very small value for $\widetilde{A}_{4}(\mathrm{Si})$, which was characteristic of the normal crystal field in the series of isostructural compounds $\mathrm{RCu}_{2} \mathrm{Si}_{2}$ (see Refs. 5, 7, and 8). This simply cannot be a coincidence. Therefore, the $(++)$ choice of signs is preferable.

The most characteristic feature of the crystal field of anomalous compounds belonging to the series, which was determined in previous studies, is the large (in absolute value) and negative (in sign) contribution of the Si sphere to the crystal field. Figure 9 shows a comparative diagram of the crystal fields (the internal parameters of the ligand


FIG. 9. Values of the parameters in the superposition model of ligand coordination spheres for various members of the $\mathrm{RCu}_{2} \mathrm{Si}_{2}$ series (in the case of $\mathrm{R}=\mathrm{Nd}$, an unfilled square corresponds to a low-energy value of a parameter and a filled square, to a high-temperature value).
spheres) in the series under consideration and the place occupied by Yb in it. We see that in the latter case the anomaly shifts with conservation of the sign from the Si sphere to the Cu sphere. Thus, as a result of our comparative analysis we arrive at the following conclusions:

1) just as $\mathrm{NdCu}_{2} \mathrm{Si}_{2}, \mathrm{PrCu}_{2} \mathrm{Si}_{2}$, and especially the heavyfermion system $\mathrm{CeCu}_{2} \mathrm{Si}_{2}$, the intermediate-valence system $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ demonstrates a large anomaly in the fourth-order crystal field, which can be related to the hybridization contribution to the crystal-field potential;
2) the situation characteristic of the rare earths at the beginning of the series, i.e., in the case of rare-earth ions with a single $f$ electron in the $4 f$ shell (Ce), differs from the situation at the end of the series ( Yb has one hole in the $f$ shell instead of one electron): while in the former case there is strong hybridization of $f$ electrons with Si $p$ electrons, in the latter case there is hybridization between $f$ electrons and copper electrons.

A system similar to (8) and (9) can be set up for the sixth-order crystal field and, knowing $B_{6}^{0}$ and $B_{6}^{4}$, we can find

| $E, \mathrm{meV}$ |
| :--- |
| $32.89=0.2990\| \pm 3 / 2\rangle+0.9542\|\mp 7 / 2\rangle$ |
| $20.64=0.9542\| \pm 3 / 2\rangle-0.2990\|\mp 7 / 2\rangle$ |
| 11.42 |

$0=0.5233| \pm 7 / 2\rangle+0.8521|\mp 1 / 2\rangle$
0

FIG. 10. Structure of the wave functions of $\mathrm{Yb}^{3+}$ in the first variant of the crystal field.
the values of the sixth-order internal parameters. One must bear in mind, however, that the relative error in determining $B_{6}^{0}$ and $B_{6}^{4}$ (i.e., the difference between the values in the first and second sets) is large. Table III lists all the data on the fourth- and sixth-order crystal fields for the first and second variants of the crystal field: the crystal-field parameters with the preferable signs of $B_{4}^{4}$ and $B_{6}^{4}$ and the corresponding values of the internal parameters of the superposition model.

Figure 10 depicts the structure of the wave functions for the first variant of the crystal field. In the case of the second variant, $\left\{B_{l}^{m}\right\}_{2}$, the differences are insignificant.

### 4.3. The intermediate-valence system $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ and anisotropic hybridization

Clearly, the assumption put forward in Sec. 4.1 that the negative paramagnetic temperature $\Theta$ is anisotropic does not allow the data on the static magnetic susceptibility of a single crystal to serve as an absolute criterion for determining whether the crystal field we found is the true one. Doubts regarding the validity of the assumption that $\Theta$ is anisotropic automatically lead to doubts regarding the crystal field found, and vice versa.

On the other hand, there is no unique interpretation of the anisotropy of $\Theta$. This phenomenon may be due to the coherent mechanism of the interstitial interaction and is thus an inherent feature of the Kondo lattice. It may also be due to the features of hybridization at an individual rare-earth site, i.e., a mechanism of an incoherent or impurity nature. In the latter case the concept of anisotropic hybridization ${ }^{29}$ becomes logically complete, and within this framework the role of the hybridization contribution to the crystal field of an intermediate-valence field becomes clear: using the assumption made in Ref. 28 that $T_{K}$ and $-\Theta$ are close, we can link the values $-\Theta_{\|}=26.5 \mathrm{~K}$ and $-\Theta_{\perp}=67 \mathrm{~K}$ to different char-

TABLE III. Fourth- and sixth-order crystal fields and parameters of the superposition model.

| Parameters of <br> crystal <br> field | Variant of <br> crystal field |  | Parameters of <br> superposition <br> model | Variant of <br> crystal field |
| :--- | :---: | :---: | :---: | :---: |
| $B_{4}^{0}, \mathrm{meV}$ | 1 | 2 |  | -1 |
| $B_{4}^{4}, \mathrm{meV}$ | $-0.21 \times 10^{-1}$ | $-0.20 \times 10^{-1}$ | $\widetilde{A}_{4}(\mathrm{Si}), \mathrm{meV}$ | $-0.61 \times 10^{-1}$ |
| $B_{6}^{0}, \mathrm{meV}$ | $+0.46 \times 10^{-1}$ | $-0.45 \times 10^{-1}$ | $\widetilde{A}_{4}(\mathrm{Cu}), \mathrm{meV}$ | -5.49 |
| $B_{6}^{4}, \mathrm{meV}$ | $+0.17 \times 10^{-2}$ | $-0.21 \times 10^{-5}$ | $\widetilde{A}_{6}(\mathrm{Si}), \mathrm{meV}$ | 1.97 |

acteristic hybridization energies: $\varepsilon_{K \|}=2.25 \mathrm{eV}$ in the direction of the $c$ axis and $\varepsilon_{K \perp}=5.68 \mathrm{meV}$ in the $a a$ plane.

It may also be that both the coherent and impurity mechanisms participate in the shaping of the anisotropic paramagnetic temperature $\Theta$. Only experiments can provide the final answer to all the questions concerning the anisotropy of $\Theta$ and the parameters of the crystal field in $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$. Two experiments are needed. First, we must measure the anisotropy of the static magnetic susceptibility not of the Kondo lattice but of the Kondo impurity. This requires studying a single crystal in which Yb is partially replaced by a rare-earth element with zero magnetic moment, e.g., Lu. Second, in a neutron scattering experiment involving an $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$ single crystal we must measure the dynamic magnetic susceptibility in the direction of the $c$ axis and in the perpendicular direction with energy transfers ranging from $\sim 1 \mathrm{meV}$ to 10 meV . Such measurements will make it possible to directly observe the values of $\varepsilon_{K}$ corresponding to different crystallographic directions, while in experiments with a polycrystal these values may remain unresolved.

## 5. CONCLUSION

We have applied inelastic thermal-neutron scattering to the intermediate-valence system $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$. Measurements performed at different temperatures have made it possible to separate the nonoverlapping ranges of energy transfers where magnetic scattering takes place. The characteristic value of the Kondo temperature for this compound has been determined on the basis of an analysis of the scattering at low energy transfers. An analysis of scattering in the high-energy region has made it possible to establish the phenomenological parameters of the crystal field, primarily of the fourthorder crystal field. The results of a comparison of these fields with the crystal fields of other compounds belonging to the same series suggest that there is hybridization of $f$ electrons and copper electrons. By comparing the crystal field found in this work and the results of measurements of the static magnetic susceptibility we conclude that the negative paramagnetic Curie temperature is anisotropic in the direction of the $c$ axis and in the perpendicular plane.

As for the question of how hybridization and the crystal field are related, we have arrived at the following conclusion: the $k-f$ hybridization interaction does indeed fit into the crystal-field model fairly well. As long as line broadening does not prevent us from separating the components in the scattering spectrum, the crystal-field model will provide a meaningful description of the behavior of a variable-valence rare-earth ion. All possible renormalizations of the spectrum, the drift of levels with temperature, etc. are nothing more than "ripples" that distort but do not entirely break the "backbone" of the phenomenological crystal-field Hamiltonian from which the varying properties of rare-earth ions from high to low temperatures "hang."' The presence of hybridization directly leads to the formation of an entirely new crystal field, which differs dramatically from the crystal field of a rare-earth ion with a stable $f$ shell.

According to the results of the treatment of data on the intermediate-valence system $\mathrm{YbCu}_{2} \mathrm{Si}_{2}$, the most significant
deviations from a purely crystal-field behavior in the magnetic responses of systems with strong hybridization are related to the "quasielastic'" component. In addition to the fact that this component contains a clearly distinguishable Kondo-scattering part and cannot be described by the relaxation approximation, there is a high probability that the magnetic-scattering "deficit'" due to reduction of the effective magnetic moment of the variable-valence rare-earth ion, primarily affects the component's intensity. Note that we were successful in incorporating the crystal field of the $\mathrm{Yb}-\mathrm{Cu}$ system into the general picture of the series by assuming that the inelastic scattering component follows the crystal-field models exactly, while ascribing the general decrease in magnetic scattering to its 'quasielastic'" part alone has led to a plausible low-temperature value of the valence of the Yb ion. Such a distinct status of the 'quasielastic" component was to be expected, since it is directly related to the ground state of the Kondo system.

One can easily see that the applicability of the crystalfield model to the analysis of the spectrum of the inelastic incoherent magnetic scattering of neutrons in a Kondo system depends on the ratio of the width of the "quasielastic", scattering component or, which is the same, the position of the Kondo scattering peak, i.e., the Kondo energy, to the energy of the first excited level of the effective crystal field. If this ratio is equal to, or larger than, unity, the magnetic response is a broad undifferentiated line. Conversely, if the ratio is smaller than unity, at least two components can be distinguished in the spectrum, viz., a 'quasielastic'" and an inelastic component, and the latter can then be analyzed using the crystal-field model.

The author is grateful to E. A. Goremychkin for stating the problem and for the help in conducting the experiment and to E. S. Klement'ev for some fruitful discussions of the results.
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It is observed experimentally that in the low-frequency Raman light scattering spectrum of amorphous porous silicon the boson peak situated in the acoustic range is more sensitive to the structural order than the optical mode presently used to determine the degree of disorder. It is shown that this is because, unlike the coefficient of interaction with optical vibrations, the coefficient of interaction between light and acoustic vibrations contains an additional factor, the square of the reciprocal correlation length of the vibrational excitations, i.e., the intensity of light scattering by acoustic phonons has an additional dependence on the degree of disorder. © 1998 American Institute of Physics. [S1063-7761(98)02107-6]

## 1. INTRODUCTION

Problems are currently being encountered in determining the ratio of the volumes of the amorphous and crystalline phases in solids using Raman scattering, which is highly sensitive to structural order. In the literature the ratio of the volumes of the amorphous and crystalline phases in thin silicon films has been determined using the Raman spectra from the ratio of the integrated areas below the broad amorphouslike and narrow crystalline peaks of the transverse optical (TO) phonon. ${ }^{1,2}$ However, this method is inaccurate because the annealing of amorphous silicon microparticles and films has a different influence on the Raman spectra in the optical range. In Ref. 3, for example, when small silicon particles were annealed to $800^{\circ} \mathrm{C}$, the Raman spectra revealed no appreciable changes and continued to show only one amorphous-like TO peak although the films, judging by the spectra, had become completely crystalline. In addition, the spectra of Raman scattering by optical phonons obtained for microparticles $(<10 \mathrm{~nm})$ also always contain a very large contribution of the amorphous component, although highresolution electron microscopy suggests that their structure is crystalline. ${ }^{4-6}$ We observed that light scattering by acoustic phonons is more sensitive to structural order than scattering in the optical range and thus, the area below the acoustic peak corresponds more accurately to the volume of the amorphous phase.

In order to ensure that the changes in the Raman spectra of amorphous solids are more noticeable as the degree of order increases, the sample must have dimensions comparable with the correlation length of the vibrational excitations. In this case, the changes in the volume of the amorphous phase will be more abrupt than in unbounded samples since a larger volume of the ordered phase will participate in
the light scattering. From this point of view, it is convenient to use either amorphous microparticles or microporous media. We chose amorphous microporous silicon. This material has been attracting interest following the observation of photoluminescence similar to the luminescence from crystalline porous silicon, ${ }^{7,8}$ i.e., it was found that crystallinity is not a necessary condition for the observation of high-intensity visible luminescence at room temperature for microporous silicon. In another study of Raman scattering, ${ }^{9}$ observations with a microscope attachment revealed that the regions of porous silicon contributing to the visible luminescence necessarily always contain some amorphous phase, in addition to the crystalline, i.e., the amorphous phase is evidently always present in microporous silicon. These facts provided an additional stimulus for a more accurate determination of the ratio of the volumes of the amorphous and crystalline phases in microstructures.

## 2. SAMPLES AND EXPERIMENTAL SETUP

Layers of porous silicon were obtained by anodizing (100)-oriented $p^{+}$-type silicon substrates with a resistivity of $0.006 \Omega \cdot \mathrm{~cm}$ in a hydrofluoric acid solution (42.4\% $\mathrm{HF}: \mathrm{H}_{2} \mathrm{O}: \mathrm{C}_{3} \mathrm{H}_{7} \mathrm{OH}$ in the ratio $2: 1: 2$ ) at a current density of $100 \mathrm{~mA} / \mathrm{cm}^{2}$. This produced a $2 \mu \mathrm{~m}$ thick layer of silicon with $70 \%$ porosity. The samples were bombarded with 100 $\mathrm{keV}{ }^{10} \mathrm{~B}^{+}$ions to produce an amorphous layer. As a result of this ion implantation, the amorphization dose of the porous silicon was $5 \times 10^{15} \mathrm{~cm}^{-2}$, which is an order of magnitude lower than the similar value for ordinary silicon. The Raman spectra were recorded in a $90^{\circ}$ scattering geometry using a DFS-52 double monochromator with a spectral slit of $2 \mathrm{~cm}^{-1}$ width and $\lambda=488 \mathrm{~nm}$ exciting radiation under conditions of

doubly parallel polarization, i.e., when the exciting and scattered light beams were polarized in the scattering plane.

## 3. RESULTS AND DISCUSSION

It can be seen from Fig. 1 that the Raman spectrum of amorphous porous silicon consists of a broad TO mode at $480 \mathrm{~cm}^{-1}$ and a broadened peak at $150 \mathrm{~cm}^{-1}$ which is not observed for crystalline silicon. This type of peak in disordered materials is conventionally called a boson peak. In glasses it is usually observed at a frequency approximately $1 / 5$ of the Debye frequency and is attributed to nanometerscale structural correlations, reflecting an excess density of vibrational states in the low-frequency range ( $20-80 \mathrm{~cm}^{-1}$ ) compared with the Debye density. In tetragonal amorphous semiconductors, the correlation length is shorter than in glasses and is comparable with the interatomic distances. In particular, in silicon the boson peak coincides with the transverse acoustic TA mode and the density of vibrations near the boson peak is thus simply the density of the TA vibrations, but the reasoning put forward below will also apply to cases when the boson peak does not coincide with the TA mode. Since the boson peak does not appear in the Raman spectra of crystals, its intensity (like that of the broad TO mode) may also serve as a measure of the amorphousness of the material.

After the porous silicon had been converted to the amorphous state, we commenced isochronous stepwise annealing in a nitrogen atmosphere to study the influence of an increase in the degree of order on the Raman spectra in the optical and acoustic ranges. When the annealing temperature reached $500^{\circ} \mathrm{C}$, crystallization was initiated, this being observed as a very small spike at $520 \mathrm{~cm}^{-1}$, which corresponds to the transverse optical phonon frequency in crystalline silicon, and the amplitude of the boson peak unexpectedly dropped sharply, by approximately half (Fig. 1). It is known that the size of the critical nucleus in bulk silicon is approximately $3-4 \mathrm{~nm}$ and the average size of the structural elements of porous silicon with $70 \%$ porosity, such as that being studied, is approximately $4-5 \mathrm{~nm}$. Thus, the volume of the amorphous phase should decrease sharply at the instant
when crystal nuclei appear. It can be seen from Fig. 1 that the Raman spectrum only revealed an abrupt change in the amplitude of the boson peak at the instant of nucleation, while the amplitude and half-width of the amorphous-like TO peak remained almost unchanged, although its half-width should be reduced to approximately $30 \mathrm{~cm}^{-1}$ as a result of annealing. ${ }^{10}$ In our case, the half-width of the TO peak is $50 \mathrm{~cm}^{-1}$, which suggests a high degree of structural disorder in the layers near the interface.

It is well known that stronger localization is observed ${ }^{11}$ for optical vibrations, and thus when the structural order of an amorphous medium changes, the intensities of the Raman scattering by acoustic and optical vibrations may behave differently as a result of the different degree of violation of the wave vector selection rule. In the amorphous phase, as a result of the absence of translational invariance and the consequent nonconservation of the wave vector, the light scattering spectrum reveals the complete density of the acoustic or optical phonons with a weight proportional to the interaction constant $C(\omega)$ between the light and these vibrations (Ref. 12):

$$
\begin{equation*}
I(\omega)=C(\omega) g(\omega)(n(\omega)+1) / \omega \tag{1}
\end{equation*}
$$

where $n(\omega)$ is the Bose factor and $g(\omega)$ is the density of the acoustic or optical vibrational states.

We shall first analyze the case of scattering by acoustic vibrations. Since the density of the acoustic vibrations varies negligibly during annealing, ${ }^{13}$ the observed decrease in the amplitude of the boson peak can only be attributed to a decrease in $C_{\mathrm{ac}}(\omega)$ as a result of a change in the degree of violation of the wave vector selection rule. We shall use a method of analyzing the violation of the selection rule which is based on introducing a correlation length characterizing the spatial elongation of the normal vibrational mode and we shall show how $C_{\mathrm{ac}}(\omega)$ is related to the structural order.

In general, the Raman light scattering intensity is determined by the fluctuations of the permittivity tensor $\delta \chi_{\alpha \beta}(\mathbf{r})$ (Refs. 14 and 15):

$$
I_{\alpha \beta \gamma \delta}(\mathbf{q}, \omega) \propto \int d t d \mathbf{r}_{1} d \mathbf{r}_{2} \exp \left(i \omega t-i \mathbf{q} \cdot\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)\right)
$$

$$
\begin{equation*}
\times\left\langle\delta \chi_{\alpha \beta}^{+}\left(\mathbf{r}_{1}, t\right) \delta \chi_{\delta \gamma}\left(\mathbf{r}_{2}, 0\right)\right\rangle \tag{2}
\end{equation*}
$$

where $\mathbf{q}=\mathbf{q}_{1}-\mathbf{q}_{2}$ is the difference between the initial and final photon momenta. The variations of the tensor $\delta \chi_{\alpha \beta}(\mathbf{r}, t)$ under the action of the acoustic phonons are proportional to the deformation tensor $\partial u_{\alpha} / \partial r_{\beta}+\partial u_{\beta} / \partial r_{\alpha}$, where $u_{\alpha}(\mathbf{r}, t)$ is the displacement of the atoms induced by the vibrations. Since the vibrations determining the boson peak lie in the acoustic range, it may be assumed that they also interact with light by means of the deformation tensor. Bearing in mind that $q<l^{-1}$, where $q \sim 2 \pi / \lambda \sim 10^{-2} \mathrm{~nm}$ is the momentum imparted by the light $(\lambda=500 \mathrm{~nm})$ and $l$ is the characteristic length of the vibrations near the boson peak, of the order of a nanometer, ${ }^{15}$ we can neglect the term $\mathbf{q} \cdot\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)$ in the exponential function in Eq. (2) since this is much less than unity. For the Raman scattering intensity we then have

$$
\begin{equation*}
I_{\mathrm{ac}}(\omega) \propto \int d \mathbf{r}\left\langle\nabla u_{\omega}^{+}(\mathbf{r}) \cdot \nabla u_{\omega}(0)\right\rangle g_{\mathrm{ac}}(\omega) \tag{3}
\end{equation*}
$$

Here $u_{\omega}(\mathbf{r})$ is the amplitude of the vibrations at frequency $\omega$ and the angular brackets denote spatial and statistical averaging. The result of the averaging depends on how the vibrational displacements correlate at different spatial points. The correlation function of the gradients of the vibrational displacements at the frequency $\omega$ is conveniently expressed in terms of the normalized correlation function $F_{\omega, \text { ac }}(r)$ :

$$
\begin{equation*}
\left.\left\langle\nabla u_{\omega}^{+}(\mathbf{r}) \cdot \nabla u_{\omega}(0)\right\rangle=\left.F_{\omega, \mathrm{ac}}(r)\langle | \nabla u_{\omega}(0)\right|^{2}\right\rangle . \tag{4}
\end{equation*}
$$

The form of the correlation function near the boson peak in amorphous solids is not known exactly, since the nature of these vibrations is not sufficiently well understood: it is normalized using the condition $F_{\omega}(r) \rightarrow 1$ when $r \rightarrow 0$. However, it is generally acknowledged that these are quasilocal vibrational excitations with a characteristic dimension of nanometer order. ${ }^{14,15}$ When averaged over an ensemble of these vibrations localized in regions of a disordered solid having different configurations, the corresponding correlation function should decrease as a function of distance with a certain characteristic correlation length of nanometer order. In addition, an additional decay of the correlations may take place inside the region of localization as a result of the specific geometry of the vibrational modes which, as predicted, may have dimensions of less than three or fractal dimensions. This geometric factor leads to the appearance of an additional factor $r^{-\alpha}$ in the correlation function, where $\alpha<3$, which reflects the power decrease in the correlation. As a result, the correlation function has the form

$$
\begin{equation*}
F_{\omega, \mathrm{ac}}(r)=(a / r)^{\alpha} f\left(r / l_{\omega, \mathrm{ac}}\right), \tag{5}
\end{equation*}
$$

where $l_{\omega, \text { ac }}$ is the correlation length of the acoustic vibrations, $a$ is the interatomic distance, $f\left(r / l_{\omega, \text { ac }}\right)$ is a decreasing function which reflects the decay of the correlations with distance as a result of localization of the vibrational modes, and the factor $r^{-\alpha}$ is associated with the internal geometry of the vibrations. The specific form of the function $f\left(r / l_{\omega, \text { ac }}\right)$ is unimportant for the present study, as will become clear from the following analysis, although it may be postulated that this corresponds to exponential damping, $\exp \left(-r / l_{\omega, \text { ac }}\right)$, or

Gaussian damping, $\exp \left(-r^{2} / l_{\omega, \text { ac }}^{2}\right)$. For example, for a damped plane acoustic wave which describes longwavelength acoustic vibrations in an amorphous solid, the correlation function (5) is given by

$$
\exp \left(i \mathbf{q} \cdot \mathbf{r}-r / l_{\omega}\right)\left(1+r / l_{\omega}+r^{2} / 3 l_{\omega}^{2}\right)
$$

The oscillation factor naturally disappears from the boson peak for quasilocal vibrations because of the large variations in the form of the natural modes and the wide range of wave vectors required to form a localized mode. Bearing in mind that for harmonic vibrations and the Stokes component of the spectrum

$$
\left.\left.\langle | u_{\omega}(0)\right|^{2}\right\rangle \propto(n(\omega)+1) / \omega,
$$

and that

$$
\nabla u_{\omega} \sim u_{\omega} / l_{\omega, \mathrm{ac}}
$$

we have

$$
\left.\left.\left.\langle | \nabla u_{\omega}(0)\right|^{2}\right\rangle\left.\sim l_{\omega, \mathrm{ac}}^{-2}\langle | u_{\omega}(0)\right|^{2}\right\rangle \propto l_{\omega, \mathrm{ac}}^{-2}(n(\omega)+1) / \omega .
$$

As a result, Eq. (4) has the form

$$
\begin{equation*}
\left\langle\nabla u_{\omega}^{+}(\mathbf{r}) \cdot \nabla u_{\omega}(0)\right\rangle \propto l_{\omega, \mathrm{ac}}^{-2} F_{\omega, \mathrm{ac}}(r)(n(\omega)+1) / \omega . \tag{6}
\end{equation*}
$$

Substituting Eq. (6) into Eq. (3) and comparing with Eq. (1), we obtain

$$
\begin{equation*}
C_{\mathrm{ac}}(\omega) \propto l_{\omega, \mathrm{ac}}^{-2} \int d \mathbf{r} F_{\omega, \mathrm{ac}}(r) \tag{7}
\end{equation*}
$$

Unlike formula (3), for optical vibrations, the light scattering intensity is determined directly by the correlation function of the atomic vibrational displacements:

$$
\begin{equation*}
I_{\mathrm{opt}}(\omega) \propto \int d \mathbf{r}\left\langle u_{\omega}^{+}(\mathbf{r}) u_{\omega}(0)\right\rangle g_{\mathrm{opt}}(\omega) \tag{8}
\end{equation*}
$$

In this case, there is no need to impose the constraint that the Hamiltonian of the interaction between the vibrations and light be expressed in terms of derivatives of the displacement components with respect to the coordinates, since for optical vibrations the center of gravity of a unit cell remains constant (see, for example, Ref. 16). Here the correlation function of the vibrational displacements has the form

$$
\begin{equation*}
\left\langle u_{\omega}^{+}(\mathbf{r}) u_{\omega}(0)\right\rangle \propto F_{\omega, \text { opt }}(r)(n(\omega)+1) / \omega . \tag{9}
\end{equation*}
$$

Substituting Eq. (9) into Eq. (8) and comparing with Eq. (1), we obtain

$$
\begin{equation*}
C_{\mathrm{opt}}(\omega) \propto \int d \mathbf{r} F_{\omega, \mathrm{opt}}(r) \tag{10}
\end{equation*}
$$

It can be seen from a comparison of Eqs. (7) and (10) that the interaction coefficient between light and optical phonons does not contain the additional square of the correlation length in the denominator which appears as a result of the gradients of the displacements for the acoustic phonons. Thus, as the correlation length increases under annealing, the acoustic part of the spectrum decays more rapidly than the optical part, i.e., is more sensitive to the degree of disorder.

We shall now explain the changes in the Raman spectrum observed when amorphous porous silicon is annealed
(Fig. 1). We shall first show how specific is the dependence of $C_{\mathrm{ac}}(\omega)$ on the correlation length. Using Eq. (5), it is easy to show that

$$
\int d \mathbf{r} F_{\omega, \mathrm{ac}}(r) \propto b l_{\omega}^{3-\alpha}
$$

where

$$
b=\int_{0}^{\infty} x^{2-\alpha} f(x) d x
$$

is a certain constant which depends on the specific form of the correlation function. It then follows from Eq. (7) that

$$
C_{\mathrm{ac}}(\omega) \propto l_{\omega, \mathrm{ac}}^{1-\alpha}
$$

Since the vibrations near the boson peak are localized and satisfy the Ioffe-Regel criterion, ${ }^{17} l_{\omega \text {,ac }} \sim \lambda \propto \omega^{-1}$, where $\lambda$ $=2 \pi c / \omega$ is the wavelength of the acoustic excitation, $c$ is the velocity of light, and assuming that near the boson peak $C_{\mathrm{ac}}(\omega) \propto \omega$ (Ref. 18), we find that

$$
l_{\omega, \mathrm{ac}}^{1-\alpha}=l_{\omega, \mathrm{ac}}^{-1},
$$

i.e.,

$$
C_{\mathrm{ac}}(\omega) \propto l_{\omega, \mathrm{ac}}^{-1}
$$

If crystallites of diameter $D$ appear within the illuminated region, the mean free path of an acoustic vibration in these crystallites should be equal to their size $l_{\omega, \text { ac }} \sim D$. In this case, the reciprocal correlation length averaged over the sample $l_{\omega, \text { ac }}^{-1}$ undergoes a jump since the upper limit of the correlation length for amorphous silicon is $1.2-1.5 \mathrm{~nm}$ and the size of a critical nucleus is $3-4 \mathrm{~nm}$, and thus the intensity of the boson peak in Fig. 1 drops sharply, being approximately halved.

Thus, it can be concluded that when Raman scattering is used to determine the volume ratio of the amorphous component in solids consisting of mixed phases, the boson peak should be used in preference to the amorphous-like optical
mode currently used since this peak is more sensitive to the order because the intensity of light scattering by acoustic phonons has an additional dependence on the degree of disorder.
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# High-frequency modulation of current in tunnel-coupled quantum wells by transverse radiation in the terahertz range 
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The modulation of a longitudinal current in double quantum wells by a transverse voltage in the terahertz frequency range is calculated. A quantum kinetic equation which allows for the contributions of a pair of asymmetric tunnel-coupled levels to the resonant response is solved (the difference in effective mass or the asymmetric scattering in the left- and right-hand quantum wells is also taken into account). These structural features lead to conversion of the modulating voltage into a high-frequency longitudinal current. The calculated longitudinal-transverse nonlinear susceptibility determines the conditions needed for creating an efficient field-effect transistor circuit that would use pumping in the terahertz range instead of a transverse control voltage. © 1998 American Institute of Physics. [S1063-7761(98)02207-0]

## 1. INTRODUCTION

The modulation of a longitudinal electric current in double quantum wells with asymmetric scattering by a static transverse voltage has been widely studied during the last decade (see Ref. 1 and the literature cited in Ref. 2). The possible applications of this effect, known as resistance resonance, in creating a transistor structure, were demonstrated by Patel et al. ${ }^{2}$ and Ohno et al., ${ }^{3}$ while the frequency dispersion of resistance resonance (i.e., the response to a variable alternating voltage with a frequency of order of the collision rate) was discussed in Ref. 4. On the other hand, as the frequency grows, the response becomes dependent on resonant transitions between tunnel-coupled levels. The resonant response of electrons in double quantum wells to terahertz radiation whose electric field is polarized transversely to the structure was studied by Heyman et al., ${ }^{5}$ who measured the transmission and the induced transverse voltage (the rectification effect). On the basis of the experiments described in Ref. 1-3 and 5, we shall study the conditions for, and the features of, the modulation of a longitudinal current in a doped double quantum well by a resonantly pumped, alternating electric field in the terahertz range, i.e., we shall study a double-quantum-well field-effect transistor that uses modulation by submillimeter resonant radiation instead of a static (or microwave) transverse control voltage.

Here we shall calculate the nonlinear response of electrons in double quantum wells to a longitudinal constant field F and a transverse high-frequency field $E_{\omega}$ (Fig. 1), a response determined by the induced current

$$
\begin{equation*}
\delta \mathbf{j}=\omega \chi_{\omega} \mathbf{F} E_{\omega}, \tag{1}
\end{equation*}
$$

where the component $\chi_{\omega}$ of the second-order nonlinear susceptibility tensor determines the coupling of the longitudinal and transverse responses in double quantum wells. Conversion of a transverse voltage into a longitudinal current occurs only for an asymmetric double quantum well, since the rank-3 tensor $\hat{\chi}_{\omega}$ vanishes for a symmetric well, i.e., a het-
erostructure that does change in response to the replacement $z \rightarrow-z$. The calculations we are about to do take into account the asymmetry of the energy band diagram of a double quantum well and the difference in effective mass or the unequal scattering efficiency in the left- ( $l$ ) and right-hand $(r)$ quantum wells. The asymmetry of the energy spectrum of double quantum wells, which is determined by the splitting between the energy levels in the $l$ and $r$ quantum wells, can be controlled by applying a transverse voltage to the double-quantum-well structure. The dissimilar scattering in tunnel-coupled quantum wells comes into effect when the doping levels of the wells are different (see Refs. 1-3), while the difference in effective mass is due to the nonparabolicity of the energy spectra of the $l$ and $r$ quantum wells, the different subbarrier penetration of these wells by the wave functions, or by the difference in composition of the alloys forming the $l$ and $r$ quantum wells (the energy spectrum of double quantum wells with the $l$ and $r$ quantum wells obeying different dispersion laws was discussed in Ref. 6). A description of the nonlinear response of structures is given below on the basis of a kinetic equation written in the twolevel approximation (a derivation of such an equation can be found in Ref. 7).

Section 2 gives the basic formulas needed to describe the nonlinear response of double quantum wells with different masses and asymmetric scattering. These formulas are based on the solution of the quantum kinetic equation. The results of calculating $\chi_{\omega}$, which specify the spectral relations and the dependence of the longitudinal-transverse conversion efficiency on the splitting between the energy levels (which can be controlled by applying a transverse field to the double quantum well), are presented in Sec. 3. Finally, a discussion of the various approximations and concluding remarks can be found in Sec. 4.

## 2. LONGITUDINAL-TRANSVERSE NONLINEAR RESPONSE

The quantum kinetic equation for the high-frequency contribution to the $2 \times 2$ density matrix, $\delta \hat{f}_{\mathbf{p}} e^{-i \omega t}$, which


FIG. 1. Modulation of a longitudinal current by a transverse high-frequency voltage in double quantum wells.
describes the response of the electrons in an asymmetric double quantum well to a transverse perturbation $\delta \hat{h} e^{-i \omega t}$, can be written as follows:

$$
\begin{align*}
& -i \omega \delta \hat{f}_{\mathbf{p}}+\frac{i}{\hbar}\left[\hat{h}_{p}, \delta \hat{f}_{\mathbf{p}}\right]+\frac{i}{\hbar}\left[\delta \hat{h}_{,} \hat{f}_{\mathbf{p}}\right] \\
& \quad+e \mathbf{F} \cdot \frac{\partial \delta \hat{f}_{\mathbf{p}}}{\partial \mathbf{p}}=\hat{I}_{\mathrm{sc}}(\delta \hat{f} \mid \mathbf{p}) \tag{2}
\end{align*}
$$

Here we have used the approximation described in Ref. 4 of a pair of tunnel-coupled states in the $l$ and $r$ quantum wells, in which the Hamiltonian $\hat{h}_{p}$ allowing for the difference between the effective masses ( $m_{l}$ and $m_{r}$ ) is given by the matrix

$$
\hat{h}_{p}=\left|\begin{array}{cc}
p^{2} / 2 m_{l}+\Delta / 2 & T  \tag{3}\\
T & p^{2} / 2 m_{r}-\Delta / 2
\end{array}\right|,
$$

where $\Delta$ is the splitting between the levels in the absence of tunneling, and $T$ is the tunneling matrix element. The effect of the uniform longitudinal electric field $\mathbf{F}$ is taken into account in Eq. (1) through both the usual field contribution and the current contributions to the steady-state distribution $\hat{f}_{\mathbf{p}}$, and the collision integral $\hat{I}_{\mathrm{sc}}$ is written below for the case of scattering on static inhomogeneities, the scattering efficiency being different in the $l$ and $r$ quantum wells (the respective expressions are given in Refs. 7 and 4). The operator $\delta \hat{h}$ describes intersubband transitions excited by the transverse electric field $E_{\omega} e^{-i \omega t}$ and is given by the following expression:

$$
\begin{equation*}
\delta \hat{h}=\frac{i e}{\omega} E_{\omega} \hat{v}_{\perp}, \quad \hat{v}_{\perp}=\frac{T}{\hbar} Z \hat{\sigma}_{y} \tag{4}
\end{equation*}
$$

where the off-diagonal matrix $\hat{v}_{\perp}$ has the meaning of the interwell transition rate, ${ }^{8} \hat{\sigma}_{i}$ are the Pauli matrices ( $i$ $=x, y, z)$, and $Z$ is the distance between the maxima of the wave functions in the $l$ and $r$ quantum wells.

The longitudinal velocity operator is determined by the diagonal components $\mathbf{p} / m_{l, r}$, so that the high-frequency contribution to the longitudinal current can be written as

$$
\begin{equation*}
\delta \mathbf{j}=\frac{2 e}{m} \int \frac{d \mathbf{p}}{(2 \pi \hbar)^{2}} \mathbf{p} \operatorname{Tr}\left(1+\frac{m}{2 M} \hat{\sigma}_{z}\right) \delta \hat{f}_{\mathbf{p}} \tag{5}
\end{equation*}
$$

where Tr stands for the trace in a discrete variable related to the matrix nature of the Hamiltonian (2), and the average effective mass $m$ and the effective-mass difference $M$ are introduced as follows:

$$
\begin{equation*}
m^{-1}=\frac{m_{l}^{-1}+m_{r}^{-1}}{2}, \quad M^{-1}=m_{l}^{-1}-m_{r}^{-1} \tag{6}
\end{equation*}
$$

If $m_{l}=m_{r}$, then (5) can be expressed in terms of $\operatorname{Tr} \delta f_{\mathbf{p}}$, and applying the operator Tr to Eq. (2) we get $-i \omega \delta \hat{f}_{\mathbf{p}}=0$, provided we ignore collisions and the dynamic field contribution to (2). This contribution is small if $e F \omega^{-1} \ll p_{F}$ ( $p_{F}$ is the Fermi momentum of the strongly degenerate electrons), but the distribution $\hat{f}_{\mathbf{p}}$ contains a current contribution (which is asymmetric in the $\mathbf{p}$ plane) that determines the effect for $\omega \bar{\tau} \gg 1(\bar{\tau}$ is the average relaxation time $)$. Thus, the fact that (5) is finite is due either to the difference in effective mass (and $\chi_{\omega}$ is small in the parameter $m / M$ ) or to the allowance for collisions (and $\chi_{\omega}$ near resonance contains the small factor $\hbar / T \bar{\tau})$.

It is convenient to solve Eq. (2) and calculate the current (5) by employing the basis set of wave functions of the eigenvalue problem $\hat{h}_{p}|j p\rangle=\varepsilon_{j p}|j p\rangle$. Here $j= \pm$ classifies the tunnel-coupled levels, and $\varepsilon_{j p}$ specify the dispersion laws of the $\pm$ states, which are separated by an energy gap $\Delta_{T}$ $=\sqrt{\Delta^{2}+(2 T)^{2}}$ when $p=0$. If we neglect the off-diagonal components of the steady-state distribution $\hat{f}_{\mathbf{p}}$, which are small in the parameter $\hbar / \Delta_{T} \bar{\tau}$, we can rewrite Eq. (2) for the asymmetric contribution $\delta f_{j j^{\prime}}(\mathbf{p})$ to the high-frequency response as

$$
\begin{align*}
& \frac{i}{\hbar}\left(\varepsilon_{j p}-\varepsilon_{j^{\prime} p}-\hbar \omega\right) \delta f_{j j^{\prime}}(\mathbf{p}) \\
& \quad+\frac{i}{\hbar} \delta h_{j j^{\prime}}(p)\left(f_{j \mathbf{p}}^{\mathrm{as}}-f_{j^{\prime} \mathbf{p}}^{\mathrm{as}}\right)=I_{j j^{\prime}}(\delta f \mid \mathbf{p}) \tag{7}
\end{align*}
$$

In the basis set of functions adopted, $\delta h_{j j^{\prime}}(p)$ $=\langle j p| \delta \hat{h}\left|j^{\prime} p\right\rangle, f_{j \mathbf{p}}^{\text {as }}$ is the asymmetric part of the steady-state distribution, and the collision integral for scattering by a short-range static potential becomes

$$
\begin{align*}
I_{j j^{\prime}}(\delta f \mid \mathbf{p})= & \frac{i}{\hbar} \sum_{k=l, r} w_{k} \int \frac{d \mathbf{p}_{1}}{(2 \pi \hbar)^{2}} \\
& \times \sum_{j_{1} j_{1}^{\prime}}\left[\frac{\delta f_{j j_{1}}(\mathbf{p})}{\varepsilon_{j p}-\varepsilon_{j_{1}^{\prime} p_{1}}-\hbar \omega-i \lambda}\left\langle j_{1} p\right| \hat{P}_{k}\left|j_{1}^{\prime} p_{1}\right\rangle\right. \\
& \times\left\langle j_{1}^{\prime} p_{1}\right| \hat{P}_{k}\left|j^{\prime} p\right\rangle+\langle j p| \hat{P}_{k}\left|j_{1}^{\prime} p_{1}\right\rangle \\
& \left.\times\left\langle j_{1}^{\prime} p_{1}\right| \hat{p}_{k}\left|j_{1} p\right\rangle \frac{\delta f_{j_{1} j_{1}^{\prime}}(\mathbf{p})}{\varepsilon_{j_{1}^{\prime} p_{1}}-\varepsilon_{j^{\prime} p}-\hbar \omega-i \lambda}\right] . \tag{8}
\end{align*}
$$

where $\hat{P}_{k}$ is the matrix for projection onto the $k$ th quantum well, the $w_{k}$ are related to the momentum relaxation time $\tau_{k}$ by the expression $w_{k}=\hbar^{3} / m \tau_{k}$, and $\lambda \rightarrow+0$.

The diagonal components of the solution of Eq. (7), $\delta f_{j \mathbf{p}} \equiv \delta f_{j j}(\mathbf{p})$, are small in the parameter $1 / \omega \bar{\tau}$ :

$$
\begin{equation*}
\delta f_{j \mathbf{p}} \simeq \frac{i}{\omega} I_{j j}(\delta \widetilde{f} \mid \mathbf{p}) \tag{9}
\end{equation*}
$$

where the only term left on the right-hand side in the resonant approximation $\left(\omega \simeq \Delta_{T} / \hbar\right)$ is the large off-diagonal
component $\delta \widetilde{f}_{\mathbf{p}} \equiv \delta f_{+-}(\mathbf{p})$. The induced current density (5) is expressed in terms of these corrections to the highfrequency response as follows:

$$
\begin{equation*}
\delta \mathbf{j} \simeq \frac{2 e}{m} \int \frac{d \mathbf{p}}{(2 \pi \hbar)^{2}} \mathbf{p}\left[\sum_{j} \delta f_{j \mathbf{p}}+\frac{m}{M}\langle-| \hat{\sigma}_{z}|+\rangle \delta \tilde{f}_{\mathbf{p}}\right] . \tag{10}
\end{equation*}
$$

To within first-order terms in $m / M$ we can calculate $\delta f_{j \mathbf{p}}$ and $\delta \widetilde{f}_{j \mathbf{p}}$ by neglecting the effective-mass difference. Here the resonant contribution to the distribution $\delta \widetilde{f}_{j \mathbf{p}}$ can be obtained from (7) in the form

$$
\begin{equation*}
\delta \tilde{f}_{\mathbf{p}}=\frac{\langle+| \delta \hat{h}|-\rangle\left(f_{+\mathbf{p}}^{\mathrm{as}}-f_{-\mathbf{p}}^{\mathrm{as}}\right)}{\Delta_{T}-\hbar \omega-\gamma_{p}} \tag{11}
\end{equation*}
$$

where the collisional renormalization $\gamma_{p}$ of the interlevel transition energy is introduced as

$$
\begin{align*}
\gamma_{p}= & \sum_{k=l, r j= \pm} w_{k} \int \frac{d \mathbf{p}_{1}}{(2 \pi \hbar)^{2}} \\
& \times\left[\frac{\langle-| \hat{P}_{k}|j\rangle\langle j| \hat{P}_{k}|-\rangle}{\varepsilon_{+p}-\varepsilon_{j p_{1}}-\hbar \omega-i \lambda}+\frac{\langle+| \hat{P}_{k}|j\rangle\langle j| \hat{P}_{k}|+\rangle}{\varepsilon_{j p_{1}}-\varepsilon_{-p}-\hbar \omega-i \lambda}\right] \tag{12}
\end{align*}
$$

The real contributions to (12) diverge logarithmically at large $\left|\mathbf{p}_{1}\right|$, and the integral must be truncated at momenta of order $\hbar / l_{c}$, where $l_{c}$ is the characteristic size of shortwavelength inhomogeneities. As a result $\operatorname{Re} \gamma_{p}$ renormalizes the interlevel splitting, and the denominator in (11) acquires the term

$$
\begin{equation*}
\tilde{\Delta}_{T} \simeq \Delta_{T}-\frac{\Lambda}{\pi}\left(\frac{\hbar}{\tau_{l}}-\frac{\hbar}{\tau_{r}}\right) \frac{\Delta}{\Delta_{T}}, \quad \Lambda=\ln \frac{\hbar}{l_{c} \bar{p}} \tag{13}
\end{equation*}
$$

where $\bar{p}$ is the characteristic momentum, which determines the leading contribution to (10) and is equal to the maximum value of $p_{F}: \sqrt{2 m \Delta_{T}}$ or $\sqrt{2 m \hbar \omega}$. The imaginary contribution to (11), $i \bar{\gamma}_{p}$, becomes

$$
\begin{align*}
\bar{\gamma}_{p}= & \left.\sum_{k j} \frac{\hbar}{2 \tau_{k}}\left[\left|\langle-| \hat{P}_{k}\right| j\right\rangle\right|^{2} \theta\left(\varepsilon_{+p}-\varepsilon_{j}-\hbar \omega\right) \\
& \left.\left.+\left|\langle+| \bar{P}_{k}\right| j\right\rangle\left.\right|^{2} \theta\left(\varepsilon_{j}-\varepsilon_{-p}-\hbar \omega\right)\right] \tag{14}
\end{align*}
$$

so that the denominator in (11) can be rewritten as $\widetilde{\Delta}_{T}$ $-\hbar \omega-i \bar{\gamma}_{p}$. Similarly, the contribution of $\sum_{j} I_{j j}$ [found from (8)] to the first term becomes

$$
\begin{align*}
\sum_{j= \pm} I_{j j}(\delta \tilde{f} \mid \mathbf{p})= & -\delta \widetilde{f}_{\mathbf{p}} \sum_{k j^{\prime}}\left(2 \tau_{k}\right)^{-1}\langle-| \hat{P}_{k}|j\rangle\langle j| \hat{P}_{k}|+\rangle \\
& \times\left[\theta\left(\varepsilon_{+p}-\varepsilon_{j^{\prime}}-\hbar \omega\right)+\theta\left(\varepsilon_{j^{\prime}}-\varepsilon_{-p}-\hbar \omega\right)\right] . \tag{15}
\end{align*}
$$

Thus, the calculation of $\chi_{\omega}$ is reduced to finding the integral in (10) with (11) and (15) plugged into $\delta \mathbf{j}$ [with allowance for (14)]. Here the asymmetric correction $f_{j \mathbf{p}}^{\text {as }}$ to the distribution can be written as

$$
\begin{align*}
& f_{j \mathbf{p}}^{\mathrm{as}}=\frac{e}{m}(\mathbf{F} \cdot \mathbf{p}) \tau_{j} \delta\left(\varepsilon_{F}-\varepsilon_{j p}\right), \\
& \left.\tau_{j}^{-1}=\sum_{k j^{\prime}} \tau_{k}^{-1}|\langle j| \hat{P}| j^{\prime}\right\rangle\left.\right|^{2} \theta\left(\varepsilon_{F}-\varepsilon_{j^{\prime}}\right), \tag{16}
\end{align*}
$$

where $\varepsilon_{F}=p_{F}^{2} / 2 m$ is the Fermi energy, and $\tau_{ \pm}$is the momentum relaxation time for the $\pm$ tunnel-coupled states. The use of the weakly anisotropic distribution (16) presupposes that $e \bar{F} \ll p_{F}$.

## 3. SPECTRAL RELATIONS AND DEPENDENCE OF $\chi_{\omega}$ ON $\Delta$

According to (16), only the electrons on the Fermi surface contribute to $\delta \mathbf{j}$, so that the integration over the angle and energy in (10) can easily be performed, and closed expressions are obtained for $\chi_{\omega}$. Here it is convenient to separate the contributions of the first and second terms in (10) by writing $\chi_{\omega}$ as $\chi_{\omega}^{(1)}+\chi_{\omega}^{(2)}$. The contribution $\chi_{\omega}^{(1)}$, which is specified by (15), becomes

$$
\begin{align*}
\chi_{\omega}^{(1)} \simeq & i \frac{e^{3} Z}{m \omega}\left(\frac{T}{\Delta_{T}}\right)^{2} \sum_{k j} \frac{\hbar}{2 T \tau_{k}}\langle-| \hat{P}_{k}|j\rangle\langle j| \hat{P}_{k}|+\rangle \\
& \times\left\{\frac { n _ { - } \tau _ { - } } { \widetilde { \Delta } _ { T } - \hbar \omega - i \overline { \gamma } _ { - } } \left[\theta\left(\varepsilon_{F}+\Delta_{T}-\varepsilon_{j}-\hbar \omega\right)\right.\right. \\
& \left.+\theta\left(\varepsilon_{j}-\varepsilon_{F}-\hbar \omega\right)\right]-\frac{n_{+} \tau_{+}}{\widetilde{\Delta}_{T}-\hbar \omega-i \bar{\gamma}_{+}} \\
& \left.\times\left[\theta\left(\varepsilon_{F}-\varepsilon_{j}-\hbar \omega\right)+\theta\left(\varepsilon_{j}-\varepsilon_{F}+\Delta_{T}+\hbar \omega\right)\right]\right\} \tag{17}
\end{align*}
$$

while the contributions proportional to $m / M$ are given by the expression

$$
\begin{align*}
\chi_{\omega}^{(2)} \simeq & \frac{e^{3} Z}{m \omega}\left(\frac{T}{\Delta_{T}}\right)^{2} \frac{2 m}{M} \\
& \times\left[\frac{n_{-} \tau_{-}}{\widetilde{\Delta}_{T}-\hbar \omega-i \bar{\gamma}_{-}}-\frac{n_{+} \tau_{+}}{\widetilde{\Delta}_{T}-\hbar \omega-i \bar{\gamma}_{+}} \theta\left(\varepsilon_{F}-\frac{\Delta_{T}}{2}\right)\right] . \tag{18}
\end{align*}
$$

Equations (17) and (18) contain the electron concentrations at the $\pm$ levels, $n_{ \pm}=\rho_{2 \mathrm{D}}\left(\varepsilon_{F} \pm \Delta_{T} / 2\right)$ for $n>\rho_{2 \mathrm{D}} \Delta_{T}$, while at lower concentrations $n_{+}=0$ and $n_{-}=n$. The relaxation times $\tau_{ \pm}$are given by (16), and the broadening energies $\bar{\gamma}_{ \pm}$ are obtained by calculating (14) with $\varepsilon_{ \pm p}=\varepsilon_{F}$.

At frequencies close to resonance for $\chi_{\omega}^{(1,2)}$ we have Lorentzian spectral relations [here we set $\hbar \omega \simeq \Delta_{T}$ in the arguments of the $\theta$ functions in (17)], and the dependence of $\chi_{\omega}$ on the splitting $\Delta$ can be calculated by using the matrix elements of the projection operators:

$$
\langle j| \hat{P}_{l}|j\rangle=\frac{\Delta_{T}+j \Delta}{2 \Delta_{T}}, \quad\langle j| \hat{P}_{r}|j\rangle=\frac{\Delta_{T}-j \Delta}{2 \Delta_{T}},
$$

$$
\begin{equation*}
\langle j| \hat{P}_{r}\left|j^{\prime}\right\rangle=-\langle j| \hat{P}_{l}\left|j^{\prime}\right\rangle=\frac{T}{\Delta_{T}}, \quad j \neq j^{\prime} \tag{19}
\end{equation*}
$$

We present explicit expressions for the resonant nonlinear susceptibilities at low concentrations $\left(\varepsilon_{F}<\Delta_{T} / 2\right.$, when $n_{-}$ $=n$ and $n_{+}=0$ ), intermediate concentrations ( $\Delta_{T} / 2<\varepsilon_{F}$ $<3 \Delta_{T} / 2$ ), and high concentrations ( $\varepsilon_{F}>3 \Delta_{T} / 2$ ) when the concentrations of the $\pm$ electrons participating in interband transitions are equal. For $\varepsilon_{F}$ close to $\Delta_{T} / 2$ or $3 \Delta_{T} / 2$ the dependences of $\chi_{\omega}$ become more complicated, but they are realized only in narrow concentration ranges (or in small ranges of $\Delta$ ), and we shall not discuss them further.

At high concentrations the peak broadening energies coincide, $\bar{\gamma}_{ \pm} \equiv \bar{\gamma}=(\hbar / 2 \tau) \times\left[1-\left(T / \Delta_{T}\right)^{2}-\mu\left(\Delta / \Delta_{T}\right)\right]$, and the relaxation times are

$$
\begin{equation*}
\tau_{ \pm}=\frac{\bar{\tau}}{1 \pm \mu \Delta / \Delta_{T}} \tag{20}
\end{equation*}
$$

where the average relaxation time $\bar{\tau}$ and the scattering asymmetry parameter $\mu$ are defined by the relations:

$$
\begin{equation*}
\bar{\tau}^{-1}=\frac{\tau_{l}^{-1}+\tau_{r}^{-1}}{2}, \quad \mu=\frac{\tau_{r}-\tau_{l}}{\tau_{r}+\tau_{l}} \tag{21}
\end{equation*}
$$

In this concentration range, $n_{ \pm}=n \pm \rho_{2 D} \Delta_{T} / 2$, and (17) and (18) become

$$
\begin{equation*}
\chi_{\omega}=\frac{e^{3} Z}{m \omega} \frac{n_{+} \tau_{+}-n_{-} \tau_{-}}{\widetilde{\Delta}_{T}-\hbar \omega-i \bar{\gamma}}\left[i \frac{\hbar}{T \bar{\tau}} \mu\left(\frac{T}{\Delta_{T}}\right)^{3}-\frac{2 m}{M}\left(\frac{T}{\Delta_{T}}\right)^{2}\right] \tag{22}
\end{equation*}
$$

so that the susceptibility is due either to the scattering asymmetry $(\mu \neq 0)$ or to the effective-mass difference $(m / M$ $\neq 0$ ). At low concentrations (when $n<\rho_{2 \mathrm{D}} \Delta_{T}$ ) we have

$$
\begin{equation*}
\tau_{-}=\frac{\bar{\tau}}{1-2\left(T / \Delta_{T}\right)^{2}-\mu \Delta / \Delta_{T}} \tag{23}
\end{equation*}
$$

and the resonance width $\bar{\gamma}_{-}$and $\tau_{-}^{-1}$ are related by the equality $\bar{\gamma}_{-}=\hbar / 2 \tau_{-}$. The expression for $\chi_{\omega}$ becomes

$$
\begin{align*}
\chi_{\omega}= & \frac{e^{3} Z}{m \omega} \frac{n \tau_{-}}{\widetilde{\Delta}_{T}-\hbar \omega-i \bar{\gamma}_{-}} \\
& \times\left[i \frac{\hbar}{T \bar{\tau}}\left(\frac{T}{\Delta_{T}}\right)^{3}\left(\frac{\Delta}{\Delta_{T}}-\mu\right)+\frac{2 m}{M}\left(\frac{T}{\Delta_{T}}\right)^{2}\right] \tag{24}
\end{align*}
$$

and a nonzero effect is also present for double quantum wells with symmetric scattering and coinciding effective masses, but with $\Delta \neq 0$. Since the general formula (17) for intermediate concentrations is cumbersome, we give the expression for $\chi_{\omega}$ in the case of a double quantum well with $\mu=0$ and $m_{l}=m_{r}$, where the effect is also present if $\Delta \neq 0$ :

$$
\begin{equation*}
\chi_{\omega}=-i \frac{e^{3} Z}{m \omega} \frac{n_{+} \bar{\tau}}{\widetilde{\Delta}_{T}-\hbar \omega-i \bar{\gamma}_{+}} \frac{\hbar}{2 T \bar{\tau}}\left(\frac{T}{\Delta_{T}}\right)^{3} \frac{\Delta}{\Delta_{T}} \tag{25}
\end{equation*}
$$

In the region under consideration $\bar{\gamma}_{+}=(\hbar / 2 \tau)[1$ $\left.-2\left(T / \Delta_{T}\right)^{2}\right]$. Comparing (25) with (22) and (24), we see
that in the approximations adopted $\chi_{\omega}$ changes abruptly when $\varepsilon_{F}$ is close to the limits of the range, $\Delta_{T} / 2$ and $3 \Delta_{T} / 2$.

To obtain numerical estimates, it is convenient to isolate the size factor

$$
\begin{equation*}
\frac{e^{3} Z}{m \widetilde{\Delta}_{T} / \hbar} \frac{n \bar{\tau}}{\bar{\gamma}} \tag{26}
\end{equation*}
$$

in the formulas. This factor determines the maximum value of the nonlinear susceptibility after it is multiplied by a dimensionless factor, $\hbar / 2 T \bar{\tau}$ or $m / M$, and a numerical factor (not exceeding 0.1 for $\Delta \leqslant 2 T$ and rapidly decreasing with increasing $\Delta$ ). For GaAs/AlGaAs with a double-quantumwell structure and the standard parameters equal to $Z$ $=100 \AA, n=2 \times 10^{11} \mathrm{~cm}^{-2}, \bar{\gamma}=1 \mathrm{meV}, \Delta_{T}=15 \mathrm{meV}$, and $\bar{\tau}=10^{-11} \mathrm{~s}$ (which correspond to an electron mobility of $2.5 \times 10^{5} \mathrm{~cm}^{2} /(\mathrm{V} \cdot \mathrm{s})$ and resonant pumping by radiation with a wavelength of $100 \mu \mathrm{~m}$ ), the maximum value of $\chi_{\omega}$ is found to be of order $(1-5) \times 10^{-7} \mathrm{esu}$. This is in good agreement with the resonant value of the second-order nonlinear susceptibility found by Sherwin et al. ${ }^{9}$ in a double-quantum-well structure from second-harmonic generation measurements with similar values for the parameters. However, in our case the $\chi_{\omega}$ vs $\Delta$ and $\chi_{\omega}$ vs $\omega$ curves differ significantly from those measured by Sherwin et al. ${ }^{9}$ (although the spectra are Lorentzian in both cases). It is convenient to study the dependence of $\chi_{\omega}$ on bias voltage (which determines $\Delta$ ) at a fixed pump frequency; below we limit our discussion to the cases of low, intermediate, and high concentrations.

For double quantum wells with thin barriers, the condition $\Delta_{T} / 2>\varepsilon_{F}$ is also met at tunneling resonance, $\Delta=0$, so that Eq. (24) can be used for all values of $\Delta$. For a $30 \AA$ $\mathrm{Ga}_{0.3} \mathrm{Al}_{0.7} \mathrm{As}$ barrier (this value of the barrier width, like the values of the other parameters, is close to the one used in Ref. 9) we find that $2 T \simeq 15 \mathrm{meV}$, and the low-concentration regime is observed when $n \leqslant 4.2 \times 10^{11} \mathrm{~cm}^{-2}$. The values of the dimensionless factors $\hbar / 2 T \bar{\tau}$ and $2 \mathrm{~m} / \mathrm{M}$ prove to be close to $5 \times 10^{-3}$ and $2 \times 10^{-2}$, respectively (due to the nonparabolicity of the spectrum, the effective-mass difference $\left|m_{l}-m_{r}\right| / m$ is estimated here, according to Ref. 10, as $\Delta_{T} / \varepsilon_{g}$, where $\varepsilon_{g}$ is the band gap), so that the contributions $\chi_{\omega}^{(1)}$ and $\chi_{\omega}^{(2)}$ to the nonlinear susceptibility are of the same order. As a result, Eq. (24) can be rewritten as

$$
\begin{equation*}
\chi_{\omega}=\bar{\chi}\left[\frac{\hbar}{2 T \bar{\tau}} f_{\mu}(\Delta)+\frac{2 m}{M} g(\Delta)\right], \tag{27}
\end{equation*}
$$

the real and imaginary parts of the functions $f_{\mu}(\Delta)$ and $g(\Delta)$ being depicted in Fig. 2 with the above values of the double-quantum-well parameters. Here we used the phenomenological value $\bar{\gamma} \simeq 1 \mathrm{meV}$, which agrees with the experimental data of Refs. 5 and 9, but is significantly larger than the value obtained from the relation between $\bar{\gamma}_{-}$and $\tau_{-}$ (probably, the inhomogeneous broadening of the resonant transition, which contributes nothing to mobility, is the main mechanism of spectrum broadening). Figures 2 a and 2 b show that the nature of the $\Delta$ dependence changes significantly because of the asymmetry in scattering: the function $f_{0}(\Delta)$ is odd, while $\operatorname{Re} f_{1}(\Delta)$ has two resonance peaks for


FIG. 2. Real and imaginary parts (solid and dashed curves, respectively) of the function $f_{\mu}(\Delta)$ with (a) $\mu=0$ and (b) $\mu=1$ and the $g$ vs $\Delta$ (c) at pump energies $\hbar \omega$ equal to 17 meV (curve 1), 15 meV (curve 2), and 13 meV (curve 3 ).
$\hbar \omega>2 T$. The function $g(\Delta)$ in Fig. 2c is even, and resonance peaks also appear on $\operatorname{Re} g(\Delta)$ for $\hbar \omega>2 T$. When $\Delta$ $>2 T$, the nonlinear response rapidly decreases in all cases due to the suppression of tunnel coupling.

In the concentration range $(4.2-8.4) \times 10^{11} \mathrm{~cm}^{-2}$ (for double quantum wells with the above parameter values at $\Delta=0$; as $\Delta$ increases, this range moves toward higher values of $n$ ), the intermediate case described by (25) comes into play. Here the value of $\bar{\chi}$ increases and so does the value of


FIG. 3. Real and imaginary parts (solid and dashed curves, respectively) of the function $h(\Delta)$ at pump energies $\hbar \omega$ equal to 17 meV (curve 1 ) and 15 meV (curve 2).
the dimensionless factor $\hbar / 2 T \bar{\tau}$ (since the concentration increases and mobility decreases). Figure 3 shows the $h$ vs $\Delta$ curves determined by the formula $\chi_{\omega} / \bar{\chi}=(\hbar / 2 T \bar{\tau}) h(\Delta)$ for the same values of the double-quantum-well parameters and the same pump energies as in Fig. 2. Here, as in the lowconcentration case, we have a peak on $\operatorname{Re} h(\Delta)$ when $\hbar \omega$ $>2 T$, while the $\operatorname{Im} h$ vs $\Delta$ curve passes through zero in the vicinity of the peak [if $\mu=0$, the function $h(\Delta)$ is even]. When $\hbar \omega<2 T$, the peak on $\operatorname{Re} h(\Delta)$ shifts to $\Delta=0$, while for larger values of $\Delta$ the effect is suppressed.

The high-concentration case described by (22) is realized in double quantum wells with wider barriers, where the resonant nonlinear-response regime can be realized under the conditions of strong tunnel coupling, $\Delta \leqslant 2 T$, in a spectral range with a wavelength of about $300 \mu \mathrm{~m}$. For a $45 \AA$ $\mathrm{Al}_{0.3} \mathrm{Ga}_{0.7} \mathrm{As}$ barrier we obtain $2 T=2.4 \mathrm{meV}$, and the condition $n>3 T / \rho_{2 \mathrm{D}}$ is met when the concentration is higher than $2.7 \times 10^{11} \mathrm{~cm}^{-2}$ (at $\Delta=0$; the concentration increases with $\Delta)$. Let us rewrite (22) as (27): $\chi_{\omega} / \bar{\chi}=(\hbar / 2 T \bar{\tau}) v(\Delta)$ $+(2 m / M) w(\Delta)$. Figure 4 depicts the functions $v(\Delta)$ and $w(\Delta)$ for an electron concentration of $6 \times 10^{11} \mathrm{~cm}^{-2}$ (the other double-quantum-well parameters coincide with those used in Figs. 2 and 3). Since the functions $v(\Delta)$ and $w(\Delta)$ rapidly decrease in weakly asymmetric scattering $(|\mu| \ll 1)$, the $v$ vs $\Delta$ and $w$ vs $\Delta$ curves are shown for the case of scattering in the $l$ quantum wells $(\mu=1)$. Due to the smallness of the fraction $\left(n_{-}-n_{+}\right) / n$, the curves representing $v(\Delta)$ and $w(\Delta)$ are nearly asymmetric. The behavior of these curves is similar to that of the curves in Figs. 2 and 3, but because of a decrease in splitting between the levels, the resonance effect is rapidly suppressed as $\Delta$ increases. However, for highly asymmetric scattering, one of the relaxation times $\tau_{ \pm}$in (20) diverges when $\Delta \gg 2 T$, and the function $w(\Delta)$ approaches a finite value.

## 4. CONCLUSION

We have examined the conversion of a transverse modulating voltage in the terahertz range into a longitudinal current due to electron transitions between tunnel-coupled levels


FIG. 4. The real and imaginary parts (solid and dashed curves, respectively) of the functions $v(\Delta)$ (a) and $w(\Delta)$ (b) at pump energies $\hbar \omega$ equal to 7 meV (curve 1 ), 5 meV (curve 2), and 3 meV (curve 3 ).
in double quantum wells with a constant current. We have found that large values of the nonlinear susceptibility defined in (1) are realizable in an asymmetric double quantum well, where the asymmetry is due to a difference in effective mass or asymmetry in the scattering in the $l$ and $r$ quantum wells and/or asymmetry of the energy spectrum. Since the induced high-frequency response is proportional to the constant current, gain can be achieved at high currents. To estimate the effectiveness of this gain mechanism, we need to know not only the characteristics of the nonlinear response, but also the geometry of the system (in the same way as the gain of an ordinary field-effect transistor depends on the circuit parameters).

Let us discuss the approximations used in our calculation scheme. What is left out when double quantum wells are described as a pair of tunnel-coupled levels is the contribution of the excited states of the $l$ and $r$ quantum wells and the self-consistent transverse electric field; in our case $\Delta$ and $T$ were only approximately estimated for the model of rectangular quantum wells and a barrier. Values of these parameters that are more exact can be found in papers on longitudinal transport ${ }^{1-4}$ or on interlevel transitions with pumping in the terahertz range. ${ }^{5,9}$ The value of $m / M$ can be refined in multiband calculations of double quantum wells, and the degree of scattering asymmetry $\mu$ (which depends on the 2D momentum for nonpointlike scatterers) can be considered a phenomenological parameter, whose value can be estimated using resistance-resonance data. ${ }^{1-3}$ Moreover, allowing for the depolarization shift of an interlevel transition can alter $\widetilde{\Delta}_{T}$ considerably already at a concentration of 2 $\times 10^{11} \mathrm{~cm}^{-2}$ (Ref. 9). These parameters can be refined by comparing them with the experimental data at hand. The approximation of a weakly anisotropic distribution of 2D electrons is also valid for heating electric fields $F$, so that the high-current regime is described by the above formulas. Thus, the approximations adopted do not alter the nonlinearresponse mechanism, the magnitude of this response, or the nature of the above relations; therefore, further refinements are needed only for more detailed calculations.

The mechanism of longitudinal-transverse conversion and radiation amplification by an electron current in the terahertz range in double quantum wells is related to the applications of intersubband transitions to the detection ${ }^{11}$ and
generation ${ }^{12-15}$ of radiation in the submillimeter range which are being actively studied. Although the mechanism of monopolar lasing ${ }^{16}$ has been realized in several ways, ${ }^{17}$ such devices operate only in the mid-IR range. Hence the gain mechanism considered in this paper may be of interest in developing a 2 D electron source of radiation in the terahertz range. Moreover, the possibility of converting transverse pump radiation into a longitudinal response has never before been studied in 2D systems; therefore, the experimental realization of such a scheme, as well as the study of other mechanisms of such conversion for different heterostructures and transition types, could be of great interest.
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#### Abstract

First-principles calculations are performed relating to the stability of a series of perovskite crystals with respect to transition to the ferroelectric and the antiferroelectric state. The calculations employ the generalized Gordon-Kim method, in which the total charge density of an ionic crystal is represented as a superposition of the densities of the individual ions. In the spirit of the nonequilibrium thermodynamics of Leontovich the charge density of an individual ion is calculated in the presence of external auxiliary fields which deform this density. Multipole deformations up to quadrupole are taken into account. The actual magnitude of the deformation is found by minimizing the total energy of the crystal in the Thomas-Fermi-Dirac approximation. The calculated values of the ion shifts in the ferroelectric phase for $\mathrm{BaTiO}_{3}$, and also the electron contribution to the dielectric constant $\varepsilon_{\infty}$ and the dynamic Born effective charges $Z^{\text {eff }}$ are found to be in good agreement with the experimental data. The proposed method allows one to obtain an analytical expression for $\varepsilon_{\infty}, Z^{\text {eff }}$, and the dynamic vibration matrix. It is shown that these expressions formally coincide with the expressions arising in the phenomenological models of the polarized and deformed ion. Analysis of the expressions obtained confirms the validity of the classical theory of ferroelectrics of displacement type for perovskite crystals. © 1998 American Institute of Physics. [S1063-7761(98)02307-5]


## 1. INTRODUCTION

Perovskite crystals with the general formula $\mathrm{ABO}_{3}$ at high temperatures as a rule possess cubic structure. Atoms of the metal A occupy sites at the vertices of a cube, while atoms of the metal B are found at the center of the cube. Atoms of the nonmetal O are found at the face centers of the cube and form an octahedron surrounding the $B$ atom. Of greatest interest from the point of view of studying lattice instabilities are oxygen-containing perovskites, where the O atom actually is oxygen. A significant number of these compounds are ferroelectrics. ${ }^{1}$ They often exhibit a sequence of ferroelectric phases, transforming from the cubic phase to the tetragonal, then to orthorhombic, and finally, to rhombohedral. Roughly speaking, this sequence of phases can be considered as shifts of the central B ion in the (100) direction in the tetragonal phase, in the (110) direction in the orthorhombic phase, and in the (111) direction in the rhombohedral phase. The actual ion shifts form a much more complicated picture, involving elastic lattice deformations in a number of cases.

Besides ferroelectric phase transitions, perovskite crystals reveal the presence of a large number of other lattice instabilities and structural transformations. Some of them are associated with different kinds of rotations of the oxygen octahedron about one of the axes of the cube. The most thoroughly studied transition of this type occurs in the compound $\mathrm{SrTiO}_{3}$ at $T=150 \mathrm{~K}$ (Ref. 1). This transition is often called antiferroelectric in analogy with magnetic transformations. It may be noted that this analogy is quite arbitrary. Thus, the ferroelectric transition, apart from the fact that it is a structural lattice transformation, entails a nontrivial electro-
dynamic consequence. In this instance, a spontaneous electrical polarization arises in the crystal even in the absence of an external electric field and, correspondingly, the dielectric constant diverges at the transition point. In this sense the transition in $\mathrm{SrTiO}_{3}$ at $T=105 \mathrm{~K}$ does not differ in any important way from the vast majority of other structural transitions. There are other examples of structural transformations in perovskites. These include, for example, the transition at $T=400 \mathrm{~K}$ in $\mathrm{BaBiO}_{3}$, in which successive compression and dilation of the oxygen octahedra takes place about the central Bi atom along the (111) axis. ${ }^{2}$

The determination of the nature of the structural transformations in perovskites and, in particular, the ferroelectric transition has been one of the most pressing problems of solid state theory for over 50 years ${ }^{1,3}$ ever since the discovery of the ferroelectric transition in $\mathrm{BaTiO}_{3}$. A completely clear answer to this question is still lacking even though, in our opinion, the basic, underlying physical ideas about the nature about the ferroelectric instability in perovskite crystals can be regarded as well established. Even in the early works of Skanavi ${ }^{4}$ and Slater ${ }^{5}$ attention was directed at the important role played in the ferroelectric instability in perovskite crystals by local field and electron polarizability effects. The works of Ginzburg, ${ }^{6}$ Anderson, ${ }^{7}$ and Cochran ${ }^{8}$ established a connection between the ferroelectric transition and the dynamic lattice and introduced the concept of a soft mode, according to which the ferroelectric instability is due to vanishing at the transition point of one of the optically active transverse modes at the center of the Brillouin zone. Since this mode possesses a dipole moment and is accompanied by an electric polarization wave, spontaneous polarization arises
in the crystal at the phase transition point when this mode "freezes."

Using the polarizable ion model, Cochran showed ${ }^{8}$ for binary ionic crystals that the frequency of the optically active phonon mode at $\mathbf{q}=0$ in the harmonic approximation can be written as

$$
\begin{equation*}
\omega_{\mathrm{TO}}^{2}=\omega_{s r}^{2}-\omega_{d d}^{2}, \tag{1}
\end{equation*}
$$

where $\omega_{d d}^{2}$ is the contribution of the long-range dipoledipole interaction:

$$
\begin{equation*}
\omega_{d d}^{2}=\frac{4 \pi e^{2} \tilde{Z}^{2}}{\mu v_{0}\left(\varepsilon_{\infty}+2\right)} \tag{2}
\end{equation*}
$$

Here $\varepsilon_{\infty}$ is the electron contribution to the dielectric constant of the ionic crystal, and $\widetilde{Z}$ is the dynamic Born effective charge, $\mu$ is the reduced mass, and $v_{0}$ is the volume of the unit cell. The total polarizability of the crystal under the corresponding static ion shift $\mathbf{u}_{n}$ is expressed in terms of this charge as

$$
\begin{equation*}
\mathbf{P}=\frac{e}{v} \sum_{n} \tilde{Z}_{n} \mathbf{u}_{n} \tag{3}
\end{equation*}
$$

The quantity $\omega_{s r}^{2}>0$ is the repulsive contribution of the close-range forces to the frequency of the TO mode. Kvyatkovskii19 (see also the review in Ref. 10 for more details) proved the validity of expressions (1) and (2) in a general model-independent approach for binary crystals within the framework of a rigorous microscopic theory of lattice dynamics based on a description of the electron contribution employing the dielectric matrix $\varepsilon\left(\mathbf{q}+\mathbf{K}, \mathbf{q}+\mathbf{K}^{\prime}, 0\right)$, where $\mathbf{K}$ and $\mathbf{K}^{\prime}$ are inverse lattice vectors. Later he proved ${ }^{11}$ that these formulas remain valid for more complicated crystals, including perovskites. In this case $\widetilde{Z}$ is the Born charge of the corresponding soft mode.

In ordinary ionic insulators the Born charges are close to the values of the nominal ion charges or, more accurately, the Szigetti effective charges ${ }^{12}$ defining the ionicity of the crystal. In ferroelectrics, however, the dynamic Born charges, as a rule, have substantially larger values. Thus, for example, in ferroelectric IV-VI compounds the effective ionic charges satisfy $Z_{s} \leqslant 1$, while the Born charges reach values $Z \geqslant 10$ (Ref. 10).

Thus, expressions (1) and (2) reduce the problem of establishing the nature of the ferroelectric instability to a search for answers to the following questions. Why are the Born charges in ferroelectrics substantially larger than the Szigetti ionic charges? What is the situation with the shortrange repulsion forces? What in the series of analogous compounds, e.g., in $\mathrm{BaTiO}_{3}$ and $\mathrm{SrTiO}_{3}$, determines whether a ferroelectric transition is present: the corresponding change in $\omega_{s r}^{2}$ or $\omega_{d d}^{2}$ ? Unfortunately, until recently there have been no direct calculations without the use of adjustable parameters which would provide answers to these questions. The problem is further complicated by the fact that the values of $\omega_{s r}^{2}$ and $\omega_{d d}^{2}$ in ferroelectrics are almost an order of magnitude larger than the resulting value of $\omega_{\mathrm{TO}}^{2}$.

First-principles calculations of ferroelectric instability in perovskite crystals have appeared recently ${ }^{13-15}$ based on
band calculations of the electronic spectrum and its contribution to the total crystal energy within the framework of the density functional theory (DFT). These calculations have confirmed that it is possible to achieve the accuracy needed for a valid description of the energetics of the structural distortions in perovskite crystals. In particular, the above assertion that $\omega_{d d}^{2}$ is almost an order of magnitude larger than $\omega_{\mathrm{TO}}^{2}$ follows from the values of the dynamic Born charges and the quantities $\omega_{\text {TO }}^{2}$ obtained in Refs. 16 and 17. Unfortunately, it is difficult to obtain unambiguous answers to the above questions from these works. In particular, from these results it is even difficult to say why the Born charges in perovskites at the B ion and one of the oxygen atoms exceed the nominal charges of these ions while the Born charges on the A ion and the other oxygen ion are very close in most cases to their nominal values. The explanations given in Refs. 16 and 17, tied up with hybridization effects of electron $d$ states of the B ion and $p$ states of the oxygen ion, are unconvincing and, on top of this, the connection between these explanations and the results of phenomenological calculations of these charges in the earlier work of $\mathrm{Axe}^{18}$ remains unclear. This earlier work was based on a treatment of the model of polarizable ions and did not include any hybridization effects, but nevertheless led to practically the same values of the Born charges. Recently, very successful calculations ${ }^{19}$ of some other instabilities in perovskites have appeared, including the so-called antiferroelectric instability in $\mathrm{SrTiO}_{3}$.

In the present paper we carry out simple first-principles calculations based on a generalization of the Gordon-Kim model developed earlier by two of us. ${ }^{20-22}$ The aim of these calculations is to facilitate a microscopic study of the energetics of perovskite crystals and the nature of different kinds of lattice distortions, including the ferroelectric phase. Earlier this method was successfully applied to calculate the electron polarizability and lattice dynamics of a large number of ionic crystals. ${ }^{20-23}$ An even simpler variant of this method was employed with success to examine the nature of the structural distortions in $\mathrm{BaBiO}_{3}$.

The organization of this paper is as follows. Section 2 presents a brief exposition of the new version of our generalized Gordon-Kim (GGK) approach, which is needed to maintain the required accuracy of the calculations in perovskite crystals. Section 3 present results of numerical calculations of the energetics of a series of perovskite crystals, taking account of distortions of their cubic structure, and also contains a discussion of these results. In the last section we briefly discuss the outlook for future possible studies together with refinements of the proposed method needed toward this end.

## 2. GENERALIZED GORDON-KIM METHOD

The essence of the Gordon-Kim method ${ }^{25,26}$ for calculating the static and dynamic properties of ionic crystals consists in the following. The crystal is treated as a set of isolated ions and its total charge density is written in the form

$$
\begin{equation*}
\rho(\mathbf{r})=\sum_{i} \rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right) \tag{4}
\end{equation*}
$$

where the sum is taken over all the ions in the crystal. Next, in the spirit of the density functional theory (DFT) the total crystal energy is written as a functional of the charge density

$$
\begin{align*}
E^{\mathrm{cr}}= & {\left[E\left\{\sum_{i} \rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)\right\}-\sum_{i} E\left\{\rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)\right\}\right]+E^{N} } \\
& +\sum_{i} E\left\{\rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)\right\} . \tag{5}
\end{align*}
$$

In this formula the sum of energies of the individual ions is added and subtracted in accordance with the Gordon-Kim method. Here $E^{N}$ is the interaction energy of the nuclei, which has the form

$$
\begin{equation*}
E^{N}=\frac{1}{2} \sum_{i, j} \frac{Z_{i}^{N} Z_{j}^{N}}{\left|\mathbf{R}_{i}-\mathbf{R}_{j}\right|} \tag{6}
\end{equation*}
$$

and $Z_{i}^{N}$ is the nuclear charge of the $i$ th ion. The quantity $E\{\rho(\mathbf{r})\}$ is the charge density functional, which according to Hohenberg and Kohn ${ }^{28}$ can be represented in the form

$$
\begin{align*}
E\{\rho\}= & \int d \mathbf{r} \rho(\mathbf{r}) V^{\mathrm{ext}}(\mathbf{r})+\frac{1}{2} \int d \mathbf{r} d \mathbf{r}^{\prime} \frac{\rho(\mathbf{r}) \rho\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \\
& +\int d \mathbf{r} F\{\rho(\mathbf{r})\} \tag{7}
\end{align*}
$$

Here $V^{\text {ext }}(\mathbf{r})$ is the external potential, which in the case of crystals is simply the Coulomb potential of the nuclei:

$$
\begin{equation*}
V^{\mathrm{ext}}(\mathbf{r})=\sum_{i} \frac{Z_{i}^{N}}{\left|\mathbf{r}-\mathbf{R}_{i}\right|} \tag{8}
\end{equation*}
$$

The quantity $F\{\rho(\mathbf{r})\}$ is a universal functional describing the contributions of the kinetic energy and the exchangecorrelation energy to the total electron energy. In their original papers, ${ }^{25,26}$ Gordon and Kim used a significant number of additional simplifications in their analysis of expression (5) for the crystal energy. First, for the functional $F\{\rho(\mathbf{r})\}$ they used a simple local approximation in the spirit of ThomasFermi. Second, the first term in expression (5) neglects contributions from the overlap of more than two ions at a time. As a result, the problem reduces to a calculation of pairwise interactions $V_{i j}$ between the ions,

$$
\begin{align*}
V_{i j}= & \int\left[E\left\{\rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)+\rho_{j}\left(\mathbf{r}-\mathbf{R}_{j}\right)\right\}-E\left\{\rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)\right\}\right. \\
& \left.-E\left\{\rho_{j}\left(\mathbf{r}-\mathbf{R}_{j}\right)\right\}\right] d \mathbf{r} \tag{9}
\end{align*}
$$

and to subsequent calculation of the total crystal energy with the corresponding pairwise interaction taken into account. The charge density of an individual ion $\rho_{i}(\mathbf{r})$ was taken to be spherically symmetric and was calculated by the HartreeFock method for free ions.

In its original form the Gordon-Kim method has a quite limited region of applicability. This has to do, mainly, with the use of the spherically symmetric free ion density for $\rho_{i}(\mathbf{r})$. Their approach can be considered as a microscopic realization of the rigid ion model. In real crystals the charge density distribution of an ion is obviously not rigid. As follows from the experimental data, ${ }^{27}$ even in the case of the simplest ionic crystals of the NaCl type, where the charge
density can be taken with good accuracy to be spherically symmetric, noticeable compression of the charge density of the negative ion is observed. In general, static and dynamic distortions of the ion charge density are possible, possessing multipole symmetry of any order. In particular, an account of dipole distortions is absolutely necessary to describe the electron polarization of an ion.

Following the early works of Gordon and Kim, a large number of efforts were undertaken to improve the given method (see the review in Ref. 29). In particular, significant attention was given to monopole, i.e., spherically symmetric, distortions of the charge density. With this aim, it was proposed to calculate not the charge density of a free ion, but that of an ion located in a charged Watson sphere. ${ }^{30}$ The charge of the sphere was taken to be equal to the charge of the corresponding ion, but of opposite charge. To determine the radius of the sphere, a number of variational procedures have been proposed. Such a modification of the GordonKim method is necessary for the following reasons. First, a spherically symmetric distortion of the ion charge density is observed experimentally, and use of the Watson sphere indeed leads to spherically symmetric compression of the charge density of the negative ion. Second, use of the Watson sphere makes it possible to describe crystals containing ions that do not exist in the free state, such as the $\mathrm{O}^{2-}$ ion. Efforts were also undertaken to allow for dipole distortions of the charge density, but all of them were based on the use of phenomenological ion models of a different kind, of the shell-model type (for more details, see the review in Ref. 29).

In these efforts to improve the Kim-Gordon model, another problem arose which was not consistently resolved, in our opinion, in previous treatments. This is the so-called ion self-energy problem. The point here is that in the use in the Gordon-Kim model of ion charge densities calculated using the Watson sphere, the energy of each ion begins to depend on the radius of the Watson sphere. This radius, in turn, depends on the properties of the entire crystal as a whole; therefore the sum of energies of the individual ions should be included in the expression for the total energy and be taken into account in the course of the minimization defining this radius. On the question of the expression for this energy, especially for unstable ions, the opinions of different authors differ widely.

Earlier we developed a method ${ }^{20,21}$ which makes it possible within the framework of the pairwise interaction approximation to allow for distortions of the ion charge density of dipole type and introduce a self-consistent definition of the self-energy of the ion. Using this approach, we successfully calculated the electron polarization and lattice dynamics of many binary ionic crystals. The accuracy of this method turned out, however, to be insufficient for calculating the ferroelectric instability in perovskite crystals. This is due both to the necessity in perovskites of taking account of changes in the charge density due to higher multipoles and to the necessity of departing from the framework of pairwise interactions. We recently developed a corresponding generalization of the Gordon-Kim method; a brief exposition of it is given in Ref. 22.

The essence of our GGK method consists in the following. First, in line with ideas of nonequilibrium thermodynamics developed by Leontovich, ${ }^{30}$ the nonequilibrium state of an individual ion is prepared, with charge density distribution possessing any multipole symmetry. Toward this end, we solve the quantum-mechanical problem for the individual ion in the presence of external auxiliary fields possessing the corresponding necessary multipole symmetry and calculate the charge density distribution of the given ion and also its self-energy. After this, we place the ion in the crystal and using formula (5) for the crystal energy we determine the actual deformation of the ion from the minimum of this functional. The minimization is carried out for different values of the volume of the unit cell and different crystalline structures. The state corresponding to the deepest minimum is the true ground state of the crystal. This approach also makes it possible with the help of the frozen phonon method to find the frequencies of phonon vibrations for a series of wave vectors. With this aim, we calculate the energy difference between an ideal crystalline lattice and a lattice in which the ions are displaced just as is actually the case in a phonon mode.

To solve the quantum-mechanical problem of one ion, we use the density functional theory. The corresponding Kohn-Sham equation ${ }^{31}$ in the presence of auxiliary fields has the form

$$
\begin{array}{r}
\left(-\frac{\nabla^{2}}{2}+\frac{Z_{i}^{N}}{|\mathbf{r}|}+\int d \mathbf{r} \frac{\rho_{i}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}+V^{x c}(\mathbf{r})\right. \\
\left.\quad+V^{\mathrm{ext}}\left(\mathbf{r}, K_{n}\right)\right) \psi_{\alpha}(\mathbf{r})=\varepsilon_{\alpha} \psi_{\alpha}(\mathbf{r}) \tag{10}
\end{array}
$$

and

$$
\begin{equation*}
\rho_{i}(\mathbf{r})=\sum_{\alpha} \psi_{\alpha}^{*}(\mathbf{r}) \psi_{\alpha}(\mathbf{r}) \tag{11}
\end{equation*}
$$

where the sum is taken over all filled states. Here $V^{x c}(\mathbf{r})$ is the exchange-correlation potential, defined as

$$
\begin{equation*}
V^{x c}(\mathbf{r})=\frac{\delta E^{x c}\left\{\rho_{i}(\mathbf{r})\right\}}{\delta \rho_{i}(\mathbf{r})} \tag{12}
\end{equation*}
$$

For the exchange-correlation energy $E^{x c}$ we use, as usual, the local approximation. The quantity $V^{\text {ext }}\left(\mathbf{r}, K_{n}\right)$ is the potential of the auxiliary fields, which possesses multipole symmetry. At this point we should mention the substantial difference in the calculations when the auxiliary potential has spherical symmetry, i.e., is a monopole, and when the auxiliary potentials have any other multipole symmetry. For a monopole external field we are forced to solve Eq. (10) exactly in the presence of this potential. This is due to the necessity, mentioned above, of calculating ions not existing in the free state. This means that for them a solution of Eq. (10) that does not take the auxiliary monopole potential into account simply does not exist. Moreover, in the local approximation for the exchange-correlation energy the solution of Eq. (11) absent an auxiliary monopole potential is lacking even for the majority of negative ions.

In the present paper we use an auxiliary monopole potential in the form of a smoothed Watson sphere:

$$
V_{\mathrm{ext}}^{0}=\left(\mathbf{r}, K_{0}\right)=\left\{\begin{array}{cc}
K_{0}+b r^{2}, & r<R_{w}  \tag{13}\\
-Z_{i}^{\text {ion }} / r, & r>R_{w}
\end{array}\right.
$$

where $Z_{i}^{\text {ion }}$ is the nominal charge of the ion. The parameter $b$ and the radius $R_{w}$ of the Watson sphere are chosen from the condition of smooth joining of the potential and its first derivative at $r=R_{w}$. The choice of a more smoothed potential than the initial Watson sphere potential is motivated mainly by the need to refine the procedure of the numerical calculations. The quantity $K_{0}$, characterizing the depth of the potential at the nucleus, is a variational parameter and is determined from the minimum of the total energy of the crystal. The quantity $V^{\text {ext }}\left(\mathbf{r}, K_{l}\right)$ for the higher multipoles is chosen in the following form, also smoothed:

$$
\begin{equation*}
V^{\mathrm{ext}}\left(\mathbf{r}, K_{l}\right)=-r^{l} K_{l} P_{l}(\cos \theta) e^{-\beta_{l} r} \tag{14}
\end{equation*}
$$

Here the $Z$ axis is chosen in the direction of the external field, $P_{l}(\cos \theta)$ are the ordinary Legendre polynomials, and $K_{l}$ and $\beta_{l}$ are the corresponding variational parameters. It is important here that there is no need to solve Eq. (10) exactly in the presence of multiple potentials. It was sufficient to find the changes in the charge density distribution and the ion energy from perturbation theory in the potential $V^{\text {ext }}\left(\mathbf{r}, K_{l}\right)$. The point here is that the amplitudes of the multipole distortions in the charge density distribution are determined, in the final analysis, by the crystal fields or their changes in response to changes in the crystalline structure, but these fields are always much smaller than the intra-atomic fields.

For the calculations we have used perturbation theory in the form suggested by Sternheimer. As is customary in perturbation theory, the wave function $\psi_{\alpha}(\mathbf{r})$ is represented in the form

$$
\begin{equation*}
\psi_{\alpha}(\mathbf{r})=\psi_{\alpha}^{0}(\mathbf{r})+\delta \psi_{\alpha}(\mathbf{r}) \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta \rho(\mathbf{r})=\sum_{\alpha} \psi_{\alpha}^{0}(\mathbf{r}) \delta \psi_{\alpha}(\mathbf{r}) \tag{16}
\end{equation*}
$$

The unperturbed function $\psi_{\alpha}^{0}(\mathbf{r})$ satisfies the equation

$$
\begin{equation*}
\left(-\frac{\nabla^{2}}{2}+V_{\mathrm{eff}}(\mathbf{r})\right) \psi_{\alpha}^{0}(\mathbf{r})=\varepsilon_{\alpha}^{0} \psi_{\alpha}^{0}(\mathbf{r}) \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\mathrm{eff}}(\mathbf{r})=\frac{Z_{i}^{N}}{|\mathbf{r}|}+\int d \mathbf{r}^{\prime} \frac{\rho_{i}^{0}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}+V^{x c}(\mathbf{r})+V_{\mathrm{ext}}^{0}\left(\mathbf{r}, K_{0}\right) \tag{18}
\end{equation*}
$$

and the variation of the wave function $\delta \psi_{\alpha}(\mathbf{r})$ is defined by the equation

$$
\begin{align*}
(- & \left.\frac{\nabla^{2}}{2}+V_{\mathrm{eff}}(\mathbf{r})-\varepsilon_{\alpha}\right) \delta \psi_{\alpha}(\mathbf{r}) \\
& =-\left[V_{\mathrm{ext}}\left(\mathbf{r}, K_{l}\right)+\frac{\delta V_{\mathrm{eff}}}{\delta \rho(\mathbf{r})} \delta \rho(\mathbf{r})\right] \psi_{0}(\mathbf{r}) . \tag{19}
\end{align*}
$$

In the Sternheimer method both equations for $\psi_{\alpha}^{0}(\mathbf{r})$ and $\delta \psi_{\alpha}(\mathbf{r})$ are solved simultaneously with allowance for the self-consistency procedures for $V_{\text {eff }}(\mathbf{r}, \rho)$ and $\delta V_{\text {eff }}(\mathbf{r}, \rho)$ $=\left(\delta V_{\text {eff }}(\mathbf{r}) / \delta \rho\right) \delta \rho$. We used a numerical method to solve these equations numerically. The wave functions were represented as series in Chebyshev polynomials which match smoothly at large distances $r$ with the corresponding asymptotic limit for the functions $\psi_{\alpha}^{0}(\mathbf{r})$ and $\delta \psi_{\alpha}(\mathbf{r})$.

Solving Eqs. (17) and (19), we obtain the variation of the wave function, $\delta \psi_{\alpha}(\mathbf{r})$, which depends implicitly on the parameters $K_{0}$ and $\beta_{l}$ and depends linearly on the parameter $K_{l}$.

The variation of the charge density $\delta \rho^{l}\left(\mathbf{r}, K_{0}, \beta_{l}\right)$ can be represented in the form

$$
\begin{equation*}
\delta \rho^{l}(\mathbf{r})=K_{l} \delta \tilde{\rho}\left(\mathbf{r}, K_{0}, \beta_{l}\right) P_{l}(\cos \theta) \tag{20}
\end{equation*}
$$

According to standard electrostatics it is possible to determine the values of the multipole moments corresponding to the charge distribution (20)

$$
\begin{equation*}
P_{l}=\int d \mathbf{r} r^{l} P_{l}(\cos \theta) \delta \rho^{l}\left(\mathbf{r}, K_{0}, \beta_{l}\right) \tag{21}
\end{equation*}
$$

If we take (20) into account, Eq. (21) gives a linear relationship between the parameters $K_{l}$ and $P_{l}$, which allows us to express the ion energy in terms of the multipole moments and perform an additional variation of the total crystal energy not in the parameters of the auxiliary potential but in the multipole moments of the ions.

The expression for the total energy of an ion in DFT in the presence of the auxiliary fields has the form

$$
\begin{align*}
E^{\mathrm{ion}}\{\rho(\mathbf{r})\}= & \int d \mathbf{r} \frac{Z \rho(\mathbf{r})}{|\mathbf{r}|}+\frac{1}{2} \int d \mathbf{r}^{\prime} \frac{\rho(\mathbf{r}) \rho\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \\
& +\sum_{l} \int d \mathbf{r} V_{\mathrm{ext}}^{l}\left(\mathbf{r}, K_{l}, \beta_{l}\right) \rho(\mathbf{r})+F\{\rho(\mathbf{r})\} \tag{22}
\end{align*}
$$

Since we calculated the charge densities of the ions by varying the external auxiliary potentials, expression (22) is in fact a functional of the auxiliary potential $V_{\mathrm{ext}}^{l}(\mathbf{r})$. To determine the self-energy $E_{i}^{\text {self }}$ of an ion with nonequilibrium charge density distribution as a functional of the density it is necessary according to the ideas of nonequilibrium thermodynamics ${ }^{30}$ to proceed as follows.

First, from the relation

$$
\begin{equation*}
\frac{\delta E^{\mathrm{ion}}}{\delta V_{\mathrm{ext}}(\mathbf{r})}=\rho(\mathbf{r}) \tag{23}
\end{equation*}
$$

it follows that we should express $V_{\text {ext }}(\mathbf{r})$ in terms of $\rho(\mathbf{r})$ and substitute them in the formula for $E_{\text {ion }}$. After this, it is necessary to subtract from the energy $E_{\text {ion }}$ the work $A$ associated with the interaction with the external field, i.e., the quantity

$$
\begin{equation*}
A=\int d \mathbf{r} V^{\text {ext }}(\rho(\mathbf{r})) \rho(\mathbf{r}) \tag{24}
\end{equation*}
$$

All these procedures in DFT are actually trivial since the energy of the ion (22) is always expressed as the corresponding density functional, and for $E_{\text {ion }}^{\text {self }}$ we obtain

$$
\begin{equation*}
E_{\mathrm{ion}}^{\text {self }}=\int \frac{Z \rho(\mathbf{r})}{|\mathbf{r}|}+\frac{1}{2} \int d \mathbf{r} d \mathbf{r}^{\prime} \frac{\rho(\mathbf{r}) \rho\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}+F\{\rho(\mathbf{r})\} . \tag{25}
\end{equation*}
$$

After this, expression (5) for the total crystal energy can be rewritten in the form

$$
\begin{align*}
E_{\mathrm{cr}}= & {\left[E\left\{\sum_{i} \rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)\right\}-\sum_{i} E_{i}^{\text {self }}\left\{\rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)\right\}\right]+E^{N} } \\
& +\sum_{i} E_{i}^{\text {self }}\left\{\rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)\right\} \tag{26}
\end{align*}
$$

We point out here at the outset that in all the refinements of the Gordon-Kim method the first term on the right-hand side of Eq. (26) coincides exactly with our result. This means that from the electron energy, written as a function of all the densities, the sum of energies of the individual ions was subtracted in a form corresponding exactly to our expression (25). In this light the source of the differences in the previous generalizations of this method in the form of the last term in Eq. (26) is not entirely clear to us. Nevertheless, we will not use the last term of Eq. (26) in our calculations in the form of expression (25). The quantity $E_{i}^{\text {self }}$ as defined by expression (25) contains very large contributions from the ion energy, which in fact do not depend on the crystalline environment, and taking them into account can lead to large errors in the numerical calculations. Toward this end, we will make use of the well-known properties of the density functional and first calculate the necessary derivatives of the self-energy with respect to the variational parameters $K_{l}$. Toward this end, we write $E^{\text {self }}$ in the form

$$
\begin{equation*}
E_{\mathrm{ion}}^{\text {self }}=E_{\mathrm{ion}}-\int d \mathbf{r} V_{\mathrm{ext}}\left(\mathbf{r}, K_{l}\right) \rho(\mathbf{r}) \tag{27}
\end{equation*}
$$

and, correspondingly,
$\frac{\partial E_{\text {ion }}^{\text {self }}}{\partial K_{l}}=\frac{\partial E_{\text {ion }}}{\partial K_{l}}-\int d \mathbf{r} \frac{\partial V_{\text {ext }}}{\partial K_{l}} \rho(\mathbf{r})-\int d \mathbf{r} V_{\text {ext }}\left(\mathbf{r}, K_{l}\right) \frac{\partial \rho}{\partial K_{l}}$.

From the condition for the minimum of the functional $E_{\text {ion }}$ we have

$$
\begin{equation*}
\frac{\partial E_{\mathrm{ion}}}{\partial K_{l}}=\int d \mathbf{r} \frac{\partial V_{\mathrm{ext}}\left(\mathbf{r}, K_{l}\right)}{\partial K_{l}} \rho(\mathbf{r}), \tag{29}
\end{equation*}
$$

which at once gives us

$$
\begin{equation*}
\frac{\partial E_{\mathrm{ion}}^{\mathrm{self}}}{\partial K_{l}}=-\int d \mathbf{r} V_{\mathrm{ext}}\left(\mathbf{r}, K_{l}\right) \frac{\partial \rho}{\partial K_{l}} \tag{30}
\end{equation*}
$$

Moreover, we can also easily calculate the variation of the self-energy with variation of the parameters after integrating expression (30) with respect to $K_{l}$ :

$$
\begin{equation*}
\Delta E_{\mathrm{ion}}^{\mathrm{self}}=-\int d K \int d \mathbf{r} V_{\mathrm{ext}}\left(\mathbf{r}, K_{l}\right) \frac{\partial \rho}{\partial K_{l}} . \tag{31}
\end{equation*}
$$

Taking into account the linear relationship (21) between the parameters $K_{l}$ and the multipole moments, we easily ob-
tain a final expression for the self-energy of the ion for multipole distortions of the density with $l>0$ by integrating in (31) from zero to $K_{l}$ :

$$
\begin{equation*}
E_{l}^{\text {self }}(l)=K_{l}^{2} / 2 \alpha_{l}, \tag{32}
\end{equation*}
$$

where $\alpha_{l}$ is the corresponding multipole polarizability. For monopole distortions we cannot calculate for any value of $K_{0}$, including $K_{0}=0$, for the reasons discussed above. To determine the energy difference arising for small lattice distortions, it is sufficient to integrate with respect to $K_{0}$ in (31) over an interval including the quite small region of actual variations of $K_{0}$.

To wrap up this section, we briefly describe the transformations of expression (26) for the total energy of the crystal to a form suitable for numerical analysis, following Ref. 34.

First we note that calculation of the self-energy does not present any special difficulty in light of the results for it obtained above. The remaining terms in expression (26) are very large and should be grouped correspondingly. First let us consider the contribution to the crystal energy associated with the kinetic and exchange-correlation energy of the electrons. It has the form

$$
\begin{align*}
E_{e l}= & \int_{V} d \mathbf{r} F\left\{\sum_{i} \rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)\right\} \\
& -\sum_{i} \int_{V} d \mathbf{r} F\left\{\rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)\right\}, \tag{33}
\end{align*}
$$

where the integration is over all space. By virtue of the periodicity of the total charge density of the crystal, the first integral in (33) can at once be represented as an integral over one unit cell. In the second integral it is possible to transform from an integration over all space to an integration over the $l$ th unit cell and a sum over unit cells. As a result we have

$$
\begin{align*}
E_{e l}= & \int_{\Omega} d \mathbf{r} F\left\{\sum_{i} \rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)\right\} \\
& -\sum_{i, l} \int_{\Omega_{l}} d \mathbf{r} F\left\{\rho_{i}\left(\mathbf{r}-\mathbf{R}_{i l}\right)\right\} . \tag{34}
\end{align*}
$$

With the help of the change of variables $\mathbf{r}=\mathbf{r}^{\prime}-\mathbf{r}_{l}$, where $\mathbf{r}_{l}$ is the position vector of the $l$ th unit cell, it is easy to reduce the second integral to an integration over one unit cell. As a result, we obtain

$$
\begin{equation*}
E_{e l}=\int_{\Omega} d \mathbf{r}\left[F\left\{\sum_{i} \rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)\right\}-\sum_{i, l} F\left\{\rho_{i}\left(\mathbf{r}-\mathbf{R}_{i l}\right)\right\}\right], \tag{35}
\end{equation*}
$$

where $\mathbf{R}_{i l}=\mathbf{R}_{i}+\mathbf{r}_{l}$.
Because of the exponential falloff of the charge density, the summation over lattice sites is carried out quite simply. The integration over a unit cell is performed numerically using the method of special points. Details of the calculation are contained in Ref. 35.

The greatest difficulty in the calculation comes from the Coulomb part of the total crystal energy due to the presence of long-range forces. The main problem in the transformation of this contribution consists in separating the long-range
interactions of the corresponding point multipoles and the short-range interactions of the extended multipoles.

The Coulomb part of the crystal energy $E_{c}$ can be represented in the form

$$
\begin{align*}
E_{c}= & \sum_{i \neq j}\left(Z_{i}^{N} V_{j}\left(\mathbf{R}_{i}-\mathbf{R}_{j}\right)+\frac{1}{2} \int d \mathbf{r} \rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right)\right. \\
& \left.\times V_{j}\left(\mathbf{r}-\mathbf{R}_{j}\right)\right)+\mathbf{E}_{N} \tag{36}
\end{align*}
$$

where $V_{i}(\mathbf{r})$ is the Coulomb potential created by the electrons of the individual ion.

The expansion of the charge density $\rho(\mathbf{r})$ into multipoles is written as follows:

$$
\begin{equation*}
\rho(\mathbf{r})=\sum_{m, l} \rho_{l}(r) Q_{l m} Y_{l m}^{*}(\hat{\mathbf{r}}) \tag{37}
\end{equation*}
$$

where $Q_{l m}$ are the multipole charges:

$$
\begin{aligned}
& Q_{0}^{(0)}=\sqrt{4 \pi} Z^{e l}, \quad Q_{0}^{(1)}=i \sqrt{\frac{4 \pi}{3}} P_{z}, \\
& Q_{ \pm 1}^{(1)}=\mp \sqrt{\frac{2 \pi}{3}}\left(P_{x} \pm i P_{y}\right) \ldots
\end{aligned}
$$

and $\rho_{l}(r)$ are the multipole components of the charge density, normalized by the following condition:

$$
\begin{equation*}
\frac{4 \pi}{2 l+1} \int_{0}^{+\infty} r^{l+2} \rho_{l}(r) d r=1 \tag{38}
\end{equation*}
$$

The multipole expansion of the Coulomb potential $V_{i}(\mathbf{R})$ is written as follows:

$$
\begin{align*}
V(\mathbf{R})= & \int d \mathbf{r} \frac{\rho(\mathbf{r})}{|\mathbf{r}-\mathbf{R}|}=\sum_{l, m} Q_{l m} \int d \mathbf{r} \frac{\rho_{l}(r) Y_{l m}^{*}(\hat{\mathbf{r}})}{|\mathbf{r}-\mathbf{R}|} \\
= & \sum_{l, m} Q_{l m} V_{l}(R) Y_{l m}^{*}(\hat{\mathbf{R}}),  \tag{39}\\
V_{l}(R)= & \frac{4 \pi}{2 l+1}\left(\frac{1}{R^{l+1}} \int_{0}^{R} r^{l+2} \rho_{l}(r) d r\right. \\
& \left.+R^{l} \int_{R}^{+\infty} \rho_{l}(r) r^{1-l} d r\right) \tag{40}
\end{align*}
$$

From the last expression we can separate out the longrange part after rewriting the potential in the following form:

$$
\begin{align*}
V_{l}(R)= & \frac{4 \pi}{2 l+l}\left(-\frac{1}{R^{l+1}} \int_{R}^{+\infty} r^{l+2} \rho_{l}(r) d r\right. \\
& \left.+R^{l} \int_{R}^{+\infty} \rho_{l}(r) r^{1-l} d r\right)+\frac{1}{R^{l+1}} \tag{41}
\end{align*}
$$

Thus, the Coulomb potential is represented in the form of a short-range part $\widetilde{V}(\mathbf{R})$ and the long-range potential $V^{p}(\mathbf{R})$ of point multipoles

$$
\begin{equation*}
V(\mathbf{R})=\tilde{V}(\mathbf{R})+V^{p}(\mathbf{R}) \tag{42}
\end{equation*}
$$

Substituting the expansion (42) into the expression for the Coulomb energy (36), we obtain

$$
\begin{align*}
E_{c}= & \sum_{i \neq j}\left(Z_{i}^{N} \tilde{V}_{j}\left(\mathbf{R}_{i}-\mathbf{R}_{j}\right)+Z_{i}^{N} V_{j}^{p}\left(\mathbf{R}_{i}-\mathbf{R}_{j}\right)\right. \\
& +\frac{1}{2} \int d \mathbf{r} \rho_{i}\left(\mathbf{r}-\mathbf{R}_{i}\right) \tilde{V}_{j}\left(\mathbf{r}-\mathbf{R}_{j}\right)+\frac{1}{2} \int d \mathbf{r} \rho_{i} \\
& \left.\times\left(\mathbf{r}-\mathbf{R}_{i}\right) V_{j}^{p}\left(\mathbf{r}-\mathbf{R}_{j}\right)\right)+E_{N} . \tag{43}
\end{align*}
$$

By virtue of the exponential falloff of the potential $\widetilde{V}(\mathbf{R})$ only the sum over nearest neighbors contributes to the first and third terms. These two terms together describe the shortrange interaction of the extended multipoles. The sum of the three remaining terms, including the Coulomb interaction of the nuclei, describes the interaction of the point multipoles with each other and the interaction of the point multipoles with the extended multipoles. The procedure for separating the point objects from the interactions while taking account of only monopole and dipole distortions of the charge density is described in detail in our previous papers ${ }^{21,22}$ using the standard description of dipoles in Cartesian coordinates. The account of the quadrupole distortions introduces an additional matrix, the quadrupole moment matrix, and working with it in Cartesian coordinates becomes extremely tiresome. In the present paper we represent the multipole distortions of the charge density in spherical coordinates. Using the transformation formulas for spherical functions, this makes it quite simple to formulate the calculation of the Coulomb interactions between point and extended multipoles. An analogous technique is used in electron band theory ${ }^{36}$ to calculate the structure constants. Details of the calculations of expression (43) are given in Ref. 35.

## 3. RESULTS AND DISCUSSION

In our numerical calculations of the energy of perovskite crystals in distorted phases as well as in the cubic phase we have taken into account multipole components of the ion charge density up to quadrupole. The necessity in perovskite crystals of allowing for quadrupole distortions of the charge density of the $\mathrm{O}^{2-}$ ion even in the cubic phase follows directly from the comparisons made above ${ }^{14,37}$ of the charge density distributions in the $\mathrm{BaTiO}_{3}$ crystal obtained from first-principles calculations and from a superposition of spherically symmetric ion densities. The difference between these densities clearly demonstrates the presence of a quadrupole distribution of the charge density on the oxygen ion. By virtue of the crystalline symmetry of the cubic phase dipole components of the density are forbidden on all ions, and quadrupole components are forbidden on all ions except $\mathrm{O}^{2-}$. In the distorted phases, on the other hand, corresponding, for example, to the ferroelectric state of the crystal, it is necessary to allow for the existence of both these components on all ions. The importance of quadrupole components of the ion density for stabilization of the low-symmetry phases of ionic crystals was noted in a recent paper by Wilson et al. ${ }^{38}$ We have carried out calculations of the energies of the cubic phases and distorted phases of $\mathrm{BaTiO}_{3}, \mathrm{KNbO}_{3}$, $\mathrm{CaTiO}_{3}$, and $\mathrm{BaZrO}_{3}$. For each value of the lattice parameters we minimized the total crystal energy over the five
variational parameters $K_{0}, P_{1,(2)}, \beta_{1,(2)}$. Here we used the conditions for an energy minimum in the form

$$
\begin{equation*}
\partial E_{\mathrm{cr}} / \partial P=0 \tag{44}
\end{equation*}
$$

where by $P$ we mean any of the above five parameters. We examined the minimization over the cutoff parameters of the multipole potentials $\beta_{l}$ in detail for the case of $\mathrm{BaTiO}_{3}$. We showed that the crystal energy possesses an extremely shallow minimum with respect to these parameters, and the exact values of $\beta_{l}^{\text {min }}$ differ only slightly from one other for the different phases and unit-cell volumes. In line with this, most of our calculations for the parameters $\beta_{l}$ were based on the use of the constant values $\beta_{l}=0.15, \ldots, \beta_{2}=0.25$. The effective distances $r_{\text {eff }}^{l}=1 / \sqrt{\beta_{l}}$ corresponding to the indicated values of $\beta_{l}$ correspond roughly to the interatomic distance for the dipole potential and are slightly less for the quadrupole potential.

Let us comment, first of all, on the results of our calculations for $\mathrm{BaTiO}_{3}$. Carrying out the minimization of the total crystal energy in the cubic phase for different values of the lattice constant, we determined its equilibrium value $a$. It turned out to be equal to 7.41 Bohr radii. This value is less than the experimental value, which is equal to 7.58 , but is only $0.5 \%$ less than the value obtained in previous calculations ${ }^{13-15}$ based on the electron band description. We obtained exactly the same accuracy for the equilibrium parameters in the cubic phase for the other perovskite crystals. Taking the quadrupole distortion of the charge density on the $\mathrm{O}^{2-}$ ions into account leads to a slight increase of about $0.5 \%$ in the value of the lattice constant. As is well known from theoretical calculations, ${ }^{13-15}$ the ferroelectric instability in perovskite crystals is very sensitive to the volume of the unit cell. First-principles calculations ${ }^{13-15}$ have demonstrated that this instability is either very weakly manifested or is generally absent for a volume corresponding to the theoretical value of the lattice constant equal to 7.45 . Hence all of the foregoing calculations were performed for the experimental value of the lattice constant. Our work is in this sense not an exception-we also performed all calculations of distorted phases for experimental values of $a$.

As we already noted earlier, the actual ion shifts during the transition to the ferroelectric phase do not reduce to just a displacement of the central Ti ion from its equilibrium position. A complete study of the possible ion shifts and a determination of the dependence of the energy on these displacements, as noted in Ref. 14, would be an extremely arduous undertaking even using simple pairwise interatomic potentials. Such a complete study was not the goal of this work. In our study of the $\mathrm{BaTiO}_{3}$ instability, we employed experimental values of the eigenvectors of the soft ferroelectric mode and performed calculations of the dependence of the energy on just the amplitude of this mode. The results are shown in Fig. 1. As can be seen from the figure, the calculated values of the energy and the ferroelectric shift which do not allow for quadrupole distortions of the charge density overestimate the shift by a factor of two and the resulting energy decrease by an order of magnitude. The calculated values which take the quadrupole distortions into account, on the other hand, agree quite well with the values obtained in


FIG. 1. Crystal energy $E_{\text {cr }}$ versus amplitude of the ferroelectric shift $u$ in $\mathrm{BaTiO}_{3}$ (zero energy corresponds to the equilibrium value $E_{\mathrm{cr}}^{0}$ in the cubic phase) in the "rigid ion'" model $(\times)$ and in the self-consistent calculation $(+)$; a-monopole, dipole, and quadrupole distortions of the charge density of the ions taken into account, b-only monopole and dipole distortions taken into account.
previous works. ${ }^{13-15}$ Figure 1 also demonstrates that when the dipole distortions of the ions are neglected, i.e., in the rigid ion model, the cubic phase remains stable.

This result serves as explicit confirmation of the validity of ideas going back to Slater ${ }^{5}$ and Skanavi ${ }^{4}$ on the importance of the electron polarizability of the ions in the determination of the ferroelectric instability. Earlier, the ferroelectric instability in $\mathrm{BaTiO}_{3}$ was examined in Ref. 39 within the framework of the Gordon-Kim model without allowance for the dipole polarization of the ions. As was shown in this work, the cubic phase is stable in this model. We can only


FIG. 2. Crystal energy $E_{\text {cr }}$ versus amplitude of the ferroelectric shift $u$ in $\mathrm{KNbO}_{3}$ (zero energy corresponds to theequilibrium value $E_{\mathrm{cr}}^{0}$ in the cubic phase): + corresponds to the $\Gamma$ point, $\times$ corresponds to the $X$ point (longitudinal mode), $*$ corresponds to the $X$ point (transverse mode).
emphasize that the absence of a ferroelectric instability in this approach has nothing to do with whether hybridization of the electron states of the $\mathrm{Ti}^{4+}$ and $\mathrm{O}^{2-}$ ions is or is not taken into account, as was supposed in Ref. 13, but is explained simply by the absence in this approach of an account of the electron dipole polarization of the ions.

We also examined lattice instabilities for the $\mathrm{KNbO}_{3}$ crystal. The results of these calculations are shown in Fig. 2. In this case we calculated not the change in the energy corresponding to an actual ferroelectric ion shift in the unit cell but the change in the energy due to a shift of the one central Nb ion in the unit cell. As can be seen from this figure, the lattice is unstable with respect to this shift. Moreover, this mode is unstable not only at the center of the Brillouin zone, but also on its boundary. Thus, there exist branches of the optical vibrations in perovskite crystals that are unstable in the cubic phase over the entire Brillouin zone. This result is in complete agreement with the results obtained recently within the framework of first-principles calculations based on the electron band structure method. ${ }^{40}$ Such behavior of the phonon modes can have a substantial effect on many characteristics of the cubic phase of perovskite crystals. Figure 3 plots the results of calculations of the so-called antiferroelectric instability for $\mathrm{BaTiO}_{3}$ and $\mathrm{CaTiO}_{3}$. These results, in complete agreement with the available experimental data and the results of recent calculations, ${ }^{16}$ demonstrate the absence of the corresponding instability in $\mathrm{BaTiO}_{3}$ and its presence in $\mathrm{CaTiO}_{3}$. They also show that this instability is almost completely determined by the Coulomb interaction of the spherically symmetric ions and by the close-range forces.


FIG. 3. Crystal energy $E_{\text {cr }}$ versus rotation angle of the oxygen octahedron $\phi$ in $\mathrm{BaTiO}_{3}$ and $\mathrm{CaTiO}_{3}$ (zero energy corresponds to the equilibrium value $E_{\mathrm{cr}}^{0}$ in the cubic phase): $\times$ corresponds to the "rigid ion", model, + corresponds to the self-consistent calculation.

Electron polarizability effects have a very small effect on this instability. Our calculations for $\mathrm{BaZrO}_{3}$ demonstrate stability of the cubic lattice in complete agreement both with previous calculations ${ }^{15}$ and with the experimental data.

Our method allows one to calculate not only the energy of the cubic phase and distorted phases, but also the total and electron polarizations of the distorted phases. First of all, let us consider the behavior of a cubic crystal in an external electric field $\mathbf{E}_{n}$. Toward this end, we add a term to the crystal energy allowing for the interaction of the electric dipoles with this external electric field:

$$
\begin{equation*}
W=-\sum_{n} \mathbf{P}_{n} \mathbf{E}_{n} \tag{45}
\end{equation*}
$$

and restrict discussion to the case of a uniform field $\mathbf{E}_{n}=\mathbf{E}$ $=$ const. Minimizing the total energy of the crystal for given $\mathbf{E}$, we can find, in the linear approximation, the values of $\mathbf{P}_{n}$ as functions of $\mathbf{E}$ :

$$
\begin{equation*}
\mathbf{P}_{n}=\tilde{\alpha}_{n} \mathbf{E}_{n}, \tag{46}
\end{equation*}
$$

where the quantities $\tilde{\alpha}_{n}$ are, of course, not equal to the quantities $\alpha_{n}$ defined for the isolated ions. Next we can find the electronic contribution $\varepsilon_{\infty}$ to the dielectric constant of the crystal from the relation

$$
\begin{equation*}
\mathbf{D}=\varepsilon_{\infty} \mathbf{E}=\mathbf{E}+4 \pi \mathbf{P}=\mathbf{E}+\frac{4 \pi}{v_{0}} \sum_{s} \mathbf{P}_{s} \tag{47}
\end{equation*}
$$

TABLE I. Born effective charges.

| Ion | Charge | $\widetilde{Z}_{\text {eff }}$ | $\widetilde{Z}_{\text {eff }}^{\text {exp }}$ |
| :--- | :---: | :---: | ---: |
| Ba | 2 | 2.71 | 2.9 |
| Ti | 4 | 5.67 | 6.7 |
| $\mathrm{O}_{1}$ | -2 | -4.72 | -4.8 |
| $\mathrm{O}_{2}$ | -2 | -1.83 | -2.4 |
| $\mathrm{O}_{2}$ | -2 | -1.83 | -2.4 |

$$
\begin{equation*}
\varepsilon_{\infty}=1+\frac{4 \pi}{v_{0} E} \sum_{s} \mathbf{P}_{s} \tag{48}
\end{equation*}
$$

Here the sum is taken over the limits of one unit cell and $v_{0}$ is its volume. The results of numerical calculations lead to the following value of the dielectric constant:

$$
\varepsilon_{\infty}=4.86
$$

It is also possible to determine the magnitudes of the Born effective charges that describe the polarization of the crystal arising upon an ion shift equal to $\mathbf{u}_{s}$

$$
\begin{equation*}
\delta \mathbf{P}=\frac{1}{v_{0}} \sum_{s} \hat{Z}_{s}^{\mathrm{eff}} \mathbf{u}_{s}=\frac{1}{v_{0}} \sum_{s} \hat{Z}_{s}^{\mathrm{ion}} \mathbf{u}_{s}+\frac{1}{v_{0}} \sum_{s} \mathbf{P}_{s} \tag{49}
\end{equation*}
$$

The effective charge tensors $Z_{\alpha \beta}^{\text {eff }}$ in perovskite crystals for the A and B ions are isotropic and have two different values for the $\mathrm{O}^{2-}$ ion for nonequivalent directions: $Z_{1}^{\text {eff }}$ in the direction toward the B ion and $\hat{Z}_{2}^{\text {eff }}$ perpendicular to it. Performing four ion shifts (one each for the A and B ions and two for the $\mathrm{O}^{2-}$ ion) and calculating from the energy minimum the corresponding values of the electron polarizability $\mathbf{P}_{n}$, we can determine all four values of the Born effective charges. Results of the corresponding calculations for $\mathrm{BaTiO}_{3}$ are listed in Table I.

We note first that the Born effective charges we calculated satisfy exactly the acoustic sum rule

$$
\begin{equation*}
\sum_{s} \widetilde{Z}_{\mathrm{eff}}^{s}=0 \tag{50}
\end{equation*}
$$

The dielectric constant $\varepsilon_{\infty}$ and the Born effective charges we obtained slightly underestimate the experimental data. This has to do, to a significant extent, with the substantial lowering of the polarizability of the individual ions due to the strong cutoff factor $e^{-\beta_{l} r^{2}}$ in the perturbing dipole potential. Choice of smoother cutoff functions can lead to better agreement with experiment. In any case, considering the complete absence of adjustable parameters in our calculations, the agreement obtained with the experimental data can be considered to be quite good.

After our demonstration that the GGK method we have developed leads to results for the cubic phase and distorted phases of perovskite crystals, whose accuracy does not differ very much from that of other methods, it would be desirable to address the questions posed in the Introduction. The most important of these is the question, what is the nature of the ferroelectric instability and what sort of interaction forces are responsible for this instability. This problem, of course, was discussed at length in all earlier calculations. It should be
noted at once, though, that they gave entirely different answers to these questions. In order to get to the bottom of these differences, we use the standard expression for the total crystal energy in the density functional theory

$$
\begin{equation*}
E_{\mathrm{cr}}=E_{e l}\{\rho(\mathbf{r})\}+E^{N} \tag{51}
\end{equation*}
$$

where $E_{e l}\{\rho(\mathbf{r})\}$ is the electron energy functional and $E^{N}$ is the energy of the Coulomb interaction of the nuclei (or interaction energy of the corresponding ions using the pseudopotential method). We write the functional $E_{e l}\{\rho(\mathbf{r})\}$ in the two equivalent forms most frequently used for calculations in the band description of the electrons:

$$
\begin{align*}
E_{e l}\{\rho(\mathbf{r})\}= & T_{0}\{\rho(\mathbf{r})\}+\sum_{n} \int d \mathbf{r} \frac{Z_{n} \rho(\mathbf{r})}{\left|\mathbf{r}-\mathbf{R}_{n}\right|} \\
& +\frac{1}{2} \int d \mathbf{r}^{\prime} \frac{\rho(\mathbf{r}) \rho\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}+E_{x c}\{\rho(\mathbf{r})\} \tag{52}
\end{align*}
$$

and

$$
\begin{align*}
E_{e l}\{\rho(\mathbf{r})\}= & \sum_{\mathbf{k}, \lambda} \varepsilon_{\mathbf{k}, \lambda}-\frac{1}{2} \int d \mathbf{r}^{\prime} \frac{\rho(\mathbf{r}) \rho\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}+E_{x c}\{\rho(\mathbf{r})\} \\
& -\int d \mathbf{r} V_{x c}\{\rho(\mathbf{r})\} \rho(\mathbf{r}) . \tag{53}
\end{align*}
$$

In formulas (52) and (53) we have used the standard notation: $T_{0}\{\rho(\mathbf{r})\}$ is the kinetic energy of the noninteracting ions, $E_{x c}\{\rho(\mathbf{r})\}$ is the exchange-correlation energy, and $V_{x c}\{\rho(\mathbf{r})\}$ is the exchange-correlation potential in the corresponding Kohn-Sham equation for the band electrons. The first term on the right-hand side of Eq. (53) is the sum of the single-particle electron energies described by the KohnSham equation.

It would be desirable to turn our attention now to the change of sign of the contribution of the Coulomb interelectron interaction in Eq. (53) in comparison with Eq. (52) and to the appearance of an additional term (the last term) in Eq. (53). Both of these changes arise as a result of double counting of the corresponding interactions in the sum of the single-particle energies. A change in any of the terms (in the series of cases and even for $E_{x c}$ ) in the expression for $E_{e l}\{\rho(\mathbf{r})\}$ for a small distortion of the crystal structure is much larger than the resulting change in the total crystal energy $E_{\text {cr }}$.

In this sense, any of these changes leading to a decrease in the energy of the distorted phase in comparison with the cubic phase can, if desired, be considered as the reason for the appearance of the distorted phase itself. Thus, Rabe and Jonnopoulos, ${ }^{41}$ in the context of calculations of the ferroelectric instability in IV-VI semiconductors using the form (52) for $E_{e l}$, cited the interaction of the electrons and ions, i.e., the second term on the right-hand side of Eq. (52), as the reason for the ferroelectric instability. This term is generally absent in explicit form in formula (53). Hidaka, ${ }^{42}$ who used formula (53) for $E_{e l}$, cited as the reason for the ferroelectric instability the sum of single-electron energies, which decreases substantially during the transition to the ferroelectric phase. Precisely this reason, i.e., the decrease in the sum of single-particle energies due to the electron-phonon interac-
tion, was considered as the main reason for the ferroelectric instability in the so-called vibronic model (see the recent review in Ref. 43).

The previously cited recent calculations of perovskite crystals ${ }^{13-15}$ cited as the reason for the ferroelectric instability a 'delicate balance between the long-range Coulomb forces and short-range repulsion forces.' In reality, this conclusion, which is, in our opinion, absolutely valid, in no way follows directly from the calculations performed in Refs. 13-15. In these calculations, no redistribution of contributions in the expression for the total crystal energy was attempted which would have led to a separation of the shortrange and long-range forces.

This discussion can be shown to be completely academic as long as it concerns a clarification of the question, which of the crystalline structures has the lowest energy at $T=0$. The problem acquires a clear physical meaning in the consideration of phase transitions in perovskites at temperatures $T$ $\neq 0$, and also in a discussion of the properties of the various phases at finite temperatures. As is well known, ${ }^{1,3}$ ferroelectrics are usually divided into two classes, those of orderdisorder type and those of displacement type. In ferroelectrics of order-disorder type there are initially several nonequivalent sites in the unit cell for one of the ions, i.e., there exists a so-called multiwell potential. In this case, the existence of an ion at any of these sites leads to the presence of a dipole moment in the unit cell. At high temperatures the dipole moments are disordered either because of ion hops from one site to another or because of disorder in the arrangement of the various dipoles. At the phase transition point ordering of the dipole moments of the unit cells takes place. Ferroelectrics of displacement type are characterized by the absence of a multiwell potential for the ions at temperatures above the phase transition temperature $T_{c}$.

The very concept of a multiwell potential arises only for $T<T_{c}$ due to the appearance of real disordered ion shifts throughout the entire crystal. On this plane, the various conclusions about the nature of ferroelectricity in perovskite crystals reached via first-principles calculations at $T=0$ can lead to quite different conclusions about the nature of the phase transition and the properties of the cubic phase. Thus, the vibronic model assumes the possible presence of a multilevel potential for the central B ion in each unit cell. The polarizable ion model, naturally, leads to a ferroelectric transition of displacement type. If the only reason for the ferroelectric instability is the long-range dipole-dipole interaction, then no multiwell potential for the ions can exist until ordered dipoles exist throughout the entire crystal or in some large part of it. It is clear that such an ordering is absent in the polarizable ion model for $T>T_{c}$, outside the region of strong ferroelectric fluctuations. Perovskite crystals have usually been considered as classical examples of ferroelectrics of displacement type. ${ }^{1,3}$

During the last 20 years a large number of experimental works have appeared (see Ref. 44 and the references therein), whose authors have interpreted their results as a manifestation of order-disorder effects in perovskite crystals. Theoretical works have also appeared ${ }^{44}$ in which along with a treatment of the soft ferroelectric mode due to the
dipole-dipole interaction, additional phenomenological mechanisms are introduced leading to the existence of a multiwell potential also for $T>T_{c}$. As was shown in a recent paper by Hüler, ${ }^{45}$ many of these phenomena, which are reminiscent of order-disorder effects, can in reality be explained within the framework of the standard quasiharmonic approximation for the lattice dynamics of a perovskite crystal. In particular, Hüler showed that the strong anisotropy of the correlation of the B atom displacements due to this instability of entire branches of the optical vibrations in the cubic phase makes the diffusive x-ray scattering highly anisotropic. This has often been linked with disordered static displacements of the B ion from its equilibrium position. Another example, in our view confirming the validity of the polarizable ion model and its ability to explain many phenomena similar to order-disorder effects, is the recent Monte Carlo simulation ${ }^{46}$ of the phase transition in $\mathrm{BaTiO}_{3}$ for a system of interacting dipoles. The parameters of the model Hamiltonian were determined from first-principles calculations of the energies of the cubic and ferroelectric phases at $T=0$.

Now let us go on to a more detailed discussion of questions associated with factors leading to the ferroelectric instability, and also with the problem of the anomalously large values of the Born effective charges in perovskites. Toward this end, we take advantage of the possibility of an analytical representation of the total crystal energy within the framework of the GGK method. But first of all, we simplify this expression guided by the results of the numerical calculations. First, we neglect the change in the quadrupole moment of the ions at the transition from the cubic to the ferroelectric phase and, minimizing with respect to it, we exclude it from further consideration. This procedure leads only to a corresponding renormalization of the short-range interactions. Next, we restrict the discussion to the approximation of pairwise interactions between the deformed ions. This approximation, as was already noted, is insufficient in a number of cases to maintain the required accuracy for the numerical calculations, but it does not lead to any qualitative changes in the calculated results. In final form the expression for the total crystal energy can be written in the form

$$
\begin{align*}
E_{\mathrm{cr}}= & \widetilde{E}_{s r}\left\{K_{0}\right\}+\frac{1}{2} \sum_{n, n^{\prime}} \frac{Z_{n}^{\text {ion }} Z_{n^{\prime}}^{\text {ion }}}{\left|\mathbf{R}_{n}-\mathbf{R}_{n^{\prime}}\right|}+\frac{1}{2} \sum_{n} \frac{P_{n}^{2}}{2 \alpha_{n}} \\
& +\frac{1}{2} \sum_{n, n^{\prime}} \mathbf{P}_{n} \hat{\Phi}_{n, n^{\prime}} \mathbf{P}_{n^{\prime}}+\frac{1}{2} \sum_{n, n^{\prime}} \mathbf{P}_{n} \hat{\Gamma}_{n, n^{\prime}} \mathbf{P}_{n^{\prime}} \\
& -\sum_{n, n^{\prime}} \mathbf{P}_{n} \hat{S}_{n, n^{\prime}}-\sum_{n} \mathbf{P}_{n} \mathbf{E}_{n} \tag{54}
\end{align*}
$$

In the form of this expression we have changed over from the representation of the dipole moment vectors $\mathbf{P}_{n}$ of the ions in spherical coordinates (which is convenient for the numerical calculations) to the standard form in Cartesian coordinates. Formally, expression (54) completely coincides with the expression we obtained earlier ${ }^{21}$ allowing only for dipole distortions of the charge density. But in fact there is a difference. First, the contribution from the short-range inter-
action forces $\widetilde{E}_{s r}\left\{K_{0}\right\}$ takes into account the renormalization of these forces resulting from elimination of the quadrupole moment. Second, the matrix $\hat{S}_{n, n^{\prime}}$ of the extended spherically-symmetric ions also includes quadrupole renormalization effects. The remaining terms in the linear approximation in the dipole and quadrupole distortions do not differ from those obtained earlier. The quantity $\alpha_{n}$ is the dipole polarizability of the ion, and $\hat{\Phi}_{n, n^{\prime}}$ is the interaction matrix of the point dipoles:

$$
\begin{equation*}
\Phi^{\alpha \beta}(\mathbf{R})=\frac{\delta_{\alpha \beta}}{R^{3}}-\frac{3 R_{\alpha} R_{\beta}}{R^{5}} ; \tag{55}
\end{equation*}
$$

the matrix $\hat{\Gamma}_{n, n^{\prime}}$ describes the short-range interaction between the extended dipoles. The last term in expression (54) represents the interaction between the point dipoles and the electric field $\mathbf{E}_{n}$. The matrices $\hat{S}_{n, n^{\prime}}$ and $\hat{\Gamma}_{n, n^{\prime}}$ can be obtained from the numerical calculations described in the foregoing section. Using formula (54), it is possible to obtain an analytical expression for the electronic contribution to the static dielectric constant of the crystal $\varepsilon_{\infty}$ and the Born effective charges $Z_{n}^{\text {eff }}$ for perovskite crystals. Let us consider, first, the quantity $\varepsilon_{\infty}$, taking the electric field $\mathbf{E}_{n}$ in formula (5) to be external. Then, from the condition

$$
\begin{equation*}
\partial E / \partial \mathbf{P}_{n}=0 \tag{56}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathbf{P}_{n}=\alpha_{n} \mathbf{E}_{n}-\alpha_{n} \sum_{n^{\prime}} \hat{\Phi}_{n, n^{\prime}} \mathbf{P}_{n^{\prime}}-\alpha_{n} \sum_{n^{\prime}} \hat{\Gamma}_{n, n^{\prime}} \mathbf{P}_{n^{\prime}} . \tag{57}
\end{equation*}
$$

The last term in expression (57) can be eliminated by introducing the nonlocal polarizability

$$
\begin{equation*}
\hat{\alpha}_{n, n^{\prime}}=\left(\delta_{n, n^{\prime}}+\alpha_{n} \hat{\Gamma}_{n, n^{\prime}}\right)^{-1} \hat{\alpha}_{n^{\prime}} \tag{58}
\end{equation*}
$$

We in fact are considering a uniform external field $\mathbf{E}_{n}$ $=$ const, and the polarization of each unit cell is

$$
\sum_{s} \mathbf{P}_{s}=\text { const. }
$$

In this case, the dipole-dipole interaction matrix in cubic crystals can be written as ${ }^{9,10}$

$$
\begin{equation*}
\Phi_{n, n^{\prime}}^{\alpha \beta}=-\frac{4 \pi}{3} \delta_{\alpha \beta}-\gamma_{n, n^{\prime}}^{\alpha \beta} \tag{59}
\end{equation*}
$$

Here $\hat{\gamma}_{n, n^{\prime}}$ is the matrix of internal field constants, characterizing the departure of the external field factor from a Lorentzian (equal to $4 \pi / 3$ ). The sum of products with the matrix $\hat{\gamma}_{n, n^{\prime}}$ is taken only over nonequivalent sublattices. Expression (57) can now be rewritten in the form

$$
\begin{equation*}
\mathbf{P}_{n}=\sum_{n^{\prime}} \hat{\alpha}_{n, n^{\prime}} \mathbf{E}+\frac{4 \pi}{3} \sum_{n^{\prime}} \hat{\alpha}_{n, n^{\prime}} \mathbf{P}+\sum_{n^{\prime}, n^{\prime \prime}} \hat{\alpha}_{n, n^{\prime}} \hat{\gamma}_{n^{\prime}, n^{\prime \prime}} \mathbf{P}_{n^{\prime \prime}} \tag{60}
\end{equation*}
$$

where $\mathbf{P}$ is the total polarization of the crystal

$$
\begin{equation*}
\mathbf{P}=\sum_{n} \mathbf{P}_{n}=\frac{1}{v_{0}} \sum_{s} \mathbf{P}_{s} . \tag{61}
\end{equation*}
$$

It is easy to solve Eq. (60) completely and to obtain an expression for the total polarization $\mathbf{P}$. Noting that for crystals with cubic symmetry $\varepsilon_{\infty}$ is a scalar, we have

$$
\begin{align*}
& \varepsilon_{\infty}=1+\frac{4 \pi P}{E},  \tag{62}\\
& \varepsilon_{\infty}=1+\frac{4 \pi \alpha_{c}}{1-(4 \pi / 3) \alpha_{c}} . \tag{63}
\end{align*}
$$

Here $\alpha_{c}$ is the polarizability of the unit cell:

$$
\begin{equation*}
\alpha_{c}=\frac{1}{v_{0}} \sum_{s, n, n^{\prime}, n^{\prime \prime}}\left(\delta_{s, n}-\hat{\alpha}_{s, n} \hat{\gamma}_{n, n^{\prime}}\right)^{-1} \hat{\alpha}_{n^{\prime}, n^{\prime \prime}} . \tag{64}
\end{equation*}
$$

The $s$ summation in Eq. (64) is over one unit cell, and over the remaining indices in accordance with the falloff radius of the matrices $\hat{\alpha}_{n, n^{\prime}}$ and $\hat{\gamma}_{n, n^{\prime}}$. For binary crystals, where $\hat{\gamma}_{n, n^{\prime}}=0$ holds, we have in the point dipole approximation $\Gamma_{n, n^{\prime}}=0$, and the polarizability of the unit cell reduces to the sum of the polarizabilities of the two ions:

$$
\begin{equation*}
\alpha_{c}=\alpha_{1}+\alpha_{2} . \tag{65}
\end{equation*}
$$

Formally, it is possible to introduce an effective polarizability of each ion $\alpha_{s}$, which in this case is no longer a scalar, but a tensor in Cartesian coordinates:

$$
\begin{equation*}
\hat{\alpha}_{s}^{i k}=\sum_{n, n^{\prime}, n^{\prime \prime}}\left(\hat{I}-\hat{\alpha}_{s, n} \hat{\gamma}_{n, n^{\prime}}\right)^{-1} \hat{\alpha}_{n^{\prime}, n^{\prime \prime}} \tag{66}
\end{equation*}
$$

The total polarizability of the unit cell is expressed, in accordance with Eq. (64), by the sum of effective polarizabilities.

Let us first discuss the influence of non-Lorentzian internal field constants $\gamma_{n, n^{\prime}}$ on the polarizability of the ions in perovskite crystals, neglecting for the time being, the matrix $\hat{\Gamma}_{n, n^{\prime}}$ :

$$
\begin{equation*}
\alpha_{s}^{i k}=\sum_{n, n^{\prime}}\left(\hat{I}-\alpha_{s} \hat{\gamma}_{s, n}\right)^{-1} \alpha_{n} . \tag{67}
\end{equation*}
$$

We consider by way of an example the effective polarizability of the oxygen atom in the direction corresponding to the position of the Ti atom. As is well known, ${ }^{11}$ the local field factors $\hat{\gamma}_{n, n^{\prime}}$ coupling different sublattices differ greatly in magnitude. The constant $\gamma_{\mathrm{Ti}, \mathrm{O}}$ is several times greater than all the other constants, and

$$
\begin{equation*}
\sum_{\mathrm{Ti}} \gamma_{\mathrm{O}, \mathrm{Ti}} \simeq 30 . \tag{68}
\end{equation*}
$$

This circumstance leads to a very large anisotropy of the effective polarizability of the oxygen atoms in a perovskite lattice. The polarization in the direction of the Ti ion is several times greater than its value in perpendicular directions. This has nothing to do with the properties of the oxygen atom itself, nor with hybridization of the electron states of $\mathrm{Ti}^{4+}$ and $\mathrm{O}^{2-}$, rather it is a specific, geometrical property of the perovskite lattice, due to the existence of parallel chains of $\mathrm{Ti}^{4+}$ and $\mathrm{O}^{2-}$ ions. This circumstance, as was shown in Ref. 40, leads to the appearance of an instability on entire branches of the TO vibrations. In turn, the nonlocal polariz-
ability matrix $\hat{\alpha}_{n, n}$, is also anisotropic due to the anisotropy of the matrices $\hat{\Gamma}_{n, n^{\prime}}$ and $\hat{\gamma}_{n, n^{\prime}}$. The nonlocal polarizability $\hat{\alpha}_{n, n^{\prime}}$ most strongly hinders, in particular, the appearance of dipole moments on the oxygen ions in the $\mathrm{Ti}-\mathrm{O}$ direction. Thus, in perovskites there arises a mutual compensation of the effect of non-Lorentzian corrections to the local field and the effect of short-range repulsion forces of the dipoles.

Formula (54) also allows one to obtain an analytical expression for the Born effective charge $\hat{Z}_{n}^{\text {eff }}$ defined by formula (49). For the electron polarizability we have from formula (54)

$$
\begin{align*}
\mathbf{P}_{s}= & \alpha_{s} \mathbf{E}_{s}-\alpha_{s} \sum_{n^{\prime}} \hat{\Phi}_{s, n^{\prime}} \mathbf{P}_{n^{\prime}}-\alpha_{s} \sum_{n^{\prime}} \hat{\Gamma}_{s, n^{\prime}} \mathbf{P}_{n^{\prime}} \\
& +\sum_{n^{\prime}} \hat{m}_{n, n^{\prime}} Z_{n^{\prime}} \mathbf{u}_{n^{\prime}} \tag{69}
\end{align*}
$$

Here we have introduced the nonlocal deformability of the ion $\tilde{m}_{n, n^{\prime}}$, writing the matrix $\hat{S}_{n, n^{\prime}}$ for small displacements $\mathbf{u}_{n}$ as

$$
\begin{equation*}
\hat{S}_{n, n^{\prime}}=\hat{m}_{n, n^{\prime}} Z_{n^{\prime}} \mathbf{u}_{n^{\prime}} \tag{70}
\end{equation*}
$$

The electric field $\mathbf{E}_{s}$ at a site has the form

$$
\begin{equation*}
\mathbf{E}_{s}=-\sum \widehat{\tilde{\Phi}}_{n, n^{\prime}} Z_{n^{\prime}} \mathbf{u}_{n^{\prime}} \tag{71}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{\tilde{\Phi}}_{n, n^{\prime}}=\hat{\Phi}_{n, n^{\prime}}-\delta_{n, n^{\prime}} \sum_{l} \hat{\Phi}_{n, l} . \tag{72}
\end{equation*}
$$

Using the definition (58) for the nonlocal polarizability $\alpha_{n, n^{\prime}}$, it is possible to rewrite formula (69) as

$$
\begin{align*}
\mathbf{P}_{s}= & \sum_{n^{\prime}} \alpha_{n, n^{\prime}} \mathbf{E}_{n}-\sum_{n^{\prime}, n^{\prime \prime}} \alpha_{n, n^{\prime}} \hat{\Phi}_{n^{\prime}, n^{\prime \prime}} \mathbf{P}_{n^{\prime \prime}} \\
& -\sum_{n^{\prime}} Z_{n^{\prime}} \widehat{\tilde{m}}_{n, n^{\prime}} \mathbf{u}_{n^{\prime}}, \tag{73}
\end{align*}
$$

where the quantity $\hat{m}_{n, n^{\prime}}$ is equal to

$$
\begin{equation*}
\widehat{\tilde{m}}_{n, n^{\prime}}=\sum_{n^{\prime \prime}} \alpha_{n, n^{\prime \prime}} \hat{m}_{n^{\prime \prime}, n^{\prime}} \tag{74}
\end{equation*}
$$

Formally, the expression we have just obtained for $\mathbf{P}_{s}$ coincides exactly with the expression derived for the general type of phenomenological model of lattice dynamics, taking nonlocal polarizability and nonlocal deformability of the ion into account. ${ }^{47}$ Now, using formula (73), it is possible to express the electron dipole moment in terms of the ion shifts and, substituting it in formula (49) for the total dipole moment, to find an expression for the Born effective charge $Z_{s}^{\text {eff }}$. As a result of straightforward, but lengthy calculations similar to those performed above in the derivation of $\varepsilon_{\infty}$, we obtain

$$
\begin{equation*}
\hat{Z}_{s}^{\mathrm{eff}}=\left(\hat{I}-\frac{1}{v_{0}} \frac{4 \pi}{3} \alpha_{c}\right)^{-1} \hat{\xi}(s)=\frac{\varepsilon_{\infty}+2}{3} \hat{\xi}(s), \tag{75}
\end{equation*}
$$

$$
\begin{align*}
\hat{\xi}(s)= & \sum_{t}\left[\hat{I}-\frac{1}{v_{0}} \hat{\alpha} \hat{\gamma}\right]_{t s}^{-1}\left[\hat{I}-\frac{1}{v_{0}} \hat{\alpha} \hat{\gamma}\right]^{s n} \\
& \times\left[\hat{I}-\widehat{\tilde{m}}_{n, n^{\prime}}\right]^{n, n^{\prime}} Z_{n^{\prime}} . \tag{76}
\end{align*}
$$

The factor $\left(\varepsilon_{\infty}+2\right) / 3$ in the expression for the effective charge characterizes the well-known ${ }^{48}$ growth of the external dipole moment in a polarizable medium with dielectric constant $\varepsilon_{\infty}$. Formally, formula (76) for $\hat{\xi}(s)$ almost coincides with the formula obtained earlier ${ }^{10}$ in the polarizable point ion model. The difference is that instead of a nonlocal scalar polarizability of one ion, $\alpha_{n} \delta_{n, n^{\prime}} \delta^{\alpha \beta}$, formula (76) includes the nonlocal polarization matrix $\alpha_{n, n^{\prime}}$. Also, expression (76) has an additional factor $\hat{I}-\hat{\tilde{m}}$ characterizing the diminution of the nominal charge, more accurately the dipole moment arising upon displacement of the ion due to its concomitant deformation. Using formulas (70) and (74) and the condition of translational invariance for $\hat{m}_{n, n^{\prime}}$,

$$
\begin{equation*}
\sum_{n} \widehat{\tilde{m}}_{n, n^{\prime}}=0 \tag{77}
\end{equation*}
$$

we can easily prove the acoustic sum rule for the Born charges.

Expanding the crystal energy (54) in a series in ion displacements $\mathbf{u}_{n}$ readily yields an expression in the harmonic approximation for the matrix of force constants of the crystal $\Phi_{s \tau}^{\alpha \beta}$ which depends on the coordinates of the atoms in the unit cell $s$ and $\tau$ and the wave vector $\mathbf{q}$. For small $\mathbf{q}$ we have

$$
\begin{align*}
\Phi_{s \tau}^{\alpha \beta}(\mathbf{q}+\beta)= & \Phi_{s \tau}^{\alpha \beta}(0)+\widetilde{C}_{s \tau}^{\alpha \beta}(0)-\frac{4 \pi}{V_{0}} \widetilde{Z}_{s}^{\text {eff }} \frac{I}{\varepsilon_{\infty}+2} \widetilde{Z}_{\tau}^{\text {eff }} \\
& +\frac{4 \pi}{V_{0} \varepsilon_{\infty}} \widetilde{Z}_{s}^{\text {eff }} \frac{q_{i} q_{j}}{\varepsilon_{\infty} q^{2}} \widetilde{Z}_{\tau}^{\text {eff }} \tag{78}
\end{align*}
$$

Expression (78), like formulas (75) and (76) for the Born effective charge, formally coincides completely both with the expressions obtained earlier in the polarizable ion model ${ }^{10}$ and with the expressions arising in the exact theory of lattice dynamics based on the electron dielectric matrix $\varepsilon\left(\mathbf{q}+\mathbf{K}, \mathbf{q}+\mathbf{K}^{\prime}, 0\right)$ (Ref. 9). The first term in formula (78) is the contribution to the matrix of force constants from the short-range repulsion forces of the spherically symmetric ions [the first term in the expression for the total energy (54)]. The fourth and third terms, respectively, describe the contributions of the non-analytical and analytical parts of the long-range dipole-dipole interaction in a polarizable medium with dielectric constant $\varepsilon_{\infty} . \widetilde{C}_{s \tau}^{\alpha \beta}(0)$ is an additional contribution to the short-range forces from the dipole-dipole interactions. The specific form of this matrix, like for $\hat{Z}_{\alpha \beta}^{\text {eff }}$ and the entire matrix $\Phi_{s \tau}^{\alpha \beta}$, coincides formally with the form obtained earlier in the polarizable point ion model. ${ }^{10}$ Because of its length, we do not reproduce it here.

Let us now briefly discuss the analytical results obtained for $\hat{Z}_{s}^{\text {eff }}$ and $\Phi_{s \tau}^{\alpha \beta}$. As can be seen from formulas (75), (76), and (78), not only the ferroelectric instability itself, but also the Born effective charge $\hat{Z}_{s}^{\text {eff }}$, is a result of a 'delicate balance between the long-range dipole forces and short-range
repulsion forces.' First of all, as can be seen from formula (75), $\varepsilon_{\infty}$ increases the effective charges of all the ions of the crystal. Further, as was already discussed in the calculation of $\varepsilon_{\infty}, \hat{Z}_{s}^{\text {eff }}$ increases substantially becasue of the nonLorentzian local field constants $\hat{\gamma}_{s \tau}$. This growth is strongest for the B and $\mathrm{O}_{\mathrm{I}}$ ions, which are bound by the largest (in magnitude) constant $\gamma_{\mathrm{B}, \mathrm{O}}$. The constant $\gamma_{s \tau}$ binding the A and $\mathrm{O}_{\mathrm{II}}$ ions is also quite large.

This circumstance explains the correlation between $Z^{\text {eff }}$ observed in the calculations precisely for these ions for a large number of perovskites. The corresponding growth of $Z^{\text {eff }}$ in the polarizable point ion models is so large that to explain the magnitude of the total polarizability of the crystal it is necessary, following in the footsteps of Slater, ${ }^{5}$ to radically decrease the values of the nominal charges of the ions. Expression (76) shows that this decrease arises automatically in real crystals due to the deformability of the ions as well as the short-range dipole-dipole interaction. Both these factors lead to a decrease in the electron dipole moment arising as a result of the ion displacements. Expression (78) for $\Phi_{s \tau}^{\alpha \beta}$ shows, in complete agreement with the polarizable ion models, that it is precisely the long-range dipole-dipole interaction [third term in expression (78)] that is the reason for the ferroelectric instability. All the short-range forces (i.e., the first and second term) favor stabilization of the cubic phase. The fourth term contributes only to the longitudinal optical modes and leads to splitting of the LO and TO modes.

## 4. CONCLUSION

Let us briefly sum up this work. First, we have presented a simple and clear scheme for calculating the static and dynamic properties of ionic crystals. This approach is based on the generalized Gordon-Kim model and allows one to take account of the distortions of the ion charge density corresponding to any multipole symmetry. In itself this approach, based on the density functional theory, is absolutely rigorous and does not contain any arbitrary approximations or adjustable parameters. Unfortunately, in its most general form it cannot be applied to real calculations. First, it is necessary to restrict the calculation to a finite number of multipole components of the charge density. Second, an exact expression for the energy as a functional of the density $\mathbf{E}\{\rho\}$ is not known, and it is necessary to use an approximation for it.

As was shown in this work, very simple approximations not relying on any adjustable parameters are able to describe very slight energy differences between the cubic phase and various types of distorted phases in perovskite crystals. For this it is sufficient to take into account multipole distortions up to quadrupole and use a simple local Thomas-FermiDirac approximation for the density functional.

One of the merits of the proposed method consists in the possibility of representing the total crystal energy analytically as a function of the ion shifts and the electron dipole moments. Formally, the expression obtained coincides exactly with the most general type of phenomenological model of a polarizable and deformable ion. Moreover, this expression demonstrates that all the short-range forces, including those arising from the dipole-dipole interaction, stabilize the
cubic phase. The only contribution leading to a ferroelectric instability is the one associated with the analytical part of the long-range dipole-dipole interaction. This conclusion is in complete agreement with the classical theory of ferroelectrics of displacement type developed in the early works of Skanavi, Slater, Ginzburg, and Anderson. Our results also indicate that no mechanisms for phenomena of orderdisorder type are present in perovskite crystals except for those that can arise within the framework of quasiharmonic or anharmonic dynamics.
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# The Ulam problem and the ionization of Rydberg atoms by microwave radiation 
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We study the Ulam problem for long times (several million collisions) by numerical methods. We show that in the diffusion regime, which is valid for moderate times, this problem is mathematically equivalent to the problem of the diffusive ionization of atomic Rydberg states by microwave radiation. It is concluded that the diffusion regime sets in only for a very small number of initial conditions (field phases). It is theorized that the analogy between the two problems can be extrapolated to times longer than the diffusion time. We show in the Ulam problem that after the diffusional buildup of energy has finished, the quasistationary regime does not continue indefinitely: after several million particle-wall collisions the energy rapidly drops to zero. On the basis of this extrapolation we examine the possibility that an electron which has reached the continuous spectrum will not fly off to infinity (ionization), but will return to bound Rydberg states of the atoms (if the field acts for a sufficiently long time). This can make the diffusive ionization probability much lower than the value given by the known estimates. © 1998 American Institute of Physics. [S1063-7761(98)00307-2]

## 1. INTRODUCTION

The ionization of atomic Rydberg states (primarily, of the hydrogen atom) by microwave radiation has been studied both experimentally and theoretically (see the monograph by Delone and Kraĭnov ${ }^{1}$ and the reviews by Delone et al. ${ }^{2}$ and Gasati et al. ${ }^{3}$ ). Delone et al. ${ }^{4}$ showed for the first time, via the semiclassical approximation, that when an electron in a Rydberg state with the principal quantum number $n$ is subjected to microwave radiation with a frequency of order of the Keplerian frequency of revolution of the electron about the atomic core, it is diffusively transferred to orbits with ever increasing quantum numbers until its spectrum becomes continuous, i.e., until ionization occurs. The same process takes place in purely classical mechanics, but only when the field strength exceeds a certain threshold value, $F>F_{\text {th }}$ (Ref. 5). Thus, diffusive ionization is a threshold process in classical mechanics, according to the Kolmogorov-ArnoldMoser theorem. For instance, according to numerical calculations, ${ }^{6}$ the threshold field strength for a linearly polarized field with a frequency $\omega=(1-4) / n^{3}$ is $F_{\mathrm{th}}=1 / 40 n^{4}$. (Here and below we use the atomic system of units). The threshold value is small compared to the atomic field $F_{a}$ $=1 / 16 n^{4}$ (Ref. 7), in which the ionization of an atomic Rydberg state by a low-frequency field takes place in the course of a single Keplerian period $2 \pi n^{3}$. The ionization of Rydberg states of the hydrogen atom by microwave radiation was observed in the experiments of Sauer et al. ${ }^{8}$ The experimental data on the threshold field strength agree with the above theoretical estimate.

The diffusion equation for the quantum-number distribu-
tion function $f(n)$ in the excitation of the electron is of the standard form

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\frac{\partial}{\partial n}\left[D(n) \frac{\partial f}{\partial n}\right] \tag{1}
\end{equation*}
$$

The nonlinear diffusion coefficient is given by the following equation: ${ }^{1}$

$$
\begin{equation*}
D(n)=0.27 \frac{F^{2}}{\omega^{4 / 3}} n^{3} \tag{2}
\end{equation*}
$$

In one-dimensional diffusion the variance of the principal quantum number in the time $\Delta t$ is proportional to this time interval:

$$
\begin{equation*}
\left\langle\Delta n^{2}\right\rangle=2 D(\langle n\rangle) \Delta t \tag{3}
\end{equation*}
$$

Combining (2) and (3), we arrive at a law that governs the variation of the mean quantum number:

$$
\begin{equation*}
-\frac{d}{d t}\left(\frac{1}{\langle n\rangle}\right)=0.27 \frac{F^{2}}{\omega^{4 / 3}}=\text { const. } \tag{4}
\end{equation*}
$$

This law yields the time it takes an electron to reach the boundary of the continuous spectrum $(n \rightarrow \infty)$, i.e., the ionization time:

$$
\begin{equation*}
t_{\mathrm{ion}}=\frac{\omega^{4 / 3}}{0.27 F^{2} n_{0}} \tag{5}
\end{equation*}
$$

where $n_{0}$ is the principal quantum number of the initial Rydberg state of the atom. For field strengths $F \sim 1 / 40 n^{4}$ and frequencies $\omega \sim 1 / n^{3}$, we find that although analytically the


FIG. 1. Rectangular box with infinitely high walls that contains a classical particle. The right-hand wall oscillates with a small amplitude (the Ulam problem).
ionization time is of order of the Keplerian revolution period of the electron, $2 \pi n^{3}$, numerically it is much longer than this period.

The aim of the present paper is to find an analogy between the classical ionization of atomic Rydberg states by a microwave field and the well-known Ulam problem ${ }^{9}$ (the details will follow). We shall see that the problem is that as the principal quantum number $n$ increases, the conditions for diffusive ionization deteriorate due to a decrease in the frequency of Keplerian revolution of the electron along the corresponding orbit as compared to the frequency of the microwave field. Hence the electron may never reach the boundary of the continuous spectrum or it may reach it and 'bounce back." We study the dynamics of electron motion using an analogy with the Ulam problem for short times, where the diffusion equations for both problems are mathematically similar, as we shall shortly see. Of course, extrapolation of this analogy to long times is an hypothesis that our calculations in the case of atoms do not corroborate directly. In view of the mathematical difficulties involved in solving the problem in the case of atoms, we attempted to discern how the diffusion process is terminated in the Ulam problem for very long times. It would seem that a quasistationary regime should set in. However, numerical calculations produced quite unexpected results, which we believe are the most interesting aspect of the present investigation.

## 2. THE ULAM MAP

As noted earlier, from the mathematical viewpoint it is convenient to reduce the problem of the diffusive ionization of atoms by a microwave field to what is known as the Ulam map ${ }^{9}$ in such a way that the diffusion equations in both cases would have the same appearance, although they describe different physical processes. This map originated from Fermi's idea (1949) that a cosmic particle collides more often with interstellar clouds that are moving toward it than with those moving away from it. For this reason, on the average the particle is diffusively accelerated after a large number of collisions.

The Ulam problem examines the classical motion of a particle moving with a high velocity inside a onedimensional, infinitely high rectangular potential well, or box (see Fig. 1). One of the walls oscillates with time (to be
definite, we have chosen it to be the right-hand wall). It is this oscillatory motion that ensures the diffusive Fermi acceleration of the particle.

Let $l$ be the width of the box. The velocity $V$ of the right-hand wall is assumed to vary according to a harmonic law with a frequency $\omega$ and an amplitude $V_{0}: V(t)$ $=V_{0} \sin (\omega t+\varphi)$. The box width is assumed to be large compared to the amplitude $a=V_{0} / \omega$ of oscillations of the righthand wall: $l \gg a$. We also assume that at all times the particle velocity $u$ is high compared to the oscillation velocity of the right-hand wall: $u \gtrdot V_{0}$. This allows us to exclude double collisions of the particle with the right-hand wall of the box (such collisions would occur if the particle velocity is low).

The law of momentum conservation in the $n$th elastic collision of the particle with the oscillating wall is simple:

$$
\begin{equation*}
u_{n+1}=u_{n}+2 V_{0} \sin \left(\omega t_{n}+\varphi\right) \tag{6}
\end{equation*}
$$

where $t_{n}$ is the time of the $n$th collision took place, $u_{n}$ is the particle velocity just before the $n$th collision, and $u_{n+1}$ is the particle velocity prior to the next, $(n+1)$ th, collision (after the particle is reflected from the stationary left-hand wall of the box).

The time of free particle motion between two successive particle collisions with the oscillating wall is

$$
\begin{equation*}
t_{n+1}-t_{n}=\frac{2 l}{u_{n+1}} \tag{7}
\end{equation*}
$$

Introducing the dimensionless phase $\psi_{n} \equiv \omega t_{n}+\varphi$, the dimensionless velocity $U_{n} \equiv u_{n} / 2 V_{0}$, and the dimensionless parameter $M \equiv l \omega / 2 \pi V_{0} \gg 1$, we arrive at the Ulam map in dimensionless variables (for details see Ref. 10):

$$
\begin{align*}
& U_{n+1}=U_{n}+\sin \psi_{n} \\
& \psi_{n+1}=\psi_{n}+\frac{2 \pi M}{U_{n+1}} \bmod (2 \pi) \tag{8}
\end{align*}
$$

This is a particular case of the Poincare map.
Note that if the particle velocity is

$$
\begin{equation*}
U_{n}=\frac{M}{m}, \tag{9}
\end{equation*}
$$

where $m$ is an integer, then, according to the first relation in (8), the particle velocity begins to increase or decrease regularly by the same amount $\sin \psi_{n}$ in each collision until (9) is violated substantially. At other points the variation of the particle velocity is irregular. The points indicated are called periodic points of map (8) (see Ref. 10).

The phase expansion modulus (according to Chirikov ${ }^{11}$ ) is defined as follows:

$$
\begin{equation*}
K \equiv\left|\frac{\left(\psi_{n+1}-\psi_{n}\right)-\left(\psi_{n}-\psi_{n-1}\right)}{\psi_{n}-\psi_{n-1}}\right| \tag{10}
\end{equation*}
$$

Dynamic chaos, i.e., irregular variation of the particle velocity with the passage of time, sets in if $K>1$, i.e., when the phase difference changes not very strongly, but irregularly in each collision. Introducing the average estimates $\mid \psi_{n}$ $-\psi_{n-1} \mid \sim \pi / 2$ and $\left|\sin \psi_{n}\right| \sim 1$, we see that (8) and (10) yield

$$
\begin{equation*}
K \approx \frac{2 \pi M}{(\pi / 2) U_{n}^{2}}\left|U_{n+1}-U_{n}\right| \approx \frac{4 M}{U_{n}^{2}} . \tag{11}
\end{equation*}
$$

The condition $K>1$ means that in dynamic chaos we have $M \gg U_{n} \gg 1$.

## 3. DIFFUSIVE INCREASE IN VELOCITY

According to (6), after each collision the particle velocity $u_{n}$ changes very little in comparison to the velocity itself. A large change in velocity can occur only after a very large number of collisions. Let us introduce the concepts of running velocity and mean velocity (over many collisions):

$$
u_{n+1}-u_{n}=u-\langle u\rangle=\Delta u .
$$

Averaging the square of this difference in a single collision with allowance for (6) and (7), we get

$$
\begin{equation*}
\left\langle\Delta u^{2}\right\rangle=4 V_{0}^{2}\left\langle\sin ^{2} \psi_{n}\right\rangle=2 V_{0}^{2}=2 V_{0}^{2} \frac{\Delta t}{2 l / u} . \tag{12}
\end{equation*}
$$

This relationship, which is valid for a single collision, can be generalized to the case of any number of collisions and the corresponding time interval $\Delta t$. According to the law of onedimensional diffusion, we have $\left\langle\Delta u^{2}\right\rangle=2 D \Delta t$. Hence, due to (12), the variable diffusion coefficient increases linearly with velocity:

$$
\begin{equation*}
D(u)=\frac{V_{0}^{2}}{2 l} u \tag{13}
\end{equation*}
$$

Plugging this expression into the diffusion equation (1), multiplying the result by the current velocity $u$, and integrating the product over all velocities, we obtain, after integrating by parts twice,

$$
\begin{equation*}
\frac{d}{d t}\langle u\rangle=\frac{V_{0}^{2}}{2 l}, \quad\langle u\rangle=u_{0}+\frac{V_{0}^{2}}{2 l} t \tag{14}
\end{equation*}
$$

This equation describes uniformly accelerated particle motion in the Ulam problem.

Equation (14) has the same form as Eq. (4) in the problem of the diffusive ionization of a Rydberg atom if we make the following substitutions:

$$
\begin{equation*}
\langle u\rangle \rightarrow u_{0}-\frac{1}{\langle n\rangle}+\frac{1}{n_{0}}, \quad \frac{V_{0}^{2}}{2 l} \rightarrow 0.27 \frac{F^{2}}{\omega^{4 / 3}} . \tag{15}
\end{equation*}
$$

Thus, we have found the Ulam map (8) with parameters (15) for the problem of the diffusive ionization of a Rydberg atom.

## 4. REGULAR MOTION

In the Ulam problem, the particle velocity increases only to a certain limit. Dynamic chaos ceases when the phase expansion modulus $K$ is smaller than unity. Equation (11) then suggests that this occurs when $U_{\max }=2 \sqrt{M}$. The numerical calculations of Lieberman and Lichtenberg ${ }^{12}$ yielded a somewhat more accurate estimate:

$$
\begin{equation*}
U_{\max }=2.5 \sqrt{M} \tag{16}
\end{equation*}
$$

This corresponds to the condition where there is no overlap of neighboring resonances. ${ }^{11}$

After the particle velocity reaches its maximum value, it remains constant in the course of several thousand collisions, varying only slightly. When the velocity value corresponds to a periodic point [see Eq. (9)] with an index

$$
\begin{equation*}
m=\frac{M}{U_{n}}=\frac{U_{n}}{6.25} \gg 1, \tag{17}
\end{equation*}
$$

we have, in accordance with the ideas discussed in Sec. 2, a small upward or downward jump in velocity to a new value that only slightly differs from the old (by a fraction of a percent), after which the velocity stabilizes at the new value with very weak oscillations.

In our numerical calculations we give the results for $M$ $=10000, U_{0}=25$, so that, according to (11), the initial phase expansion modulus $K_{0}$ amounts to 64 . According to (16), the maximum velocity is $U_{\max }=250$. By varying the phase $\varphi$ of the oscillations of the right-hand wall of the box we found that the diffusion regime described in Sec. 2 is actually achieved only for a negligibly small number of phases. In most cases the particle velocity varies irregularly, and the velocity exceeds the initial value of the particle velocity only slightly. Here, in the course of only several thousand collisions, instead of increasing diffusively, the particle velocity drops abruptly to zero. After this the count is terminated because double collisions of particle with the righthand wall of the box become possible, in which case the original simplified Ulam map (8) becomes invalid.

By specially selecting the phase $\varphi$ we were able establish the rare cases where the diffusion regime sets in. One is illustrated in Fig. 2, which depicts the dependence of the dimensionless particle velocity $U_{n}$ on the number of collisions $n$. Clearly, there is a diffusive increase in particle velocity with time, the velocity finally reaching a plateau that corresponds to the maximum velocity (16), as predicted by theory. The diffusion regime continues only for approximately 30000 collisions, while the plateau extends to several hundred thousand collisions and more. An analytic expression for the diffusion curve can be obtained directly from (14):

$$
\begin{equation*}
\frac{d U_{n}}{d n}=\frac{1}{4 U_{n}} \tag{18}
\end{equation*}
$$

The curve in Fig. 2 is reproduced by (18) fairly accurately.

## 5. ELECTRON DIFFUSION AMONG THE RYDBERG ORBITS OF AN ATOM

The first condition in (15) suggests the following. When the maximum velocity $u_{\text {max }}$ in the Ulam problem is reached, does the corresponding value of $n_{\text {max }}$ become infinite? If the answer is yes, diffusive ionization has been achieved. Otherwise, $n_{\text {max }}$ remains finite and can be found by the formula

$$
\begin{equation*}
\frac{1}{n_{\max }}=\frac{1}{n_{0}}-u_{\max } \tag{19}
\end{equation*}
$$



FIG. 2. Dependence of the dimensionless particle velocity in the Ulam problem on the number of collisions in the diffusion regime.
(here we have neglected the initial velocity $u_{0}$ in comparison to $u_{\max }$ ). In this case diffusive excitation of the atom to a certain level would occur instead of diffusive ionization. From (15) and (16), for $M$ we find that

$$
\begin{equation*}
u_{\max }=5.4 \pi M^{3 / 2} \frac{F^{2}}{\omega^{7 / 3}} \tag{20}
\end{equation*}
$$

Plugging in the above values $M=10000, F=1 / 40 n_{0}^{4}$, and $\omega=2 / n_{0}^{3}$, we find that $u_{\text {max }}=$ const $/ n_{0}$, where const $\sim 10^{3}$. According to (19), this means that diffusive ionization is sure occur in at such field strengths and frequencies.

Another problem arises when the observation times are long. The fact that an electron has reached the continuous spectrum does not necessarily mean ionization, since the microwave field continues to act on the atom and may return the electron to bound states. A similar situation indeed occurs in the tunneling ionization of atoms by strong lowfrequency laser light. ${ }^{13}$ An electron that has left an atom may return to the atom during a half-period of the field or even go back to its initial bound state after emitting a spontaneous high-frequency photon.

In the Ulam problem this scenario is formulated in the following way. The stationary value of the maximum velocity of a particle in a box with an oscillating wall is either maintained indefinitely or changes radically after a fairly large number of collisions. But what actually happens?

In the above example (see Fig. 2) we established numerically that the maximum quasistationary value of particle velocity obtained $U_{n}=250$ is maintained for as many as three million collisions. However, after that the velocity's behavior changes radically (Fig. 3). In the interval between 3


FIG. 3. Drop in particle velocity in the Ulam problem after a large number of collisions.
$\times 10^{6}$ and $3.3 \times 10^{6}$ collisions the particle velocity drops practically to zero! Such behavior is observed for all initial conditions for which the diffusion process takes place and the maximum velocity is attained. For an atom this means that the electron may return to bound states from the continuous spectrum (if the assumption that the analogy between the two problems extends to times longer than diffusion times is valid) and that the particle velocity rapidly decreases after a certain moment in time.

In conclusion we note that numerical solutions of the Ulam problem for long times suggest that two facts may hinder the classical diffusive ionization of a Rydberg atom:

1) for most classical paths, there is no diffusion of a highly excited electron among Rydberg orbits, and only stochastic variation of the electron energy near its initial value occurs;
2) even if diffusion occurs, during the long time that the system is subjected to microwave radiation the electron returns to its initial bound state, although intermediate values of the electron energy belong to the continuous spectrum; actually, diffusive ionization takes place only if the pulse of microwave radiation ends at the necessary point in time [of the order given in (5)].

We stress once again that outside the diffusion region there is no rigorous justification for extrapolating the analogy between the problem of hydrogen-atom ionization and the Ulam problem. We simply assume that such extrapolation is valid.
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The paper considers the effect of a magnetic field $B$ on the transport of neutral composite particles, namely excitons, in weakly disordered two-dimensional (2D) systems. In the case of classical transport (when the interference of different paths is neglected), the magnetic field suppresses exciton transport, and the static diffusion constant $D(B)$ monotonically drops with $B$. When quantum-mechanical corrections due to weak localization are taken into account, $D(B)$ becomes a nonmonotonic function of $B$. In weak magnetic fields, where the magnetic length is much larger than the exciton Bohr radius, $\ell_{B}=(\hbar c / e B)^{1 / 2} \gg a_{B}=\varepsilon \hbar^{2} / \mu e^{2}$, a positive magnetodiffusion effect is predicted, i.e., the exciton mobility should increase with B. © 1998 American Institute of Physics. [S1063-7761(98)02407-X]

## 1. INTRODUCTION

In two-dimensional (2D) systems, all states are localized, no matter how weak the disorder is. ${ }^{1-3}$ This phenomenon is universal for all processes of wave propagation and is associated with the constructive interference of paths subjected to the time-reversal operation. For particles with nonzero mass, this is a quantum-mechanical effect, which cannot be described in terms of classical mechanics. The quantum statistics of particles in this case does not play a crucial role (see, for example, works on the weak localization of phonons ${ }^{4}$ and light ${ }^{5}$ ). While localization has been thoroughly investigated on the base of the one-particle approach, many questions concerning the interplay between localization and Coulomb effects remain unanswered. The variety of physical situations requires the application of different techniques suitable for describing the respective class of phenomena. For instance, it was predicted by the weak-localization theory that the electron-electron interaction should weaken the interference effects and lead to a higher conductivity (see, e.g., the review by Lee and Ramakrishnan ${ }^{3}$ ). A numerical calculation for two interacting electrons in a random potential has also predicted a correlated-propagation length larger than the localization length of an isolated particle. ${ }^{6}$ The issue discussed in this paper, namely the propagation of an exciton, which consists of an electron and a hole interacting with one another, in a magnetic field and in a random potential is also one of the aspects of the general problem. The weak localization of excitons in the absence of a magnetic field was investigated previously. ${ }^{7}$

Introduction of a magnetic field $B$ generates new features in the physical picture of the weak localization of electrons. Formally, a magnetic field $B$ breaks time-reversal symmetry. The physical consequence is negative magnetoresistance in electron systems. ${ }^{8,9}$ This effect is caused by the fact that charged particles acquire different phase shifts in
magnetic fields when they travel along closed paths in opposite directions. ${ }^{10}$ As a result, the field $B$ breaks the constructive interference between time-reversed paths and thereby suppresses the weak localization of electrons. If we take into account the electron spin, four different channels for interference between two electronic waves are possible: one of them is singlet $(S=0)$, and three are triplet $\left(S=1, S_{z}\right.$ $= \pm 1,0)$. The interference in the triplet (singlet) channels gives a positive (negative) contribution to the conductivity. ${ }^{9,11}$ Fast spin-flip processes can change the relation between the contributions of the singlet and triplet channels, thus resulting in either negative or positive magnetoresistance. Various mechanisms of spin-orbit coupling that are important for electrons in quasi-two-dimensional semiconductor quantum wells and heterojunctions were taken into account in Ref. 12. Note also that in systems with strongly localized electron states (the hopping conductivity regime) magnetically induced changes in the phase relations between different transition amplitudes can lead to either negative or positive magnetoresistance. ${ }^{13,14}$

An important question in the case of excitons, which are composite and, as a whole, electrically neutral particles, is whether the time-reversal symmetry for an $e-h$ pair is broken by a magnetic field $B$. One may assume that the $t \rightarrow-t$ symmetry for a pair should be broken by magnetic field since it is broken for an electron or hole taken separately, and this is true in a general case. There is, however, an exceptional case. Consider the Hamiltonian

$$
\begin{align*}
H= & \frac{1}{2 m_{e}}\left(-i \hbar \nabla_{e}+\frac{e}{c} \mathbf{A}_{e}\right)^{2}+\frac{1}{2 m_{h}}\left(-i \hbar \nabla_{h}-\frac{e}{c} \mathbf{A}_{h}\right)^{2} \\
& +U_{e h}\left(\mathbf{r}_{e}-\mathbf{r}_{h}\right)+V_{e}\left(\mathbf{r}_{e}\right)+V_{h}\left(\mathbf{r}_{h}\right), \tag{1}
\end{align*}
$$

which describes the motion of an $e-h$ pair in a uniform magnetic field $B$ and external (random) potentials $V_{e}$ and $V_{h}$. When the particle masses are equal, $m_{e}=m_{h}$, and the
scattering potentials are identical, $V_{e} \equiv V_{h}$, the $e$ and $h$ components transform into one another after time reversal. ${ }^{1)}$ In this case Hamiltonian (1) commutes with the time-reversal operator:

$$
\begin{equation*}
[H, \hat{T}]=0 . \tag{2}
\end{equation*}
$$

This means that the $t \rightarrow-t$ symmetry is not broken, and 2D excitons should remain localized even in the presence of a magnetic field.

In the general case, one should analyze how a magnetic field $B$ suppresses the weak localization of excitons, which are electroneutral as a whole, and how their internal structure manifests itself. In a magnetic field, the center-of-mass motion and relative motion of an $e-h$ pair are coupled. Therefore, the scattering of an exciton as a whole is affected by the magnetic field $B$ and the internal $e-h$ interaction.

Recently, the transport of quasi-two-dimensional excitons in quantum wells under a magnetic field has attracted a lot of attention on the part of experimentalists (see Refs. $16-18$ and references therein). Butov et al. ${ }^{17}$ reported intriguing low-temperature anomalies in exciton magnetotransport. In particular, they found that the exciton diffusion constant $D$ is a nonmonotonic function of $B$ and increases considerably in the range of intermediate fields $B \simeq 6 \mathrm{~T}$. This fact was interpreted as evidence in favor of Bose-Einstein condensation and a manifestation of the superfluidity of excitons. It seems interesting to check whether the localization effects of excitons can give rise to such features of the $D(B)$ curve in the normal phase. In this paper we investigate theoretically the magnetotransport of 2D excitons in the presence of weak disorder in the limiting case when the magnetic length is much larger than the Bohr radius of the exciton, $\ell_{B}=(\hbar c / e B)^{1 / 2}>a_{B}=\varepsilon \hbar^{2} / \mu e^{2}$. Fields that satisfy this condition will be dubbed weak. Taking these results together with those for the cases of classical ${ }^{19}$ and quantum transport ${ }^{20,21}$ in the opposite limit, $\ell_{B} \ll a_{B}$, we shall suggest an approximate form of the diffusion constant $D$ as a function of $B$ at all fields, including the intermediate range, where $\ell_{B} \sim a_{B}$. A brief account of some results of this paper was reported previously. ${ }^{21}$

## 2. EXCITON TRANSPORT IN A MAGNETIC FIELD B

### 2.1. Problem statement

In the weak-localization regime, the interaction with an isolated defect does not give rise to a bound state, and localization is possible only at large distances due to the interference of scattered waves. This localization regime takes place in the case of weak scattering, in which

$$
\begin{equation*}
\gamma_{0}(p) \ll \epsilon(p) \tag{3}
\end{equation*}
$$

where $\gamma_{0}$ is the damping coefficient (the reciprocal of the momentum relaxation time) of an exciton with energy $\epsilon(p)$. The scatterers in this case are the random potentials $V_{e}(\mathbf{r})$ and $V_{h}(\mathbf{r})$ in Eq. (1), which act on the electron and hole separately. They can be, e.g., potentials generated by charged impurities, effective potentials due to irregularities on quantum-well interfaces, etc. At low temperatures, the dominant scattering mechanism in quantum wells is that due to


FIG. 1. Diagrammatic representation of Eq. (5): $\Gamma$ is the irreducible vertex corresponding to scattering by a random potential; the lines labeled by $A$ and $R$ represent the advanced and retarded propagators $G^{A}$ and $G^{R}$ of excitons averaged with respect to disorder in a magnetic field. The current vertices in the diagram correspond to the exciton center-of-mass velocity $V(\mathbf{p})$.
irregularities on the interfaces ('surface roughness''), and our attention will be mainly focused on this mechanism. In the case of 2D excitons in a quantum well of width $d$ in the presence of interface irregularities with a characteristic amplitude $\Delta$ and a correlation length $\Lambda$ (see Ref. 19 and references therein), there is a characteristic exciton momentum defined as follows: ${ }^{2)}$

$$
\begin{equation*}
p_{\min } \sim \frac{1}{a_{B}}\left(\frac{\Delta \Lambda a_{B}}{d^{3}}\right), \quad \ell_{B} \gg a_{B} . \tag{4}
\end{equation*}
$$

For long-wavelength excitons with momenta $p<p_{\text {min }}$ we have $\gamma_{0} \geqslant \epsilon$, and such excitons are strongly localized. An analysis of the strong localization of composite particles in a magnetic field is beyond the scope of this paper. However, if the parameter $\Delta \Lambda a_{B} / d^{3} \ll 1$ is sufficiently small, the range of strong localization of excitons is narrow compared with the characteristic momentum $a_{B}^{-1}$ in our problem $\left(\ell_{B}^{-1}\right.$ in high magnetic fields), and the theory developed in this paper has a region of applicability.

It is essential that the scattering of two-particle $e-h$ states can be described diagrammatically in terms of effective one-particle (exciton) scattering (this approach is justified in Appendix A). This approximation allows us to treat excitons at low densities as Bose-particles. Their internal structure manifests itself in changes in the effective scattering potential $V_{\mathbf{p}, \mathbf{p}^{\prime}}$ and the dispersion law $\epsilon(p)$ due to the magnetic field $B$ (see Sec. 2.2). The potentials $V_{e}(\mathbf{r})$ and $V_{h}(\mathbf{r})$ may be uncorrelated, for example, when the particles $e$ and $h$ are spatially separated, ${ }^{19}$ or fully correlated, e.g., when both particles are in the same spatial domain. We assume that the distribution of random fields is Gaussian and use standard diagram techniques ${ }^{23}$ with two-particle [retarded $(R)$ and advanced ( $A$ )] excitonic propagators in a magnetic field averaged with respect to disorder: $G_{\omega}^{R(A)}(p)=[\omega$ $\left.-\epsilon(p) \pm i \gamma_{0}(p)\right]^{-1}$ (see, e.g., Ref. 20).

For the case of elastic scattering, one can introduce a diffusion constant $D(\omega, \epsilon)$ for excitons with a given energy $\epsilon$ at a frequency $\omega$, which can be derived from the expression for the generalized 'conductivity' (Fig. 1) $\sigma(\omega, \epsilon)$ $=D(\omega, \boldsymbol{\epsilon}) / \mathscr{N}(\boldsymbol{\epsilon})$ :

$$
\begin{align*}
\sigma(\omega, \epsilon)= & \frac{1}{2 \pi} \int d \mathbf{p} \int d \mathbf{p}^{\prime}\left\langle\left\langle V_{x}(\mathbf{p}) G^{R}\left(\mathbf{p}, \mathbf{p}^{\prime}, \epsilon+\omega\right)\right.\right. \\
& \left.\left.\times G^{A}\left(\mathbf{p}^{\prime}, \mathbf{p}, \boldsymbol{\epsilon}\right) V_{x}\left(\mathbf{p}^{\prime}\right)\right\rangle\right\rangle, \tag{5}
\end{align*}
$$

where $\mathbf{V}(\mathbf{p})$ is the velocity of the exciton's center of mass, $\mathscr{N}(\boldsymbol{\epsilon})$ is the exciton density of states, and $\langle\langle\ldots\rangle\rangle$ denotes
averaging with respect to disorder. Note that the diffusion constant $D(\omega, \epsilon)$ is a parameter included in the 'diffusion", pole of the exciton 'density-density' correlation function and, therefore, determines the propagation characteristics of particles with a given energy $\epsilon$ in the long-wavelength limit. The localization of quantum states with energy $\epsilon$ means that the diffusion constant as a function of frequency, $D(\omega)$, tends to zero in the static limit, $\omega \rightarrow 0$. If inelastic scattering it taken into account, $D(\omega)$ turns out to be finite (see, for example, the review by Lee and Ramakrishnan ${ }^{3}$ ). The static limit $D(\epsilon)=D(\epsilon, \omega=0)$ is determined by the time $\tau_{\phi}$ of the loss of phase coherence (dephasing). The total static diffusion constant $D=D(T)$ corresponding to fluctuations in the density of excitons with all allowed energies can be obtained from the microscopic values of $D(\epsilon)$ using the generalized Einstein relation:

$$
\begin{equation*}
D=\frac{\int d \epsilon \mathscr{N}(\epsilon)[-\partial f / \partial \epsilon] D(\epsilon)}{\int d \epsilon \cdot \mathscr{N}(\epsilon)[-\partial f / \partial \epsilon]} \tag{6}
\end{equation*}
$$

where $f=f\left(\mu_{X}, T\right)$ is the distribution function and $\mu_{X}$ is the chemical potential of the excitons.

### 2.2. Effective scattering potential

The Hamiltonian $H_{0}$ of relative motion of an $e-h$ pair with center-of-mass momentum $\hbar \mathbf{p}$ (where $\mathbf{p}$ is the wave vector) in a perpendicular magnetic field $B$ has the form ${ }^{24,25}$

$$
\begin{align*}
H_{0}= & -\frac{\hbar^{2}}{2 \mu} \nabla_{\mathbf{r}}^{2}-\frac{i \hbar e B}{2 c}\left(\frac{1}{m_{h}}-\frac{1}{m_{e}}\right)\left(\mathbf{r} \times \nabla_{\mathbf{r}}\right)_{z}+\frac{e^{2} B^{2}}{8 \mu c^{2}} r^{2} \\
& +\frac{e \hbar}{M c} \mathbf{B} \cdot(\mathbf{r} \times \mathbf{p})-\frac{e^{2}}{\varepsilon|\mathbf{r}|}, \tag{7}
\end{align*}
$$

where $\mathbf{r}=\mathbf{r}_{e}-\mathbf{r}_{h}$ is the relative $e-h$ coordinate, and $\mu^{-1}$ $=m_{e}^{-1}+m_{h}^{-1}$. In writing this expression, we have utilized the existence of an exact integral of motion, namely the magnetic center-of-mass momentum ${ }^{24}$ defined by the operator

$$
\hbar \hat{\mathbf{p}}=-i \hbar \boldsymbol{\nabla}_{\mathbf{R}}-\frac{e}{c} \mathbf{A}(\mathbf{r})
$$

where $\mathbf{R}=\left(m_{e} \mathbf{r}_{e}+m_{h} \mathbf{r}_{h}\right) / M$ is the center-of-mass coordinate, $M=m_{e}+m_{h}$, and the vector potential is taken in the symmetrical gauge $\mathbf{A}=\mathbf{B} \times \mathbf{r} / 2$. The exciton wave function in a magnetic field $B$ has the form

$$
\begin{equation*}
\Psi_{\mathbf{p}}(\mathbf{R}, \mathbf{r})=\exp \left\{i \mathbf{R}\left[\mathbf{p}+\frac{e}{c} \mathbf{A}(\mathbf{r})\right]\right\} \Phi_{\mathbf{p}}(\mathbf{r}) \tag{8}
\end{equation*}
$$

An important point is that the wave function $\Phi_{\mathbf{p}}$ of relative motion of an $e-h$ pair depends on the center-of-mass momentum $\mathbf{p},{ }^{24}$ i.e., the relative motion and the center-of-mass motion are coupled. The scattering matrix elements between the exciton states with the center-of-mass momenta $\mathbf{p}$ and $\mathbf{p}^{\prime}$ in an external potential $\hat{V}=V_{e}\left(\mathbf{r}_{e}\right)+V_{h}\left(\mathbf{r}_{h}\right)$ have the form (see Appendix A)

$$
\begin{equation*}
V_{\mathbf{p}, \mathbf{p}^{\prime}}=\left\langle\Psi_{\mathbf{p}}\right| \hat{V}\left|\Psi_{\mathbf{p}^{\prime}}\right\rangle . \tag{9}
\end{equation*}
$$

In this work we use an approximation that ignores transitions to excited states of internal motion. ${ }^{19,20}$ In the weak-field
limit, $\ell_{B} \gg a_{B}$, the problem can be treated analytically. ${ }^{3)} \mathrm{We}$ calculate the ground-state wave function $\Phi_{\mathbf{p}}(\mathbf{r})$ in a magnetic field using perturbation theory with respect to terms containing the magnetic field in the Hamiltonian (7) of the relative motion of an $e-h$ pair, and then we obtain the scattering matrix elements $V_{\mathbf{p}, \mathbf{p}^{\prime}}$. They can be expressed as

$$
\begin{equation*}
V_{\mathbf{p}, \mathbf{p}^{\prime}}=F_{\mathbf{p}, \mathbf{p}^{\prime}}^{e} \widetilde{V}_{e}(\Delta \mathbf{p})+F_{\mathbf{p}, \mathbf{p}^{\prime}}^{h} \widetilde{V}_{h}(\Delta \mathbf{p}), \tag{10}
\end{equation*}
$$

where $\widetilde{V}_{j}(\mathbf{p})$ are two-dimensional Fourier transforms of the potentials $V_{j}(\mathbf{r})(j=e, h), \Delta \mathbf{p}=\mathbf{p}^{\prime}-\mathbf{p}$ is the momentum transfer,

$$
\begin{equation*}
F_{\mathbf{p}, \mathbf{p}^{\prime}}^{e(h)}=\int d \mathbf{r} \Phi_{\mathbf{p}}^{*}(\mathbf{r}) \Phi_{\mathbf{p}^{\prime}}(\mathbf{r}) \exp \left\{ \pm i \frac{m_{h(e)}}{M}\left(\mathbf{p}^{\prime}-\mathbf{p}\right) \mathbf{r}\right\} \tag{11}
\end{equation*}
$$

are the form factors related to the wave function of the internal motion of the exciton. In the weak-field limit, we must calculate the wave functions up to the second order in $B$ and then substitute them into Eqs. (11) and (10) (see Appendix B). Note that the exponential function in Eq. (11) can be expanded in powers of its argument when $p, p^{\prime} \ll a_{B}^{-1}$, and only terms of the lowest orders need be included. The limitation on the momenta is essential if we do not take into consideration transitions to excited states. Indeed, if $p$, $p^{\prime} \sim a_{B}^{-1}$, the exciton kinetic energy is sufficient for transitions to excited states of internal motion, which are excluded from our analysis.

Taking the essential terms of up to the second order in $B$ and the lowest orders in $p a_{B}$ of interest to us, we obtain

$$
\begin{align*}
V_{\mathbf{p}, \mathbf{p}^{\prime}}= & \bar{V}_{e}(\Delta \mathbf{p})\left[1+\beta_{e}(\Delta \mathbf{p})^{2} a_{B}^{2}\left(\frac{a_{B}}{\ell_{B}}\right)^{4}-i \alpha_{e}\left[\mathbf{p p}^{\prime}\right]_{z} a_{B}^{2}\right. \\
& \left.\times\left(\frac{a_{B}}{\ell_{B}}\right)^{2}\right]+\bar{V}_{h}(\Delta \mathbf{p})\left[1+\beta_{h}(\Delta \mathbf{p})^{2} a_{B}^{2}\left(\frac{a_{B}}{\ell_{B}}\right)^{4}\right. \\
& \left.+i \alpha_{h}\left[\mathbf{p p}^{\prime}\right]_{z} a_{B}^{2}\left(\frac{a_{B}}{\ell_{B}}\right)^{2}\right] . \tag{12}
\end{align*}
$$

Here $\bar{V}_{i}(\Delta \mathbf{p})=\widetilde{V}_{i}(\Delta \mathbf{p}) F_{\mathbf{p}, \mathbf{p}^{\prime}}^{i}(B=0)$,

$$
F_{\mathbf{p}, \mathbf{p}^{\prime}}^{e(h)}(B=0)=\left\{1+\frac{1}{16}\left[\frac{m_{h(e)}\left(\mathbf{p}-\mathbf{p}^{\prime}\right) a_{B}}{M}\right]^{2}\right\}^{-3 / 2}
$$

is the form factor corresponding to the ground-state wave function of the 2 D -exciton at $B=0$.

An important point is that time-reversal symmetry is broken for this effective scattering potential:

$$
\begin{equation*}
V_{\mathbf{p}, \mathbf{p}_{1}} \neq V_{-\mathbf{p}_{1},-\mathbf{p}} \tag{13}
\end{equation*}
$$

the only exception being the case of $V_{e}=V_{h}$ and $m_{e}=m_{h}$ [see Eq. (2)]. Equation (12) contains the dimensionless constants

$$
\begin{align*}
\beta_{e(h)}= & -\frac{\mu^{2}}{2 M^{2}} \frac{\hbar^{4}}{\mu^{2} a_{B}^{6}} \sum_{n}^{\prime} \frac{|\langle 0| x| n\rangle\left.\right|^{2}}{\left(\epsilon_{0}-\epsilon_{n}\right)^{2}} \\
& +\frac{m_{h(e)}^{2}}{8 M^{2}} \frac{\hbar^{2}}{\mu a_{B}^{6}} \sum_{n}^{\prime} \frac{\left.\left|\langle 0| r^{2}\right| n\right\rangle\left.\right|^{2}}{\epsilon_{n}-\epsilon_{0}} \tag{14}
\end{align*}
$$



FIG. 2. Sum of maximally crossed diagrams $U_{\epsilon, \omega}\left(\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{q}\right)$. The upper (lower) line corresponds to the retarded (advanced) propagator $G^{R(A)}$ of an exciton averaged with respect to disorder.
and

$$
\begin{equation*}
\alpha_{e(h)}=-\frac{2 m_{e(h)}}{M} \kappa, \quad \kappa=\frac{\hbar^{2}}{M a_{B}^{4}} \sum_{n}^{\prime} \frac{|\langle 0| x| n\rangle\left.\right|^{2}}{\epsilon_{0}-\epsilon_{n}} . \tag{15}
\end{equation*}
$$

Here $n$ denotes the exciton excited states. Exact calculations of the dimensionless constants $\alpha$ and $\beta$ for a 2D WannierMott exciton are given in Appendix B. Note that $\beta_{e}, \beta_{h}$ $>0$ are positive; therefore, exciton scattering increases with $B$ when $\ell_{B} \gg a_{B}$.

Using perturbation theory, one can also obtain the exciton density of states in a magnetic field. The exciton spectrum is given by the formula

$$
\begin{equation*}
\epsilon(p)=-\epsilon_{0}\left[1-\left(\frac{l_{2}}{\ell_{B}}\right)^{4}\right]+\frac{\hbar^{2} p^{2}}{2 M}\left[1-\kappa\left(\frac{a_{B}}{\ell_{B}}\right)^{4}\right], \tag{16}
\end{equation*}
$$

where the parameter $l_{2}=3 a_{B} / 8$ determines the diamagnetic shift. The 2D-exciton density of states derives from the second term on the right-hand side of Eq. (16):

$$
\begin{equation*}
\mathscr{N}(\epsilon)=\frac{2 M / \hbar^{2}}{1-\kappa\left(a_{B} / \ell{ }_{B}\right)^{4}} . \tag{17}
\end{equation*}
$$

The exciton mass and, hence, the density of states $\mathscr{N}(\epsilon)$, increase with the magnetic field $B$. As will be shown below, it is this tendency that generally determines the change in the classical diffusion constant in weak magnetic fields.

### 2.3. Cooperon: weak-field limit

The approximation in which the complete vertex $\Gamma$ (Fig. 1 ) is replaced by a sum of ladder diagrams (a diffuson) corresponds to the description of transport based on the Boltzmann equation (see, e.g., Refs. 23 and 26). This approximation yields the "classical" diffusion constant, which does not take into account the interference of different paths. If the random potential is weak, all other diagrams with crossed impurity lines have smallness ${ }^{3}$ of order $\gamma / \epsilon \ll 1$. The only exception is the class of maximally crossed diagrams in the electron-hole channel, ${ }^{2}$ which determines quantum weaklocalization corrections to the diffusion constant. The complete sum of such diagrams (the cooperon) is shown in Fig. 2. The exceptional role of these diagrams is due to the following fact: when the total momentum $\mathbf{p}+\mathbf{p}^{\prime}-\mathbf{q} \simeq 0$, the Green's functions $G^{R}$ and $G^{A}$ for the maximally crossed diagrams are always grouped in pairs with close poles by virtue of momentum conservation. As a result, they provide a 'resonant'" contribution after integration.
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FIG. 3. (a) Simplest impurity vertex $W\left(\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{q}\right)$ [Eq. (19)]; (b) diagram of lowest order for the self-energy part of the excitonic propagator. The dashed line correspond to the correlation function $W\left(\mathbf{p}, \mathbf{p}^{\prime}, 0\right)$.

The damping coefficient for an exciton with a momentum $\mathbf{p}$ is determined by the imaginary part of the self-energy part (Fig. 3b):

$$
\begin{equation*}
\gamma_{0}(p)=-\operatorname{Im} \int \frac{d \mathbf{p}^{\prime}}{(2 \pi)^{2}} \frac{W\left(\mathbf{p}, \mathbf{p}^{\prime}, 0\right)}{\epsilon-\epsilon\left(p^{\prime}\right)+i \gamma_{0}\left(p^{\prime}\right)} . \tag{18}
\end{equation*}
$$

Here $\epsilon(p)$ is the dispersion law (16), and $W\left(\mathbf{p}, \mathbf{p}_{1}, \mathbf{q}\right)$ is the correlation function of the scattering potential (Fig. 3a):

$$
\begin{equation*}
W\left(\mathbf{p}, \mathbf{p}_{1}, \mathbf{q}\right) \equiv\left\langle\left\langle V_{\mathbf{p}, \mathbf{p}_{1}} V_{\mathbf{p}_{1}-\mathbf{q}, \mathbf{p}-\mathbf{q}}\right\rangle\right\rangle . \tag{19}
\end{equation*}
$$

In the weak-field limit discussed in this paper, it has the form ${ }^{4)}$

$$
\begin{align*}
W\left(\mathbf{p}, \mathbf{p}^{\prime}, 0\right)= & B_{e e}(\Delta \mathbf{p})\left[1+\left(\frac{a_{B}}{\ell_{B}}\right)^{4}\left(2 \beta_{e}(\Delta \mathbf{p})^{2} a_{B}^{2}+\alpha_{e}^{2}\right.\right. \\
& \left.\left.\times\left(\mathbf{p} \times \mathbf{p}^{\prime}\right)_{z}^{2} a_{B}^{4}\right)\right]+B_{h h}(\Delta \mathbf{p})\left[1+\left(\frac{a_{B}}{\ell_{B}}\right)^{4}\right. \\
& \left.\times\left(2 \beta_{h}(\Delta \mathbf{p})^{2} a_{B}^{2}+\alpha_{h}^{2}\left(\mathbf{p} \times \mathbf{p}^{\prime}\right)_{z}^{2} a_{B}^{4}\right)\right]+B_{e h}(\Delta \mathbf{p}) \\
& \times\left[1+\left(\frac{a_{B}}{\ell_{B}}\right)^{4}\left(\left(\beta_{e}+\beta_{h}\right)(\Delta \mathbf{p})^{2} a_{B}^{2}-\alpha_{e} \alpha_{h}\right.\right. \\
& \left.\left.\times\left(\mathbf{p} \times \mathbf{p}^{\prime}\right)_{z}^{2} a_{B}^{4}\right)\right]+B_{h e}(\Delta \mathbf{p})\left[1+\left(\frac{a_{B}}{\ell_{B}}\right)^{4}\right. \\
& \left.\times\left(\left(\beta_{e}+\beta_{h}\right)(\Delta \mathbf{p})^{2} a_{B}^{2}-\alpha_{e} \alpha_{h}\left(\mathbf{p} \times \mathbf{p}^{\prime}\right)_{z}^{2} a_{B}^{4}\right)\right], \tag{20}
\end{align*}
$$

where $B_{i j}(\mathbf{p})=\left\langle\left\langle\bar{V}_{i}(\mathbf{p}) \bar{V}_{j}(-\mathbf{p})\right\rangle\right\rangle$. As usual, if $\gamma_{0}<\epsilon$, we have

$$
\begin{equation*}
\gamma_{0}(p)=\pi \cdot \mathscr{N}(\epsilon) \int \frac{d \phi_{p_{1}}}{2 \pi} W\left(\mathbf{p}, \mathbf{p}_{1}, 0\right) \tag{21}
\end{equation*}
$$

where $\left|\mathbf{p}_{1}\right|$ lies on the mass surface $\epsilon\left(p_{1}\right)=\boldsymbol{\epsilon}$, so that only averaging over angles remains in Eq. (18). The effect of the magnetic field $B$ on the damping coefficient $\gamma_{0}(p)$ can be approximately estimated as follows (we assume that all correlators of random fields $B_{i j}$ are comparable):

$$
\begin{equation*}
\gamma_{0}(p) \approx \gamma_{0} \frac{1+4\left(\beta_{e}+\beta_{h}\right)\left(p a_{B}\right)^{2}\left(a_{B} / \ell_{B}\right)^{4}}{1-\kappa\left(a_{B} / \ell_{B}\right)^{4}} \tag{22}
\end{equation*}
$$

where $\gamma_{0}$ is the damping coefficient in a zero magnetic field. The numerator on the right-hand side of Eq. (22) contains the additional small parameter $\left(p a_{B}\right)^{2} \ll 1$ in comparison with
the denominator. This means that the main effect of the magnetic field $B$ is due to the growing exciton density of states (increase in exciton mass) with increasing $B$ [see Eq. (16)], whereas the changes in the scattering matrix elements play a minor role.

In the weak-field limit, as in the case of strong magnetic fields, ${ }^{20}$ the diffusion pole in the cooperon is absent owing to the broken time-reversal symmetry for the effective potential (12). Let us prove this statement. As usual, it is convenient to write the equation for the cooperon $U$ in variables $\mathbf{p}, \mathbf{p}^{\prime}$, and $\mathbf{K}=\mathbf{p}+\mathbf{p}^{\prime}-\mathbf{q}$, where $\mathbf{K}$ is the total (conserved) momentum, and $\mathbf{q}$ is the momentum corresponding to density fluctuations. For $U$ we obtain the Bethe-Salpeter equation in the usual manner:

$$
\begin{align*}
U_{\epsilon, \omega}\left(\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{K}\right)= & U_{\epsilon, \omega}^{0}\left(\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{K}\right) \\
& +\int \frac{d \mathbf{p}_{1}}{(2 \pi)^{2}} \widetilde{W}\left(\mathbf{p}, \mathbf{p}_{1}, \mathbf{K}\right) G_{\epsilon}^{R}\left(\mathbf{p}_{1}\right) G_{\epsilon-\omega}^{A} \\
& \times\left(\mathbf{K}-\mathbf{p}_{1}\right) U_{\epsilon, \omega}\left(\mathbf{p}_{1}, \mathbf{p}^{\prime}, \mathbf{K}\right), \tag{23}
\end{align*}
$$

where

$$
\begin{align*}
U_{\epsilon, \omega}^{0}\left(\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{K}\right)= & \int \frac{d \mathbf{p}_{1}}{(2 \pi)^{2}} \widetilde{W}\left(\mathbf{p}, \mathbf{p}_{1}, \mathbf{K}\right) G_{\epsilon}^{R}\left(\mathbf{p}_{1}\right) G_{\epsilon-\omega}^{A} \\
& \times\left(\mathbf{K}-\mathbf{p}_{1}\right) \widetilde{W}\left(\mathbf{p}_{1}, \mathbf{p}^{\prime}, \mathbf{K}\right) \tag{24}
\end{align*}
$$

and we have introduced the correlation function:

$$
\begin{equation*}
\widetilde{W}\left(\mathbf{p}, \mathbf{p}_{1}, \mathbf{K}\right) \equiv\left\langle\left\langle V_{\mathbf{p}, \mathbf{p}_{1}} V_{\mathbf{K}-\mathbf{p}, \mathbf{K}-\mathbf{p}_{1}}\right\rangle\right\rangle \tag{25}
\end{equation*}
$$

In contrast to the conventional theory, the system is characterized by two correlation functions $W$ [Eq. (20)] and $\widetilde{W} .{ }^{5}$ ) The difference between the correlation functions is caused by the broken time-reversal symmetry for the effective scattering potential (13). As a result, the terms with the vector product $\left(\mathbf{p} \times \mathbf{p}_{1}\right)_{z}$ in $\widetilde{W}\left(\mathbf{p}, \mathbf{p}_{1}, \mathbf{K}=0\right)$ have signs opposite to those of the terms in $W\left(\mathbf{p}, \mathbf{p}_{1}, \mathbf{q}=0\right)$.

In the limit of weak disorder, we have $G^{R} G^{A} \sim \delta(\epsilon(p)$ $-\epsilon$ ), so that the integration in Eq. (23) is reduced to averaging over angles. In the usual case the isotropic (with respect to $\left.\mathbf{p}, \mathbf{p}^{\prime}\right)$ part of $U_{\epsilon, \omega}\left(\mathbf{p}, \mathbf{p}_{1}, \mathbf{K}\right)$ diverges as $\mathbf{K}, \omega \rightarrow 0$. This happens because the following relation holds:

$$
\begin{equation*}
\int \frac{d \mathbf{p}_{1}}{(2 \pi)^{2}} W\left(\mathbf{p}, \mathbf{p}_{1}, 0\right) G_{\epsilon}^{R}\left(\mathbf{p}_{1}\right) G_{\epsilon}^{A}\left(-\mathbf{p}_{1}\right)=1 \tag{26}
\end{equation*}
$$

Then it follows from Eqs. (23) and (26) (if $\widetilde{W}=W$ ) that $\int d \phi_{\mathbf{p}} \int d \phi_{\mathbf{p}_{1}} U_{\epsilon, \omega}\left(\mathbf{p}, \mathbf{p}_{1}, 0\right) \rightarrow \infty$. In the case under consideration, however, the isotropic part of $U$ is finite in the limit $\mathbf{K}, \omega \rightarrow 0$. In fact, using the identity $\widetilde{W} \equiv W+(\widetilde{W}-W)$, we obtain

$$
\begin{equation*}
\int \frac{d \mathbf{p}_{1}}{(2 \pi)^{2}} \widetilde{W}\left(\mathbf{p}, \mathbf{p}_{1}, 0\right) G_{\epsilon}^{R}\left(\mathbf{p}_{1}\right) G_{\epsilon}^{A}\left(-\mathbf{p}_{1}\right)=1-\frac{\gamma_{B}}{\gamma_{0}} \tag{27}
\end{equation*}
$$

where $\gamma_{B}(p)=\gamma_{0}(p)-\tilde{\gamma}_{0}(p) \geqslant 0$,

$$
\begin{equation*}
\tilde{\gamma}_{0}(p)=\pi \cdot \mathscr{N}(\boldsymbol{\epsilon}) \int \frac{d \phi_{\mathbf{p}_{1}}}{2 \pi} \widetilde{W}\left(\mathbf{p}, \mathbf{p}_{1}, 0\right) \tag{28}
\end{equation*}
$$

If, however, $\gamma_{B} \ll \gamma_{0}$, the isotropic part of $U$ still makes the principal contribution. A solution of Eq. (23) in the region of low frequencies $\omega$ and small momenta $\mathbf{K}$, which is discussed in the paper, can be obtained using an expansion in terms of angular momenta, and was described in detail in Ref. 20 (see also Ref. 27). Ultimately, the expression for the cooperon has the form

$$
\begin{equation*}
U(\mathbf{K}, \omega)=\frac{2 \tilde{\gamma}_{0} \gamma_{0} / \pi \mathscr{N}(\epsilon)}{D^{c} K^{2}-i \omega+2 \gamma_{B} \gamma_{0} / \tilde{\gamma}_{0}} \tag{29}
\end{equation*}
$$

Here

$$
\begin{align*}
& D^{c}=p^{2} / 4 M^{2} \tilde{\gamma}_{\mathrm{tr}}, \quad \tilde{\gamma}_{\mathrm{tr}}=\gamma_{0}-\tilde{\gamma}_{1} \geqslant 0,  \tag{30}\\
& \tilde{\gamma}_{1}=2 \int \frac{d \phi_{\mathbf{p}}}{2 \pi} \int \frac{d \phi_{\mathbf{p}_{1}}}{2 \pi}(\hat{\mathbf{p}} \hat{\mathbf{K}}) \widetilde{W}\left(\mathbf{p}, \mathbf{p}_{1}, 0\right)\left(\hat{\mathbf{p}}_{1} \hat{\mathbf{K}}\right), \tag{31}
\end{align*}
$$

where $\hat{\mathbf{p}}=\mathbf{p} /|\mathbf{p}|$. The special feature of this solution is that it contains a finite dephasing time $\gamma_{B}^{-1}$ for a neutral composite particle in a magnetic field $B$, and this dephasing time eliminates a singularity, namely the diffusion pole. Formally, this case is similar to that of electron scattering by magnetic impurities. ${ }^{8,9,11,12}$

In weak magnetic fields, $\gamma_{B}$ can be estimated using explicit expressions for $W$ and $\widetilde{W}$ :

$$
\begin{equation*}
\gamma_{B}(p) \simeq\left(p a_{B}\right)^{4}\left(\frac{a_{B}}{\ell_{B}}\right)^{4} \gamma_{0}(p) . \tag{32}
\end{equation*}
$$

The emergence of the characteristic dephasing time $\tau_{B}$ $=\hbar / \gamma_{B}$ estimated by Eq. (32) can be interpreted in qualitative terms as follows. An exciton acquires a random phase in a magnetic field only as a result of impurity scattering. When an exciton with momentum $\mathbf{p}$ is scattered by an impurity, its kinetic energy $E_{\text {kin }}=\hbar^{2} p^{2} / 2 M$ can be treated as a perturbation to the internal electron-hole motion with an energy $E_{\text {exc }}=\epsilon_{0}$. This results in fluctuations in the mean square distance between $e$ and $h:\left\langle\left\langle\Delta r^{2}\right\rangle\right\rangle \sim\left(E_{\text {kin }} / E_{\text {exc }}\right) a_{B}^{2}$. This additional separation between the electron and hole orbits due to a scattering act leads to an increase in the magnetic flux passing 'through'' the exciton $\Delta \Phi \sim\left\langle\left\langle\Delta r^{2}\right\rangle\right\rangle B$, which corresponds to a (random) phase shift $\Delta \phi \sim\left\langle\left\langle\Delta r^{2}\right\rangle\right\rangle B / \Phi_{0}$ in the wave function, where $\Phi_{0}$ is the magnetic flux quantum. Therefore, the random phase shift in a single scattering act, which takes place during the time interval $\tau=\hbar / \gamma$, is $\sim\left(\Delta \Phi / \Phi_{0}\right)=\left(p a_{B}\right)^{2}\left(a_{B} / \ell_{B}\right)^{2} \ll 1$. Since the phase shifts of the wave function are random, the total phase shift becomes comparable to unity and coherence is lost only after $\left(\Phi_{0} / \Delta \Phi\right)^{2}$ scattering acts. The corresponding characteristic time $\tau_{B} \sim\left(\Phi_{0} / \Delta \Phi\right)^{2} \tau \sim \tau\left(p a_{B}\right)^{-4}\left(\ell_{B} / a_{B}\right)^{4}$, which is consistent with Eq. (32).

### 2.4. Diffusion constant

In order to obtain quantum corrections to the diffusion constant, one should include Eq. (29) for the cooperon $U(\mathbf{K}, \omega)$ together with the first-order impurity vertex


FIG. 4. Diagrammatic representation of the approximation for the vertex $\Gamma$ including quantum corrections to the diffusion constant.
$W\left(\mathbf{p}, \mathbf{p}^{\prime}, \mathbf{K}\right)$ in the ladder diagrams (Figs. 1 and 4) for the effective conductivity. ${ }^{3}$ In the ladder approximation, we have a transport coefficient $\gamma_{\mathrm{tr}}$ instead of $\gamma$ for a random field with a finite correlation length. Technical details of the diagram treatment for 2D excitons are given in Appendix C. The diffusion constant for an exciton of energy $\epsilon$ takes the form

$$
\begin{equation*}
D(\epsilon)=D_{0}(\epsilon)\left[1+\frac{\tilde{\gamma}_{0}}{4 \pi^{2} \gamma_{\mathrm{tr}} \mathscr{M}(\epsilon) D^{c}} \ln \left(\frac{D^{c} K_{0}^{2} \tilde{\gamma}_{0}}{2 \gamma_{B} \gamma_{0}}\right)\right]^{-1} \tag{33}
\end{equation*}
$$

where $K_{0} \simeq \gamma(p) / V(p)$ is the cut-off momentum and $D_{0}$ $=p^{2} / 4 M^{2} \gamma_{\mathrm{tr}}$ is the conventional ('classical'") diffusion constant for an exciton. ${ }^{19,21}$

Before discussing the quantum corrections (33), let us derive the classical diffusion constant $D_{0}$ as a function of the magnetic field $B$. Using general expressions (22) and (16), we obtain

$$
\begin{equation*}
D_{0}(\epsilon, B) \simeq D_{0}(\epsilon)\left[1-3 \kappa\left(\frac{a_{B}}{\ell_{B}}\right)^{4}\right] \equiv D_{0}\left[1-\left(\frac{B}{B_{0}}\right)^{2}\right], \tag{34}
\end{equation*}
$$

where the characteristic magnetic field $B_{0}$ is determined by the expression $B_{0} a_{B}^{2} \simeq \Phi_{0}$ and $D_{0}$ is the diffusion constant at $B=0 .{ }^{19}$ The diffusion constant $D_{0}$ monotonically decreases as the magnetic field increases in accordance with Eq. (34).

The inclusion of quantum corrections drastically changes the dependence of $D$ on $B$. Indeed, $\gamma_{B}$ tends to zero as $B$ $\rightarrow 0$, and $D$ vanishes as a result [see Eq. (33)]; this is the weak localization of excitons in the absence of $B$ (excitons, like ordinary 2D particles, are localized in a random potential ${ }^{7}$ ). A self-consistent approach may be used in this situation. ${ }^{27}$ In fact, the approximation for the complete vertex $\Gamma$ including only ladder diagrams for $\Gamma_{0}$ and maximally crossed diagrams for $U$ applies only to the case of weak scattering, where the resulting diffusion constant is large. When the complete vertex corresponds to strong scattering and the diffusion constant $D$ is small, one cannot, strictly speaking, select a preferential class of diagrams. The underlying idea of the self-consistent approach ${ }^{27}$ is the existence of a relation between $\Gamma_{0}$ and $U$ in the presence of timereversal symmetry (maximally crossed diagrams in the $e$ $-h$ channel are ladder diagrams in the $e-e$ channel). One consequence of this relation is that the diffusion pole, which exists in the diffuson at small momentum transfers, is "transmitted'" to the cooperon (where it exists at small total momenta $\mathbf{K}$ ). Since the vertex $\Gamma$ is directly related to the


FIG. 5. Static diffusion constant $D$ of excitons as a function of the field $B$ classical transport (upper curve), with consideration of quantum corrections (lower curve), and with weak inelastic scattering (middle curve).
'density-density" correlation function, it is physically clear that it is the diffusion constant $D$ that should appear in $\Gamma$, and the constant $D_{0}$ in the cooperon should consequently also be replaced by $D$. The mathematical basis of this approach was discussed in detail by Suslov. ${ }^{28}$

In the specific case under consideration, time-reversal symmetry is broken, and, strictly speaking, there is no duality between the diffuson and cooperon. We can use, however, the self-consistent approximation in order to obtain the leading terms in the $B$ expansion of the total diffusion constant. The point is that $D_{0}$ and $D^{c}$ behave similarly in the leading orders in $B$. Therefore, the diffusion constant $D^{c}$ in the cooperon can be replaced by the total diffusion constant $D$ so that $D(B)$ could be calculated in a self-consistent manner using Eq. (33). In the case $D(B) \ll D_{0}$ the magnetic-field dependence is given by

$$
\begin{equation*}
D(\epsilon, B)=\left(p a_{B}\right)^{4}\left(\frac{B}{B_{0}}\right)^{2} D_{0}(\epsilon) \exp \left[\mathscr{N}(\epsilon) D_{0}(\epsilon)\right], \tag{35}
\end{equation*}
$$

where $B_{0} a_{B}^{2} \simeq \Phi_{0}$ [see Eq. (34)]. Thus, the static diffusion constant at $B=0$ is zero and increases proportionally to $B^{2}$ at small $B$. This behavior of $D$ corresponds to the suppression of the weak localization of excitons in a magnetic field.

In the strong-field limit, $\ell_{B}<a_{B}$, the exciton diffusion constant $D$ drops as $B^{-2} \cdot{ }^{20}$ Thus, it is clear that, if weaklocalization effects are taken into account, $D$ is a nonmonotonic function of the magnetic field. Note that the classical diffusion constant $D_{0}$ decreases monotonically with the magnetic field in both the strong-field limit, $\ell_{B} \ll a_{B}$, and in the weak-field limit, $\ell_{B} \gg a_{B}$. These results are illustrated by Fig. 5. Weak inelastic processes characterized by the dephasing time $\tau_{\phi}=\hbar / \gamma_{\phi}$ can be included in our scheme phenomenologically. If $\tau_{\phi}$ is finite, the diffusion constant is finite even at $B=0$. The value $D(B=0)$ is controlled by $\gamma_{\phi}$, which should be added to $\gamma_{B}$ in Eq. (33). The appearance of $\gamma_{\phi}$ affects $D_{0}$ and $D$ differently. If the condition $\gamma_{\phi} \ll \gamma_{0}$ holds, this addition has little effect on $D_{0}$. But, since $D_{0} \cdot \mathscr{N}$ $\gg 1$ in the weak-scattering limit, the relation $D_{0} \mathscr{N} \gamma_{\phi} \geqslant \gamma_{0}$ can hold even when $\gamma_{\phi} \ll \gamma_{0}$. In this case, the weaklocalization corrections are small, and we have $D(B)$ $\simeq D_{0}(B)$.

Analytical calculations are impossible in intermediate fields, where $\ell_{B} \sim a_{B}$. It is quite natural to assume that in
this range the magnetic field dependence of the diffusion constant (either the classical constant, $D_{0}$, or the constant which takes into account the quantum corrections, $D$ ) has the form shown by the dashed lines in Fig. 5. The increase in $D$ with the magnetic field $B$ (a positive magnetodiffusion effect) is due to the suppression of the weak localization of excitons in magnetic fields. This effect is similar to the negative magnetoresistance in 2D electron systems. ${ }^{8}$

## 3. CONCLUSIONS

We have shown that a magnetic field $B$ eliminates divergence of the maximally crossed diagrams in the "excitonantiexciton", channel (the exciton analogue of the cooperon). Unlike charged particles, an exciton acquires a phase in the field $B$ not during free motion, but only upon scattering by defects. As a result, the diffusion constant of 2D excitons in magnetic fields remains finite as $\omega \rightarrow 0$ (under the assumption that the random potential is weak). The static diffusion constant $D(B)$ is a decreasing function of $B$ in strong magnetic fields, $\ell_{B} \ll a_{B}$, whereas in weak magnetic fields, $\ell_{B}$ $\gtrdot a_{B}$ (and, probably, in intermediate fields, $\ell_{B} \sim a_{B}$ ) $D(B)$ increases with the magnetic field, i.e., a positive magnetodiffusion effect takes place for excitons. The self-consistent approximation yields $D \propto B^{2}$ in weak magnetic fields, which indicates that weak localization is suppressed in a magnetic field $B$. Quantum corrections are also important in the strong-field limit, $\ell_{B} \ll a_{B}$, and lead to a faster power-law decrease in the diffusion constant with the magnetic field, $D \propto B^{-2},^{20}$ in comparison to the classical diffusion constant, $D_{0} \propto B^{-1} .^{19,21}$ This is because the characteristic internal length scale of the magnetoexciton $\ell_{B} \ll a_{B}$ decreases with increasing $B$ as $\ell_{B} \propto B^{-1 / 2}$, and its internal structure has a lesser impact on the scattering process, so that the magnetoexciton becomes similar to a structureless neutral boson. Thus, for neutral $e-h$ systems, crossover to the exciton weak-localization regime takes place in the strong-field limit (unlike electron systems, which contain delocalized states in the quantum Hall effect regime).

Although the calculated function $D(B)$ is a nonmonotonic function of $B$, it does not reproduce all the details of the experimental findings for $D(B) .{ }^{17}$ For instance, the observed suppression of exciton magnetotransport in the range of relatively low fields ${ }^{17}$ is in agreement with the theoretical predictions for the behavior of the classical diffusion constant (Fig. 5). Our calculations, however, demonstrate that the increase in $D(B)$ in the range $B>6 \mathrm{~T}$ observed in Ref. 17 cannot be interpreted in terms of the suppression of weak localization of excitons in a magnetic field. Note that the localization regime in double quantum wells used in experiments ${ }^{16-18}$ is closer to the strong-localization regime of excitons. ${ }^{19}$ Also, we have not considered the effects of the Bose-Einstein condensation of excitons. The investigation of the effects of a magnetic field on the strong localization of excitons and of Bose-Einstein condensation on the transport of neutral composite particles (excitons) is a very interesting problem, which has not yet been solved. Note also that, as in the case of electrons in quasi-two-dimensional semiconductor structures, ${ }^{12}$ the effects of fast transitions between differ-
ent spin states may be important for excitons.
Our theoretical prediction of an increase in exciton mobility with increasing $B$ in the weak-localization regime can be tested experimentally at low temperatures (where inelastic scattering is suppressed and the dephasing time $\tau_{\phi}$ is large) in magnetic fields for which $\ell_{B} \geqslant a_{B}$. Such experiments require quantum wells with a weak random potential, for example, wide quantum wells with smooth interfaces.
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## APPENDIX A: DIAGRAMMATIC REPRESENTATION OF EXCITON SCATTERING

To the best of our knowledge, no approximation which reduces the scattering of excitons to an effectively oneparticle process has been rigorously developed using diagram techniques. An approach similar to that developed in this Appendix can be applied to other problems, such as investigations of the role of transitions to excited states, the effects of a finite exciton density, and strong localization in terms of the effective exciton scattering.

In the electron-hole representation, a Wannier-Mott exciton is described in terms of a sum of ladder diagrams, which include the $e-h$ Coulomb interaction. The corresponding two-particle Green's function can be expanded in terms of the exciton eigenfunctions $\Psi_{\lambda}\left(\mathbf{r}_{e}, \mathbf{r}_{h}\right)$ :

$$
\begin{align*}
& G_{2}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, t ; \mathbf{r}_{3}, \mathbf{r}_{4}, t^{\prime}\right) \\
& \equiv-i\left\langle T \hat{\Psi}_{e}\left(\mathbf{r}_{1}, t\right) \hat{\Psi}_{h}\left(\mathbf{r}_{2}, t\right) \hat{\Psi}_{h}^{\dagger}\left(\mathbf{r}_{4}, t^{\prime}\right) \hat{\Psi}_{e}^{\dagger}\left(\mathbf{r}_{3}, t^{\prime}\right)\right\rangle \\
&=\int d E \sum_{\lambda} \frac{\Psi_{\lambda}^{*}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \Psi_{\lambda}\left(\mathbf{r}_{3}, \mathbf{r}_{4}\right)}{E-\epsilon_{\lambda}} \exp \left[-i E\left(t-t^{\prime}\right)\right] \tag{A1}
\end{align*}
$$

where $\hat{\Psi}_{e}^{\dagger}(\mathbf{r}, t)$ and $\hat{\Psi}_{h}^{\dagger}(\mathbf{r}, t)$ are the electron and hole creation operators in the Heisenberg representation. For simplicity, we consider the case of zero magnetic field, $B=0$, where $\epsilon_{\lambda}$ are the ordinary eigenvalues of the exciton energies, $\epsilon_{\lambda}=\epsilon(p)+\epsilon_{n}, \epsilon_{n}$ is the energy (in either the discrete or continuous spectrum) of relative motion, $\epsilon(p)$ is the center-of-mass kinetic energy, $\Psi_{\lambda}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\exp (i \mathbf{p R}) \Phi_{n}(\mathbf{r})$ are the exciton wave functions, $\mathbf{R}=\left(m_{e} \mathbf{r}_{1}+m_{h} \mathbf{r}_{2}\right) / M$, and $\mathbf{r}=\mathbf{r}_{1}-\mathbf{r}_{2}$. Our aim is to replace the two-particle $e-h$ Green's function by an effective 'one-particle" Green's function of an exciton defined by the formula

$$
\begin{equation*}
G\left(\mathbf{R}, t ; \mathbf{R}^{\prime}, t^{\prime}\right)=-i\left\langle T B(\mathbf{R}, t) B^{\dagger}\left(\mathbf{R}^{\prime}, t^{\prime}\right)\right\rangle \tag{A2}
\end{equation*}
$$

where the exciton creation operator is defined as


FIG. 6. (a) Impurity vertex in the electron line of the two-particle $e-h$ propagator. The wavy lines correspond to the Coulomb $e-h$ interaction. (b) Impurity vertex (10) in the excitonic propagator.

$$
\begin{align*}
B_{\lambda}^{\dagger}(\mathbf{R}, t)= & \int d \mathbf{r} \hat{\Psi}_{e}^{\dagger}\left(\mathbf{R}+\frac{m_{h}}{M} \mathbf{r}, t\right) \\
& \times \hat{\Psi}_{h}^{\dagger}\left(\mathbf{R}-\frac{m_{e}}{M} \mathbf{r}, t\right) \Psi_{\lambda}^{*}(\mathbf{R}, \mathbf{r}) \tag{A3}
\end{align*}
$$

The function $G_{2}$ satisfies the following Bethe-Salpeter equation:

$$
\begin{align*}
& G_{2}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, t ; \mathbf{r}_{3}, \mathbf{r}_{4}, t^{\prime}\right) \\
& \quad=G_{e}\left(\mathbf{r}_{1}, \mathbf{r}_{3}, t-t^{\prime}\right) G_{h}\left(\mathbf{r}_{2}, \mathbf{r}_{4}, t-t^{\prime}\right) \\
& \quad+\int d \mathbf{r}_{3}^{\prime} d \mathbf{r}_{4}^{\prime} d t_{1}^{\prime} G_{e}\left(\mathbf{r}_{1}, \mathbf{r}_{3}^{\prime}, t-t_{1}^{\prime}\right) G_{h}\left(\mathbf{r}_{2}, \mathbf{r}_{4}^{\prime}, t-t_{1}^{\prime}\right) \\
& \quad \times U\left(\mathbf{r}_{3}^{\prime}-\mathbf{r}_{4}^{\prime}\right) G_{2}\left(\mathbf{r}_{3}^{\prime}, \mathbf{r}_{4}^{\prime}, t_{1}^{\prime} ; \mathbf{r}_{3}, \mathbf{r}_{4}, t^{\prime}\right) \tag{A4}
\end{align*}
$$

Applying the operator (A4)

$$
\left[G_{e}\left(\mathbf{r}_{1}, t\right) G_{h}\left(\mathbf{r}_{2}, t\right)\right]^{-1}=i \frac{\partial}{\partial t}+\frac{\nabla_{1}^{2}}{2 m_{e}}+\frac{\nabla_{2}^{2}}{2 m_{h}}
$$

to both sides, we obtain the Schrödinger-like equation:

$$
\begin{align*}
& {\left[i \frac{\partial}{\partial t}+\frac{\nabla_{1}^{2}}{2 m_{e}}+\frac{\nabla_{2}^{2}}{2 m_{h}}-U\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)\right] G_{2}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, t ; \mathbf{r}_{3}, \mathbf{r}_{4}, t^{\prime}\right)} \\
& \quad=\delta\left(\mathbf{r}_{1}-\mathbf{r}_{3}\right) \delta\left(\mathbf{r}_{2}-\mathbf{r}_{4}\right) \delta\left(t-t^{\prime}\right) \tag{A5}
\end{align*}
$$

Now let us consider a diagram with only one impurity vertex corresponding to the external potential $V_{e}$ in the electron line (Fig. 6a).

The set of external coordinates $\left(\mathbf{r}_{e}, \mathbf{r}_{h}, t\right)$ will be symbolically denoted by $\bar{X}, \bar{X}^{\prime}$. The analytical expression for $\bar{G}_{2}\left(\bar{X}, \bar{X}^{\prime}\right)$ in the case of the diagram in Fig. 6a has the form

$$
\begin{align*}
\widetilde{G}_{2}\left(\bar{X}, \bar{X}^{\prime}\right)= & \int d \mathbf{r}_{0} d \mathbf{r}_{1} d \mathbf{r}_{2} d \mathbf{r}_{3} d \mathbf{r}_{4} d t d t_{0} d t^{\prime} G_{2}\left(\bar{X} ; \mathbf{r}_{1}, \mathbf{r}_{2}, t\right) \\
& \times U\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) G_{e}\left(\mathbf{r}_{1}-\mathbf{r}_{0}, t-t_{0}\right) V_{e}\left(\mathbf{r}_{0}\right) \\
& \times G_{e}\left(\mathbf{r}_{0}-\mathbf{r}_{3}, t_{0}-t^{\prime}\right) G_{h}\left(\mathbf{r}_{2}-\mathbf{r}_{4}, t-t^{\prime}\right) \\
& \times U\left(\mathbf{r}_{3}-\mathbf{r}_{4}\right) G_{2}\left(\mathbf{r}_{3}, \mathbf{r}_{4}, t^{\prime} ; \bar{X}^{\prime}\right) . \tag{A6}
\end{align*}
$$

Using Eq. (A5), we can replace the function $G_{2} U$ by a differential operator acting on $G_{e}$ and $G_{h}$. Given that

$$
\left(i \frac{\partial}{\partial t}+\frac{\nabla^{2}}{2 m_{e(h)}}\right) G_{e(h)}\left(\mathbf{r}-\mathbf{r}^{\prime}, t-t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right),
$$

we obtain the following expression for function (A6):

$$
\begin{align*}
\widetilde{G}_{2}\left(\bar{X}, \bar{X}^{\prime}\right)= & \int d \mathbf{r}_{1} d \mathbf{r}_{2} d \mathbf{r}_{3} d \mathbf{r}_{4} d t d t^{\prime} G_{2}\left(\bar{X} ; \mathbf{r}_{1}, \mathbf{r}_{2}, t\right) \\
& \times V_{e}\left(\mathbf{r}_{1}\right) G_{e}\left(\mathbf{r}_{1}-\mathbf{r}_{3}, t-t^{\prime}\right) G_{h}\left(\mathbf{r}_{2}-\mathbf{r}_{4}, t-t^{\prime}\right) \\
& \times U\left(\mathbf{r}_{3}-\mathbf{r}_{4}\right) G_{2}\left(\mathbf{r}_{3}, \mathbf{r}_{4}, t^{\prime} ; \bar{X}^{\prime}\right)+\int d \mathbf{r}_{0} d \mathbf{r}_{1} d \mathbf{r}_{2} \\
& \times d \mathbf{r}_{3} d t d t_{0} G_{2}\left(\bar{X} ; \mathbf{r}_{1}, \mathbf{r}_{2}, t\right) G_{e}\left(\mathbf{r}_{1}-\mathbf{r}_{0}, t-t_{0}\right) \\
& \times V_{e}\left(\mathbf{r}_{0}\right) G_{e}\left(\mathbf{r}_{0}-\mathbf{r}_{3}, t_{0}-t\right) U\left(\mathbf{r}_{3}-\mathbf{r}_{2}\right) \\
& \times G_{2}\left(\mathbf{r}_{3}, \mathbf{r}_{2}, t ; \bar{X}^{\prime}\right) . \tag{A7}
\end{align*}
$$

Note that the second term contains the product $G_{e}(t)$ $\times G_{e}(-t)$, which contributes a factor $\sim n_{e}\left(1-n_{e}\right)$ and can, therefore, be neglected in the low-density limit. Thus only the first term remains on the right-hand side of Eq. (A7). Let us also take into account that the expansion for $G_{2}$ begins with a term of zero order in $G_{e} G_{h}$ [corresponding to $\delta$ functions on the right-hand side of Eq. (A5)] and add it to Eqs. (A6) and (A7). Then we can see that the first term of the right-hand side of Eq. (A7) contains the Coulomb ladder diagrams on both sides of the impurity vertex $V_{e}\left(\mathbf{r}_{1}\right)$. In addition, the temporal and spatial coordinates coincide in such a manner that, using representations (A2) and (A5), we can represent expression (A3) in the form of a diagram corresponding to scattering of an exciton as a whole (Fig. 6b). After adding the analogous term for scattering of the hole, we can see that the effective scattering potential in the excitonic representation is indeed determined by Eqs. (9) and (10).

## APPENDIX B: CALCULATION OF PERTURBATION SERIES

In a perturbative analysis of systems with 2 D excitons in a magnetic field, sums like those in Eqs. (14) and (15) appear frequently. Therefore, it seems useful to calculate these sums exactly for the case of a two-dimensional hydrogenic exciton. If the operator approach ${ }^{29}$ is applied, the explicit form of the ground-state wave function is sufficient. In the intermediate calculations we set $a_{B}=\hbar=1$ and return to dimensional quantities in the final expressions. Let us start with the constant $\kappa$ in Eq. (15). If we can find the explicit form of the operator $\hat{b}$ that satisfies the quantum equation of motion $\mu \partial \hat{b} / \partial t=i \mu\left[H_{0}, \hat{b}\right]=x$, where $H_{0}$ is the Hamiltonian of a 2D hydrogen atom (7) in the absence of a field $B$, for the matrix elements we have

$$
\begin{equation*}
i \mu\left(\epsilon_{0}-\epsilon_{n}\right)\langle 0| \hat{b}|n\rangle=\langle 0| x|n\rangle, \tag{B1}
\end{equation*}
$$

[where $\epsilon_{n}=\epsilon_{0} /(n+1 / 2)^{2}$ and $\epsilon_{0}=-\mu e^{4} / 2 \varepsilon^{2} \hbar^{2}$ ], and the sum in Eq. (15) is reduced to the diagonal matrix element

$$
\begin{equation*}
\kappa=i \frac{\mu}{M} \sum_{n}^{\prime}\langle 0| x|n\rangle\langle n| \hat{b}|0\rangle=i \frac{\mu}{M}\langle 0| x \hat{b}|0\rangle, \tag{B2}
\end{equation*}
$$

where the prime means that state $n=0$ is not included in the summation. We have used the completeness condition for the states $\Sigma_{n}|n\rangle\langle n|=1$ and the equality $\langle 0| x|0\rangle=0$. In the coordinate representation, we introduce the notation $\hat{b} \phi_{0}(r)$ $\equiv b(\mathbf{r}) \phi_{0}(r)$, where $\phi_{0}(r)=\sqrt{8 / \pi} \exp (-2 r)$ is the groundstate wave function. Using the explicit form of the Hamiltonian, we obtain a differential equation for $b(\mathbf{r})$ :

$$
\begin{equation*}
\frac{1}{2}\left[\nabla^{2} b(\mathbf{r})\right] \phi_{0}(r)+\left(\nabla b(\mathbf{r}) \cdot \nabla \phi_{0}(r)\right)=-i x \phi_{0}(r) \tag{B3}
\end{equation*}
$$

whence it follows that $b(\mathbf{r})=-i b(r) \cos \phi$, and the unknown function $b(r)$ is given by the equation

$$
\begin{equation*}
b^{\prime \prime}(r)+b^{\prime}(r)\left(\frac{1}{r}-4\right)-\frac{b(r)}{r^{2}}-2 r=0 . \tag{B4}
\end{equation*}
$$

Solving Eq. (B4), we obtain

$$
\begin{equation*}
b(\mathbf{r})=-i\left(\frac{1}{4} r^{2}+\frac{3}{16} r\right) \cos \phi \tag{B5}
\end{equation*}
$$

Finally, the matrix element in Eq. (B2) is expressed as

$$
\begin{align*}
\kappa= & \frac{\mu}{M} \int_{0}^{\infty} d r\left(\int_{0}^{2 \pi} d \phi \frac{8}{\pi} \cos ^{2} \phi\right) \\
& \times \exp (-4 r)\left(\frac{1}{4} r^{2}+\frac{3}{16} r\right) r^{2}=\frac{21}{16^{2}} \frac{\mu}{M}, \tag{B6}
\end{align*}
$$

and the coefficient $\alpha$ in Eq. (15) is given by the expression

$$
\alpha_{e(h)}=2 \frac{21}{16^{2}} \frac{m_{e(h)} \mu}{M^{2}} .
$$

The same operator $\hat{b}$ can be used in calculating the first sum in Eq. (14):

$$
\begin{equation*}
I_{1}=\sum_{n} \frac{|\langle 0| x| n\rangle\left.\right|^{2}}{\left(\epsilon_{0}-\epsilon_{n}\right)^{2}} \tag{B7}
\end{equation*}
$$

Using Eq. (B1), we can also reduce $I_{1}$ to a diagonal matrix element: $I_{1}=\mu^{2}\langle 0| \hat{b} \hat{b}|0\rangle$. In combination with the explicit expression (B5) for $b(r)$, this equation yields

$$
\begin{equation*}
I_{1}=\mu^{2} \int_{0}^{\infty} d r|b(r)|^{2} \phi_{0}^{2}(r)=\frac{159}{4^{6}} \mu^{2} . \tag{B8}
\end{equation*}
$$

In order to calculate the second sum in Eq. (14),

$$
\begin{equation*}
I_{2}=\sum_{n}, \frac{\left.\left|\langle 0| r^{2}\right| n\right\rangle\left.\right|^{2}}{\epsilon_{n}-\epsilon_{0}} \tag{B9}
\end{equation*}
$$

we must find an operator $\hat{b}_{2}$ such that $i \mu\left[H_{0}, \hat{b}_{2}\right]=r^{2}$. We set $\hat{b}_{2} \phi_{0}(r)=b_{2}(r) \phi_{0}(r)$. Then

$$
b_{2}^{\prime \prime}(r)+b_{2}^{\prime}(r)\left(\frac{1}{r}-4\right)-2 i r^{2}=0
$$

The solution is the function

$$
\begin{equation*}
b_{2}(r)=-\frac{i}{2}\left(\frac{1}{3} r^{3}+\frac{3}{8} r^{2}+\frac{3}{8} r+\frac{3}{32} \ln r+c_{1}\right) \tag{B10}
\end{equation*}
$$

with an undetermined constant $c_{1}$. One feature of calculations of sums like $I_{2}$ is that, using the completeness condition for the intermediate states, we should eliminate the matrix element of the ground state $n=0$, which does not automatically equal zero, unlike the coordinate matrix element $\langle 0| x|0\rangle=0$. Therefore, we have [cf. Eq. (B2)]

$$
\begin{equation*}
I_{2}=i \mu\left(\langle 0| \hat{b}_{2} r^{2}|0\rangle-\langle 0| \hat{b}_{2}|0\rangle\langle 0| r^{2}|0\rangle\right) . \tag{B11}
\end{equation*}
$$

We see that, as a result of subtraction, the final expression does not include the constant $c_{1}$ introduced in Eq. (B10). This allows us to obtain the exact expression $I_{2}=105 \mu / 2^{9}$, and for $\beta$ we have

$$
\begin{equation*}
\beta_{e(h)}=\frac{1}{4^{6} M^{2}}\left(105 m_{e(h)}^{2}-\frac{159}{2} \mu^{2}\right) . \tag{B12}
\end{equation*}
$$

Note that the coefficients $\beta_{e(h)}>0$ are always positive [since $\mu=m_{e} m_{h} /\left(m_{e}+m_{h}\right)<m_{e}, m_{h}$ ], but numerically small: $\beta \leqslant 0.02$.

## APPENDIX C: CALCULATION OF THE DIFFUSION CONSTANT D

This section gives details of the calculation of the diffusion constant $D$. The calculation of $D(\epsilon)$ should include, in addition to the diagrams of Fig. 4, the zero-order diagram $G^{R} G^{A}$. Therefore, the diffusion constant $D(\epsilon)$ is given by the expression

$$
\begin{align*}
D(\epsilon)= & \frac{1}{2 \pi \mathscr{N}(\epsilon)} \int d \mathbf{p} \int d \mathbf{p}^{\prime} \frac{\mathbf{p} \mathbf{p}^{\prime}}{M^{2}}\left|G^{R}(\mathbf{p})\right|^{2}\left[\delta\left(\mathbf{p}-\mathbf{p}^{\prime}\right)\right. \\
& \left.+\Gamma\left(\mathbf{p}, \mathbf{p}^{\prime}\right)\left|G^{R}\left(\mathbf{p}^{\prime}\right)\right|^{2}\right] . \tag{C1}
\end{align*}
$$

If the cooperon is included in the irreducible part, the complete vertex $\Gamma$ satisfies the Bethe-Salpeter equation shown in Fig. 4. Note that the cooperon (as a function of the variables $\mathbf{p}$ and $\mathbf{p}^{\prime}$ at $\mathbf{q}=0$ ) can be expressed approximately as

$$
\begin{align*}
U_{\epsilon, \omega}\left(\mathbf{p}, \mathbf{p}^{\prime} ; \mathbf{p}^{\prime}, \mathbf{p}\right) & \simeq \int \frac{d \mathbf{K}}{(2 \pi)^{2}} U(\mathbf{K}, \omega) \delta\left(\mathbf{p}+\mathbf{p}^{\prime}\right) \\
& \equiv U \delta\left(\mathbf{p}+\mathbf{p}^{\prime}\right) \tag{C2}
\end{align*}
$$

This approximation can be used because there are essentially different momentum scales in the problem. Indeed, in integrals like

$$
\begin{align*}
\int & d \mathbf{p} \int d \mathbf{p}^{\prime}\left|G^{R}(\mathbf{p})\right|^{2}\left|G^{R}\left(\mathbf{p}^{\prime}\right)\right|^{2} U_{\epsilon, \omega}\left(\mathbf{p}, \mathbf{p}^{\prime} ; \mathbf{p}^{\prime}, \mathbf{p}\right) \\
& =\int d \mathbf{p} \int d \mathbf{K}\left|G^{R}(\mathbf{p})\right|^{2}\left|G^{R}(\mathbf{K}-\mathbf{p})\right|^{2} U_{\epsilon, \omega}(\mathbf{p}, \mathbf{K}-\mathbf{p} ; \mathbf{K}) \tag{C3}
\end{align*}
$$

only small $\mathbf{K}$ are important owing to the presence of the diffusion pole in $U$. In this case, we can assume in an approximation that $\mathbf{K}-\mathbf{p} \simeq-\mathbf{p}$ and perform integration over $\mathbf{p}$
and $\mathbf{K}$ independently. This yields Eq. (C2) for the cooperon. Then the equation for the vertex $\Gamma\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ shown in Fig. 4 takes the form

$$
\begin{align*}
\Gamma\left(\mathbf{p}, \mathbf{p}^{\prime}\right)= & W\left(\mathbf{p}, \mathbf{p}^{\prime}, 0\right)+U \delta\left(\mathbf{p}+\mathbf{p}^{\prime}\right) \\
& +\int \frac{d \mathbf{p}_{1}}{(2 \pi)^{2}}\left[W\left(\mathbf{p}, \mathbf{p}_{1}, 0\right)+U \delta\right. \\
& \left.\times\left(\mathbf{p}+\mathbf{p}_{1}\right)\right] G^{R}\left(\mathbf{p}_{1}\right) G^{A}\left(\mathbf{p}_{1}\right) \Gamma\left(\mathbf{p}_{1}, \mathbf{p}^{\prime}\right) . \tag{C4}
\end{align*}
$$

The quantity needed for the calculation of $D(\epsilon)$ has the form [see Eq. (C1)]

$$
\Gamma_{1}=\int \frac{d \phi_{\mathbf{p}}}{2 \pi} \int \frac{d \phi_{\mathbf{p}^{\prime}}}{2 \pi}\left(\hat{\mathbf{p}} \cdot \hat{\mathbf{p}}^{\prime}\right) \Gamma\left(\mathbf{p}, \mathbf{p}^{\prime}\right)
$$

where the integration is performed on the mass surface $\boldsymbol{\epsilon}(\mathbf{p})=\boldsymbol{\epsilon}\left(\mathbf{p}^{\prime}\right)=\boldsymbol{\epsilon}$. For the term corresponding to the allowance for the first angular momentum in $\Gamma_{1}$, Eq. (C4) gives

$$
\begin{equation*}
\Gamma_{1}=\frac{\gamma_{1}}{\pi \cdot \mathscr{N}_{\epsilon}}-\frac{U}{2 \pi \cdot \mathscr{N}_{\epsilon} \gamma_{0}}+\frac{\gamma_{1}}{\gamma_{0}} \Gamma_{1}-\frac{U}{2 \gamma_{0}^{2}} \Gamma_{1} \tag{C5}
\end{equation*}
$$

where

$$
\gamma_{1}=\int \frac{d \phi_{\mathbf{p}}}{2 \pi} \int \frac{d \phi_{\mathbf{p}^{\prime}}}{2 \pi}\left(\hat{\mathbf{p}} \cdot \hat{\mathbf{p}}^{\prime}\right) W\left(\mathbf{p}, \mathbf{p}^{\prime}, 0\right)
$$

The solution of Eq. (C5) is

$$
\begin{equation*}
\Gamma_{1}=\frac{\gamma_{0}}{\pi \cdot \mathscr{N}_{\epsilon}} \frac{\gamma_{1}-U / 2 \gamma_{0}}{\gamma_{\mathrm{tr}}+U / 2 \gamma_{0}} \tag{C6}
\end{equation*}
$$

where, as usual, $\gamma_{\mathrm{tr}}=\gamma_{0}-\gamma_{1}$. Using Eq. (C6), from Eq. (C1) we obtain

$$
\begin{equation*}
D(\epsilon)=D_{0}\left[1+\frac{U}{2 \gamma_{\mathrm{tr}} \gamma_{0}}\right]^{-1} . \tag{C7}
\end{equation*}
$$

This allows us to perform the last step of the calculation: by substituting the expressions (C2) and (29) into Eq. (C7), we obtain Eq. (33).
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# Symmetries and causes of the coincidence of the emission spectra of mirrors and charges in $1+1$ and $3+1$ spaces 

V. I. Ritus*)<br>P. N. Lebedev Physical Institute, Russian Academy of Sciences, 117924 Moscow, Russia<br>(Submitted 22 December 1997)<br>Zh. Éksp. Teor. Fiz. 114, 46-62 (July 1998)

This paper discusses the symmetry of the wave field that lies to the right and left of a two-sided accelerated mirror in $1+1$ space and satisfies a single condition on it. The symmetry is embodied in the Bogolyubov matrix coefficients $\alpha$ and $\beta$ that connect the two complete sets of solutions of the wave equations. The amplitudes of the quantum processes in the right and left half-spaces are expressed in terms of $\alpha$ and $\beta$ and are related to each other by the transformation (12). The coefficient $\beta_{\omega^{\prime} \omega}^{*}$ plays the role of the source amplitude of a pair of oppositely directed particles with frequencies $\omega$ and $\omega^{\prime}$ of which one is in the left halfspace and the other is in the right half-space because one of them has undergone reflection. Such an interpretation makes $\beta_{\omega^{\prime} \omega}^{*}$ observable and explains why, as shown by Eq. (1) and found earlier by Nikishov and Ritus [Zh. Éksp. Teor. Fiz. 108, 1121 (1995); transl. JETP 81, 615 (1995)] and by Ritus [Zh. Éksp. Teor. Fiz. 110, 526 (1996); transl. JETP 83, 282 (1996)], the emission spectra of a mirror in $1+1$ space coincide with those of charges in $3+1$ space. The reason is that the angular momentum of the pair emitted by the mirror coincides with the angular momentum of the single particle emitted by the charge. © 1998 American Institute of Physics. [S1063-7761(98)00407-7]

## 1. INTRODUCTION

It was found in Refs. 1 and 2 that the spectra of bosons and fermions emitted by an accelerated mirror in $1+1$ space coincide with the spectra of photons and scalar quanta emitted by electric and scalar charges in $3+1$ space when the latter move along the same trajectory as does the mirror. Namely, the Bogolyubov coefficients $\beta_{\omega^{\prime} \omega}^{B, F}$ that describe the spectra of the Bose and Fermi radiations of an accelerated mirror and the Fourier transforms of the density of the 4current $j_{\alpha}\left(k_{+}, k_{-}\right)$and the scalar charge density $\rho\left(k_{+}, k_{-}\right)$ that describe the spectra of the photons and scalar quanta emitted by electric and scalar charges are connected by the relationships

$$
\begin{align*}
& \left|\beta_{\omega^{\prime} \omega}^{B}\right|^{2}=\frac{1}{e^{2}}\left|j_{\alpha}\left(k_{+}, k_{-}\right)\right|^{2} \\
& \left|\beta_{\omega^{\prime} \omega}^{F}\right|^{2}=\frac{1}{e^{2}}\left|\rho\left(k_{+}, k_{-}\right)\right|^{2} . \tag{1}
\end{align*}
$$

It is assumed here that the components $k_{ \pm}=k^{0} \pm k^{1}$ of the wave 4 -vector $k^{\alpha}$ of the quantum emitted by the charge are identified with the doubled frequencies $\omega$ and $\omega^{\prime}$ of the quanta emitted by the mirror:

$$
\begin{equation*}
2 \omega=k_{+}, \quad 2 \omega^{\prime}=k_{-}, \tag{2}
\end{equation*}
$$

and $e$ is the electrical or scalar charge in Heaviside units.
However, there is a substantial physical difference between the right-hand and left-hand quantities in Eqs. (1), i.e., between the emission spectra of the charges and of the mirror. Whereas the former are the distribution of the mean number of radiated quanta over the two independent compo-
nents $k_{+}$and $k_{-}$of the wave vector of the quantum (as a consequence of the azimuthal symmetry of the radiation, there is no dependence on the third independent variable), the latter have a more complicated interpretation. Actually, they will be the spectra of the mean number of quanta emitted by the mirror to the right only after integration over frequency $\omega^{\prime}$ (Ref. 3):

$$
\begin{equation*}
d \bar{n}_{\omega}=\frac{d \omega}{2 \pi} \int_{0}^{\infty} \frac{d \omega^{\prime}}{2 \pi}\left|\beta_{\omega^{\prime} \omega}\right|^{2} \tag{3}
\end{equation*}
$$

If the mirror is two-sided and infinitely thin, then, besides the quanta emitted to the right with the spectrum given by Eq. (3), it will (as we can see) also emit quanta to the left with the spectrum

$$
\begin{equation*}
d \bar{n}_{\omega^{\prime}}=\frac{d \omega^{\prime}}{2 \pi} \int_{0}^{\infty} \frac{d \omega}{2 \pi}\left|\beta_{\omega^{\prime} \omega}\right|^{2} \tag{4}
\end{equation*}
$$

The question naturally arises whether it is not possible to regard the quantity

$$
\begin{equation*}
\left|\beta_{\omega^{\prime} \omega}\right|^{2} \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}} \tag{5}
\end{equation*}
$$

as the mean number of pairs of quanta, one of which, with frequency $\omega$ in the interval $d \omega$, is emitted by the mirror to the right, while the other, with frequency $\omega^{\prime}$ in the interval $d \omega^{\prime}$, is emitted to the left. In this case, two frequencies $\omega$ and $\omega^{\prime}$ would be observable, characterizing one event: the mirror emits a pair of quanta, in the same way as two components $k_{+}$and $k_{-}$also characterize the emission of one
quantum by a charge. As we can see, with certain nontrivial complications, such a treatment is actually valid. In any case, the mirror emits quanta in pairs.

Clearly, this circumstance helps to understand another difference between the coincident spectra of a charge and a mirror. While the bosons and fermions emitted by a mirror have spins of 0 and $1 / 2$, the photons and scalar quanta emitted by electrical and scalar charges have spins of 1 and 0 . Even though the quanta have different spin, the emission spectra of the charges coincide with the boson and fermion spectra of the mirror.

This coincidence is explained by the fact that, unlike charges, the mirror emits particles in pairs, and a pair of spinless bosons can have a total angular momentum of 1 , while a pair of fermions can have a total angular momentum of 0 . Then the angular momentum of the pair emitted by the mirror coincides with the spin of the particle emitted by the charge. The fact that, upon reflection, $\beta_{\omega^{\prime} \omega}^{B}$ behaves like a pseudoscalar while $\beta_{\omega^{\prime} \omega}^{F}$ behaves like a scalar can serve as an indirect confirmation of this (see Secs. 2 and 4).

It is shown in Sec. 2 that the system of Bogolyubov coefficients obtained for a right-sided mirror (i.e., for the field to the right of a mirror with a boundary condition on it), because of the properties of mirror symmetry, also describes the processes in the field to the left of a mirror with the same boundary condition. In other words, the same system of Bogolyubov coefficients characterizes the behavior of the field in all of space-both to the right and to the left of a two-sided mirror.

Section 3 treats the connection between the integral quantities that characterize the radiation of a two-sided mirror, their behavior under certain space-time transformations, and the symmetry (or asymmetry) of the space-time regions where they are formed.

The symmetry of the Bogolyubov coefficients reflects the symmetry of two inequivalent total systems of solutions of the wave equation, definite and smooth in all of $1+1$ space, satisfying inside it-on the trajectory of the mirror-a single condition and characterized by propagation of a monochromatic component of each solution toward the right in one system and toward the left in the other. When the field is quantized and when the usual comparison of monochromatic plane waves to particles is made, these two systems of solutions form ingoing and outgoing systems for the field to the right of the trajectory and outgoing and ingoing systems for the field to the left of it. Therefore, the quantum processes in the field to the right and to the left of the mirror are independent, even though they are described by a single system of Bogolyubov coefficients. In particular, the particleproduction amplitudes to the right and to the left of the mirror, the single-particle scattering amplitudes, etc. are associated with the transformation (12). These amplitudes, certain frequency distributions, and also the distribution of pair-production probabilities over the number of pairs, which is invariant under the transformation (12), are computed in Section 4. It is shown that $\beta_{\omega^{\prime} \omega}^{*}$ plays the role of the source amplitude of a pair of particles potentially emitted to the right and to the left with frequencies $\omega$ and $\omega^{\prime}$, with the spin
of a boson pair equaling 1, while that of the fermion pair equals 0 .

In the last section, Sec. 5, a similar method is used to treat the emission by an accelerated mirror of pairs the particle and antiparticle of which are not identical.

A system of units in which $\hbar=c=1$ is used in this article. To simplify the formulas in Secs. 4 and 5, the frequencies are considered discrete, integration over $d \omega / 2 \pi$ is replaced by summation over $\omega$, and the delta function $2 \pi \delta\left(\omega-\omega^{\prime \prime}\right)$ is replaced by the Kronecker symbol $\delta_{\omega \omega^{\prime \prime}}$.

## 2. SYMMETRY OF THE BOGOLYUBOV COEFFICIENTS AND RADIATION FROM AN ACCELERATED TWO-SIDED MIRROR

Let us consider the connection between emission spectra and other quantities in two problems in which the mirror trajectories $x=\xi_{1}(t)$ and $x=\xi_{2}(t)$ differ by reflection: $\xi_{1}(t)=-\xi_{2}(t)$. Then, if the first trajectory is described on the plane of the variables $u=t-x, v=t+x$ by the function $v=v_{1}=f(u)$, the second trajectory will be described by the function inverse to it: $v=v_{2}=g(u), g(f(u))=u$.

The Bogolyubov coefficients, defined as in Refs. 1 and 2 for the field to the right of the mirror [see also Eqs. (33) and (34)],

$$
\begin{align*}
\alpha_{\omega^{\prime} \omega}^{B}[f], \beta_{\omega^{\prime} \omega}^{B *}[f] & = \pm \sqrt{\frac{\omega}{\omega^{\prime}}} \int_{-\infty}^{\infty} d u \exp \left(\mp i \omega u+i \omega^{\prime} f(u)\right)  \tag{6}\\
& =\sqrt{\frac{\omega^{\prime}}{\omega}} \int_{-\infty}^{\infty} d v \exp \left(i \omega^{\prime} v \mp i \omega g(v)\right), \tag{7}
\end{align*}
$$

being functionals of the trajectory, when $f(u)$ is replaced by $g(u)$ and consequently $g(v)$ is replaced by $f(v)$, transform to

$$
\begin{equation*}
\alpha_{\omega^{\prime} \omega}^{B}[g]=\alpha_{\omega \omega^{\prime}}^{B *}[f], \quad \beta_{\omega^{\prime} \omega^{\prime}}^{B}[g]=-\beta_{\omega \omega^{\prime}}^{B}[f] . \tag{8}
\end{equation*}
$$

Similarly, the Bogolyubov coefficients for a fermion field

$$
\begin{align*}
& \alpha_{\omega^{\prime} \omega}^{F}[f], \beta_{\omega^{\prime} \omega}^{F *}[f] \\
& \quad=\int_{-\infty}^{\infty} d u \sqrt{f^{\prime}(u)} \exp \left(\mp i \omega u+i \omega^{\prime} f(u)\right)  \tag{9}\\
& \quad=\int_{-\infty}^{\infty} d v \sqrt{g^{\prime}(v)} \exp \left(i \omega^{\prime} v \mp i \omega g(v)\right) \tag{10}
\end{align*}
$$

when the trajectory is replaced by its mirror reflection, transform to

$$
\begin{equation*}
\alpha_{\omega^{\prime} \omega^{\prime}}^{F}[g]=\alpha_{\omega \omega^{\prime}}^{F *}[f], \quad \beta_{\omega^{\prime} \omega^{\prime}}^{F}[g]=\beta_{\omega \omega^{\prime}}^{F}[f] . \tag{11}
\end{equation*}
$$

The matrix notations for the Bogolyubov coefficients make it possible to write the transformations of Eqs. (8) and (11), i..e, the transition from trajectory $f(u)$ to $g(u)$, in the form

$$
\begin{equation*}
\alpha \rightarrow \alpha^{+}, \quad \beta \rightarrow \mp \tilde{\beta} \tag{12}
\end{equation*}
$$

where the upper and lower signs here and subsequently correspond to Bose and Fermi fields.

At the same time, according to the expansions given by Eqs. (33) and (34), $\alpha_{\omega^{\prime} \omega}$ and $\beta_{\omega^{\prime} \omega}$ are the amplitudes of the waves with frequencies $\omega^{\prime}$ and $-\omega^{\prime}$ contained in the incident part of the outgoing wave with frequency $\omega$, while $\alpha_{\omega^{\prime} \omega}^{*}$ and $\mp \beta_{\omega^{\prime} \omega}$ are the amplitudes of the waves with frequencies $\omega$ and $-\omega$ contained in the reflected part of the ingoing wave with frequency $\omega^{\prime}$. Therefore, amplitudes $\alpha_{\omega^{\prime} \omega^{*}}[g]$ and $\mp \beta_{\omega^{\prime} \omega}[g]$ describe the generation by a right-sided mirror on trajectory $g(u)$ of waves escaping to the right with frequencies $\omega$ and $-\omega$ when waves with frequency $\omega^{\prime}$ incident from right to left are absorbed. From purely geometrical considerations, they must coincide with the amplitudes for the mirror-symmetric process-the generation by a left-sided mirror on trajectory $f(u)$ of waves escaping to the left with frequencies $\omega$ and $-\omega$ when a wave incident from left to right with frequency $\omega^{\prime}$ is absorbed. Then, according to Eqs. (8) and (11), these last are also equal to $\alpha_{\omega \omega^{\prime}}[f]$ and $\beta_{\omega \omega^{\prime}}[f]$ or equal to $\alpha_{\omega^{\prime} \omega}[f]$ and $\beta_{\omega^{\prime} \omega}[f]$ if the frequencies of the monochromatic waves propagating to the right and to the left are denoted as $\omega$ and $\omega^{\prime}$, as was assumed for the field to the right of the trajectory.

Thus, for the field to the left of a mirror moving along trajectory $f(u), \alpha_{\omega^{\prime} \omega}[f]$ and $\beta_{\omega^{\prime} \omega}[f]$ are the amplitudes of waves with frequencies $\omega^{\prime}$ and $-\omega^{\prime}$ contained in the reflected part of the ingoing wave with frequency $\omega$, while $\alpha_{\omega^{\prime} \omega}^{*}[f]$ and $\mp \beta_{\omega^{\prime} \omega}[f]$ are the amplitudes of waves with frequencies $\omega$ and $-\omega$ contained in the incident part of the outgoing wave with frequency $\omega^{\prime}$. Therefore, the matrix that connects the ingoing and outgoing waves of the field to the left of the mirror differs from the analogous matrix for the field to the right of it by the transformation (12).

The transition from the trajectory $f(u)$ to the mirrorsymmetric $g(u)$ is thus equivalent to considering the field in the part of the Minkowski plane not to the right but to the left of the trajectory $f(u)$ with the previous boundary condition on the mirror.

The mean number of particles formed by a two-sided infinitely thin mirror on the left part of the Minkowski plane is the same as on the right, since the integral

$$
N=\iint_{0} \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}}\left|\beta_{\omega^{\prime} \omega}\right|^{2}
$$

does not change when $\beta_{\omega^{\prime} \omega}$ is replaced by $\mp \beta_{\omega^{\prime} \omega}$. At the same time, the energy

$$
\begin{equation*}
\mathscr{E}^{\prime}=\iint \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}} \omega^{\prime}\left|\beta_{\omega^{\prime} \omega}\right|^{2} \tag{14}
\end{equation*}
$$

emitted by the mirror to the left, general speaking, is not equal to the energy

$$
\begin{equation*}
\mathscr{E}=\iint_{0}^{\infty} \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}} \omega\left|\beta_{\omega^{\prime} \omega}\right|^{2} \tag{15}
\end{equation*}
$$

emitted to the right.
The equality of the mean numbers of particles emitted by a two-sided accelerated mirror to the right and to the left suggests that the particles are generated in pairs and fly off in opposite directions. The quantity (5) is usually considered the mean number of actual quanta with frequency $\omega$ in the interval $d \omega$, emitted to the right when a quantum with frequency $\omega^{\prime}$ in the interval $d \omega^{\prime}$ is absorbed from the vacuum from the right. The question arises whether it is not possible to regard the same quantity as the mean number of pairs of quanta emitted to the right and to the left with frequencies $\omega$ and $\omega^{\prime}$ in the intervals $d \omega$ and $d \omega^{\prime}$, respectively. In other words, is $N^{-1}\left|\beta_{\omega^{\prime} \omega}\right|^{2}$ the two-dimensional probability distribution of frequencies $\omega$ and $\omega^{\prime}$ of two quanta escaping to the right and to the left with angular momenta $\omega$ and $-\omega^{\prime}$ ?

Such an interpretation of the frequency distribution of bosons (fermions) emitted by a mirror in $1+1$ space would make the coincidence of this distribution with the emission spectrum of an electric (scalar) charge in $3+1$ space detected in Refs. 1 and 2 less formal. In the case of mirror emission, the frequencies $\omega$ and $\omega^{\prime}$ of the bosons (fermions) escaping in different directions are random quantities, whereas in the case of charge emission, the components $k_{+}$ and $k_{-}$of the wave vector of the vector (scalar) quanta emitted to the right and to the left, corresponding to the $k_{+}$ $-k_{-} \gtrless 0$, are random quantities.

Let us give two more evidences of left-right symmetry of the wave field of an accelerated mirror that are reflected by the Bogolyubov coefficients.

First, Eqs. (6) and (7) or (9) and (10), obtained for the field to the right of the mirror for the Bogolyubov coefficients, represent $\left|\beta_{\omega^{\prime} \omega}\right|^{2}$ by a double integral over the entire $u v$ plane, as shown by Ref. 2. Thus

$$
\begin{align*}
\left|\beta_{\omega^{\prime} \omega}^{B}\right|^{2}= & -\operatorname{Re} \iint_{-\infty} d u d v \\
& \times \exp \left[i \omega u+i \omega^{\prime} f(u)-i \omega^{\prime} v-i \omega g(v)\right], \tag{16}
\end{align*}
$$

while $\left|\beta_{\omega^{\prime} \omega}^{F}\right|^{2}$ differs from Eq. (16) by an additional factor of $-\sqrt{f^{\prime}(u) g^{\prime}(v)}$ under the integral. Similarly, in the double integral for the mean number of particles emitted to the right,

$$
\begin{align*}
& N^{B, F}=\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} d u K^{B, F}(u), \\
& K^{B}(u)=\int_{-\infty}^{\infty} \frac{d v}{v-f(u)}\left[\frac{1}{g(v)-u}-\frac{f^{\prime}(u)}{v-f(u)}\right],  \tag{17}\\
& K^{F}(u)=-\sqrt{f^{\prime}(u)} \int_{-\infty}^{\infty} \frac{d v}{v-f(u)}\left[\frac{\sqrt{g^{\prime}(v)}}{g(v)-u}-\frac{\sqrt{f^{\prime}(u)}}{v-f(u)}\right], \tag{18}
\end{align*}
$$

the integration is carried out over the entire $u v$ plane, i.e., over all of Minkowski space, and not over the part of it lying to the right of the trajectory. The wave fields to the right and to the left of the trajectory that satisfy the same condition on it are described by a single analytical function and therefore
are not independent. Therefore, the frequencies of the quanta emitted the right and to the left are also not independent.

Second, the mean energies $\mathscr{E}$ and $\mathscr{E}^{\prime}$ emitted to the right and to the left, according to Ref. 2, can be represented as integrals over the proper time $\tau$ of the mirror:

$$
\begin{align*}
& \mathscr{E}^{B}=\frac{1}{12 \pi} \int_{-\infty}^{\infty}\left[d \tau a^{2} \sqrt{f^{\prime}}-d\left(a \sqrt{f^{\prime}}\right)\right],  \tag{19}\\
& \mathscr{E}^{\prime B}=\frac{1}{12 \pi} \int_{-\infty}^{\infty}\left[d \tau \frac{a^{2}}{\sqrt{f^{\prime}}}+d\left(\frac{a}{\sqrt{f^{\prime}}}\right)\right] . \tag{20}
\end{align*}
$$

Here $a$ is the acceleration of the mirror in its proper system.
The first terms under the integral in Eqs. (19) and (20) represent the energy irreversibly emitted by the mirror respectively to the right and to the left of the section $d \tau$ of the trajectory. In the mirror's proper system, these portions of the energy are identical and equal $a^{2} d \tau / 12 \pi$, whereas the portions of irreversibly emitted momentum equal $\pm a^{2} d \tau / 12 \pi$. In the laboratory system, these portions of the energy, because they are moving oppositely relative to the velocity $\beta$ of the source, acquire Doppler factors $\sqrt{f^{\prime}}$ and $1 / \sqrt{f^{\prime}}$. We recall that $\sqrt{f^{\prime}}=\sqrt{(1+\beta) /(1-\beta)}$. The second, Schott terms under the integrals in Eqs. (19) and (20) "smear'" the region where the radiation develops, as a result of which, for the formation of the radiation of the energy, the intervals $\Delta \tau$ on which the irreversibly emitted energy exceeds the change of the Schott energy are important; i.e.,

$$
\begin{equation*}
\Delta \tau a^{2} \sqrt{f^{\prime}}>\left|a \sqrt{f^{\prime}}\right|, \quad \Delta \tau a^{2} / \sqrt{f^{\prime}}>\left|a / \sqrt{f^{\prime}}\right| \tag{21}
\end{equation*}
$$

or $\Delta \tau>a^{-1}$; the proper time interval must be greater than the inverse proper acceleration. The proper acceleration determines the characteristic frequency of the radiation in the proper system and its scatter, $\omega \sim \Delta \omega \sim a$. Therefore, the condition $\Delta \tau a>1$ is equivalent to the uncertainty relation $\Delta \tau \Delta \omega>1$.

## 3. SYMMETRY AND THE RELATIONS OF CERTAIN INTEGRAL QUANTITIES

The following representations for the mean number $N$ of emitted particles and the mean emitted energies $\mathscr{E}=\mathscr{E}_{+}$and $\mathscr{E}^{\prime}=\mathscr{E}_{-}$are convenient for explaining their properties with respect to certain space-time transformations:

$$
\begin{align*}
& N^{B}=\iint_{-\infty} d u d v S(u, v), \\
& N^{F}=-\iint_{-\infty}^{\infty} d u d v \sqrt{f^{\prime}(u) g^{\prime}(v)} S(u, v), \\
& \mathscr{E}_{ \pm}^{B}=\iint d u d v A_{ \pm}(u, v), \tag{22}
\end{align*}
$$

$$
\begin{equation*}
\mathscr{C}_{ \pm}^{F}=-\iint d u d v \sqrt{f^{\prime}(u) g^{\prime}(v)} A_{ \pm}(u, v) \tag{23}
\end{equation*}
$$

where $S$ and $A_{ \pm}$are singular functions of $(\varepsilon, \delta \rightarrow+0)$ :

$$
\begin{align*}
& S(u, v)=\frac{1}{8 \pi^{2}}\left[\frac{1}{(v-f(u)-i \varepsilon)(g(v)-u-i \delta)}+\text { c.c. }\right]  \tag{24}\\
& A_{+}(u, v)=\frac{1}{8 \pi^{2} i}\left[\frac{1}{(v-f(u)-i \varepsilon)(g(v)-u-i \delta)^{2}}-\text { c.c. }\right] \tag{25}
\end{align*}
$$

$$
\begin{align*}
A_{-}(u, v)= & \frac{1}{8 \pi^{2} i} \\
& \times\left[\frac{1}{(v-f(u)-i \varepsilon)^{2}(g(v)-u-i \delta)}-\text { c.c. }\right] . \tag{26}
\end{align*}
$$

1. Lorentz transformations. The quantities $S(u, v)$, $\sqrt{f^{\prime}(u) g^{\prime}(u)}$, and $d u d v$ are scalars with respect to the Lorentz transformations, while $A_{ \pm}(u, v)$ transform as the $\pm$ components of a vector. Therefore, $N^{B, F}$ are Lorentz invariants, while $\mathscr{E}_{ \pm}^{B, F}$ are the $\pm$ components of a vector.
2. Mirror symmetry. When the trajectory is replaced by a mirror-symmetric trajectory, $f(u) \rightarrow g(u), g(v) \rightarrow f(v)$, the integrals $N[f]$ and $\mathscr{E}_{ \pm}[f]$ transform, respectively, to

$$
\begin{equation*}
N[g]=N[f], \quad \mathscr{E}_{ \pm}[g]=\mathscr{E}_{\mp}[f], \tag{27}
\end{equation*}
$$

since, for such a replacement,

$$
\begin{aligned}
& S(u, v) \rightarrow S(v, u), \quad A_{ \pm}(u, v) \rightarrow A_{\mp}(v, u), \\
& \sqrt{f^{\prime}(u) g^{\prime}(v)} \rightarrow \sqrt{g^{\prime}(u) f^{\prime}(v)}
\end{aligned}
$$

after which the transformed integrals $N$ and $\mathscr{E}_{ \pm}$differ from the untransformed $N$ and $\mathscr{E}_{\mp}$ only in the designation of the variables of integration. Thus, the mean numbers of particles emitted from the same trajectory to the right and to the left are identical and do not change when the trajectory is replaced by the mirror-symmetric one, while the mean energies emitted to the right and to the left are different and transform into each other when such replacement is made.
3. Synchromirror transformation. This discrete transformation consists of replacing coordinates $u$ and $v$ with the coordinates

$$
\begin{equation*}
\tilde{u}=g(v), \quad \tilde{v}=f(u), \quad \text { so that } u=g(\widetilde{v}), \quad v=f(u) \tag{28}
\end{equation*}
$$

Points $(u, v)$ and $(\tilde{u}, \tilde{v})$, which are related by the transformation (28), lie on the Minkowski plane on different sides of the trajectory of the mirror on the intersection of the light cones whose vertices are found on the trajectory at points $A(u, f(u))$ and $B(g(v), v)$. The points of any compact region lying to the right of the trajectory are mapped one-to-one into the points of a compact region lying to the left of the trajectory.

Functions $S(u, v)$ and $A_{ \pm}(u, v)$ are form-invariant with respect to the transformation (28); i.e., their functional dependences on the new and old variables are identical:

$$
\begin{align*}
& S(u, v) \equiv S(g(\tilde{v}), f(\tilde{u}))=S(\tilde{u}, \tilde{v}), \\
& A_{ \pm}(u, v)=A_{ \pm}(\tilde{u}, \tilde{v}) . \tag{29}
\end{align*}
$$

Since the area element $d u d v \sqrt{f^{\prime}(u) g^{\prime}(v)}$ appearing in the Fermi integrals $N^{F}$ and $\mathscr{E}_{ \pm}^{F}$ is also form-invariant with respect to the transformation (28); i.e.,

$$
\begin{equation*}
d u d v \sqrt{f^{\prime}(u) g^{\prime}(v)}=d \tilde{u} d \tilde{v} \sqrt{f^{\prime}(\tilde{u}) g^{\prime}(\widetilde{v})} \tag{30}
\end{equation*}
$$

the contributions to the Fermi intervals from any two regions on the $u v$ plane related by the symmetry transformation (28) are identical. In particular, the contributions from the entire region to the right and the entire region to the left of the trajectory are identical.

In the Bose integrals $N^{B}$ and $\mathscr{E}_{ \pm}^{B}$, the contributions of the right-hand and left-hand regions related by the transformation (28) are, generally speaking, different, since the area element $d u d v$ that appears in these integrals, unlike the functions $S$ and $A_{ \pm}$being integrated, is mapped by the transformation (28) into the unequal element $d \tilde{u} d \tilde{v}$ :

$$
\begin{align*}
& d u d v=d \tilde{u} d \tilde{v} f^{\prime}(\tilde{u}) g^{\prime}(\tilde{v}) \\
& d \tilde{u} d \tilde{v}=d u d v f^{\prime}(u) g^{\prime}(v) \tag{31}
\end{align*}
$$

Therefore, the contributions to the Bose integrals from these two elementary areas are proportional to their areas; i.e., their ratio equals the Jacobian of the transformation.

The transformation (28) of the variables of integration of course does not change the values of the integrals $N$ and $\mathscr{E}_{ \pm}$. Its meaning is that the local contributions to $N$ and $\mathscr{E}_{ \pm}$ from any pair of right-hand and left-hand regions associated by the transformation (28) have a definite symmetry or asymmetry. Namely, for Fermi integrals, this symmetry consists of the equality of such contributions, whereas, for Bose integrals, there is left-right asymmetry of the contributions, determined by the Jacobian of the transformation.

## 4. RADIATION OF A TWO-SIDED MIRROR, QUANTUM APPROACH

For a consistent description of the quantum wave field lying both to the right and to the left of the mirror and satisfying a single condition at the mirror, it is convenient to use the two complete sets $\left\{\phi_{\text {out } \omega}, \phi_{\text {out } \omega}^{*}\right\}$ and $\left\{\phi_{\text {in } \omega^{\prime}}, \phi_{\text {in } \omega^{\prime}}^{*}\right\}$ of solutions of the wave equation, given in Refs. 1 and 2. Possessing in the right-hand Minkowski plane the physical meaning of the out and in sets and satisfying the boundary condition at the mirror, these solutions can be smoothly extended into the left half-plane with no change of their functional form. However, in the left half-plane, these sets acquire the physical meaning of the in and out sets, respectively, and they must be designated as $\left\{\phi_{\text {in } \omega}, \phi_{\text {in } \omega}^{*}\right\}$ and $\left\{\phi_{\text {out } \omega^{\prime}}, \phi_{\text {out } \omega^{\prime}}^{*}\right\}$.

Each such solution is actually unambiguously characterized by the frequency $\omega$ or $\omega^{\prime}$ of its monochromatic component travelling to the right or to the left and by the condition at the mirror. For a Lorentzian transformation with velocity $\beta$ along the $x$ axis, the frequencies $\omega$ and $\omega^{\prime}$ transform into $\widetilde{\omega}$ and $\widetilde{\omega}^{\prime}$ according to the mutually inverse laws

$$
\begin{equation*}
\widetilde{\omega}=D^{-1}(\beta) \omega, \quad \widetilde{\omega}^{\prime}=D(\beta) \omega^{\prime}, \quad D(\beta)=\sqrt{\frac{1+\beta}{1-\beta}} \tag{32}
\end{equation*}
$$

where $D(\beta)$ is the Doppler factor. Thus, $\omega$ and $\omega^{\prime}$ possess opposite covariance. Below, frequencies that transform like $\omega$ will be labelled with an even number of primes, while those that transform like $\omega^{\prime}$ will have an odd number. Then the subscript in or out, in addition to the frequency, will simply indicate the side of the Minkowski plane on which the solution is considered.

We have written the expansion of the solutions of the first set in the solutions of the second set and the inverse expansion (in the right-hand half-plane) in the form

$$
\begin{align*}
& \phi_{\text {out } \omega}=\alpha_{\omega^{\prime} \omega} \phi_{\text {in } \omega^{\prime}}+\beta_{\omega^{\prime} \omega} \phi_{\text {in } \omega^{\prime}}^{*},  \tag{33}\\
& \phi_{\text {in } \omega^{\prime}}=\alpha_{\omega^{\prime} \omega}^{*} \phi_{\text {out } \omega^{\prime}} \mp \beta_{\omega^{\prime} \omega} \phi_{\text {out } \omega}^{*}, \tag{34}
\end{align*}
$$

or, if matrix notation is used,

$$
\begin{align*}
& \binom{\phi_{\text {out }}}{\phi_{\text {out }}^{*}}=\left(\begin{array}{cc}
\tilde{\alpha} & \tilde{\beta} \\
\beta^{+} & \alpha^{+}
\end{array}\right)\binom{\phi_{\text {in }}}{\phi_{\text {in }}^{*}}, \\
& \binom{\phi_{\text {in }}}{\phi_{\text {in }}^{*}}=\left(\begin{array}{cc}
\alpha^{*} & \mp \beta \\
\mp \beta^{*} & \alpha
\end{array}\right)\binom{\phi_{\text {out }}}{\phi_{\text {out }}^{*}} . \tag{35}
\end{align*}
$$

As a consequence of the orthogonality and normalization of the solutions in both sets, the matrices that appear in Eqs. (35) are mutually inverse. This means that the Bogolyubov coefficients satisfy four independent matrix relations:

$$
\begin{array}{ll}
\alpha^{+} \alpha \mp \beta^{+} \beta=1, & \beta^{+} \alpha^{*} \mp \alpha^{+} \beta^{*}=0, \\
\alpha \alpha^{+} \mp \beta^{*} \tilde{\beta}=1, & \alpha \beta^{+} \mp \beta^{*} \tilde{\alpha}=0 . \tag{36}
\end{array}
$$

On the left-hand half-plane, Eqs. (33)-(35) are conserved, but a new physical meaning requires the interchange of the subscripts in $\rightleftarrows$ out in the functions, which is equivalent to the transformation (12).

For a quantized field in the right half-plane, the connection of the in and out creation operator $a^{+}$and absorption operator $a$ is given by the Bogolyubov transformations

$$
\begin{align*}
& \binom{a_{\text {in }}^{+}}{a_{\text {in }}^{+}}=\left(\begin{array}{cc}
\alpha & \beta^{*} \\
\beta & \alpha^{*}
\end{array}\right)\binom{a_{\text {out }}}{a_{\text {out }}^{+}}, \\
& \binom{a_{\text {out }}}{a_{\text {out }}^{+}}=\left(\begin{array}{cc}
\alpha^{+} & \mp \beta^{+} \\
\mp \tilde{\beta} & \tilde{\alpha}
\end{array}\right)\binom{a_{\text {in }}}{a_{\text {in }}^{+}} . \tag{37}
\end{align*}
$$

For a field in the left-hand half-plane, an interchange of the subscripts in $\rightleftarrows$ out is required on operators $a$ and $a^{+}$in transformations (37). This again is equivalent to the transformation (12).

Following the work of DeWitt ${ }^{3}$ and its notation, we represent the vector of the vacuum state of the field in the distant past in the form of an expansion in the vectors of the $n$-particle states of the field in the distant future:

$$
\begin{equation*}
\left.\mid \text { in }\rangle \left.=e^{i W} \sum_{n=0}^{\infty} \frac{i^{n / 2}}{n!} \sum_{i_{1} i_{2} \ldots i_{n}} V_{i_{1} i_{2} \ldots i_{n}} \right\rvert\, i_{1} i_{2} \ldots i_{n} \text { out }\right\rangle \tag{38}
\end{equation*}
$$

In our case, the quantum numbers $i_{1} i_{2} \ldots i_{n}$ of the out states of the individual particles stand for frequencies that transform like $\omega$ or like $\omega^{\prime}$ if one is dealing with the field, respectively, to the right or to the left of the mirror.

Using the equation $a_{\text {in }} \mid$ in $\rangle=0$, transformations (37), and the expansion given by Eq. (38), it is easy to show ${ }^{3,4}$ that the relative production amplitudes $V_{i_{1} i_{2} \ldots i_{n}}$ of $n$ particles equal zero for odd $n$, whereas, for even $n$, they are expressed in terms of the production amplitude of a pair of particles:

$$
\begin{equation*}
V_{i_{1} i_{2} \ldots i_{n}}=\sum_{p} \delta_{p} V_{i_{1} i_{2}} V_{i_{3} i_{4}} \ldots V_{i_{n-1} i_{n}} \tag{39}
\end{equation*}
$$

Here $\Sigma_{p}$ denotes summation over $n!/ 2^{n / 2}(n / 2)$ ! different pairings of subscripts $i_{1} i_{2} \ldots i_{n}$, while $\delta_{p}=1$ for bosons and $\delta_{p}= \pm 1$ for fermions when the permutation leading to the given pairing is, respectively, even or odd. The production amplitudes of a pair of particles with frequencies $\omega^{\prime \prime}$ and $\omega$ in the right-hand region and frequencies $\omega^{\prime \prime \prime}$ and $\omega^{\prime}$ in the left-hand region equal

$$
\begin{equation*}
V_{\omega^{\prime \prime} \omega}=i\left(\alpha^{-1} \beta^{*}\right)_{\omega^{\prime \prime} \omega}, \quad V_{\omega^{\prime \prime \prime} \omega^{\prime}}=-i\left(\beta \alpha^{-1}\right)_{\omega^{\prime \prime \prime} \omega^{\prime}}^{*} \tag{40}
\end{equation*}
$$

They are related to each other by the transformation (12), which is symmetric for a Bose field and antisymmetric for a Fermi field, as follows from Eqs. (36).

The indicated number of terms in the amplitude of Eq. (39) appears in connection with its symmetrization (antisymmetrization) and equals the number $n$ ! of permutations of its subscripts, reduced by a factor of $2^{n / 2}$ because of the already existing symmetry (antisymmetry) of the two-particle amplitudes and by a factor of $(n / 2)$ ! because the permutations of these amplitudes are negligible.

Particle production in pairs is explained by the linearity of the Bogolyubov transformations in the operators $a$ and $a^{+}$. The operator $a_{\text {in }}$, when it acts on the $n$-particle out state, transforms it into a superposition of $n-1$-particle and $n+1$-particle out states. Therefore, in the expansion of the null vector $a_{\text {in }} \mid$ in $\rangle$ in the $n$-particle out states, the expansion coefficients equal to zero represent the linear relation between the amplitudes of the $n+1$-particle and $n-1$-particle creations. Since $n \geqslant 0$, the amplitude of the single-particle production $V_{i_{1}}$ is equal to zero, and, along with it, all the formation amplitudes of an odd number of particles.

The absolute amplitudes of the $n$-particle production are determined and are related to the relative amplitudes by

$$
\begin{align*}
\left.\left\langle\text { out } i_{1} i_{2} \ldots i_{n}\right| \text { in }\right\rangle & \left.\equiv\langle\text { out }| a_{\text {out } i_{n}} \ldots a_{\text {out } i_{2}} a_{\text {out } i_{1}} \mid \text { in }\right\rangle \\
& =e^{i W} i^{n / 2} V_{i_{1} i_{2} \ldots i_{n}} \tag{41}
\end{align*}
$$

The vacuum-conservation amplitude $\langle$ out $|$ in $\rangle=e^{i W}$ is determined to within a phase factor by the fact that the total probability of the transition from the initial vacuum state is equal to unity:

$$
\begin{align*}
1 & \left.\left.=\sum_{n=0}^{\infty} \frac{1}{n!} \sum_{i_{1} i_{2} \ldots i_{n}} \right\rvert\,\left\langle\text { out } i_{1} i_{2} \ldots i_{n}\right| \text { in }\right\rangle\left.\right|^{2} \\
& =e^{-2 \operatorname{Im} W} \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{i_{1} i_{2} \ldots i_{n}}\left|V_{i_{1} i_{2} \ldots i_{n}}\right|^{2} . \tag{42}
\end{align*}
$$

The sum of the relative probabilities

$$
\begin{equation*}
q_{n}=\frac{1}{n!} \sum_{i_{1} i_{2} \ldots i_{n}}\left|V_{i_{1} i_{2} \ldots i_{n}}\right|^{2} \tag{43}
\end{equation*}
$$

of the production of $n$ particles (or of $n / 2$ pairs) on the righthand side of Eq. (42) we shall call the sum over states. It can be shown that, in the case considered here, in which pairs of identical particles and antiparticles are formed, the sum over states equals

$$
\begin{align*}
\sum_{n=0}^{\infty} \frac{1}{n!} \sum_{i_{1} i_{2} \ldots i_{n}}\left|V_{i_{1} i_{2} \ldots i_{n}}\right|^{2} & =\operatorname{det}(1 \mp M)^{\mp 1 / 2} \\
& =\exp \left(\mp \frac{1}{2} \operatorname{Tr} \ln (1 \mp M)\right) \tag{44}
\end{align*}
$$

where $M=V V^{+}$is a Hermitian positive-semidefinite matrix formed from the matrices in Eqs. (40). In particular, the first three terms of the sum over states, determined by the relative amplitudes

$$
\begin{equation*}
1, \quad V_{i_{1} i_{2}}, \quad V_{i_{1} i_{2}} V_{i_{3} i_{4}} \pm V_{i_{1} i_{3}} V_{i_{2} i_{4}}+V_{i_{1} i_{4}} V_{i_{2} i_{3}}, \tag{45}
\end{equation*}
$$

and by Eq. (43), are equal, respectively, to

$$
\begin{equation*}
q_{0}=1, \quad q_{2}=\frac{1}{2} \operatorname{Tr} M, \quad q_{4}=\frac{1}{8}(\operatorname{Tr} M)^{2} \pm \frac{1}{4} \operatorname{Tr} M^{2} . \tag{46}
\end{equation*}
$$

The absolute probabilities of forming $n$ pairs are equal to $p_{2 n}=p_{0} q_{2 n}$, where $p_{0}$ is the vacuum-conservation probability:

$$
\begin{equation*}
p_{0}=e^{-2 \operatorname{Im} W}, \quad 2 \operatorname{Im} W=\mp \frac{1}{2} \operatorname{Tr} \ln (1 \mp M) \tag{47}
\end{equation*}
$$

Since the relative probabilities $q_{2 n}(M)$ of producing $n$ pairs are homogeneous functions of degree $n, \quad q_{2 n}(\lambda M)$ $=\lambda^{n} q_{2 n}(M)$, it is convenient to compute the mean number of pairs from

$$
\begin{align*}
\bar{n} & =\sum_{n=0}^{\infty} n p_{2 n}=\left.p_{0} \lambda \frac{\partial}{\partial \lambda} \sum_{n=0}^{\infty} \lambda^{n} q_{2 n}(M)\right|_{\lambda=1} \\
& =\left.\lambda \frac{\partial}{\partial \lambda} 2 \operatorname{Im} W(\lambda M)\right|_{\lambda=1}=\frac{1}{2} \operatorname{Tr} \frac{M}{1 \mp M} . \tag{48}
\end{align*}
$$

The matrices $M$ are different for the right-hand and left-hand regions:

$$
M=V V^{+}=\left\{\begin{array}{l}
\beta^{+} \beta\left(1 \pm \beta^{+} \beta\right)^{-1}  \tag{49}\\
\beta^{*} \tilde{\beta}\left(1 \pm \beta^{*} \tilde{\beta}\right)^{-1}
\end{array}\right.
$$

but are related to each other by the transformation (12). However, the positive-definite quantities $\operatorname{Tr} M^{n}, n=1,2 \ldots$, are invariants of this transformation. Therefore, the total probabilities given above for conservation of the vacuum,
$p_{0}$, and of the production of $n$ pairs, $p_{2 n}$, and the mean number of pairs, $\bar{n}$, are identical for the right-hand and lefthand regions. In particular, the quantities

$$
\begin{align*}
& p_{0}=e^{-2 \operatorname{Im} W}, \quad 2 \operatorname{Im} W= \pm \frac{1}{2} \operatorname{Tr} \ln \left(1 \pm \beta^{+} \beta\right)  \tag{51}\\
& p_{2}=e^{-2 \operatorname{Im} W} \frac{1}{2} \operatorname{Tr} \beta^{+} \beta\left(1 \pm \beta^{+} \beta\right)^{-1}  \tag{52}\\
& \bar{n}=\frac{1}{2} \operatorname{Tr} \beta^{+} \beta \tag{53}
\end{align*}
$$

do not change under the transformation (12) or $\beta^{+} \beta$ $\rightarrow \beta \beta^{+}$.

Nevertheless, the frequency distributions of the probabilities and of the mean number of particles possess no leftright symmetry. Thus, the production probability of one pair, one particle of which has a definite frequency while the other has any frequency, equals

$$
\begin{equation*}
p_{2 \omega}=e^{-2 \operatorname{Im} W}\left(\frac{\beta^{+} \beta}{1 \pm \beta^{+} \beta}\right)_{\omega \omega} \tag{54}
\end{equation*}
$$

for the right-hand region and equals

$$
\begin{equation*}
p_{2 \omega^{\prime}}=e^{-2 \operatorname{Im} W}\left(\frac{\beta \beta^{+}}{1 \pm \beta \beta^{+}}\right)_{\omega^{\prime} \omega^{\prime}} \tag{55}
\end{equation*}
$$

for the left-hand region. The frequency distributions of the mean number of particles emitted by the mirror to the right and to the left are also functionally different from each other:

$$
\begin{equation*}
N_{\omega}=\left(\beta^{+} \beta\right)_{\omega \omega}, \quad N_{\omega^{\prime}}=\left(\beta \beta^{+}\right)_{\omega^{\prime} \omega^{\prime}} \tag{56}
\end{equation*}
$$

Along with the amplitudes given by Eq. (41) for particle production from vacuum by the mirror, it is necessary to consider the amplitudes of single-particle scattering by the mirror

$$
\begin{align*}
& \left.\left.\langle\text { out } \omega| \omega^{\prime} \text { in }\right\rangle=\langle\text { out }| a_{\text {out } \omega^{2}} a_{\text {in } \omega^{\prime}}^{+} \mid \text {in }\right\rangle=e^{i W} \alpha_{\omega \omega^{\prime}}^{-1}  \tag{57}\\
& \left.\left\langle\text { out } \omega^{\prime} \mid \omega \operatorname{in}\right\rangle=\langle\text { out }| a_{\text {out } \omega^{\prime}} a_{\text {in } \omega}^{+} \mid \text {in }\right\rangle=e^{i W} \alpha_{\omega \omega^{\prime}}^{-1 *} \tag{58}
\end{align*}
$$

for the right-hand and left-hand regions, respectively. These amplitudes differ only in their phases. Of course, they are related to each other by the transformation (12), but we shall be interested in their relation to the corresponding pairproduction amplitudes:

$$
\begin{align*}
\left.\left\langle\text { out } \omega^{\prime \prime} \omega\right| \text { in }\right\rangle & =-e^{i W}\left(\alpha^{-1} \beta^{*}\right)_{\omega^{\prime \prime} \omega} \\
& \left.=-\sum_{\omega^{\prime}}\left\langle\text { out } \omega^{\prime \prime}\right| \omega^{\prime} \text { in }\right\rangle \beta_{\omega^{\prime} \omega}^{*}  \tag{59}\\
\left.\left\langle\text { out } \omega^{\prime} \omega^{\prime \prime \prime}\right| \text { in }\right\rangle & =e^{i W}\left(\beta \alpha^{-1}\right)_{\omega^{\prime} \omega^{\prime \prime \prime}}^{*} \\
& \left.=\sum_{\omega} \beta_{\omega^{\prime} \omega}^{*}\left\langle\text { out } \omega^{\prime \prime \prime}\right| \omega \text { in }\right\rangle \tag{60}
\end{align*}
$$

Since the pair-production amplitudes and the singleparticle scattering amplitudes are quantities that can in principle be experimentally measured from the corresponding probabilities, Eqs. (59) and (60) make it possible to experimentally measure $\beta_{\omega^{\prime} \omega}^{*}$. Moreover, these relationships make
it possible to regard $\beta_{\omega^{\prime} \omega}^{*}$ as the amplitude of the source of a pair of particles potentially emitted to the right and to the left with frequencies $\omega$ and $\omega^{\prime}$, respectively. In this case, if a particle with frequency $\omega$ actually escaped to the right, a particle with frequency $\omega^{\prime}$ does not escape to the left, but experiences an internal reflection and is actually emitted to the right with altered frequency $\omega^{\prime \prime}$. Conversely, if a particle with frequency $\omega^{\prime}$ actually escaped to the left, a particle with frequency $\omega$ cannot escape to the right, but, after internal reflection, is actually emitted to the left with another frequency $\omega^{\prime \prime \prime}$.

For fermions, the amplitude $\beta_{\omega^{\prime} \omega}^{F}$ is diagonal in the projection of the spin of the ingoing and outgoing waves (see Ref. 2). But one of the waves forming $\beta_{\omega^{\prime} \omega}^{F}$ has a negative frequency and therefore describes an antiparticle with frequency and spin projection opposite in sign to the frequency and spin projection of this wave (see $\S 26$ in Ref. 5 or $\S 9$ of chap. 2 in Ref. 6). Thus, the spin of a pair of generated fermions equals zero. This is confirmed by the scalar nature of the identically equal integrals in Eqs. (9) and (10), in which $d u \sqrt{f^{\prime}(u)}$ and $d v \sqrt{g^{\prime}(v)}$ are elements of proper time $d \tau$, and by their coincidence,

$$
\begin{equation*}
\beta_{\omega^{\prime} \omega}^{F *}=\frac{1}{e} \rho\left(k_{+}, k_{-}\right) \tag{61}
\end{equation*}
$$

with the Fourier component of the scalar-charge density in $3+1$ space.

The amplitude $\beta_{\omega^{\prime} \omega}^{B *}$ of the source of a boson pair, according to Eqs. (6) and (7), is linearly expressed in terms of the Fourier components $j_{ \pm}(k)$ of the current density of an electric charge in $3+1$ space:

$$
\begin{align*}
& \beta_{\omega^{\prime} \omega}^{B *}=-\sqrt{\frac{k_{+}}{k_{-}}} \frac{j_{-}}{e}=\sqrt{\frac{k_{-}}{k_{+}}} \frac{j_{+}}{e},  \tag{62}\\
& j_{-}=e \int_{-\infty}^{\infty} d u \exp \left[\frac{i}{2}\left(k_{+} u+k_{-} f(u)\right)\right], \\
& j_{+}=e \int_{-\infty}^{\infty} d v \exp \left[\frac{i}{2}\left(k_{-} v+k_{+} g(v)\right)\right] \tag{63}
\end{align*}
$$

[see also Eqs. (1) and (2) in this paper and Eqs. (43) and (44) in Ref. 1]. The last equality in Eq. (62) is none other than the current-transverseness condition, $k_{+} j_{-}+k_{-} j_{+}=0$. It can also be seen from Eq. (62) that $\beta_{\omega^{\prime} \omega}^{B}$ is a pseudoscalar, since, with the reflection $k_{ \pm} \rightarrow k_{\mp}, j_{ \pm} \rightarrow j_{\mp}$, and $\beta^{B}$ changes sign. Vector $j_{\alpha}(k)$ is spacelike and, in a system where $k_{+}=k_{-}$(or $\omega=\omega^{\prime}$ ), has only a spatial component, precisely equal to $e \beta_{\omega^{\prime} \omega}^{B}$. In covariant form,

$$
e \beta_{\omega^{\prime} \omega}^{B *}=\varepsilon_{\alpha \beta} k^{\alpha} j^{\beta} / \sqrt{k_{+} k_{-}} .
$$

Thus, the source of a boson pair is the conserved current vector given by Eqs. (63), and this means that its spin equals $1 .{ }^{7}$

The fact that the spin of a boson pair equals 1 while that of a fermion pair equals 0 is essential for understanding the coincidence of the spectra of a mirror and of a charge.

If $\beta_{\omega^{\prime} \omega}^{*}$ is small, i.e., if the mean number of emitted quanta is small, then, as is easy to obtain from Eqs. (6) and (9),

$$
\begin{equation*}
\alpha_{\omega^{\prime} \omega} \approx 2 \pi \delta\left(\widetilde{\omega}^{\prime}-\widetilde{\omega}\right), \quad \alpha_{\omega \omega^{\prime}}^{-1} \approx 2 \pi \delta\left(\widetilde{\omega}-\widetilde{\omega}^{\prime}\right), \tag{64}
\end{equation*}
$$

where $\tilde{\omega}$ and $\tilde{\omega}^{\prime}$ are related to $\omega$ and $\omega^{\prime}$ by transformation (32), in which $\beta$ is the effective velocity of the mirror on the emission section. In this approximation, the emission amplitudes given by Eqs. (59) and (60) for pairs of particles with frequencies $\omega$ and $\omega^{\prime \prime}$ to the right and pairs of particles with frequencies of $\omega^{\prime}$ and $\omega^{\prime \prime \prime}$ to the left equal, respectively,

$$
\begin{equation*}
\left.\left\langle\text { out } \omega^{\prime \prime} \omega\right| \text { in }\right\rangle \approx-e^{i W} D^{-1}(\beta) \beta_{\omega^{\prime} \omega}^{*}, \quad \omega^{\prime}=D^{-2}(\beta) \omega^{\prime \prime} \tag{65}
\end{equation*}
$$

$$
\begin{equation*}
\left.\left\langle\text { out } \omega^{\prime} \omega^{\prime \prime \prime}\right| \text { in }\right\rangle \approx e^{i W} D(\beta) \beta_{\omega^{\prime} \omega}^{*}, \quad \omega=D^{2}(\beta) \omega^{\prime \prime \prime} \tag{66}
\end{equation*}
$$

These formulas, including the connection between the frequencies of the waves incident on the mirror and reflected from it, confirm the interpretation of $\beta_{\omega^{\prime} \omega}^{*}$ given above.

We now turn our attention to interference effects in the production of Bose and Fermi particles. They become most substantial when the matrices $M$ for bosons and fermions satisfy the conditions

$$
\mp \frac{1}{2} \operatorname{Tr} \ln (1 \mp M)=\mp \ln \left(1 \mp \frac{1}{2} \operatorname{Tr} M\right)
$$

i.e.,

$$
\begin{equation*}
\frac{1}{2} \operatorname{Tr} M^{n}=\left(\frac{1}{2} \operatorname{Tr} M\right)^{n}, \quad n=2,3, \ldots \tag{67}
\end{equation*}
$$

Then the sum over states given by Eq. (44) for Bose and Fermi particles reduces, respectively, to

$$
\begin{equation*}
\frac{1}{1-(1 / 2) \operatorname{Tr} M} \quad \text { and } \quad 1+\frac{1}{2} \operatorname{Tr} M . \tag{68}
\end{equation*}
$$

This means that the probabilities of producing $n$ pairs of bosons form the geometrical progression

$$
\begin{equation*}
p_{2 n}^{B}=p_{0}^{B} q_{2}^{B n}, \quad p_{0}^{B}=1-\frac{1}{2} \operatorname{Tr} M, \quad q_{2}^{B}=\frac{1}{2} \operatorname{Tr} M, \tag{69}
\end{equation*}
$$

while the probabilities of emitting two or more pairs of fermions disappear; i.e., only the production of one fermion pair is possible:

$$
\begin{align*}
& p_{0}^{F}=\left(1+\frac{1}{2} \operatorname{Tr} M\right)^{-1}, \quad p_{2}^{F}=p_{0} \frac{1}{2} \operatorname{Tr} M \\
& p_{2 n}^{F}=0, \quad n \geqslant 2 . \tag{70}
\end{align*}
$$

In other words, the conditions given by Eqs. (67) denote the most constructive interference of bosons and the most destructive interference of fermions. In these cases, the mean number of boson pairs is always greater than 1 , while that of the fermion pairs is less than 1 :

$$
\begin{align*}
& 1<\bar{n}^{B}=\frac{(1 / 2) \operatorname{Tr} M}{1-(1 / 2) \operatorname{Tr} M}<\infty, \\
& 0 \leqslant \bar{n}^{F}=\frac{(1 / 2) \operatorname{Tr} M}{1+(1 / 2) \operatorname{Tr} M}<1 . \tag{71}
\end{align*}
$$

We are less interested in the case in which interference effects can be neglected. In this case,

$$
\begin{equation*}
\operatorname{Tr} M^{k} \ll \operatorname{Tr} M, 1 ; \quad k \geqslant 2, \tag{72}
\end{equation*}
$$

and the probability distribution over the number of generated pairs coincides with the Poisson distribution:

$$
\begin{equation*}
p_{2 n}=e^{-\bar{n}} \frac{(\bar{n})^{n}}{n!}, \quad \bar{n}=\frac{1}{2} \operatorname{Tr} \beta^{+} \beta . \tag{73}
\end{equation*}
$$

## 5. EMISSION OF PAIRS CONSISTING OF NONIDENTICAL PARTICLES AND ANTIPARTICLES

In the case of pair production of nonidentical particles and antiparticles ( $a b$ pairs), the direct and inverse Bogolyubov transformations (37) are replaced by

$$
\begin{align*}
& \binom{a_{\text {in }}}{b_{\text {in }}^{+}}=\left(\begin{array}{cc}
\alpha_{a a} & \beta_{a b}^{*} \\
\beta_{b a} & \alpha_{b b}^{*}
\end{array}\right)\binom{a_{\text {out }}}{b_{\text {out }}^{+}}, \\
& \binom{a_{\text {out }}}{b_{\text {out }}^{+}}=\left(\begin{array}{cc}
\alpha_{a a}^{+} & \mp \beta_{b a}^{+} \\
\mp \widetilde{\beta}_{a b} & \tilde{\alpha}_{b b}
\end{array}\right)\binom{a_{\text {in }}}{b_{\text {in }}^{+}} . \tag{74}
\end{align*}
$$

These transformations contain not two but four matrices $\alpha_{a a}, \alpha_{b b}, \beta_{a b}$, and $\beta_{b a}$, which satisfy not the four Eqs. (36) but the six equations

$$
\begin{array}{ll}
\alpha_{a a}^{+} \alpha_{a a} \mp \beta_{b a}^{+} \beta_{b a}=1, & \alpha_{b b}^{+} \alpha_{b b} \mp \beta_{a b}^{+} \beta_{a b}=1, \\
\beta_{b a}^{+} \alpha_{b b}^{*} \mp \alpha_{a a}^{+} \beta_{a b}^{*}=0, & \alpha_{a a} \alpha_{a a}^{+} \mp \beta_{a b}^{*} \widetilde{\beta}_{a b}=1, \\
\alpha_{b b} \alpha_{b b}^{+} \mp \beta_{b a}^{*} \widetilde{\beta}_{b a}=1, & \alpha_{a a} \beta_{b a}^{+} \mp \beta_{a b}^{*} \widetilde{\alpha}_{b b}=0 . \tag{75}
\end{array}
$$

However, these relationships can be written in the form of Eqs. (36) if $\alpha$ and $\beta$ stand for the $2 \times 2$ matrices consisting of the indicated quartets:

$$
\alpha=\left(\begin{array}{cc}
\alpha_{a a} & 0  \tag{76}\\
0 & \alpha_{b b}
\end{array}\right), \quad \beta=\left(\begin{array}{cc}
0 & \beta_{a b} \\
\beta_{b a} & 0
\end{array}\right) .
$$

As can be seen from Eqs. (74), the interchange in $\rightleftarrows$ out is now equivalent to the interchange

$$
\begin{align*}
& \alpha_{a a} \rightarrow \alpha_{a a}^{+}, \quad \alpha_{b b} \rightarrow \alpha_{b b}^{+}, \quad \beta_{a b} \rightarrow \mp \tilde{\beta}_{b a}, \\
& \beta_{b a} \rightarrow \mp \tilde{\beta}_{a b} \tag{77}
\end{align*}
$$

which can be represented in the form of the transformation (12) if $\alpha$ and $\beta$ stand for the matrices of Eqs. (76).

Using for the in vacuum state an expansion of the type of Eq. (38) and the equations $a_{\text {in }} \mid$ in $\rangle=b_{\text {in }} \mid$ in $\rangle=0$, it can be shown that all the emission amplitudes of an odd number of particles equal zero, while the production amplitudes of an even number of particles are products of the production amplitudes of $a b$ pairs:

$$
\begin{equation*}
V_{\omega^{\prime \prime} \omega}^{a b}=i\left(\alpha_{a a}^{-1} \beta_{a b}^{*}\right)_{\omega^{\prime \prime} \omega}, \quad V_{\omega^{\prime \prime \prime} \omega^{\prime}}^{a b}=-i\left(\beta_{a b} \alpha_{b b}^{-1}\right)_{\omega^{\prime \prime \prime} \omega^{\prime}}^{*}, \tag{78}
\end{equation*}
$$

respectively for the right-hand and the left-hand regions. As follows from Eqs. (75), the amplitudes given by Eqs. (78) possess intrinsic Bose symmetry or Fermi antisymmetry:

$$
V_{\omega^{\prime \prime} \omega}^{a b}= \pm V_{\omega \omega^{\prime \prime}}^{b a} \equiv \pm i\left(\alpha_{b b}^{-1} \beta_{b a}^{*}\right)_{\omega \omega^{\prime \prime}},
$$

$$
\begin{equation*}
V_{\omega^{\prime \prime} \omega^{\prime}}^{a b}= \pm V_{\omega^{\prime} \omega^{\prime \prime \prime}}^{b a} \equiv \mp i\left(\beta_{b a} \alpha_{a a}^{-1}\right)_{\omega^{\prime} \omega^{\prime \prime \prime}}^{*} . \tag{79}
\end{equation*}
$$

Thus, the formation amplitude of an $a b$ pair can be denoted via $V_{i_{1} i_{2}}$, where the subscript $i_{1}$ characterizes the state of the particle and $i_{2}$ that of the antiparticle. The production of two $a b$ pairs is described by the amplitude

$$
\begin{equation*}
V_{i_{1} i_{2} i_{3} i_{4}}=V_{i_{1} i_{2}} V_{i_{3} i_{4}} \pm V_{i_{3} i_{2}} V_{i_{1} i_{4}}, \tag{80}
\end{equation*}
$$

symmetric (antisymmetric) separately with respect to states $i_{1}$ and $i_{3}$ of the particles and separately with respect to states $i_{2}$ and $i_{4}$ of the antiparticles. We also write the production amplitude of three pairs:

$$
\begin{align*}
V_{i_{1} i_{2} \ldots i_{6}}= & V_{i_{1} i_{2}} V_{i_{3} i_{4}} V_{i_{5} i_{6}} \pm V_{i_{3} i_{2}} V_{i_{1} i_{4}} V_{i_{5} i_{6}} \\
& +V_{i_{3} i_{2}} V_{i_{5} i_{4}} V_{i_{1} i_{6}} \pm V_{i_{1} i_{2}} V_{i_{5} i_{4}} V_{i_{3} i_{6}} \\
& +V_{i_{5} i_{2}} V_{i_{1} i_{4}} V_{i_{3} i_{6}} \pm V_{i_{5} i_{2}} V_{i_{3} i_{4}} V_{i_{1} i_{6}} . \tag{81}
\end{align*}
$$

In the general case, the production amplitude of $n / 2$ pairs has the form

$$
\begin{equation*}
V_{i_{1} i_{2} \ldots i_{n}}=\sum_{p} \delta_{p} V_{i_{1} i_{2}} V_{i_{3} i_{4} \ldots} \ldots V_{i_{n-1} i_{n}}, \tag{82}
\end{equation*}
$$

where the sum is taken over all $(n / 2)$ ! terms that differ by a permutation of the odd subscripts (or, what is the same thing, by a permutation of the even subscripts), with $\delta_{p}= \pm 1$ in the case of fermions for an even or odd permutation, respectively, while $\delta_{p}=1$ in the case of bosons. Then amplitude $V_{i_{1} i_{2} \ldots i_{n}}$ will be symmetric (antisymmetric) both over particle states $i_{1} i_{3} \ldots i_{n-1}$ and over antiparticle states $i_{2} i_{4} \ldots i_{n}$.

The relative probability

$$
\begin{equation*}
q_{n}=\frac{1}{(n / 2)!(n / 2)!} \sum_{i_{1} i_{2} \ldots i_{n}}\left|V_{i_{1} i_{2} \ldots i_{n}}\right|^{2} \tag{83}
\end{equation*}
$$

of producing $n / 2$ pairs consisting of nonidentical particles and antiparticles contains the factor $1 /(n / 2)!(n / 2)!$, which, along with the symmetry (antisymmetry) of amplitude $V_{i_{1} i_{2} \ldots i_{n}}$ separately for even and separately for odd subscripts, makes it possible to sum over the particle and antiparticle states, considering the ranges of variation of the quantum numbers of these states to be independent. Without this factor, the sum over $i_{1} i_{2} \ldots i_{n}$ would have had to contain only physically different states. In our case, for example, it would be unambiguous that the frequencies of the particles must satisfy the condition $\omega_{1} \geqslant \omega_{3} \geqslant \ldots \geqslant \omega_{n-1}$, while the frequencies of the antiparticles must satisfy the condition $\omega_{2} \geqslant \omega_{4} \geqslant \ldots \geqslant \omega_{n}$.

It is easy to construct the first four terms of the sum over states in terms of the relative amplitudes shown above:

$$
\begin{align*}
& q_{0}=1, \quad q_{2}=\operatorname{Tr} M, \quad q_{4}=\frac{1}{2}(\operatorname{Tr} M)^{2} \pm \frac{1}{2} \operatorname{Tr} M^{2} \\
& q_{6}=\frac{1}{6}(\operatorname{Tr} M)^{3} \pm \frac{1}{2} \operatorname{Tr} M \operatorname{Tr} M^{2}+\frac{1}{3} \operatorname{Tr} M^{3} . \tag{84}
\end{align*}
$$

For the sum over states as a whole, we get

$$
\begin{align*}
& \sum_{n=0}^{\infty} \frac{1}{(n / 2)!(n / 2)!} \sum_{i_{1} i_{2} \ldots i_{n}}\left|V_{i_{1} i_{2} \ldots i_{n}}\right|^{2} \\
& \quad=\operatorname{det}(1 \mp M)^{\mp 1}=\exp (\mp \operatorname{Tr} \ln (1 \mp M)) \tag{85}
\end{align*}
$$

Here, as in Eq. (44), $M=V V^{+}$is a Hermitian positivesemidefinite matrix. It is given by Eqs. (49) and (50), in which by $\beta$ is meant, respectively, $\beta_{b a}$ and $\beta_{a b}$.

Just as above, the absolute probabilities of the formation of $n$ pairs of nonidentical particles and antiparticles equal $p_{2 n}=p_{0} q_{2 n}$, where $p_{0}$ is the vacuum-conservation probability:

$$
\begin{equation*}
p_{0}=e^{-2 \operatorname{Im} W}, \quad 2 \operatorname{Im} W=\mp \operatorname{Tr} \ln (1 \mp M) \tag{86}
\end{equation*}
$$

The mean number of pairs, computed according to the rule given in Eq. (48), equals

$$
\begin{equation*}
\bar{n}=\operatorname{Tr} \frac{M}{1 \mp M} . \tag{87}
\end{equation*}
$$

It can be seen that these formulas differ from the corresponding Eqs. (47) and (48) for pair production of identical particles by replacing (1/2) Tr by Tr in the latter equations. Because of the $a \rightleftarrows b$ symmetry in the matrices, under the Tr sign, $\beta$ can stand for both $\beta_{b a}$ and $\beta_{a b}$.

It is easy to see that this rule connects all the formulas for the integral characteristics of pair production of identical particles with the formulas of the corresponding characteristics of $a b$-pair production. Thus, in order to obtain from Eqs. (51)-(53) and (67)-(73) the analogous expressions for $a b$-pair production, it is sufficient to replace $(1 / 2) \mathrm{Tr}$ in these formulas with Tr and by $\beta$ to understand $\beta_{b a}$ or $\beta_{a b}$.

As far as the spectral characteristics shown, for example, in Eqs. (54)-(56) are concerned, they undergo no changes when the transition is made to the case under consideration, if $\beta$ represent $\beta_{b a}\left(\beta_{a b}\right)$ for the spectrum of particles (antiparticles) emitted to the right and $\beta_{a b}\left(\beta_{b a}\right)$ for the spectrum of particles (antiparticles) emitted to the left.

In fact, for the differential probability $p_{2 \omega}$ shown in Eq. (54), the original integral

$$
\begin{equation*}
\left.p_{2 \omega}=\int_{0}^{\infty} \frac{d \omega^{\prime \prime}}{2 \pi} \right\rvert\,\left.\left\langle\text { out } \omega \omega^{\prime \prime} \text { in }\right\rangle\right|^{2} \tag{88}
\end{equation*}
$$

represents it as the sum of the probabilities of physically different events regardless of whether the particles are identical or not. However, the total pair-formation probability $p_{2}$ as a sum of probabilities of physically different events for identical particles is represented by the integral

$$
\begin{align*}
p_{2} & \left.\left.=\int_{0}^{\infty} \frac{d \omega}{2 \pi} \int_{0}^{\omega} \frac{d \omega^{\prime \prime}}{2 \pi} \right\rvert\,\left\langle\text { out } \omega \omega^{\prime \prime}\right| \text { in }\right\rangle\left.\right|^{2} \\
& =\frac{1}{2} \int_{0}^{\infty} \frac{d \omega}{2 \pi} p_{2 \omega}, \tag{89}
\end{align*}
$$

since the states in this case differ only by the values of the large frequency $\omega$ and the small frequency $\omega^{\prime \prime}$ of two identical particles. At the same time, for an $a b$ pair,

$$
\begin{equation*}
\left.\left.p_{2}=\int_{0}^{\infty} \frac{d \omega}{2 \pi} \int_{0}^{\infty} \frac{d \omega^{\prime \prime}}{2 \pi} \right\rvert\,\left\langle\text { out } \omega \omega^{\prime \prime}\right| \text { in }\right\rangle\left.\right|^{2}=\int_{0}^{\infty} \frac{d \omega}{2 \pi} p_{2 \omega} \tag{90}
\end{equation*}
$$

since the states differ in the frequencies $\omega^{\prime \prime}$ and $\omega$ of the particle and antiparticle independently of each other, while the particle and antiparticle differ in turn in that they interact differently with the counters.

Turning to the amplitude of $a b$-pair production,

$$
\begin{align*}
\left.\langle\text { out }| b_{\text {out } \omega^{\prime \prime}} a_{\text {out } \omega} \mid \text { in }\right\rangle & \left.\equiv\left\langle\text { out } \omega \omega^{\prime \prime}\right| \text { in }\right\rangle \\
& =-e^{i W}\left(\alpha_{a a}^{-1} \beta_{a b}^{*}\right)_{\omega \omega^{\prime \prime}} \\
& =\mp e^{i W}\left(\alpha_{b b}^{-1} \beta_{b a}^{*}\right)_{\omega^{\prime \prime} \omega}, \tag{91}
\end{align*}
$$

we note that it reduces to a product of the source amplitude $\beta_{a b}^{*}$ or $\beta_{b a}^{*}$ of oppositely directed $a$ and $b$ particles and the backscattering amplitude $\alpha_{a a}^{-1}$ or $\alpha_{b b}^{-1}$ of one of them, as a result of which both particles of the pair move in the same direction. The symmetry of Eqs. (79) makes it impossible to establish which of the particles of the $a b$ pair experiences backscattering.
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#### Abstract

An analytic expression is derived for calculating the intensities of individual spin-rovibronic lines in the fully resolved gas phase electronic spectrum of a polyatomic molecule, in which one of the zero-order electronic states is a triplet state. The expression is employed to calculate the effect of fine structure splitting on the singlet-triplet absorption spectrum of pyrazine using the parameters available from experiment. A transition from Hund's coupling Case (a) to Case (b) on going from low $J$ to high $J$ rotational levels is predicted to occur at a moderate resolution of a few hundred MHz . The effect is more pronounced in pyrazine- $d_{4}$ and the pyrazine-argon van der Waals complex owing to their larger mass. © 1998 American Institute of Physics. [S1063-7761(98)00507-1]


## 1. INTRODUCTION

The pyrazine molecule continues to attract much attention due to its unique photophysical properties. Owing to a moderate $S_{1}-T_{1}$ energy gap ( $4056 \mathrm{~cm}^{-1}$ ), the density of $T_{1}$ vibrational levels at the $S_{1}$ origin is relatively low, which puts pyrazine in the class of so-called intermediate-case polyatomic molecule ${ }^{1}$ with respect to $S_{1}-T_{1}$ intersystem crossing (ISC). In intermediate-case molecules, the coupling between the $S_{1}$ and $T_{1}$ states results in the formation of mixed singlet-triplet levels. These mixed levels have been revealed in ultrahigh-resolution spectra and are believed to be responsible for observed nonexponential fluorescence decay behavior. ${ }^{2-7}$ While the singlet states that participate in this mixing are well characterized, little is known about the zero-order triplet states. The important point, in particular, is that the effect of the fine structure splitting on the triplet state energy level structure of the gas-phase molecule is not well understood, even at the $T_{1}$ origin.

In solid matrices at liquid helium temperatures, the energy of the lowest triplet state is split into three spin sublevels $T_{x}, T_{y}$ and $T_{z}$ with very different phosphorescence lifetimes $\tau_{x}, \tau_{y}$, and $\tau_{z}$. The separations and lifetimes of these sublevels in pyrazine have been measured by the microwaveinduced delayed phosphorescence (MIDP) technique. ${ }^{8-12}$ Figure 1 shows the sublevel ordering and microwave transitions observed ${ }^{9}$ in a benzene crystal at 1.2 K together with the appropriate choice of molecular axes. The lifetimes measured in various media are listed in Table I.

In the MIDP experiments, the $T_{1}$ state is prepared in an indirect way via $S_{1} \leftarrow S_{0}$ excitation followed by $S_{1} \rightarrow T_{1}$ ISC. The direct $T_{1} \leftarrow S_{0}$ electronic transition in pyrazine has also been observed in the absorption spectra of solids ${ }^{13-15}$ and vapors. ${ }^{16-18}$ The measured oscillator strengths were deter-
mined to be $10^{-7}$ and $3 \times 10^{-8}$, respectively, ${ }^{18}$ which is typical of a spin-forbidden transition. In supersonic jets, the $T_{1} \leftarrow S_{0}$ transition was first detected using the multiphoton ionization (MPI) method ${ }^{19}$ and then by phosphorescence excitation methods, ${ }^{20-27}$ in some cases using SEELEM (surface electron ejection by laser excited metastables) detection. Valuable information about the vibrationally excited $T_{1}$ state has also been obtained with the pulse-field-ionization technique. ${ }^{28}$

As can be seen from Fig. 1 and Table I, the $T_{y}$ and $T_{z}$ sublevels in the solid host are nearly degenerate and have similar lifetimes, whereas the $T_{x}$ sublevel is set apart by about 10 GHz and has a much shorter lifetime. While this phenomenon is well established in the condensed phase, no conclusive evidence for its manifestation in the gas phase molecule is available. Theoretically, it was explained in terms of the properties of spin-orbit coupling in aromatics and heteroaromatics, with their characteristic $\pi$-electronic structure and planar geometry. ${ }^{29-34}$ Since the planarity of the two participating states has been shown to survive in the gas phase, ${ }^{23}$ this phenomenon can be expected to occur in the gas phase, too. ${ }^{25,26}$ However, previous studies were performed at relatively low resolution $(\sim 2 \mathrm{GHz}),{ }^{25,26}$ not high enough to address the question definitively.

Two additional factors complicate the interpretation of a gas phase experiment. The first is the lack of a condensed phase environment. If $\tau_{x}, \tau_{y}$, and $\tau_{z}$ are assumed to be the same in the solid and gas phases, then a mean lifetime $\tau_{\mathrm{ph}}$ arising from rotational mixing of the spin sublevels would be observed in jets, which at least would not be shorter than the shortest lifetime in solids, i.e., $6.3 \mathrm{~ms} .{ }^{9,11}$ The measured gasphase phosphorescence lifetime at the $T_{1}$ origin in a supersonic expansion is only 1.45 ms , with an upper limit of 2.5 $\mathrm{ms}^{27}$ having been established in a separate experiment.


FIG. 1. Ordering and energy level separations of the lowest triplet state of pyrazine in the solid state, as obtained from MIDP experiments. The smallest moment of inertia in the gas phase is about the $\mathrm{N}-\mathrm{N}$ line (the $a$ axis) in both the $S_{0}$ and $T_{1}$ states. The largest moment of inertia is about the axis perpendicular to the molecular plane, the $z(c)$ axis of the top.

Clearly, then, the environment plays a role. With the quantum yield of phosphorescence emission as large as 0.3 in a solid solution at $77 \mathrm{~K},{ }^{35}$ this implies that acceleration of radiative and nonradiative transitions to the ground state might both be responsible for the lifetime shortening in the jet. If, further, we accept the absolute values of the $T_{1} \leftarrow S_{0}$ oscillator strengths cited above, which tell us that the oscillator strength is a factor of three lower in the gas phase than in a solid, then it is the nonradiative transition rate that is responsible for the lifetime shortening. ${ }^{27}$ The reasons for this behavior are completely unknown.

The second factor complicating the interpretation of a gas phase spectrum are rotations, which produce extensive mixing of the three spin sublevels of the triplet state. In the ground state, as well as in the lowest excited singlet and triplet states, the pyrazine molecule is a nearly symmetric top with rotational constants of about 3 and $6 \mathrm{GHz}^{26}$ (see Table II). If in the gas phase the spin splittings are assumed to be of the same order of magnitude, 10 GHz , as in solids (which

TABLE I. Triplet spin sublevel lifetimes of the lowest triplet state of pyrazine.

|  | $\tau_{x}$ | $\tau_{y}$ | $\tau_{z}$ | Ref. |
| :--- | :---: | :---: | :---: | :---: |
| Benzene host crystal at 1.2 K | 6.3 | 284 | 163 | 9 |
| Para-dioxane host crystal at 1.6 K | 6.5 | 400 | 200 | 11 |
| Supersonic jet | $\tau_{\mathrm{ph}}=1.45$ | (upper limit 2.5 ) | 27 |  |

Note. All values in msec.

TABLE II. Rotational and fine structure splitting constants of pyrazine in $\mathrm{cm}^{-1}$ (values in parentheses are for pyrazine- $d_{4}$ ).

|  | $S_{0}$ | $T_{1}$ | Ref. |
| :---: | :---: | :---: | :---: |
| $A$ | 0.21285 | 0.212 | 26 and 44 |
|  | $(0.18389)$ |  | 44 |
| $B$ | 0.19767 | 0.196 | 26 and 44 |
|  | $(0.17502)$ |  | 44 |
| $C$ | 0.10249 | 0.101 | 26 and 44 |
|  | $(0.08967)$ |  | 44 |
| $D$ |  | 0.3455 | 9 and 44 |
| $E$ |  | -0.00705 | 8 and 43 |

seems to be the case for glyoxal, where they change from 0.6 and 2.2 GHz to 1.1 and 2.4 GHz between the solid and gas phases, respectively ${ }^{22}$ ), then the nature of the spectrum will be quite different at low and high rotational quantum numbers.

For high values of the rotational angular momentum $N$, Hund's Case (b) should apply, in which case the spectrum should consist of rotational bands corresponding to transitions between states with definite values of the asymmetric top quantum numbers $N, K_{+1}$ and $K_{-1}$, each of which, except for $N=0$, is split into states with different values of $J=N, N \pm 1$, where $\mathbf{J}=\mathbf{N}+\mathbf{S}$ is the total angular momentum and $\mathbf{S}$ is the spin angular momentum. This is the analog of the rotational structure in the $\Sigma$ states of diatomic molecules, which typically belong to Case (b) because of a weak spinaxis interaction. ${ }^{36,37}$ However, for low values of $N$, the observed bands will be shifted away from the purely rotational band positions, since they are now spin-rotational bands. Again an analogy comes from diatomics, whose $\Pi, \Delta$, etc. states usually belong to Case (a), apart from some light diatomics. The transition from Hund's Case (a) to Case (b) with increasing rotational quantum number is called spin uncoupling, of which several examples are given by Herzberg. ${ }^{36}$

A general approach to calculating band intensities in the singlet-triplet spectra of polyatomic molecules was developed by Hougen, ${ }^{38}$ Creutzberg and Hougen, ${ }^{39}$ and di Lauro. ${ }^{40}$ Energies and wavefunctions of spin-rotational levels of a triplet state were derived from an effective Hamiltonian given by Van Vleck ${ }^{41}$ and Raynes. ${ }^{42}$ The intensities of transitions in nearly symmetric tops were represented in the form of Hougen and di Lauro factors (rather than HönlLondon factors), tabulated for some limiting cases. The Hougen factors ${ }^{38}$ are appropriate for a Hund's Case (b) molecule with no multiplet splitting in the triplet state. Creutzberg and Hougen further extended this approach to near-symmetric top molecules of symmetry $C_{2 v}, D_{2}$, and $D_{2 h}$, defining a new 'limiting' Case (ab), which was further subdivided into types I, II, and III. Their Case (ab) corresponds to a situation, not unlike that of pyrazine in its lowest triplet state, in which two of the spin components of the nonrotating molecule are separated by a small energy, and the third is separated by a large energy, compared to the rotational interval. (In this respect, $T_{1}$ pyrazine is a Case (ab), type II molecule; thus we are actually dealing with a Case (ab)-Case (b) transition here.) The di Lauro factors are appropriate for all types
of Hund's Case (ab) molecules; they account for the multiplet splittings by using Raynes' effective Hamiltonian ${ }^{42}$ for asymmetric tops, which includes contributions from various magnetic interactions.

Here we take a new approach to this problem, one that relies on the derivation of a closed-form analytic expression for the intensities, assuming arbitrary relations between rotational intervals, asymmetry, and fine structure splittings. This approach is motivated by the likely success of future highresolution experiments on the singlet-triplet transitions of a wide variety of molecules, requiring a more general method for their interpretation. In the present instance, we make two simplifying assumptions in order to make the problem tractable. Only the spin-spin interaction is taken into account, ${ }^{43,44}$ and only one spin sublevel of the nonrotating molecule is assumed to be radiatively active. ${ }^{31}$ A more general expression for the intensities is also obtained and compared with the Hougen factors. ${ }^{38}$ We test our approach by computing the $T_{1} \leftarrow S_{0}$ spectra of pyrazine, pyrazine- $d_{4}$, and the pyrazine-Ar van der Waals complex, for comparison with existing and future experimental spectra. The approach described here can be extended to other molecules, thereby anticipating new experiments in high-resolution spectroscopy.

## 2. THEORY

### 2.1. Rotational states in $\boldsymbol{S}_{\mathbf{0}}$

Pyrazine has $D_{2 h}$ symmetry in its ground ( $S_{0},{ }^{1} A_{1 g}$ ) and first excited triplet $\left(T_{1},{ }^{3} B_{1 u}\right)$ states. The smallest moment of inertia is about the axis passing through the two nitrogen atoms. ${ }^{23,44}$ Therefore, the rotational Hamiltonian for both $S_{0}$ and $T_{1}$ is of the form

$$
\begin{equation*}
H_{r}=B N_{x}^{2}+A N_{y}^{2}+C N_{z}^{2}, \tag{1}
\end{equation*}
$$

where $A>B>C$ are the rotational constants (nearly the same in the two states; see Table II) and $N_{x, y, z}$ are the projections of the rotational angular momentum vector on the axes of the molecular coordinate frame (MCF), the inertial axes. For a symmetric top $(A=B)$ without spin, the operators $\mathbf{N}^{2}, N_{z}$, and $N_{\tilde{z}}$, i.e., the rotational angular momentum squared and its projections on the $z$ axis of the MCF and on the $\tilde{z}$ axis of the laboratory coordinate frame (LCF), respectively, constitute a complete set of commuting operators.

The electronic-vibrational-rotational (EVR) wavefunctions can be written as

$$
\begin{equation*}
\left|\Gamma_{S} ; N K \widetilde{K}\right\rangle \equiv\left|\Gamma_{S}\right\rangle|N K \widetilde{K}\rangle, \tag{2}
\end{equation*}
$$

where $\Gamma_{S}\left(=A_{1 g}\right.$ for the vibrationless $S_{0}$ state $)$ is the symmetry species (IR, irreducible representation) of the electronic-vibrational wavefunction $\left|\Gamma_{S}\right\rangle, N$ is the rotational angular momentum quantum number, and $K$ and $\widetilde{K}$ are the eigenvalues of $N_{z}$ and $N_{\tilde{z}}$, respectively. As a basis set for an asymmetric top without spin, we use the symmetrized rotational wavefunctions that transform (under rotations by an angle $\pi$ about the MCF axes) according to the IR's $\Gamma_{r}=A$, $B_{1}, B_{2}, B_{3}$ of the $D_{2}$ group,

$$
\left|\Gamma_{r} \lambda \tau N K \tilde{K}\right\rangle=f_{K} 2^{-1 / 2}[|N K \tilde{K}\rangle+\tau|N,-K, \tilde{K}\rangle]
$$

TABLE III. $K$ and $\lambda$ for irreducible representations of the $D_{2}$ group.

| $\Gamma_{r}$ | $\lambda$ | $K$ |
| :---: | :---: | :---: |
| $A$ | +1 | even |
| $B_{1}$ | -1 | even |
| $B_{2}$ | -1 | odd |
| $B_{3}$ | +1 | odd |

$$
\begin{equation*}
\text { for } K \geqslant 0 \quad \text { and } \quad \tau= \pm 1 \text {, } \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{K}=1 \quad \text { for } \quad K>0 \quad \text { and } \quad f_{K}=2^{-1 / 2} \text { for } K=0 \tag{4}
\end{equation*}
$$

In Eq. (3), two additional 'quantum numbers,'" $\tau$ and

$$
\begin{equation*}
\lambda=\tau(-1)^{N}= \pm 1 \tag{5}
\end{equation*}
$$

are defined for the characterization of the symmetrized basis functions. The reason for using $\lambda$ is that this is a 'good quantum number'" for the rotational, spin-spin, and spinorbit Hamiltonians (see below). The relations between $\Gamma_{r}$ and $\lambda$ for different $K$ are shown in Table III.

Since the asymmetric top Hamiltonian (1) has no matrix elements between the basis states (3) differing in either $\Gamma_{r}$, $\lambda$, or $\tau$, its eigenfunctions expanded in this basis can $\underset{\sim}{\alpha}$ also be characterized by $\Gamma_{r}, \lambda$, and $\tau$ (in addition to $N$ and $\widetilde{K}$ ),

$$
\begin{equation*}
\left|\Gamma_{S} \Gamma_{r} \lambda \tau N i \tilde{K}\right\rangle=\sum_{K} C_{K}^{\left(\Gamma_{S} \Gamma_{r} \lambda \tau N i\right)}\left|\Gamma_{r} \lambda \tau N K \tilde{K}\right\rangle, \tag{6}
\end{equation*}
$$

where $i$ labels the eigenvalues of $H_{r}$ for a given $\Gamma_{r}, \lambda, \tau$, and $N$. Here $K$ runs from 0 to $N$ over all odd or even values depending on $\Gamma_{r}$ (see Table III). The asymmetric top functions are labeled with $\Gamma_{S}$ because, unlike the case of the symmetric top, they are dependent on the rotational constants of the given electronic state. The eigenvalues and the coefficients $C_{K}^{\left(\Gamma_{S} \Gamma_{r} \lambda \tau N i\right)}$ are found by diagonalizing $H_{r}$ in the basis (3). The Hamiltonian (1) conserves all quantum numbers except for $K$. Using the notation

$$
\left\langle\Gamma_{r} \lambda \tau N K \tilde{K}\right| H_{r}\left|\Gamma_{r} \lambda \tau N K^{\prime} \tilde{K}\right\rangle \equiv\langle K| H_{r}\left|K^{\prime}\right\rangle
$$

we obtain the following nonvanishing matrix elements:

$$
\begin{equation*}
\langle K| H_{r}|K\rangle=\frac{1}{2}(A+B)\left[N(N+1)-K^{2}\right]+C K^{2} \tag{7.1}
\end{equation*}
$$

for $K \neq 1$,

$$
\begin{align*}
\langle 1| H_{r}|1\rangle= & \frac{1}{2}(A+B)[N(N+1)-1] \\
& +C+\frac{1}{4} \tau(B-A) N(N+1) \tag{7.2}
\end{align*}
$$

for $K=1$,

$$
\begin{align*}
\langle K| H_{r}|K+2\rangle= & \langle K+2| H_{r}|K\rangle \\
= & \frac{1}{4}(B-A)[(N-K)(N-K-1) \\
& \times(N+K+1)(N+K+2)]^{1 / 2} \tag{7.3}
\end{align*}
$$

for $K \neq 0$, and

$$
\begin{align*}
\langle 0| H_{r}|2\rangle= & \langle 2| H_{r}|0\rangle=2^{-3 / 2}(B-A) \\
& \times[N(N-1)(N+1)(N+2)]^{1 / 2} \tag{7.4}
\end{align*}
$$

for $K=0$ and $\tau=1$.
They obey the selection rules

$$
\begin{equation*}
\Delta \lambda \equiv \lambda-\lambda^{\prime}=0, \quad \Delta \tau=\Delta N=0, \quad \Delta K=0, \pm 2 \tag{8}
\end{equation*}
$$

### 2.2. Spin-rotational states in $\boldsymbol{T}_{1}$

For a symmetric top with spin, three sets of commuting operators can be formed (see Appendix in Ref. 1 for commutation relations involving all relevant momenta and their projections on the MCF and LCF axes).

The first set is obtained by adding $\mathbf{S}^{2}$ and $S_{\tilde{z}}$ to the above rotational angular momenta. The EVR wavefunctions $\left|\Gamma_{T} ; N K \widetilde{K}\right\rangle\left(\Gamma_{T}=B_{1 u}\right.$ for the $T_{1}$ state vibrationless wavefunction $\left|\Gamma_{T}\right\rangle$ ) are multiplied by the spin functions $|S \tilde{\sigma}\rangle$, where $S$ is the total spin quantum number and $\tilde{\sigma}$ is an eigenvalue of $S_{\tilde{z}}$. We call this Representation I, the uncoupledspin representation in the LCF.

The second set comprises the operators $\mathbf{S}^{2}, \mathbf{J}^{2}, J_{z}, J_{\tilde{z}}$, and $S_{z}$. The rotational part of their common eigenfunctions is $|J P \widetilde{P}\rangle$ and the spin part is $|S \sigma\rangle$. Here, $J$ is the total angular momentum quantum number and $P, \widetilde{P}$, and $\sigma$ are eigenvalues of $J_{z}, J_{\tilde{z}}$, and $S_{z}$, respectively. This is Representation II, the uncoupled-spin representation in the MCF.

The third set of commuting operators is $\mathbf{S}^{2}, \mathbf{J}^{2}, \mathbf{N}^{2}, N_{z}$, and $J_{\tilde{z}}$, and the corresponding mixed spin-rotational wavefunctions are $|S J N K P\rangle$. This is Representation III, the coupled-spin representation. This notation also will be used for the singlet-state rotational wavefunction, in which case one has

$$
\begin{equation*}
|S J N K \tilde{P}\rangle=\delta_{S 0} \delta_{J N} \delta_{\tilde{P} \tilde{K}}|N K \tilde{K}\rangle \tag{9}
\end{equation*}
$$

Then the symmetrized function (3) is denoted

$$
\begin{equation*}
\left|\Gamma_{r} \lambda \tau S J N K \widetilde{P}\right\rangle=f_{K} 2^{-1 / 2}[|S J N K \widetilde{P}\rangle+\tau|S J N,-K, \widetilde{P}\rangle] \tag{10}
\end{equation*}
$$

for $K \geqslant 0$ and $\tau= \pm 1$, and the expansion (6) for the ground state takes the form
$\left|\Gamma_{S} \Gamma_{r}^{\prime \prime} \lambda^{\prime \prime} \tau^{\prime \prime} S^{\prime \prime} J^{\prime \prime} N^{\prime \prime} i^{\prime \prime} \widetilde{P}^{\prime \prime}\right\rangle$

$$
\begin{equation*}
=\sum_{K^{\prime \prime}} C_{K^{\prime \prime}}^{\left(\Gamma_{S} \Gamma_{r}^{\prime \prime} \lambda^{\prime \prime} \tau^{\prime \prime} S^{\prime \prime} J^{\prime \prime} N^{\prime \prime} i^{\prime \prime}\right)}\left|\Gamma_{r}^{\prime \prime} \lambda^{\prime \prime} \tau^{\prime \prime} S^{\prime \prime} J^{\prime \prime} N^{\prime \prime} K^{\prime \prime} \widetilde{P}^{\prime \prime}\right\rangle \tag{11}
\end{equation*}
$$

where the ground state quantities are double-primed.
The spin-rotational functions can be expanded in terms of products of the pure rotational and spin functions using both uncoupled Representations I and II. According to the momentum-addition rule, ${ }^{37}$ which for Representations I and II can be written $\mathbf{J}=\mathbf{N}+\mathbf{S}$ and $\mathbf{N}=(-\mathbf{S})+\mathbf{J}$, respectively, the expansions have the form ${ }^{1,45}$

$$
\begin{align*}
|S J N K \tilde{P}\rangle= & (-1)^{N-S+\tilde{P}} \sqrt{2 J+1} \\
& \times \sum_{\tilde{K} \tilde{\sigma}}\left(\begin{array}{ccc}
N & S & J \\
\tilde{K} & \tilde{\sigma} & -\tilde{P}
\end{array}\right)|N K \tilde{K} ; S \tilde{\sigma}\rangle, \tag{12}
\end{align*}
$$

$$
\begin{align*}
|S J N K \widetilde{P}\rangle= & (-1)^{S-J+K} \sqrt{2 N+1} \\
& \times \sum_{P \sigma}\left(\begin{array}{ccc}
S & J & N \\
\sigma & P & -K
\end{array}\right)|J P \widetilde{P}\rangle \theta|S \sigma\rangle \tag{13}
\end{align*}
$$

where $\theta$ is the time-reversal operator, ${ }^{37}$

$$
\begin{equation*}
\theta|S \sigma\rangle=(-1)^{S-\sigma}|S,-\sigma\rangle \tag{14}
\end{equation*}
$$

With the use of Eq. (14) the expansion in Eq. (13) can be recast as

$$
\begin{align*}
|S J N K \widetilde{P}\rangle= & \sqrt{2 N+1} \sum_{P \sigma}(-1)^{J+P} \\
& \times\left(\begin{array}{ccc}
J & S & N \\
-P & \sigma & K
\end{array}\right)|J P \widetilde{P} ; S \sigma\rangle, \tag{15}
\end{align*}
$$

where (...) denotes a Wigner 3-J symbol.
We use the symmetrized spin-rotational wavefunctions in the form of Eq. (10) as the basis set for an asymmetric top with spin-spin coupling. Again, the rotational Hamiltonian (1) conserves all quantum numbers except $K$. Its nonvanishing matrix elements in the symmetrized basis (10) calculated with the use of expansion (12) are

$$
\left\langle\Gamma_{r} \lambda \tau S J N K \tilde{P}\right| H_{r}\left|\Gamma_{r} \lambda \tau S J N K^{\prime} \tilde{P}\right\rangle \equiv\langle K| H_{r}\left|K^{\prime}\right\rangle,
$$

where $\langle K| H_{r}\left|K^{\prime}\right\rangle$ is given by (7). The selection rules are the same as in Eq. (8), plus $\Delta J=0$.

### 2.3. Fine structure of the spin-rotational states in $\boldsymbol{T}_{1}$

The Hamiltonian of the spin-spin interaction in the triplet state has the form ${ }^{43}$

$$
\begin{equation*}
H_{S S}=D\left(S_{x}^{2}-\frac{1}{3} \mathbf{S}^{2}\right)+E\left(S_{z}^{2}-S_{y}^{2}\right) \tag{16}
\end{equation*}
$$

where $S_{x, y, z}$ are projections of the spin angular momentum operator on the MCF axes, and $D$ and $E$ are the fine structure splitting constants given in Table II. In a nonrotating molecule $H_{S S}$ has three eigenfunctions,

$$
\begin{equation*}
H_{S S}\left|T_{x, y, z}\right\rangle=T_{x, y, z}\left|T_{x, y, z}\right\rangle \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{z}=-\frac{2}{3} D, \quad T_{y}=\frac{1}{3} D+E, \quad T_{z}=\frac{1}{3} D-E . \tag{18}
\end{equation*}
$$

The eigenfunctions obey the relationships

$$
\begin{equation*}
S_{x}\left|T_{x}\right\rangle=S_{y}\left|T_{y}\right\rangle=S_{z}\left|T_{z}\right\rangle=0 \tag{19}
\end{equation*}
$$

These functions transform as the $x, y, z$ components of a vector under the $D_{2}$ group rotations of the electronic spin variables according to $\Gamma_{\sigma}=B_{3}, B_{2}$, and $B_{1}$, respectively. Since these rotations change only the sign of $S_{x}, S_{y}$, and $S_{z}$, the Hamiltonian (16) is invariant, and hence has no offdiagonal matrix elements. Similarly, the products in Eq. (19) transform by $\Gamma_{\sigma} \times \Gamma_{\sigma}=A$, and hence identically vanish. Thus, Eqs. (18) and (19) are consequences of the symmetry properties of the system.

The above wavefunctions can also be expressed in terms of the spin functions $|S \sigma\rangle$ with a definite spin projection $\sigma,{ }^{38}$

$$
\begin{align*}
& \left|T_{x}\right\rangle=-i 2^{-1 / 2}(|11\rangle-|1,-1\rangle) \\
& \left|T_{y}\right\rangle=2^{-1 / 2}(|11\rangle+|1,-1\rangle) \\
& \left|T_{z}\right\rangle=-i|10\rangle \tag{20}
\end{align*}
$$

Let us define Cartesian components of two traceless tensors, $T_{i j}=\frac{1}{2}\left(S_{i} S_{j}+S_{j} S_{i}\right)-\frac{1}{3} \mathbf{S}^{2} \delta_{i j}, \quad Q_{i j}=Q_{i i} \delta_{i j}, \quad Q_{x x}=\frac{2}{3} D$,
$Q_{y y}=-\frac{1}{3} D-E, \quad Q_{z z}=-\frac{1}{3} D+E$,
and the corresponding spherical tensors $T_{\nu}^{(k)}$ and $Q_{\nu}^{(k)}$ of the second rank $k=2{ }^{37}$ by

$$
\begin{align*}
& T_{0}^{(2)}=-\sqrt{\frac{3}{2}} T_{z z}, \quad T_{ \pm 1}^{(2)}= \pm\left(T_{x z} \pm i T_{y z}\right), \\
& T_{ \pm 2}^{(2)}=-\frac{1}{2}\left(T_{x x}-T_{y y} \pm 2 i T_{x y}\right), \\
& Q_{0}^{(2)}=6^{-1 / 2}(D-3 E), \quad Q_{ \pm 1}^{(2)}=0, \\
& Q_{ \pm 2}^{(2)}=-\frac{1}{2}(D+E), \tag{22}
\end{align*}
$$

with all projections in Eqs. (21) and (22) being taken on the MCF axes. Then Eq. (16) takes the form

$$
\begin{equation*}
H_{S S}=\sum_{\nu=-k}^{k}(-1)^{k-\nu} Q_{\nu}^{(k)} T_{-\nu}^{(k)}, \tag{23}
\end{equation*}
$$

which enables us to invoke the Wigner-Eckart theorem to calculate the relevant matrix elements for a rotating molecule.

Consider first the matrix elements of $H_{S S}$ in the nonsymmetrized basis $|S J N K \widetilde{P}\rangle$. Since $H_{S S}$ commutes with $\mathbf{S}^{2}, \mathbf{J}^{2}$, and $J_{\tilde{z}}$, and does not commute with $\mathbf{N}^{2}$ and $N_{z}$, it is diagonal in $S$, $J$, and $\widetilde{P}$, but not in $N$ and $K$. Introducing the notation

$$
\begin{aligned}
& \langle S J N K \tilde{P}| H_{S S}\left|S^{\prime} J^{\prime} N^{\prime} K^{\prime} \tilde{P}^{\prime}\right\rangle \\
& \quad \equiv \delta_{S S} \delta_{J J^{\prime}} \delta_{\tilde{P} \tilde{P}^{\prime}}\langle N K| H_{S S}\left|N^{\prime} K^{\prime}\right\rangle
\end{aligned}
$$

and inserting expansion (15), we obtain

$$
\begin{align*}
\langle N K| H_{S S}\left|N^{\prime} K^{\prime}\right\rangle \equiv & \left\langle N^{\prime} K^{\prime}\right| H_{S S}|N K\rangle=\sqrt{(2 N+1)\left(2 N^{\prime}+1\right)} \\
& \times \sum_{\nu P \sigma \sigma^{\prime}}(-1)^{2-\nu} Q_{\nu}^{(2)}\left(\begin{array}{ccc}
J & S & N \\
-P & \sigma & K
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
J & S & N^{\prime} \\
-P & \sigma^{\prime} & K^{\prime}
\end{array}\right)\langle S \sigma| T_{-\nu}^{(2)}\left|S \sigma^{\prime}\right\rangle . \tag{24}
\end{align*}
$$

The advantage of using (15) rather than (12) is that both $Q_{\nu}^{(2)}$ and $\langle S \sigma| T_{-\nu}^{(2)}\left|S \sigma^{\prime}\right\rangle$ are independent of the Euler angles, so that the rotational factor is merely $\delta_{J J^{\prime}} \delta_{P P^{\prime}} \delta_{P} \tilde{P}^{\prime}$. The remaining pure spin matrix element in Eq. (24) is calculated by applying the Wigner-Eckart theorem, ${ }^{37}$

$$
\begin{align*}
\langle S \sigma| T_{-\nu}^{(2)}\left|S \sigma^{\prime}\right\rangle= & (-1)^{S-\sigma-1} \\
& \times\left(\begin{array}{ccc}
S & 2 & S \\
-\sigma & -\nu & \sigma^{\prime}
\end{array}\right)\left\langle S\left\|T^{(2)}\right\| S\right\rangle, \tag{25}
\end{align*}
$$

where the reduced matrix element is

$$
\begin{equation*}
\left\langle S\left\|T^{(2)}\right\| S\right\rangle=\frac{1}{2 \sqrt{6}}[(2 S-1) 2 S(2 S+1)(2 S+2)(2 S+3)]^{1 / 2} \tag{26}
\end{equation*}
$$

( $=\sqrt{5}$ for $S=1$ ). Substituting Eqs. (25) and (26) into Eq. (24) and summing, we obtain for $S=1$

$$
\begin{align*}
\langle N K| H_{S S}\left|N^{\prime} K^{\prime}\right\rangle \equiv & \left\langle N^{\prime} K^{\prime}\right| H_{S S}|N K\rangle \\
= & (-1)^{J-K} \sqrt{5(2 N+1)\left(2 N^{\prime}+1\right)} \\
& \times\left(\begin{array}{ccc}
2 & N^{\prime} & N \\
K^{\prime}-K & -K^{\prime} & K
\end{array}\right) \\
& \times\left\{\begin{array}{rrr}
N & N^{\prime} & 2 \\
1 & 1 & J
\end{array}\right\} Q_{K-K^{\prime}}^{(2)}, \tag{27}
\end{align*}
$$

where $\{\ldots\}$ stands for a Wigner 6-J symbol. The following selection rules stem from Eqs. (22) and (27):

$$
\begin{equation*}
\Delta S=\Delta J=0, \quad \Delta N=0, \pm 1, \pm 2, \quad \Delta K=0, \pm 2 \tag{28}
\end{equation*}
$$

Matrix elements (27) also obey the relation

$$
\begin{equation*}
\langle N,-K| H_{S S}\left|N^{\prime},-K^{\prime}\right\rangle \equiv(-1)^{N+N^{\prime}}\langle N K| H_{S S}\left|N^{\prime} K^{\prime}\right\rangle, \tag{29}
\end{equation*}
$$

which is easy to deduce from the symmetry properties of the $3-J$ symbol. ${ }^{37}$

The matrix elements in the symmetrized basis (10) are off-diagonal in $\tau, N$, and $K$. Introducing the notation

$$
\begin{align*}
& \left\langle\Gamma_{r} \lambda \tau S J N K \widetilde{P}\right| H_{S S}\left|\Gamma_{r} \lambda^{\prime} \tau^{\prime} S^{\prime} J^{\prime} N^{\prime} K^{\prime} \tilde{P}^{\prime}\right\rangle \\
& \quad \equiv \delta_{\lambda \lambda^{\prime}} \delta_{S S^{\prime}} \delta_{J J^{\prime}} \delta_{\tilde{P} \tilde{P}}\langle\tau N K| H_{S S}\left|\tau^{\prime} N^{\prime} K^{\prime}\right\rangle \tag{30}
\end{align*}
$$

and applying (29), we find

$$
\begin{aligned}
\langle\tau N K| H_{S S}\left|\tau^{\prime} N^{\prime} K^{\prime}\right\rangle= & f_{K} f_{K^{\prime}}\left[\langle N K| H_{S S}\left|N^{\prime} K^{\prime}\right\rangle\right. \\
& \left.+\tau\langle N,-K| H_{S S}\left|N^{\prime} K^{\prime}\right\rangle\right] .
\end{aligned}
$$

It is easy to verify that the $H_{S S}$ matrix is symmetric in this basis, as well as in the original basis (see Eq. (24)). As is evident from Eq. (30), the following selection rule, in addition to (28), applies to spin-spin coupling:

$$
\begin{equation*}
\Delta \lambda \equiv \lambda-\lambda^{\prime}=0 \tag{31}
\end{equation*}
$$

Explicitly, the nonvanishing matrix elements of $H_{S S}$ in terms of the matrix elements (27) are
$\langle 1 N 0| H_{S S}\left|\tau^{\prime} N^{\prime} 2\right\rangle=\sqrt{2}\langle N 0| H_{S S}\left|N^{\prime} 2\right\rangle$,
$\langle\tau N 1| H_{S S}\left|\tau^{\prime} N^{\prime} 1\right\rangle=\langle N 1| H_{S S}\left|N^{\prime} 1\right\rangle+\tau\langle N,-1| H_{S S}\left|N^{\prime} 1\right\rangle$,
$\langle\tau N K| H_{S S}\left|\tau^{\prime} N^{\prime} K^{\prime}\right\rangle=\langle N K| H_{S S}\left|N^{\prime} K^{\prime}\right\rangle, \quad K+K^{\prime} \neq 2$.
The total Hamiltonian for the triplet state can be written

$$
\begin{equation*}
H_{T}=H_{r}+\varepsilon H_{S S}, \tag{33}
\end{equation*}
$$

where $\varepsilon$ is a parameter to be used in drawing a correlation diagram. Since $H_{T}$ has no matrix elements between symmetrized basis states (10) differing in either $\Gamma_{r}$ or $\lambda$, its eigenfunctions can also be characterized by $\Gamma_{r}$ and $\lambda$ (in addition to the conserved quantum numbers $S, J$, and $\widetilde{P}$ ). Putting a prime on all quantities relating to the triplet state, we obtain the following representation for the wavefunctions:

$$
\begin{align*}
\left|\Gamma_{T} \Gamma_{r}^{\prime} \lambda^{\prime} S^{\prime} J^{\prime} i^{\prime} \tilde{P}^{\prime}\right\rangle= & \sum_{\tau^{\prime} N^{\prime} K^{\prime}} C_{\tau^{\prime} N^{\prime} K^{\prime}}^{\left(\Gamma_{T} \Gamma_{r}^{\prime} \lambda^{\prime} S^{\prime} J^{\prime} i^{\prime}\right)} \\
& \times\left|\Gamma_{r}^{\prime} \lambda^{\prime} \tau^{\prime} S^{\prime} J^{\prime} N^{\prime} K^{\prime} \tilde{P}^{\prime}\right\rangle \tag{34}
\end{align*}
$$

where $i^{\prime}$ labels the eigenvalues of $H_{T}$ for a given $\Gamma_{r}^{\prime}, \lambda^{\prime}$, $S^{\prime}, J^{\prime}$. For any given $J^{\prime}, \Gamma_{r}^{\prime}$ runs over the IR's of the $D_{2}$ group, and, for each $\Gamma_{r}^{\prime}$, the $\lambda^{\prime}$ assumes a definite value from Table III. The summation on the right-hand side of Eq. (34) is taken over $N^{\prime}=J^{\prime}, J^{\prime} \pm 1 ; K^{\prime}$ runs from 0 to $N^{\prime}$ over even or odd values for a given $\Gamma_{r}^{\prime}$, according to Table III, and the sum over $\tau^{\prime}$ involves only a single term, since $\tau^{\prime}$ is uniquely fixed by $\lambda^{\prime}$ and $N^{\prime}$ according to the definition in Eq. (5).

### 2.4. Singlet contamination of the triplet state

The triplet state is assumed to be mixed, via spin-orbit coupling, with an excited singlet state $S_{n}$ having $\Gamma_{S_{n}}=B_{2 u}$ symmetry, ${ }^{26,31}$ giving it radiative character. (We do not consider a mixing of the ground state with an excited triplet state $T_{n}$, which may be of importance in pyrazine. ${ }^{46}$ ) The intensities in the $T_{1} \leftarrow S_{0}$ absorption spectra depend on the degree of this mixing. We first consider general constraints, due to the Pauli principle, on the symmetry species of levels that can mix with one another. These restrictions are independent of the form of the particular mixing operator.

Let $\psi$ and $\psi^{\prime}$ stand for the total wavefunctions of the states that are coupled via some interaction Hamiltonian $H_{\text {int }}$. They are represented as products of the electronic, vibrational, rotational, and nuclear-spin wavefunctions,

$$
\psi=\psi_{e} \psi_{v} \psi_{r} \psi_{n s}, \quad \psi^{\prime}=\psi_{e}^{\prime} \psi_{v}^{\prime} \psi_{r}^{\prime} \psi_{n s}^{\prime}
$$

whose symmetry properties depend on their behavior with respect to the feasible permutations ${ }^{47}$ of the nuclei. Every such permutation $P$ can be performed by a rotation $R \in D_{2}$. This is done in three steps. First, the MCF is rotated with respect to the LCF, which results in the transformation $\psi_{r} \rightarrow \Gamma_{r} \psi_{r}$, where $\Gamma_{r}$ is an IR of $D_{2}$. Second, the electronic coordinates and nuclear displacements must be returned to their initial values by the inverse rotation $R^{-1}$; in $D_{2}$, it is the same as $R$. This leads to $\psi_{e} \psi_{v} \rightarrow\left(\Gamma_{e} \psi_{e}\right)\left(\Gamma_{v} \psi_{v}\right)$, where $\Gamma_{e}$ and $\Gamma_{v}$ are again IR's of $D_{2}$. Third, the permutation $P$ is applied to the nuclear spin variables, resulting in $\psi_{n s}$ $\rightarrow \Gamma_{n s} \psi_{n s}$. Since the set of three feasible permutations plus the identity (no rotation) operator constitute a group isomorphic to $D_{2}, \Gamma_{n s}$ is an IR of $D_{2}$ as well.

The symmetry species of the total wavefunction with respect to the feasible permutations is therefore the product of the symmetry species of each of the components,

$$
\begin{equation*}
\Gamma=\Gamma_{e} \Gamma_{v} \Gamma_{r} \Gamma_{n s}, \quad \Gamma^{\prime}=\Gamma_{e}^{\prime} \Gamma_{v}^{\prime} \Gamma_{r}^{\prime} \Gamma_{n s}^{\prime} \tag{35}
\end{equation*}
$$

TABLE IV. Symmetry species $\Gamma_{r}$ and $\Gamma_{r^{\prime}}$ of the rotational sublevels of the vibrationless $B_{1 u}$ and $B_{2 u}$ states, respectively, that will mix via an arbitrary coupling independent of nuclear spin. The symmetry species of the corresponding nuclear spin wavefunctions, $\Gamma_{n s}$, are also given.

| $\Gamma_{r}$ | $\Gamma_{r}^{\prime}$ | $\Gamma_{n s}$ |
| :--- | :---: | :---: |
| $A$ | $B_{3}$ | $B_{1}$ |
| $B_{1}$ | $B_{2}$ | $A$ |
| $B_{2}$ | $B_{1}$ | $B_{3}$ |
| $B_{3}$ | $A$ | $B_{2}$ |

These permutations involve spinless carbon nuclei, spin-one nitrogen nuclei, and an even number (two or four) of protons whose total spin is again an integer. Then, according to the Pauli principle, the total wavefunction must be invariant under the feasible permutations of the nuclei, i.e.,

$$
\begin{equation*}
\Gamma=\Gamma^{\prime}=A \tag{36}
\end{equation*}
$$

where $A$ is the totally symmetric representation of $D_{2}$.
Now, the interaction Hamiltonian $H_{\text {int }}$ of interest is independent of nuclear spin. This means that $\psi_{n s}=\psi_{n s}^{\prime}$ and $\Gamma_{n s}=\Gamma_{n s}^{\prime}$. Combining this with Eqs. (35) and (36) yields the final relation

$$
\begin{equation*}
\Gamma_{e} \Gamma_{v} \Gamma_{r}=\Gamma_{e}^{\prime} \Gamma_{v}^{\prime} \Gamma_{r}^{\prime}=\Gamma_{n s} \tag{37}
\end{equation*}
$$

For the mixing of the vibrationless $S_{n}$ and $T_{1}$ states one has $\Gamma_{e}=B_{2 u}, \Gamma_{e}^{\prime}=B_{1 u}$, and $\Gamma_{v}=\Gamma_{v}^{\prime}=A_{g}$. Then Eq. (37) reduces to $B_{2} \Gamma_{r}=B_{1} \Gamma_{r}^{\prime}=\Gamma_{n s}$, where the $D_{2}$ group IR's are used instead of $D_{2 h}$. Table IV shows the symmetry species of the rotational levels that are allowed to mix according to this result.

Next, we derive an expression for matrix elements of the spin-orbit Hamiltonian $H_{\text {so }}$, which couples $T_{1}$ to the singlet manifold $S_{n}$. In the Hartree-Fock self-consistent field approximation, $H_{\text {so }}$ is represented by a sum of one-electron operators, each acting on the coordinates of a single electron, ${ }^{1,34}$

$$
\begin{equation*}
H_{\mathrm{so}}=\sum_{a} \mathbf{b}_{a} \cdot \mathbf{s}_{a}, \tag{38}
\end{equation*}
$$

where $\mathbf{b}_{a}$ is a body-fixed vector whose components in the MCF depend on the Cartesian coordinates of the $a$ th electron and on the nuclear displacements, and $\mathbf{s}_{a}$ is the spin operator of the $a$ th electron. Equation (38) can be further simplified providing that the electronic states of interest are the ground state and only one-electron excited states. For instance, the ${ }^{1} B_{2 u}$ and ${ }^{3} B_{1 u}$ states of pyrazine are formed by promoting a single electron from the filled $\pi_{2}$ and $n_{+}$orbitals, respectively, to the empty orbital $\pi_{4}^{*} \cdot{ }^{31,48}$ Then the summation in Eq. (38) can be taken over two electrons,

$$
\begin{equation*}
H_{\mathrm{so}}=\mathbf{b}_{1} \cdot \mathbf{s}_{1}+\mathbf{b}_{2} \cdot \mathbf{s}_{2} . \tag{39}
\end{equation*}
$$

The equivalence of Eqs. (38) and (39) can be proved by a straightforward calculation, e.g., using the method of second quantization. ${ }^{37}$

In order to calculate the $S_{n}-T_{1}$ vibronic matrix element of $H_{\text {so }}$, Eq. (39), we note that the spatial part of the elec-
tronic wavefunction is symmetric under electron permutations for the singlet state and antisymmetric for the triplet state. Then, the vector

$$
\begin{equation*}
\mathbf{c} \equiv\left\langle\Gamma_{S_{n}}\right| \mathbf{b}_{1}\left|\Gamma_{T}\right\rangle=-\left\langle\Gamma_{S_{n}}\right| \mathbf{b}_{2}\left|\Gamma_{T}\right\rangle \tag{40}
\end{equation*}
$$

can be defined for each participating singlet state, and the desired matrix element takes the form

$$
\begin{equation*}
\left\langle\Gamma_{S_{n}}\right| H_{\mathrm{so}}\left|\Gamma_{T}\right\rangle=\mathbf{c G}=\sum_{\sigma=0, \pm 1}(-1)^{1-\sigma} c_{\sigma}^{(1)} G_{-\sigma}^{(1)}, \tag{41}
\end{equation*}
$$

where $\mathbf{G}=\mathbf{s}_{1}-\mathbf{s}_{2}$. The components of the first-rank spherical tensors are defined as ${ }^{37}$

$$
\begin{equation*}
c_{0}^{(1)}=i c_{z}, \quad c_{ \pm 1}^{(1)}=\mp i 2^{-1 / 2}\left(c_{x} \pm i c_{y}\right), \tag{42}
\end{equation*}
$$

and similarly for $G_{\sigma}^{(1)}$. The matrix elements of $G_{\sigma}^{(1)}$ over the spin functions $|S \sigma\rangle$ are easily calculated to give

$$
\begin{equation*}
\langle 00|(-1)^{1-\sigma} G_{-\sigma}^{(1)}\left|1 \sigma^{\prime}\right\rangle=-i \delta_{\sigma \sigma^{\prime}} . \tag{43}
\end{equation*}
$$

In the particular case of pyrazine, the spatial parts of the electronic wave functions can be written in terms of oneelectron orbitals as

$$
\begin{aligned}
& \left|\Gamma_{S_{n}}\right\rangle=2^{-1 / 2}\left[\pi_{2}\left(\mathbf{r}_{1}\right) \pi_{4}^{*}\left(\mathbf{r}_{2}\right)+\pi_{2}\left(\mathbf{r}_{2}\right) \pi_{4}^{*}\left(\mathbf{r}_{1}\right)\right], \\
& \left|\Gamma_{T}\right\rangle=2^{-1 / 2}\left[n_{+}\left(\mathbf{r}_{1}\right) \pi_{4}^{*}\left(\mathbf{r}_{2}\right)-n_{+}\left(\mathbf{r}_{2}\right) \pi_{4}^{*}\left(\mathbf{r}_{1}\right)\right],
\end{aligned}
$$

where $\mathbf{r}_{1,2}$ are the coordinates of the two electrons. Then,

$$
\mathbf{c}=\frac{1}{2}\left\langle\pi_{2}\right| \mathbf{b}\left|n_{+}\right\rangle .
$$

Since $\pi_{2}$ and $n_{+}$transform as $B_{3}$ and $A$, respectively, the vector $\mathbf{c}$ has only one nonvanishing component,

$$
\begin{equation*}
c_{x}=\frac{1}{2}\left\langle\pi_{2}\right| b_{x}\left|n_{+}\right\rangle \equiv v_{\mathrm{so}} \sqrt{2}, \quad c_{y}=c_{z}=0, \tag{44}
\end{equation*}
$$

where the spin-orbit coupling parameter is $v_{\text {so }}$.
Using Eq. (44), we recast Eq. (42) as

$$
\begin{equation*}
c_{\sigma}^{(1)}=-i \sigma v_{\mathrm{so}} \tag{45}
\end{equation*}
$$

From Eqs. (20), (43), and (45) we deduce that only the $T_{x}$ triplet sublevel is contaminated with the $S_{n}$ singlet via spinorbit coupling (41). This result is a consequence of symmetry. ${ }^{38}$ Indeed, $H_{\text {so }}$ is invariant under the $D_{2}$ group transformations of the electronic space and spin coordinates and nuclear displacements. Hence, a vibrationless triplet level $\left|\Gamma_{T} \Gamma_{\sigma}\right\rangle$ can be mixed with a vibrationless singlet $\left|\Gamma_{S_{n}}\right\rangle$ only when $\Gamma_{T} \times \Gamma_{\sigma}=\Gamma_{S_{n}}$. For $\Gamma_{T}=B_{1}$ and $\Gamma_{S_{n}}=B_{2}$, it follows that only the $T_{x}$ level with $\Gamma_{\sigma}=B_{3}$ mixes with the singlet.

Next, we calculate the spin-rotational matrix elements of Eq. (41),

$$
\begin{align*}
& \langle S J N K \widetilde{P}| H_{\mathrm{so}}\left|S^{\prime} J^{\prime} N^{\prime} K^{\prime} \tilde{P}^{\prime}\right\rangle \\
& \quad \equiv \delta_{J N} \delta_{J J^{\prime}} \delta_{\tilde{P} \tilde{P}^{\prime}}\langle K| H_{\mathrm{so}}\left|J^{\prime} N^{\prime} K^{\prime}\right\rangle, \tag{46}
\end{align*}
$$

where $S=0$ and $S^{\prime}=1$. Now $H_{\text {so }}$ denotes $\left\langle\Gamma_{S_{n}}\right| H_{\text {so }}\left|\Gamma_{T}\right\rangle$, and standard notation is used for the singlet and triplet wavefunc-
tions (see Eq. (9)). Inserting Eq. (41) and the spin-rotational functions in the form of expansion (15), we obtain after simple algebra ${ }^{1}$

$$
\begin{align*}
\langle K| H_{\mathrm{so}}\left|J^{\prime} N^{\prime} K^{\prime}\right\rangle= & v_{\mathrm{so}}(-1)^{J^{\prime}-K+1} \sqrt{2 N^{\prime}+1} \\
& \times \sum_{\sigma^{\prime}= \pm 1} \sigma^{\prime}\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-K & \sigma^{\prime} & K^{\prime}
\end{array}\right), \tag{47}
\end{align*}
$$

where use was made of Eqs. (43) and (45). These matrix elements have the obvious property

$$
\begin{equation*}
\langle-K| H_{\mathrm{so}}\left|J^{\prime} N^{\prime},-K^{\prime}\right\rangle \equiv(-1)^{N+N^{\prime}}\langle K| H_{\mathrm{so}}\left|J^{\prime} N^{\prime} K^{\prime}\right\rangle, \tag{48}
\end{equation*}
$$

where $N=J^{\prime}$ according to Eq. (46). The matrix elements of $H_{\text {so }}$ in the symmetrized basis (10),

$$
\begin{align*}
& \left\langle\Gamma_{r} \lambda \tau S J N K \widetilde{P}\right| H_{\mathrm{so}}\left|\Gamma_{r}^{\prime} \lambda^{\prime} \tau^{\prime} S^{\prime} J^{\prime} N^{\prime} K^{\prime} \widetilde{P}^{\prime}\right\rangle \\
& \quad \equiv \delta_{\lambda \lambda^{\prime}} \delta_{J N} \delta_{J J^{\prime}} \delta_{\tilde{P} \tilde{P},},\langle\tau K| H_{\mathrm{so}}\left|\tau^{\prime} J^{\prime} N^{\prime} K^{\prime}\right\rangle \tag{49}
\end{align*}
$$

can be expressed in terms of (47):

$$
\begin{align*}
\langle\tau K| H_{\mathrm{so}}\left|\tau^{\prime} J^{\prime} N^{\prime} K^{\prime}\right\rangle= & f_{K} f_{K^{\prime}}\left[\langle K| H_{\mathrm{so}}\left|J^{\prime} N^{\prime} K^{\prime}\right\rangle\right. \\
& \left.+\tau^{\prime}\langle K| H_{\mathrm{so}}\left|J^{\prime} N^{\prime},-K^{\prime}\right\rangle\right], \tag{50}
\end{align*}
$$

where use was made of Eq. (48). The selection rules for the matrix elements (49) are

$$
\begin{align*}
& \Delta \lambda=0, \quad \Delta S= \pm 1, \quad \Delta J=0 \\
& \Delta N=0, \pm 1, \quad \Delta K= \pm 1 \tag{51}
\end{align*}
$$

We see that $H_{\text {so }}$ conserves $\lambda$ and changes $K$ by one. According to Table III, this means that $H_{\text {so }}$ mixes the states of the following rotational symmetries $\Gamma_{r}: B_{1} \leftrightarrow B_{2}$ and $B_{3} \leftrightarrow A$. In other words, $H_{\text {so }}$ satisfies the general requirements for a mixing operator as displayed in Table IV. Substituting Eq. (47) into (50), we obtain

$$
\begin{align*}
\langle\tau K| H_{\mathrm{so}}\left|\tau^{\prime} J^{\prime} N^{\prime} K^{\prime}\right\rangle= & v_{\mathrm{s} a} f_{K} f_{K^{\prime}}(-1)^{J^{\prime}-K+1} \sqrt{2 N^{\prime}+1} \\
& \times \sum_{\sigma^{\prime}= \pm 1} \sigma^{\prime}\left[\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-K & \sigma^{\prime} & K^{\prime}
\end{array}\right)\right. \\
& \left.+\tau^{\prime}\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-K & \sigma^{\prime} & -K^{\prime}
\end{array}\right)\right] \tag{52}
\end{align*}
$$

Penner et al. ${ }^{25}$ introduced the conjecture of a so-called $M_{J^{\prime}}$ selectivity of the spin-orbit coupling, assuming that, out of a manifold of triplet states with given $J^{\prime}$, a single state with $M_{J^{\prime}}=0$ borrows oscillator strength from an excited singlet. This is shown to be incorrect by our Eq. (52). It is easy to verify that for every $J^{\prime} \geqslant 1$, all $3\left(2 J^{\prime}+1\right)$ triplet sublevels borrow oscillator strength from $S_{n}$.

The next step is to calculate the singlet-contaminated triplet wave function,

$$
\begin{align*}
& \left|\Gamma_{T} ; \Gamma_{r}^{\prime} \lambda^{\prime} \tau^{\prime} S^{\prime} J^{\prime} N^{\prime} K^{\prime} \tilde{P}^{\prime}\right\rangle \\
& \\
& \quad \rightarrow \sum \frac{\left\langle\Gamma_{r} \lambda \tau S J N K \tilde{P}\right| H_{\mathrm{so}}\left|\Gamma_{r}^{\prime} \lambda^{\prime} \tau^{\prime} S^{\prime} J^{\prime} N^{\prime} K^{\prime} \tilde{P}^{\prime}\right\rangle}{E_{T}-E_{S_{n}}}  \tag{53}\\
& \quad \times\left|\Gamma_{S_{n}} ; \Gamma_{r} \lambda \tau S J N K \widetilde{P}\right\rangle,
\end{align*}
$$

where the unperturbed triplet function is omitted and the sum is taken over all quantum numbers of the $S_{n}$ state. The energy denominator depends on the quantum numbers of the participating states, and in general Eq. (53) depends on the rotational constants of the contaminating singlet state. However, in pyrazine the $S_{n}$ state is assumed to lie at a much higher energy than the $T_{1}$ state, in which case the purely electronic energy gap $\Delta E$ between $S_{n}$ and $T_{1}$ can be substituted for the energy denominator in Eq. (53). We also note that, strictly speaking, the linear combinations (34) found after diagonalizing the total triplet-state Hamiltonian (33) rather than the basis functions (10) should be corrected for the contamination with $S_{n}$. However, after making the above approximation to the energy denominator, we obtain the same result by calculating (53) and inserting it into (34). Finally, the symmetric top wavefunctions for the $S_{n}$ state are used in Eq. (53), thus neglecting the $S_{n}$ asymmetry effect. As a result, the mixing of the triplet state is independent of the rotational constants of the contaminating singlet state.

Inserting Eqs. (49) and (52) into (53) yields

$$
\begin{align*}
\mid \Gamma_{T} ; & \left.\Gamma_{r}^{\prime} \lambda^{\prime} \tau^{\prime} S^{\prime} J^{\prime} N^{\prime} K^{\prime} \widetilde{P}^{\prime}\right\rangle \\
\rightarrow & \frac{1}{\Delta E} \sum \delta_{\lambda \lambda^{\prime}} \delta_{J N} \delta_{J J^{\prime}} \delta_{\tilde{P} \tilde{P}^{\prime}} \\
& \times\langle\tau K| H_{\mathrm{so}}\left|\tau^{\prime} J^{\prime} N^{\prime} K^{\prime}\right\rangle\left|\Gamma_{S_{n}} ; \Gamma_{r} \lambda \tau S J N K \widetilde{P}\right\rangle \\
= & \frac{v_{\text {so }}}{\Delta E} \sum_{P^{\prime}=0}^{J^{\prime}} f_{P^{\prime}} f_{K^{\prime}}(-1)^{J^{\prime}-P^{\prime}+1} \sqrt{2 N^{\prime}+1} \\
& \times \sum_{\sigma^{\prime}= \pm 1} \sigma^{\prime}\left[\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-P^{\prime} & \sigma^{\prime} & K^{\prime}
\end{array}\right)\right. \\
& \left.+\tau^{\prime}\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-P^{\prime} & \sigma^{\prime} & -K^{\prime}
\end{array}\right)\right]\left|\Gamma_{S_{n}} ; \Gamma_{r} \lambda^{\prime} \tau S J^{\prime} J^{\prime} P^{\prime} \widetilde{P}^{\prime}\right\rangle \tag{54}
\end{align*}
$$

where we changed the notation $K$ to $P^{\prime}$ following the convention that $K$ is a projection of $\mathbf{N}$ and $P$ is a projection of $\mathbf{J}$. In the singlet function, $\tau$ is fixed by the condition that $\lambda=\lambda^{\prime}$, which yields (see the definition of $\lambda$ in Eq. (5))

$$
\begin{equation*}
\tau=\tau^{\prime}(-1)^{J^{\prime}+N^{\prime}} \tag{55}
\end{equation*}
$$

Equation (54) can be derived in a different way. First, we calculate the contaminated triplet spin wavefunction neglecting rotations and using Eqs. (41), (43), and (45),

$$
\begin{align*}
\left|\Gamma_{T} ; S^{\prime} \sigma^{\prime}\right\rangle & \rightarrow \frac{1}{\Delta E}\left\langle\Gamma_{S_{n}} ; 00\right| H_{\mathrm{so}}\left|\Gamma_{T} ; S^{\prime} \sigma^{\prime}\right\rangle\left|\Gamma_{S_{n}} ; 00\right\rangle \\
& =-\frac{v_{\mathrm{so}}}{\Delta E} \sigma^{\prime}\left|\Gamma_{S_{n}} ; 00\right\rangle \tag{56}
\end{align*}
$$

Then, we insert this into expansions (10) and (15) for the symmetrized spin-rotational function,

$$
\begin{align*}
&\left|\Gamma_{T} ; \Gamma_{r}^{\prime} \lambda^{\prime} \tau^{\prime} S^{\prime} J^{\prime} N^{\prime} K^{\prime} \tilde{P}^{\prime}\right\rangle \\
& \rightarrow-\frac{v_{\mathrm{so}}}{\Delta E} f_{K^{\prime}} 2^{-1 / 2} \sqrt{2 N^{\prime}+1} \sum_{P^{\prime}=-J^{\prime}}^{J^{\prime}}(-1)^{J^{\prime}+P^{\prime}} \\
& \times \sum_{\sigma^{\prime}= \pm 1} \sigma^{\prime}\left[\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-P^{\prime} & \sigma^{\prime} & K^{\prime}
\end{array}\right)\right. \\
&\left.+\tau^{\prime}\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-P^{\prime} & \sigma^{\prime} & -K^{\prime}
\end{array}\right)\right]\left|\Gamma_{S_{n}} ; J^{\prime} P^{\prime} \tilde{P}^{\prime} ; 00\right\rangle \tag{57}
\end{align*}
$$

Here, the singlet wavefunction must also be symmetrized. We rename the summation variables, $P^{\prime} \rightarrow K$ and $\sigma^{\prime} \rightarrow \sigma$, and recast the sum over $K$ as

$$
\begin{align*}
& \sum_{K=0}^{J^{\prime}} f_{K}^{2}(-1)^{J^{\prime}+K} \sum_{\sigma= \pm 1} \sigma\left[\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-K & \sigma & K^{\prime}
\end{array}\right)\right. \\
& \left.\quad+\tau^{\prime}\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-K & \sigma & -K^{\prime}
\end{array}\right)\right]\left|\Gamma_{S_{n}} ; J^{\prime} K \widetilde{P}^{\prime} ; 00\right\rangle \\
& \quad+\sum_{K=0}^{J^{\prime}} f_{K}^{2}(-1)^{J^{\prime}-K} \sum_{\sigma= \pm 1} \sigma\left[\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
K & \sigma & K^{\prime}
\end{array}\right)\right. \\
& \left.\quad+\tau^{\prime}\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
K & \sigma & -K^{\prime}
\end{array}\right)\right]\left|\Gamma_{S_{n}} ; J^{\prime},-K, \tilde{P}^{\prime} ; 00\right\rangle \tag{58}
\end{align*}
$$

In the second term of Eq. (58) we change the sign of the summation variable, $\sigma \rightarrow-\sigma$. Using the symmetry properties of the 3-J symbols ${ }^{37}$ and the identity $\left(\tau^{\prime}\right)^{2}=1$, we rewrite Eq. (58) in the form

$$
\begin{align*}
& \sum_{K=0}^{J^{\prime}} f_{K}^{2}(-1)^{J^{\prime}+K} \sum_{\sigma= \pm 1} \sigma\left[\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-K & \sigma & K^{\prime}
\end{array}\right)\right. \\
& \left.\quad+\tau^{\prime}\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-K & \sigma & -K^{\prime}
\end{array}\right)\right]\left[\left|J^{\prime} K \widetilde{P}^{\prime}\right\rangle\right. \\
& \left.\quad+\tau\left|J^{\prime},-K, \widetilde{P}^{\prime}\right\rangle\right]\left|\Gamma_{S_{n}} ; 00\right\rangle \tag{59}
\end{align*}
$$

where $\tau$ is given by Eq. (55). By definitions (3)-(5), (9), and (10), the total wavefunction in Eq. (59) can be written

$$
\begin{equation*}
2^{1 / 2} f_{K}^{-1}\left|\Gamma_{S_{n}} ; \Gamma_{r} \lambda \tau S J^{\prime} J^{\prime} K \widetilde{P}^{\prime} ; 00\right\rangle \tag{60}
\end{equation*}
$$

with $\lambda \equiv \tau(-1)^{J^{\prime}}=\tau^{\prime}(-1)^{N^{\prime}}=\lambda^{\prime}$. Then inserting Eqs. (58)-(60) into (57) again leads to Eq. (54).

### 2.5. Intensities of individual singlet-triplet transitions

Contamination of the triplet state with the singlet state $S_{n}$ results in a nonzero transition moment $\left\langle\Gamma_{S}\right| \boldsymbol{\mu}\left|\Gamma_{T} \Gamma_{\sigma}\right\rangle$, which is proportional to $\left\langle\Gamma_{S}\right| \boldsymbol{\mu}\left|\Gamma_{S_{n}}\right\rangle$, where $\boldsymbol{\mu}$ is the electric dipole moment operator. The only nonvanishing component of the transition moment in the MCF for $\Gamma_{S}=A_{1 g}$ and $\Gamma_{S_{n}}$ $=B_{2 u}$ is $\left\langle\Gamma_{S}\right| \mu_{y}\left|\Gamma_{S_{n}}\right\rangle$ since the symmetry species of $\mu_{y}$ is $B_{2 u}$. The corresponding Hougen intensity parameter $\mu\left(B_{3 g}\right)^{38}$ can be introduced by the relationship

$$
\begin{equation*}
\mu\left(B_{3 g}\right)=\sqrt{2} \frac{v_{\text {so }}}{\Delta E}\left\langle\Gamma_{S}\right| \mu_{y}\left|\Gamma_{S_{n}}\right\rangle \equiv \frac{c_{x} \mu_{y}}{\Delta E}, \tag{61}
\end{equation*}
$$

where $\mu_{y}$ now stands for the matrix element and the notation $\mu\left(B_{3 g}\right)$ reflects the fact that the triplet sublevel $T_{x}$ borrowing the $B_{2 u} \leftarrow A_{1 g}$ oscillator strength belongs to the symmetry species $\Gamma_{\sigma}=B_{3 g}$.

The intensity of an individual transition is given by
$I\left(\Gamma_{T} \Gamma_{r}^{\prime} \lambda S^{\prime} J^{\prime} i^{\prime} \leftarrow \Gamma_{S} \Gamma_{r}^{\prime \prime} \lambda^{\prime \prime} \tau^{\prime \prime} S^{\prime \prime} J^{\prime \prime} N^{\prime \prime} i^{\prime \prime}\right)$
$\left.=3 \sum_{P_{P}^{\prime} \bar{P}^{\prime \prime}}\left|\left\langle\Gamma_{T} ; \Gamma_{r}^{\prime} \lambda^{\prime} S^{\prime} J^{\prime} i^{\prime} \tilde{P}^{\prime}\right| \boldsymbol{\mu} \cdot \mathbf{e}\right| \Gamma_{S} ; \Gamma_{r}^{\prime \prime} \lambda^{\prime \prime} \tau^{\prime \prime} S^{\prime \prime} J^{\prime \prime} N^{\prime \prime} i^{\prime \prime} \widetilde{P}^{\prime \prime}\right\rangle\left.\right|^{2}$,
where $\mathbf{e}$ is a unit vector in the direction of the electric field. Defining the first-rank spherical tensor components of $\mu$ and e both in the LCF and MCF by the relations given in Eq. (42), e.g.,

$$
\begin{equation*}
e_{\tilde{0}}^{(1)}=i e_{\tilde{z}}, \quad e_{ \pm \tilde{1}}^{(1)}=\mp i 2^{-1 / 2}\left(e_{\tilde{x}} \pm i e_{\tilde{y}}\right) \tag{63}
\end{equation*}
$$

and similarly for $\boldsymbol{\mu}$ where a tilde indicates the LCF axes, we have

$$
\begin{equation*}
\boldsymbol{\mu} \cdot \mathbf{e}=\sum_{\tilde{\sigma}=0, \pm 1}(-1)^{1-\tilde{\sigma}} \mu_{\tilde{\sigma}}^{(1)} e_{-\tilde{\sigma}}^{(1)} \tag{64}
\end{equation*}
$$

which is similar to Eq. (41), except that projections are taken in the LCF rather than MCF. The LCF projections can be expressed in terms of the MCF projections ${ }^{37}$ :

$$
\begin{equation*}
\mu_{\tilde{\sigma}}^{(1)}=\sum_{\sigma=0, \pm 1} D_{\sigma \tilde{\sigma}}^{(1)} \mu_{\sigma}^{(1)} \tag{65}
\end{equation*}
$$

In Eqs. (64) and (65), $\mu_{\sigma}^{(1)}$ and $e_{-\tilde{\sigma}}^{(1)}$ are invariant with respect to rotations, whereas the Wigner functions $D_{\sigma \tilde{\sigma}}^{(1)}$ depend on the Euler angles. We substitute Eqs. (64), (65) and expansions (11) and (34) into Eq. (62), obtaining

$$
\begin{align*}
I\left(\Gamma_{T} \Gamma_{r}^{\prime} \lambda^{\prime} S^{\prime} J^{\prime} i^{\prime}\right. & \left.\leftarrow \Gamma_{S} \Gamma_{r}^{\prime \prime} \lambda^{\prime \prime} \tau^{\prime \prime} S^{\prime \prime} J^{\prime \prime} N^{\prime \prime} i^{\prime \prime}\right) \\
& =3 \sum_{P^{\prime}, \tilde{P}^{\prime \prime}}\left|\sum_{N^{\prime} K^{\prime} K^{\prime \prime}} C_{N^{\prime} K^{\prime}}^{\left(i^{\prime}\right)} C_{K^{\prime \prime}}^{\left(i^{\prime \prime}\right)} M_{1}\right|^{2}, \tag{66}
\end{align*}
$$

where we omitted some indices of the coefficients of expansions (11) and (34), and

$$
\begin{equation*}
M_{1}=\left\langle\Gamma_{T} ; \Gamma_{r}^{\prime} \lambda^{\prime} \tau^{\prime} S^{\prime} J^{\prime} N^{\prime} K^{\prime} \widetilde{P}^{\prime}\right| \sum_{\sigma \tilde{\sigma}}(-1)^{1-\bar{\sigma}} D_{\sigma \tilde{\sigma}}^{(1)} \mu_{\sigma}^{(1)} e_{-\tilde{\sigma}}^{(1)}\left|\Gamma_{S} ; \Gamma_{r}^{\prime \prime} \lambda^{\prime \prime} \tau^{\prime \prime} S^{\prime \prime} J^{\prime \prime} N^{\prime \prime} K^{\prime \prime} \widetilde{P}^{\prime \prime}\right\rangle \tag{67}
\end{equation*}
$$

The triplet function is approximated by Eq. (54),

$$
\begin{aligned}
M_{1}= & \frac{v_{\mathrm{so}}}{\Delta E} \sum_{P^{\prime}} f_{P^{\prime}} f_{K^{\prime}}(-1)^{J^{\prime}-P^{\prime}+1} \sqrt{2 N^{\prime}+1} \\
& \times \sum_{\sigma^{\prime}= \pm 1} \sigma^{\prime}\left[\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-P^{\prime} & \sigma^{\prime} & K^{\prime}
\end{array}\right)\right.
\end{aligned}
$$

$$
\left.+\tau^{\prime}\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime}  \tag{68}\\
-P^{\prime} & \sigma^{\prime} & -K^{\prime}
\end{array}\right)\right] M_{2}
$$

where

$$
\begin{equation*}
M_{2}=\left\langle\Gamma_{S_{n}} ; \Gamma_{r} \lambda^{\prime} \tau S J^{\prime} J^{\prime} P^{\prime} \tilde{P}^{\prime}\right| \sum_{\sigma \tilde{\sigma}}(-1)^{1-\bar{\sigma}} D_{\sigma \tilde{\sigma}}^{(1)} \mu_{\sigma}^{(1)} e_{-\tilde{\sigma}}^{(1)}\left|\Gamma_{S} ; \Gamma_{r}^{\prime \prime} \lambda^{\prime \prime} \tau^{\prime \prime} S^{\prime \prime} J^{\prime \prime} N^{\prime \prime} K^{\prime \prime} \widetilde{P}^{\prime \prime}\right\rangle \tag{69}
\end{equation*}
$$

and $\tau$ is given by Eq. (55). The electronic factor in Eq. (69) is

$$
\begin{equation*}
\left\langle\Gamma_{S_{n}}\right| \mu_{\sigma}^{(1)}\left|\Gamma_{S}\right\rangle=|\sigma| \mu_{y} / \sqrt{2} \tag{70}
\end{equation*}
$$

We will choose the LCF axis $\tilde{z}$ along the electric field, since the result is independent of the field direction. Then from Eq. (63) we have $e_{\tilde{0}}^{(1)}=i, e_{ \pm \tilde{z}}^{(1)}=0$, and Eq. (69) becomes $M_{2}=-i \mu_{y} M_{3} / \sqrt{2}$, where
$M_{3}=\left\langle\Gamma_{r} \lambda^{\prime} \tau S J^{\prime} J^{\prime} P^{\prime} \widetilde{P}^{\prime}\right| \sum_{\sigma= \pm 1} D_{\sigma \tilde{0}}^{(1)}\left|\Gamma_{r}^{\prime \prime} \lambda^{\prime \prime} \tau^{\prime \prime} S^{\prime \prime} J^{\prime \prime} N^{\prime \prime} K^{\prime \prime} \widetilde{P}^{\prime \prime}\right\rangle$
is the rotational factor. This matrix element can be expressed
in terms of the integral of a product of three Wigner functions. ${ }^{37}$ With the use of Eqs. (9), (10), and (55) the rotational factor becomes

$$
\begin{aligned}
M_{3}= & f_{P^{\prime}} f_{K^{\prime \prime}} \delta_{\lambda^{\prime},-\lambda^{\prime \prime}}\left[\left\langle J^{\prime} K \widetilde{P}\right| \sum_{\sigma= \pm 1} D_{\sigma 0}^{(1)}\left|J^{\prime \prime} K^{\prime \prime} \widetilde{P}^{\prime \prime}\right\rangle\right. \\
& \left.+\tau^{\prime \prime}\left\langle J^{\prime} K \widetilde{P}^{\prime}\right| \sum_{\sigma= \pm 1} D_{\sigma 0}^{(1)}\left|J^{\prime \prime},-K^{\prime \prime}, \widetilde{P}^{\prime \prime}\right\rangle\right] \\
= & f_{P^{\prime}} f_{K^{\prime \prime}} \delta_{\lambda^{\prime},-\lambda^{\prime \prime}}(-1)^{P^{\prime}-\tilde{P}^{\prime}} \sqrt{\left(2 J^{\prime}+1\right)\left(2 J^{\prime \prime}+1\right)} \\
& \times \sum_{\sigma= \pm 1}\left[\left(\begin{array}{ccc}
J^{\prime} & 1 & J^{\prime \prime} \\
-P^{\prime} & \sigma & K^{\prime \prime}
\end{array}\right)\right.
\end{aligned}
$$

$$
\left.+\tau^{\prime \prime}\left(\begin{array}{ccc}
J^{\prime} & 1 & J^{\prime \prime} \\
-P^{\prime} & \sigma & -K^{\prime \prime}
\end{array}\right)\right]\left(\begin{array}{ccc}
J^{\prime} & 1 & J^{\prime \prime} \\
-\widetilde{P}^{\prime} & 0 & \widetilde{P}^{\prime \prime}
\end{array}\right)
$$

After inserting Eqs. (67)-(72) into Eq. (66), the last factor in Eq. (72) squared can be summed to give unity. Thus, we arrive at the final expression for the intensity of an individual transition:

$$
\begin{align*}
I\left(\Gamma_{T} \Gamma_{r}^{\prime} \lambda^{\prime} S^{\prime} J^{\prime} i^{\prime}\right. & \left.\leftarrow \Gamma_{S} \Gamma_{r}^{\prime \prime} \lambda^{\prime \prime} \tau^{\prime \prime} S^{\prime \prime} J^{\prime \prime} N^{\prime \prime} i^{\prime \prime}\right) \\
= & \frac{1}{4} \delta_{\lambda^{\prime},-\lambda^{\prime \prime}}\left|\mu\left(B_{3 g}\right)\right|^{2}\left(2 J^{\prime}+1\right)\left(2 J^{\prime \prime}+1\right) \\
& \times \mid \sum_{N^{\prime}=\left|J^{\prime}-1\right|}^{J^{\prime}+1} \sqrt{2 N^{\prime}+1} \\
& \times \sum_{K^{\prime}=0}^{N^{\prime}} f_{K^{\prime}} C_{N^{\prime} K^{\prime}}^{\left(i^{\prime}\right)} \\
& \times \sum_{\text {(only even or odd) }}^{J^{\prime \prime}} \sum_{\text {(only even or odd) }}^{K^{\prime \prime}} f_{K^{\prime \prime}} C_{K^{\prime \prime}}^{\left(i^{\prime \prime}\right)} \sum_{P^{\prime}=0}^{J^{\prime}} f_{P^{\prime}}^{2} \\
& \times \sum_{\sigma^{\prime}}^{\left.\sum_{\sigma= \pm 1} \sigma^{\prime} F_{P^{\prime} \sigma^{\prime} \sigma}\right|^{2}} \tag{73}
\end{align*}
$$

where

$$
\begin{align*}
F_{P^{\prime} \sigma^{\prime} \sigma}= & {\left[\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-P^{\prime} & \sigma^{\prime} & K^{\prime}
\end{array}\right)+\tau^{\prime}\left(\begin{array}{ccc}
J^{\prime} & 1 & N^{\prime} \\
-P^{\prime} & \sigma^{\prime} & -K^{\prime}
\end{array}\right)\right] } \\
& \times\left[\left(\begin{array}{ccc}
J^{\prime} & 1 & J^{\prime \prime} \\
-P^{\prime} & \sigma & K^{\prime \prime}
\end{array}\right)+\tau^{\prime \prime}\left(\begin{array}{ccc}
J^{\prime} & 1 & J^{\prime \prime} \\
-P^{\prime} & \sigma & -K^{\prime \prime}
\end{array}\right)\right], \tag{74}
\end{align*}
$$

and, according to Eq. (5),

$$
\begin{equation*}
\tau^{\prime}=\lambda^{\prime}(-1)^{N^{\prime}}, \quad \tau^{\prime \prime}=\lambda^{\prime \prime}(-1)^{J^{\prime \prime}} \tag{75}
\end{equation*}
$$

For given $\Gamma_{r}^{\prime}$ and $\Gamma_{r}^{\prime \prime}$ the evenness or oddness of $K^{\prime}$ and $K^{\prime \prime}$, as well as the values of $\lambda^{\prime}$ and $\lambda^{\prime \prime}$, are found from Table III. The following selection rules are evident from the properties of the Wigner 3-J symbols in Eq. (74):

$$
\begin{equation*}
\Delta J=0, \pm 1, \quad \Delta N=0, \pm 1, \pm 2, \quad \Delta K=0, \pm 2 \tag{76}
\end{equation*}
$$

For instance, $P^{\prime}$ differs from both $K^{\prime}$ and $K^{\prime \prime}$ by one, therefore $K^{\prime}$ and $K^{\prime \prime}$ differ by 0 or 2 . Since the $K^{\prime}$ s are both even or odd, and since the $\lambda$ 's are opposite in sign, the allowed transitions (see Table III) are $A \leftrightarrow B_{1}$ and $B_{2} \leftrightarrow B_{3}$.

Equation (73) is the main result of the present paper. It can be applied to molecules for which only the spin-spin interaction is important, and in which only one spin sublevel of the nonrotating molecule is radiatively active, as in the $T_{1} \leftarrow S_{0}$ absorption spectrum of pyrazine. A more general formula, valid for other molecules, is derived in the Appendix.

In Eq. (73), the intensities are given for transitions between the true molecular eigenstates, represented by the symmetrized rotational wavefunctions in Eqs. (3) and (10),


FIG. 2. Correlation diagram for the lowest spin-rotational levels of the $T_{1}$ state of pyrazine in the gas phase.
rather than between the states represented by the functions in Eqs. (2) and (15). Consequently, the Boltzmann averaging necessitated by a given experimental arrangement does not involve any additional complications associated with using the signed angular momentum projections. ${ }^{38}$ Instead, each intensity calculated from Eq. (73) need only be multiplied by $g \exp (-E / k T)$, where $g$ is the nuclear spin statistical weight.

The singlet-triplet spectrum of a polyatomic molecule is a very complicated matter, even for a symmetric top without multiplet splitting. Therefore, our focus in this paper is to develop a general approach accompanied by a detailed derivation for a specific molecule, which can easily be extended to any other one. A more general formula is given in the Appendix.

## 3. RESULTS AND DISCUSSION

### 3.1. Correlation diagram

A correlation diagram for the spin-rotational levels of the Hamiltonian (33) is shown in Fig. 2. For $\varepsilon=0$ (no fine structure (FS) splitting) the levels of an asymmetric top are shown as horizontal bars on the left-hand side of the diagram. The level labeling is $N_{K_{-1} K_{+1}}$, where the asymmetrictop quantum number $K_{+1}$ reduces to the projection of the angular momentum $\mathbf{N}$ on the top axis $c, K_{c}$, in the limit of an oblate symmetric top $(A=B)$. The asymmetry splitting for a nearly oblate symmetric top is first-order in the small asymmetry parameter $A-B$ for $K_{+1}=1$, and second-order for $K_{+1}>1$. Therefore, the splitting of the $2_{12}$ and $2_{02}$ levels is not seen at the energy scale of the figure. The symmetry species of the levels are shown in brackets.

Turning on the FS interaction $(\varepsilon>0)$ produces a splitting of all levels other than $N_{K_{-1} K_{+1}}=0_{00}$, as shown in Fig. 2. Typically, three components are observed, corresponding to three possible values of $\mathbf{J}=\mathbf{N}+\mathbf{S}$. In general, the separation of the three components decreases with increasing $N$


FIG. 3. The calculated singlet-triplet spectrum of pyrazine- $h_{4}$ at two different resolutions. The rotational temperature is $T_{\text {rot }}=10 \mathrm{~K}, J_{\max }=12$.
(and $J$ ). The $J=3$ components of the $2_{12}$ and $2_{02}$ levels remain nearly degenerate, since their coupling is to the $3_{12}$ and $3_{22}$ levels, which lie at significantly higher energy. Each set of FS components belongs to the same symmetry species as the levels from which they are derived at $\varepsilon=0$.

The spin levels of the nonrotating molecule and their correlation with the spin-rotational levels are shown on the right-hand side of the figure. The energy separations of the $T_{x, y, z}$ are arbitrary. A full correlation diagram would be twodimensional, depending upon two parameters of the FS interaction Hamiltonian, $D$ and $E$ (see Eq. (16)). Instead, we show a one-dimensional section of the diagram, in which $D$ and $E$ are both proportional to $\varepsilon$, while their ratio, $E / D$, remains constant (see Eq. (33)). In this case the correspondence between the symmetry species of the spin-rotational levels and the pure spin levels is not uniquely defined, being dependent upon the value of $E / D$. Indeed, each spinrotational wavefunction involves contributions from all three spin levels $T_{x, y, z}$, as can be seen from the expansion (15) in the limit of $\varepsilon=0$. When $\varepsilon>0$, the same is true for the wavefunctions (34), where the relative contributions of $T_{x, y, z}$ depend on $\varepsilon$. In the limit of large $\varepsilon$, one of them dominates, but which one cannot be predicted without calculations, since this depends on the $E / D$ ratio.

As an example, let us consider the $J=1$ components of $2_{20}, 2_{02}$, and $0_{00}$, which correlate with $T_{z}, T_{y}$, and $T_{x}$, respectively. If we change the sign of the FS constant $E$, the ordering of the levels $T_{z}$ and $T_{y}$ is reversed (see Eq. (18)). However, because of the non-crossing rule for terms of the same symmetry ( $A$ in the present case), the previous correlation is not preserved. Instead, the $J=1$ components of $2_{20}$, $2_{02}$, and $0_{00}$ now correlate with $T_{y}, T_{z}$, and $T_{x}$, respectively.

The number of levels with a given $J$ in Fig. 2 is equal to
$6 J+3$, being defined by the usual momentum addition rule.

### 3.2. Singlet-triplet spectrum of pyrazine- $\boldsymbol{h}_{4}$

We next used Eq. (73) to calculate the singlet-triplet absorption spectrum of the $0_{0}^{0}$ band of pyrazine- $h_{4}$. The spectrum was calculated by Boltzmann averaging the intensities of the individual transitions using a rotational temperature of $7 \mathrm{~cm}^{-1}(10 \mathrm{~K})$. The summation over the transitions was truncated at a maximum value of the total angular momentum $J_{\max }=12$, at which point the level populations were less than one percent of the total population. Nuclear spin statistical weights, $g\left(B_{1}\right)=g\left(B_{3}\right)=9, g\left(B_{2}\right)=13$, and $g(A)$ $=17$, were also taken into account. Each line was dressed with a Lorentzian whose full width at half maximum represents the resolution of the calculated spectra.

The spectra calculated with the parameters of Table II (and $\varepsilon=1$ in Eq. (33)) are shown in Fig. 3. The top spectrum has the same resolution $(\sim 2 \mathrm{GHz})$ as the published experimental spectra. ${ }^{25,26}$ The spectrum consists of a strong central $Q$ branch due to the $\Delta N=0\left(\Delta N \equiv N^{\prime}-N^{\prime \prime}\right)$ transitions, an $R$-form branch involving $R(\Delta N=1)$ and $S(\Delta N=2)$ transitions on the high-frequency side of the $Q$ branch, and a $P$ form branch due to $O(\Delta N=-2)$ and $P(\Delta N=-1)$ transitions ${ }^{25,26}$ on the low-frequency side. At this level of resolution, most of the individual bands in the $R$ - and $P$-form branches of the calculated spectrum are structureless. Yet some splittings are seen, similar to those observed in the experimental spectra. ${ }^{25,26}$ For example, the $P(1)$ member has a shoulder on its red side, whereas $P(2)$ is structureless. $R(0)$ and $R(2)$ are weaker than $P(1)$ and exhibit more obvious splitting.

The FS splitting becomes more pronounced in the spectrum calculated with a higher resolution of about 600 MHz


FIG. 4. Effect of fine structure splitting on the singlet-triplet spectrum of pyrazine. Resolution $0.02 \mathrm{~cm}^{-1}$.
(bottom panel in Fig. 3). The line splittings are more extensive in the $R$-form branch than in the $P$-form branch because transitions in the $R$-form branch access higher $J$ values in the triplet state.

The effect of the FS interaction on the spectrum is made clearer in Fig. 4 by the comparison of two spectra, one with $\varepsilon=0$ and the other with $\varepsilon=1$. With $\varepsilon=0$, the $R$-form branch is stronger than the $P$-form branch. Introducing the FS splitting reduces the overall intensity of each branch, but the effect on the $R$-form branch is greater, since the degeneracy of the triplet levels for $R$ and $S$ transitions is higher than that for $P$ and $O$ transitions. Hence, the $R$ - and $S$-type transitions are split into a larger number of components sharing the total intensity of a given transition. As a result, the intensities of the $P$ - and $R$-form branches become more similar, and the spectrum acquires a sort of mirror-image symmetry with respect to the $Q$ branch. Such uniformity of high- $J$ and low- $J$ parts of the spectrum is expected from the fact that the rotational spacing is proportional to $2 J$ and the rotational level degeneracy to $2 J+1$, so the density of states is essentially independent of $J$.

Figure 4 also clearly demonstrates the transition from Case (a) to Case (b) behavior. In both $P$-form and $R$-form branches, the low $J$ bands are split significantly, the splitting being of the order of the rotational band spacing. This corresponds to Hunds's Case (a) coupling (or, more precisely, Case ( ab ), as noted earlier). With $J$ increasing, the splitting decreases and ultimately disappears in the high- $J$ bands, characteristic of Case (b). Thus, we predict that Hund's Case (a)-Case (b) transition can be observed in as large a polyatomic molecule as pyrazine under quite moderate resolution conditions. The effect will also be observable in larger molecules, at higher resolution. Apart from the diatomic molecules mentioned in the Introduction, there have been no previous observations of this phenomenon in a polyatomic
molecule. Recently, a pure Case (ab) spectrum was reported in $\mathrm{H}_{2} \mathrm{CSe} .{ }^{49}$

Figure 5 shows the $R$-form branch on an expanded scale at higher resolution ( 150 MHz ), to illustrate the relative importance of the asymmetry and FS splittings in pyrazine. The asymmetry splitting is more important for transitions terminating in $J \leqslant 4$, whereas the FS splitting is more important at higher $J$. Note, in Fig. 5b, that the asymmetry split bands still preserve their identity as rotational bands since the splittings are smaller than the band separations. In contrast, the FS splitting in Panel c is large enough to fill the gaps between the low $J$ bands. Thus, these bands are actually spinrotational rather than rotational in nature. Clearly, a high resolution of about 100 MHz will be required to observe this behavior. Even higher resolution $(\sim 10 \mathrm{MHz})$ will be required to observe the true molecular eigenstates.

### 3.3. Singlet-triplet spectra of pyrazine- $d_{4}$ and the pyrazine-Ar van der Waals complex

We also used Eq. (73) to calculate the singlet-triplet spectra of pyrazine- $d_{4}$ and the pyrazine-Ar van der Waals complex. Our objective was to compare these spectra with those of pyrazine- $h_{4}$, thereby exploring the effects of varying the magnitudes of the rotational constants on the Case (a)-Case (b) transition. In the calculation on pyrazine- $d_{4}$, we used the known rotational constants of the $S_{0}$ state (see Table II) and assumed, for the $T_{1}$ state, that the rotational constants are reduced upon deuteration in the same proportion as in the $S_{0}$ state. The smallest moment of inertia in both states is now the moment about the $x$ axis. ${ }^{44}$ Thus, the rotational constants $A$ and $B$ are exchanged in the Hamiltonian (1). The nuclear spin statistical weights are $g\left(B_{1}\right)=g\left(B_{3}\right)$ $=6, g\left(B_{2}\right)=7$, and $g(A)=8$ in this case.

Taking these changes into account, we obtain the spectra


FIG. 5. Evolution of the $R$-form branch from a symmetric top with no fine structure splitting (a, $\varepsilon=0$ ) to an asymmetric top with no fine structure splitting ( $\mathrm{b}, \varepsilon=0$ ) to an asymmetric top with fine structure splitting (c, $\varepsilon=1$ ). The starred band in panel a involves degenerate $R(2)$ and $S(1)$ lines; these are split in panel b due to asymmetry and further split in panel c due to the spin-spin interaction. Resolution $0.005 \mathrm{~cm}^{-1}$.

shown in Fig. 6, with and without FS splitting. Comparing the two spectra, we again see that turning on the FS splitting reduces the intensity of the $R$-form branch relative to the $P$-form branch. We also note that numerous lines appear in the gaps between the rotational bands at low $J$, and that these lines disappear at high $J$. This behavior is again a manifestation of the Case (a)-Case (b) transition; turning on the
rotation decouples the spin from the molecular frame and distributes the oscillator strength more uniformly, as noted in Sec. 3.2.

The singlet-triplet spectrum of the pyrazine-Ar van der Waals complex has been observed in a supersonic jet, using the MPI technique ${ }^{19}$ at low resolution. No rotationally resolved spectra have been reported to date. To model such a


FIG. 6. The calculated singlet-triplet spectrum of pyrazine- $d_{4}$. Top panel, with fine structure splitting; bottom panel, without fine structure splitting. Resolution $0.01 \mathrm{~cm}^{-1}, T_{\text {rot }}=10 \mathrm{~K}$.


FIG. 7. The calculated singlet-triplet spectrum of the pyrazine-Ar van der Waals complex. Top panel, with fine structure splitting; bottom panel, without fine structure splitting. Resolution 0.005 $\mathrm{cm}^{-1}, T_{\mathrm{rot}}=1.5 \mathrm{~K}$.
spectrum, we assumed that the Ar atom lies on the $z$ axis perpendicular to the ring plane, at a distance of $3.5 \AA$, as it is in benzene- $\mathrm{Ar}^{50}$ and $s$-tetrazine-Ar. ${ }^{51}$ With this model, the $C$ rotational constant remains unchanged, whereas the $A$ and $B$ constants are reduced by a factor of 4.8 in both states. The nuclear spin statistical weights are $g(A)=g\left(B_{1}\right)=13$ and $g\left(B_{2}\right)=g\left(B_{3}\right)=11$. The spectra calculated using these modified parameters are shown in Fig. 7.

Comparing the spectra for these species (Figs. 3, 6, and 7), we see above all that the singlet-triplet spectrum of pyrazine -Ar is considerably more congested than that of the bare molecule, owing to the significant decrease in $A$ and $B$. Still, the complex exhibits well-defined branches in its spectrum in the absence of the FS interaction. However, turning on this interaction has a dramatic effect on the spectrum. The low- $J$ rotational transitions, within $\pm 1 \mathrm{~cm}^{-1}$ of the $Q$ branch, are extensively mixed by the spin-spin coupling. Still, a defined level structure exists, although extremely high resolution ( $\sim 1 \mathrm{MHz}$ ) will be required to expose the individual eigenstates. The long lifetime of the triplet state should permit such experiments in the near future, raising the intriguing possibility of seeing still more underlying structure, including that due to hyperfine interaction and/or couplings to nearly isoenergetic ground-state levels. The possibility of observing such effects is enhanced at high $J$ (cf. Fig. 7), where the structure with $\varepsilon \neq 0$ is even simpler than that with $\varepsilon=0$, the transition to pure Case (b) being 'complete."

## 4. CONCLUSIONS

A closed-form analytic expression has been derived for calculating the intensities of individual spin-rovibronic lines in the singlet-triplet absorption spectrum of a polyatomic molecule. This expression takes into account both the intramanifold spin-spin coupling within the triplet state and the intermanifold spin-orbit coupling of the triplet to an excited singlet state. It also includes asymmetry splittings, and therefore can be applied to asymmetric tops as well as symmetric
tops. With this expression, we have calculated the spectra of three species: pyrazine- $h_{4}$, pyrazine- $d_{4}$, and the pyrazine-Ar van der Waals complex, using the available experimental values of the gas-phase rotational and solid-state fine structure parameters of pyrazine- $h_{4}$ and model parameters for the remaining molecules. Comparison of the predictions of the theory with the available data for pyrazine- $h_{4}$ shows good agreement with experiment. The remaining molecules have yet to be examined at high resolution.

The computed spectra exhibit a number of interesting properties, the most notable being the transition from Case (a) to Case (b) with increasing $J$ and/or increasing molecular size. Inclusion of the fine structure interaction in the zeroorder triplet state results in a decrease in the intensity of the $R$ - and $S$-transitions, compared to $P$ - and $O$-transitions branches, and a more symmetric spectrum. This effect has been observed in moderate resolution experiments. ${ }^{25,26}$ Additionally, spin-rotational transitions appear in the gaps between 'pure'' rotational transitions at low $J$, fragmenting the spectrum, but disappear at high $J$. This effect is more pronounced in pyrazine- $d_{4}$ and the pyrazine-Ar van der Waals complex, owing to their smaller rotational constants. All of the predicted behavior should be observable in experiments performed with a resolution of $\leqslant 100 \mathrm{MHz}$.

The analytic expression derived here can be used to interpret the singlet-triplet spectrum of any polyatomic molecule with arbitrarily large (or small) rotational and fine structure constants.
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## APPENDIX

## General formula for the intensities and its relation to the Hougen factors

A general formula for the intensities can be derived from Eq. (62) if we represent the triplet function in the most general form, Eqs. (10) and (15), not invoking Eq. (53). Introducing the notation

$$
\begin{equation*}
\Omega_{\sigma^{\prime} \sigma}=\left\langle\Gamma_{T} ; 1 \sigma^{\prime}\right| \mu_{\sigma}^{(1)}\left|\Gamma_{S}\right\rangle \tag{A1}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& I\left(\Gamma_{T} \Gamma_{r}^{\prime} \lambda^{\prime} S^{\prime} J^{\prime} i^{\prime} \leftarrow \Gamma_{S} \Gamma_{r}^{\prime \prime} \lambda^{\prime \prime} \tau^{\prime \prime} S^{\prime \prime} J^{\prime \prime} N^{\prime \prime} i^{\prime \prime}\right) \\
& =\frac{1}{4}\left(2 J^{\prime}+1\right)\left(2 J^{\prime \prime}+1\right) \\
& \times \mid \sum_{N^{\prime}=\left|J^{\prime}-1\right|}^{J^{\prime}+1} \sqrt{2 N^{\prime}+1} \\
& \times \sum_{\substack{K^{\prime}=0 \\
\text { (only even or odd) }}}^{N^{\prime}} f_{K^{\prime}} C_{N^{\prime} K^{\prime}}^{\left(i^{\prime}\right)} \\
& \times \sum_{\substack{K^{\prime \prime}=0 \\
\text { (only even or odd) }}}^{J^{\prime \prime}} f_{K^{\prime \prime}} C_{K^{\prime \prime}}^{\left(i^{\prime \prime}\right)} \\
& \times\left.\sum_{P^{\prime}=-J^{\prime}}^{J^{\prime}} \sum_{\sigma^{\prime} \sigma=0, \pm 1} \Omega_{\sigma^{\prime} \sigma^{\prime}} F_{P^{\prime} \sigma^{\prime} \sigma}\right|^{2}, \tag{A2}
\end{align*}
$$

where $F_{P^{\prime} \sigma^{\prime} \sigma}$ is given by Eq. (74). The selection rules are the same as in Eq. (75), plus $\Delta K= \pm 1$. The rule $\lambda^{\prime}=-\lambda^{\prime \prime}$ does not apply anymore.

A general expression for $\Omega_{\sigma^{\prime} \sigma}$ found from Eqs. (41), (43), and (56) is

$$
\begin{equation*}
\Omega_{\sigma^{\prime} \sigma}=\sum \frac{i}{\Delta E} c_{\sigma^{\prime}}^{(1) *} \mu_{\sigma}^{(1)} \tag{A3}
\end{equation*}
$$

where the star denotes the complex conjugate, $\mu_{\sigma}^{(1)}$ now stands for $\left\langle\Gamma_{S_{n}}\right| \mu_{\sigma}^{(1)}\left|\Gamma_{S}\right\rangle$, and the summation is over all contributing singlet states $S_{n}$. The following identity can be easily derived either by applying the time reversal operator (14) or from the definition of the spherical tensors in Eq. (42):

$$
\begin{equation*}
\Omega_{-\sigma^{\prime},-\sigma}=(-1)^{\sigma^{\prime}+\sigma+1} \Omega_{\sigma^{\prime} \sigma}^{*} . \tag{A4}
\end{equation*}
$$

For pyrazine, retaining a single term of the sum (A3) and inserting Eqs. (45), (61), and (70), we find

$$
\begin{equation*}
\Omega_{\sigma^{\prime} \sigma}=-\frac{1}{2} \sigma^{\prime}|\sigma| \mu\left(B_{3 g}\right) \tag{A5}
\end{equation*}
$$

In this case Eq. (A4) reduces to

$$
\begin{equation*}
\Omega_{-\sigma^{\prime},-\sigma}=-\Omega_{\sigma^{\prime} \sigma} . \tag{A6}
\end{equation*}
$$

Denoting the last sum in Eq. (A2) by $A\left(P^{\prime}\right)$ and using Eq. (A6) and the properties of 3-J symbols in Eq. (74), we obtain

$$
\begin{equation*}
A\left(-P^{\prime}\right)=-\lambda^{\prime} \lambda^{\prime \prime} A\left(P^{\prime}\right) \tag{A7}
\end{equation*}
$$

Inserting this into the identity

$$
\begin{equation*}
\sum_{P} A(P) \equiv \sum_{P \geqslant 0} f_{P}^{2}[A(P)+A(-P)] \tag{A8}
\end{equation*}
$$

following from Eq. (4), we immediately obtain the selection rule $\lambda^{\prime}=-\lambda^{\prime \prime}$. Now, it is easy to verify that Eq. (A2) reduces to Eq. (73) in the particular case of pyrazine.

The intensities of individual rotational lines in the singlet-triplet spectrum of a symmetric top molecule without fine structure splitting were given by Hougen ${ }^{38}$ in tabular form for the $D_{2 h}$ point symmetry group, together with directions for the use of these tables for other groups. Our general formula (A2) enables us to derive a comprehensive expression embracing all cases considered by Hougen. In Eq. (A2), one must put

$$
C_{N^{\prime} K^{\prime}}^{i^{\prime}}=\delta_{i^{\prime}, N^{\prime} K^{\prime}} \quad \text { and } \quad C_{K^{\prime \prime}}^{i^{\prime \prime}}=\delta_{i^{\prime \prime}, K^{\prime \prime}},
$$

and then convert it to yield the intensities for transitions between nonsymmetrized states (with $K^{\prime}$ and $K^{\prime \prime}$ taking both positive and negative values). This is performed by a simple transformation of the transition amplitude from basis (3) to basis (2). The result reads

$$
\begin{align*}
I\left(\Gamma_{T} J^{\prime} N^{\prime} K^{\prime}\right. & \left.\leftarrow \Gamma_{S} J^{\prime \prime} K^{\prime \prime}\right)=\left(2 N^{\prime}+1\right)\left(2 J^{\prime}+1\right)\left(2 J^{\prime \prime}+1\right) \\
& \times\left(\sum_{P^{\prime} \sigma^{\prime} \sigma} \Omega_{\sigma^{\prime} \sigma}\left(\begin{array}{lll}
J^{\prime} & 1 & N^{\prime} \\
-P^{\prime} & \sigma & K^{\prime}
\end{array}\right)\right. \\
& \times\left.\left(\begin{array}{ccc}
J^{\prime} & 1 & J^{\prime \prime} \\
-P^{\prime} & \sigma^{\prime} & K^{\prime \prime}
\end{array}\right)\right|^{2}, \tag{A9}
\end{align*}
$$

where the actual summation is performed only over $\sigma$, since $P^{\prime}=\sigma+K^{\prime}$ and $\sigma^{\prime}=\sigma+\Delta K\left(\Delta K \equiv K^{\prime}-K^{\prime \prime}\right)$. The $3 \times 3$ matrix (A1) can be expressed in terms of nine real intensity parameters, $\Omega_{i k}, i, k=x, y, z$, in the same manner as each member of the sum of Eq. (A3) can be expressed in terms of $c_{i} \mu_{k} / \Delta E$ using the definition (42). For instance,

$$
\begin{equation*}
\Omega_{00}=i \Omega_{z z}, \quad \Omega_{+1,-1}=\frac{1}{2}\left(-i Q_{x x}+i \Omega_{y y}-\Omega_{x y}-\Omega_{y x}\right), \tag{A10}
\end{equation*}
$$

etc. For the $D_{2 h}$ group, our intensity parameters can be related to the Hougen parameters $\mu\left(B_{1 g}\right), \mu\left(B_{2 g}\right)$, and $\mu\left(B_{3 g}\right)$ as shown in the following examples.

For $\Delta K=\Delta N=\Delta J=0$, Eq. (A9) yields

$$
\begin{align*}
I= & \frac{2 J+1}{J^{2}(J+1)^{2}} \left\lvert\, \frac{i}{2}\left(\Omega_{x x}+\Omega_{y y}\right)\left[K^{2}-J(J+1)\right]\right. \\
& +i \Omega_{z z} K^{2}-\left.\frac{1}{2}\left(\Omega_{x y}-\Omega_{y x}\right) K\right|^{2} \tag{A11}
\end{align*}
$$

where $K=K^{\prime \prime}$ and $J=J^{\prime \prime}$. Thus, in general, five intensity parameters govern this particular transition. In case of the ${ }^{3} A_{u} \leftarrow{ }^{1} A_{1 g}$ transition in the $D_{2 h}$ group, the possible contaminating singlets having nonzero transition moments $\mu_{x, y, z}$ from the ground state are ${ }^{1} B_{3 u},{ }^{1} B_{2 u}$, and ${ }^{1} B_{1 u}$, respectively. The corresponding triplet sublevels acquiring the os-
cillator strength via the spin-orbit coupling parameters $c_{x, y, z}$ are $T_{x, y, z}$. Since the transformation rules for $\Omega_{i k}$ are the same as for $c_{i} \mu_{k}$, we obtain the following three nonvanishing parameters, assigning them Hougen's notations:

$$
\begin{equation*}
\mu\left(B_{1 g}\right)=\Omega_{z z}, \quad \mu\left(B_{2 g}\right)=-\Omega_{y y}, \quad \mu\left(B_{3 g}\right)=\Omega_{x x} . \tag{A12}
\end{equation*}
$$

These definitions apply to all transitions with $\Gamma_{S} \times \Gamma_{T}=A_{u}$. Equations (A9) and (A12) entirely reproduce Hougen's Table I, apart from an insignificant phase factor of the transition amplitude. Similarly, for $\Gamma_{S} \times \Gamma_{T}=B_{1 u}$, two nonvanishing parameters are

$$
\begin{equation*}
\mu\left(B_{2 g}\right)=-\Omega_{y x}, \quad \mu\left(B_{3 g}\right)=\Omega_{x y} . \tag{A13}
\end{equation*}
$$

Equations (A9) and (A13) reproduce Hougen's Table II. Pyrazine belongs here, with $\mu\left(B_{2 g}\right)=0$ (cf. Eqs. (A5), (A10), and (A13)). For $\Gamma_{S} \times \Gamma_{T}=B_{2 u}$ or $B_{3 u}$, all five parameters vanish.

$$
\text { For } \Delta K=\Delta N=\Delta J=1 \text { Eq. (A9) yields }
$$

$$
\begin{align*}
I= & \left.\frac{(J+K+1)(J+K+2)}{4(J+1)^{2}(J+2)} \right\rvert\,\left(i \Omega_{x z}-\Omega_{y z}\right)(J-K+1) \\
& +\left.\left(i \Omega_{z x}-\Omega_{z y}\right)(K+1)\right|^{2} \tag{A14}
\end{align*}
$$

For $\Gamma_{S} \times \Gamma_{T}=B_{2 u}$ in the $D_{2 h}$ group, the nonvanishing parameters are

$$
\begin{equation*}
\mu\left(B_{1 g}\right)=\Omega_{z x}, \quad \mu\left(B_{3 g}\right)=\Omega_{x z} \tag{A15}
\end{equation*}
$$

Equations (A9) and (A15) reproduce Hougen's Table III. Application of Eq. (A9) to any other point group is straightforward; one must calculate the intensity of a particular $\Delta K$, $\Delta N, \Delta J$ transition and then determine, by the usual rules, which of the intensity parameters vanish. For a molecule with no symmetry, all nine intensity parameters $\Omega_{i k}$ are present, but not all of them are relevant to a given transition. Thus, five parameters govern the intensity of the $\Delta K=\Delta N$ $=\Delta J=0$ branch, Eq. (A11), and the other four govern the intensity of the $\Delta K=\Delta N=\Delta J=1$ branch, Eq. (A14).
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#### Abstract

Radiation from a charged particle moving in a system of randomly spaced plates is considered. It is shown that the dominant radiation mechanism is diffusion. The total intensity of radiation is investigated, and its quadratic dependence on particle energy is noted in the optical region. A comparison with Cherenkov radiation is carried out. © 1998 American Institute of Physics. [S1063-7761(98)00607-6]


## 1. INTRODUCTION

More than 50 years ago, Ginzburg and Frank ${ }^{1}$ showed that radiation is produced when a charged, uniformly moving particle passes through the interface between two media with different dielectric constants. Since then, much research has been done on this problem (for a review, see for example Ginzburg and Tsytovich ${ }^{2}$ ). It turns out that the dependence of total intensity of radiation at an isolated interface on particle energy is logarithmic in the optical region. To be able to use transition radiation to detect relativistic charged particles, it is desirable to have a stronger energy dependence. In this context, the x-ray region turns out to be more promising, because in this region the energy dependence of the radiation intensity is linear. ${ }^{3}$ However, the number of photons emitted at the interface is small. To increase this number, systems of many plates are used. Earlier, when investigating radiation in a stack of plates, mainly the x-ray region was considered (see for example Garibian and Yang ${ }^{4}$ ). In this region the interaction of the electromagnetic field with each plate is weak, so multiple scattering effects can be neglected.

The objective of our paper is to take these effects into account when charged particles radiate while traversing a random stack of plates. Having considered three-dimensional random media, ${ }^{5}$ we know that multiple scattering effects in the electromagnetic field play a crucial role in the radiation of a charged particle. Below we show that in the onedimensional case, these effects play an even more important role, particularly in the optical region.

## 2. FORMULATION OF THE PROBLEM

The system which we want to study is a stack of plates randomly spaced in a homogeneous medium. Let us assume that the plates fill the regions $z_{i}-a / 2<z<z_{i}+a / 2$ (where $a$ is the plate thickness and $z_{i}$ are random coordinates). The permittivity of the system can be represented in the form

$$
\begin{align*}
\varepsilon(z, \omega)= & \varepsilon_{0}(\omega)+\sum_{i}\left[b(\omega)-\varepsilon_{0}(\omega)\right] \\
& \times\left[\left|\theta\left(z-z_{i}-a / 2\right)-\theta\left(z-z_{i}+a / 2\right)\right|\right] \tag{1}
\end{align*}
$$

where $\varepsilon_{0}(\omega)$ and $b(\omega)$ are the permittivity of the homogeneous medium and the plate, respectively, and $\theta(x)$ is the Heaviside step function. It is convenient to represent the permittivity as a sum of average and varying parts:

$$
\begin{equation*}
\varepsilon(z, \omega)=\varepsilon+\varepsilon_{r}(z, \omega), \quad\left\langle\varepsilon_{r}(z, \omega)\right\rangle=0 \tag{2}
\end{equation*}
$$

where $\varepsilon=\langle\varepsilon(z, \omega)\rangle$, and averaging over random coordinates of plates is defined as follows:

$$
\begin{equation*}
\langle f(z, \omega)\rangle=\int \prod_{i} \frac{d z_{i}}{L_{z}} f\left(z, z_{i}, \omega\right), \tag{3}
\end{equation*}
$$

where $L_{z}$ is the system size in the $z$-direction.
In the Fourier representation, Maxwell's equations for the vector potential $\mathbf{A}$ of the electromagnetic field has the form

$$
\begin{equation*}
\nabla^{2} \mathbf{A}+\frac{\omega^{2}}{c^{2}} \varepsilon(\mathbf{r}, \omega) \mathbf{A}(\mathbf{r}, \omega)=\mathbf{j}(\mathbf{r}, \omega) \tag{4}
\end{equation*}
$$

where

$$
\mathbf{j}(\mathbf{r}, \omega)=-\frac{4 \pi e}{c} \frac{\mathbf{v}}{v} \delta(x) \delta(y) e^{i \omega z / v}
$$

is the current of a charged particle moving uniformly in the $z$-direction with velocity $v$. The electric field $\mathbf{E}$ is related to the potentials by

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, \omega)=\frac{i \omega}{c} \mathbf{A}(\mathbf{r}, \omega)-\nabla \varphi(\mathbf{r}, \omega) . \tag{5}
\end{equation*}
$$

Finally we write the condition relating the vector and scalar potentials of the electromagnetic field:

$$
\begin{equation*}
\nabla \cdot \mathbf{A}-\frac{i \omega}{c} \varepsilon(\mathbf{r}, \omega) \varphi(\mathbf{r}, \omega)=0 \tag{6}
\end{equation*}
$$

One needs the relations (4)-(6) to calculate the intensity of radiation. It follows from the symmetry of the problem that the vector potential $\mathbf{A}$ points in the $z$-direction, so $A_{i}$ $=\delta_{z i} A(\mathbf{r}, \omega)$.

We separate the electric field into two parts, $\mathbf{E}=\mathbf{E}_{0}$ $+\mathbf{E}_{r}$, to determine the radiation intensity. Here $\mathbf{E}_{0}$ is the electric field of a charge moving in a homogeneous medium
with dielectric constant $\varepsilon$, and $\mathbf{E}_{r}$ is the radiation field associated with fluctuations of the dielectric constant. The radiation tensor is

$$
\begin{equation*}
I_{i j}(\mathbf{R})=E_{r i}(\mathbf{R}) E_{r j}^{*}(\mathbf{R}), \tag{7}
\end{equation*}
$$

where $\mathbf{R}$ is the radius vector of the observation point, which is far from the system $(R \gg L)$.

The vector potential can be split in a similar manner, $\mathbf{A}=\mathbf{A}_{0}+\mathbf{A}_{r}$, where $\mathbf{A}_{0}$ and $\mathbf{A}_{r}$ satisfy the equations

$$
\begin{align*}
& \nabla^{2} \mathbf{A}_{0}+\frac{\omega^{2}}{c^{2}} \varepsilon \mathbf{A}_{0}=\mathbf{j}(\mathbf{r}, \omega),  \tag{8}\\
& \nabla^{2} \mathbf{A}_{r}+\frac{\omega^{2}}{c^{2}} \varepsilon \mathbf{A}_{r}+\frac{\omega^{2}}{c^{2}} \varepsilon_{r} \mathbf{A}_{r}=-\frac{\omega^{2}}{c^{2}} \varepsilon_{r} \mathbf{A}_{0} .
\end{align*}
$$

The first equation is easily solved, and for the background field $\mathbf{A}_{0}$ one has

$$
\begin{equation*}
A_{0}(\mathbf{q})=-\frac{8 \pi^{2} e}{c} \frac{\delta\left(q_{z}-\omega / v\right)}{k^{2}-q^{2}} \tag{9}
\end{equation*}
$$

It is convenient to express the radiation tensor (7) in terms of the radiation potential $\mathbf{A}_{r}$. Using (5)-(7), we obtain

$$
\begin{align*}
\left\langle I_{i j}(\mathbf{R})\right\rangle= & \frac{\omega^{2}}{c^{2}} \delta_{z i} \delta_{z j}\left\langle A_{r}(\mathbf{R}, \omega) A_{r}^{*}(\mathbf{R}, \omega)\right\rangle \\
& +\frac{\delta_{z i}}{\varepsilon}\left\langle A_{r}(\mathbf{R}, \omega) \frac{\partial^{2}}{\partial R_{j} \partial z} A_{r}^{*}(\mathbf{R}, \omega)\right\rangle \\
& +\frac{\delta_{z j}}{\varepsilon}\left\langle A_{r}^{*}(\mathbf{R}, \omega) \frac{\partial^{2}}{\partial R_{i} \partial z} A_{r}(\mathbf{R}, \omega)\right\rangle \\
& +\frac{c^{2}}{\omega^{2} \varepsilon^{2}}\left\langle\frac{\partial^{2}}{\partial R_{i} \partial z} A_{r}(\mathbf{R}, \omega) \frac{\partial^{2}}{\partial R_{j} \partial z} A_{r}^{*}(\mathbf{R}, \omega)\right\rangle . \tag{10}
\end{align*}
$$

We express the radiation potential $A_{r}$ in terms of the Green's function of the second equation in (8) for averaging in (10):

$$
\begin{equation*}
A_{r}(\mathbf{R})=-\frac{\omega^{2}}{c^{2}} \int \varepsilon_{r}(\mathbf{r}) A_{0}(\mathbf{r}) G(\mathbf{R}, \mathbf{r}) d \mathbf{r} \tag{11}
\end{equation*}
$$

where the Green's function satisfies

$$
\begin{equation*}
\left[\nabla^{2}+k^{2}+\frac{\omega^{2}}{c^{2}} \varepsilon_{r}(z)\right] G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right), \tag{12}
\end{equation*}
$$

and $k=\omega \sqrt{\varepsilon} / c$.

## 3. GREEN'S FUNCTION

The bare $\left(\varepsilon_{r}=0\right)$ Green's function can easily be obtained from (12):

$$
\begin{equation*}
G_{0}(\mathbf{q})=\frac{1}{k^{2}-q^{2}+i \delta} . \tag{13}
\end{equation*}
$$

In the coordinate representation one has from (13)

$$
\begin{equation*}
G_{0}(r)=-\frac{1}{4 \pi r} e^{i k r} \tag{14}
\end{equation*}
$$

To perform the averaging, we use the impurity-diagram method. ${ }^{6}$ Summing the diagrams in the independent-scatterer
approximation, we obtain the Dyson equation for the average Green's function:


The dashed line denotes the Fourier component $B(\mathbf{p})$ $=(2 \pi)^{2} \delta\left(\mathbf{p}_{\rho}\right) B\left(\left|p_{z}\right|\right)$ of the correlation function of the onedimensional random field

$$
\begin{equation*}
B\left(\left|z-z^{\prime}\right|\right)=\frac{\omega^{4}}{c^{4}}\left\langle\varepsilon_{r}(z) \varepsilon_{r}\left(z^{\prime}\right)\right\rangle \tag{16}
\end{equation*}
$$

where $\mathbf{p}_{\rho}$ is the transverse component of $\mathbf{p}$. The solution of Eq. (15) can be represented in the form

$$
\begin{equation*}
G(\mathbf{q})=\frac{1}{k^{2}-q^{2}+i \operatorname{Im} \Sigma(\mathbf{q})}, \tag{17}
\end{equation*}
$$

in which the imaginary part of the self-energy is given by Ward's identity:

$$
\begin{align*}
\operatorname{Im} \Sigma(\mathbf{q})= & \int \frac{d \mathbf{p}}{(2 \pi)^{3}} B(\mathbf{p}) \operatorname{Im} G_{0}(\mathbf{q}-\mathbf{p}) \\
= & \frac{1}{4 \sqrt{k^{2}-q_{\rho}^{2}}}\left[B\left(\left|q_{z}-\sqrt{k^{2}-q_{\rho}^{2}}\right|\right)\right. \\
& \left.+B\left(\left|q_{z}+\sqrt{k^{2}-q_{\rho}^{2}}\right|\right)\right], \quad\left|\mathbf{q}_{\rho}\right|<k . \tag{18}
\end{align*}
$$

The dephasing length of a pseudophoton in the $z$ direction is determined by the imaginary part of the selfenergy:

$$
\begin{equation*}
l(\mathbf{q})=\frac{\sqrt{k^{2}-q_{\rho}^{2}}}{\operatorname{Im} \Sigma(\mathbf{q})} \tag{19}
\end{equation*}
$$

As expected, the dephasing length depends on the direction of the pseudophoton momentum. When the momentum is directed along $z$, one obtains from (18) and (19)

$$
\begin{equation*}
l(\vartheta=0)=\frac{4 k^{2}}{B(0)+B(2 k)} . \tag{20}
\end{equation*}
$$

From this point on, we call this quantity the pseudophoton mean free path.

Using (1)-(3) and (16), one can find the correlation function

$$
\begin{equation*}
B\left(q_{z}\right)=\frac{4(b-\varepsilon)^{2} n \sin ^{2}\left(q_{z} a / 2\right)}{q_{z}^{2}} \frac{\omega^{4}}{c^{4}} . \tag{21}
\end{equation*}
$$

Here $n=N / L_{z}$ is the density of plates in the system. Using $(21)$, it is easy to see that $B(2 k) / B(0) \sim 1 /(k a)^{2} \ll 1$ when $k a \gg 1$. Therefore, the photon mean free path is

$$
l \equiv l(\vartheta=0) \approx \begin{cases}4 k^{2} / B(0), & k a \gg 1  \tag{22}\\ 2 k^{2} / B(0), & k a \ll 1 .\end{cases}
$$

The foregoing only holds in the weak scattering regime, for which $\operatorname{Im} \Sigma(\mathbf{q}) /\left(k^{2}-q_{\rho}^{2}\right) \ll 1$. Substituting (18) into this condition, we obtain

$$
\begin{equation*}
\frac{B(0)+B(2 k|\cos \vartheta|)}{4 k^{3}|\cos \vartheta|^{3}} \ll 1 . \tag{23}
\end{equation*}
$$

It follows from (23) that at $\vartheta \approx \pi / 2$, the weak-scattering condition is not satisfied. This is natural, because in this case the pseudophoton moves parallel to the plates. Taking $\boldsymbol{\vartheta}=\pi / 2$ $-\delta$ and using (22) and (23), one has $\delta \gg(1 / k l)^{1 / 3}$.

## 4. RADIATION INTENSITY

We now turn to a close examination of radiation intensity. First we consider the single-scattering approximation. In this approximation, the Green's function in (11) is simply replaced by the bare one. Substituting (11) into (10) and using the relations

$$
\begin{align*}
& G_{0}(\mathbf{R}, \mathbf{r}) \approx-\frac{1}{4 \pi R} e^{i k(R-\mathbf{n} \cdot \mathbf{r})}, \\
& \frac{\partial^{2} G_{0}(\mathbf{R}, \mathbf{r})}{\partial R_{i} \partial z} \approx \frac{k^{2} n_{i} n_{z}}{4 \pi R} e^{i k(R-\mathbf{n} \cdot \mathbf{r})}, R \gg r \tag{24}
\end{align*}
$$

and (14), after simple transformations we obtain the following expression for the single-scattering contribution to radiation intensity $I(\mathbf{n})=(c / 2) R^{2} I_{i i}(\mathbf{R})$ :

$$
\begin{equation*}
I^{0}(\mathbf{n})=\frac{\pi e^{2}}{c} \delta(0) \frac{B\left(\left|k_{0}-k n_{z}\right|\right) n_{\rho}^{2}}{\left[k^{2} n_{z}^{2}-k_{0}^{2}\right]^{2}} \frac{\omega^{2}}{c^{2}} \tag{25}
\end{equation*}
$$

Here $\mathbf{n}=\mathbf{R} / R$ is the unit vector in the direction of the observation point $\mathbf{R}$ and $k_{0}=\omega / v$; the $\delta$-type singularity of (25) results from the infinite path of the charged particle in the medium. If one takes into account the finite size of the system, $\delta(0)$ must be replaced by $L_{z} / 2 \pi$. To analyze the angular dependence of (25), it is convenient to represent it in the form

$$
\begin{equation*}
I^{0}(\theta)=\frac{e^{2}}{2 c} \frac{L_{z} B\left(\left|k_{0}-k \cos \vartheta\right|\right) \sin ^{2} \vartheta}{\left[\gamma^{-2}+\left(k^{2} / k_{0}^{2}\right) \sin ^{2} \vartheta\right]^{2}} \frac{\omega^{2}}{k_{0}^{4} c^{2}} \tag{26}
\end{equation*}
$$

where $\gamma=\left(1-\varepsilon v^{2} / c^{2}\right)^{-1 / 2}$ is the Lorentz factor of the particle in the medium, $n_{z}=\cos \vartheta$, and $n_{\rho}=\sin \vartheta$.

Note the key features of the single-scattering contribution $I^{0}$. It follows from (26) and the form (21) of the correlation function $B$ that at relativistic energies $(\gamma \gg 1$, $k_{0} \rightarrow k$ ), the maximum of radiation lies in the range of angles $\vartheta \sim \gamma^{-1}$ in the forward direction. Integrating (21) over the angles, it is easy to see that the dependence of total intensity on particle energy is logarithmic, $I^{0} \propto \ln \gamma$. As $B \propto n$, the dependence of radiation intensity on the number of plates is linear. All of these results are consistent with previous results. ${ }^{2,4}$

We now consider the diffusion contribution to the radiation intensity. Using (10), (11) and (22), one can represent the diffusion contribution to the radiation tensor in the form

$$
\begin{align*}
I_{i j}^{D}(\mathbf{R})= & \frac{k^{2}}{16 \pi^{2} R^{2} \varepsilon} \int d \mathbf{r} d \mathbf{r}^{\prime} B\left(\mathbf{r}-\mathbf{r}^{\prime}\right) A_{0}(\mathbf{r}) A_{0}^{*}\left(\mathbf{r}^{\prime}\right) \\
& \times \int d \mathbf{r}_{1} d \mathbf{r}_{2} d \mathbf{r}_{3} d \mathbf{r}_{4} \exp \left[-i k \mathbf{n}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)\right] \\
& \times P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right) G\left(\mathbf{r}_{3}, \mathbf{r}\right) G^{*}\left(\mathbf{r}, \mathbf{r}_{4}\right) \\
& \times\left[\delta_{z i} \delta_{\hat{z} j}+n_{i} n_{j} n_{z}^{2}-\delta_{\hat{z} i} n_{j} n_{z}-\delta_{\hat{z} j} n_{i} n_{z}\right], \tag{27}
\end{align*}
$$

where $P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right)$ is the diffusion propagator:

$$
P\left(\mathrm{r}_{1}, \mathrm{r}_{2}, \mathrm{r}_{3}, \mathrm{r}_{4}\right)=\Sigma
$$



We find the diffusion propagator as in the threedimensional case. ${ }^{5}$ As follows from (28), $P$ can be represented in the form

$$
\begin{align*}
P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right)= & B\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) B\left(\mathbf{r}_{3}-\mathbf{r}_{4}\right) \\
& \times P\left(\mathbf{R}^{\prime}, \mathbf{r}_{1}-\mathbf{r}_{2}, \mathbf{r}_{3}-\mathbf{r}_{4}\right), \tag{29}
\end{align*}
$$

where $\mathbf{R}^{\prime}=(1 / 2)\left(\mathbf{r}_{3}+\mathbf{r}_{4}-\mathbf{r}_{1}-\mathbf{r}_{2}\right)$ and $P$ satisfies the equation

$$
\begin{align*}
& \int \frac{d \mathbf{p}}{(2 \pi)^{3}}\left[1-\int \frac{d \mathbf{q}}{(2 \pi)^{3}} f(\mathbf{q}, \mathbf{K}) B(\mathbf{p}-\mathbf{q})\right] P\left(\mathbf{K}, \mathbf{p}, \mathbf{q}^{\prime}\right) \\
& =f\left(\mathbf{q}^{\prime}, \mathbf{K}\right) \tag{30}
\end{align*}
$$

where

$$
\begin{equation*}
f(\mathbf{q}, \mathbf{K})=G(\mathbf{q}+\mathbf{K} / 2) G^{*}(\mathbf{q}-\mathbf{K} / 2) \tag{31}
\end{equation*}
$$

As will be seen, one has to know $P$ when $\mathbf{K} \rightarrow 0$. In this limit, the diffusion propagator has the form ${ }^{5}$

$$
\begin{equation*}
P(\mathbf{K} \rightarrow 0, \mathbf{p}, \mathbf{q})=\frac{\operatorname{Im} G(\mathbf{p}) \operatorname{Im} G(\mathbf{q})}{\operatorname{Im} \Sigma(\mathbf{q})} A(\mathbf{K}), \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
A(\mathbf{K})=\left[\int \frac{(\mathbf{q} \cdot \mathbf{K})^{2} \operatorname{Im} G(\mathbf{q})}{\operatorname{Im}^{2} \sum(\mathbf{q})} \frac{d \mathbf{q}}{(2 \pi)^{3}}\right]^{-1} . \tag{33}
\end{equation*}
$$

Substituting (17) and (18) into (33), choosing $\mathbf{K} \| \hat{z}$, and calculating the integral, we obtain

$$
\begin{equation*}
A(K)=\frac{1}{k} \frac{20 \pi}{K^{2} l^{2}} . \tag{34}
\end{equation*}
$$

When we know the form of the diffusion propagator, we can calculate the diffusion contribution to the radiation intensity. Transforming variables in (27) and going to the Fourier representation, we obtain

$$
\begin{align*}
I^{D}(\mathbf{n})= & \frac{k^{2} c}{32 \pi^{2} \varepsilon}\left(1-n_{z}^{2}\right) \int \frac{d \mathbf{q}_{1} d \mathbf{q}_{2} d \mathbf{q}_{3} d \mathbf{q}_{4}}{(2 \pi)^{12}} \\
& \times\left|A_{0}\left(\mathbf{q}_{1}\right)\right|^{2} B\left(\mathbf{q}_{2}\right) B\left(\mathbf{q}_{3}\right) B\left(\mathbf{q}_{4}\right) P(\mathbf{K} \rightarrow 0, \\
& \left.-\mathbf{q}_{3}-k \mathbf{n}, \mathbf{q}_{1}+\mathbf{q}_{2}+\mathbf{q}_{4}\right)\left|G\left(\mathbf{q}_{1}+\mathbf{q}_{2}\right)\right|^{2} . \tag{35}
\end{align*}
$$

Substituting (9) into (35) and integrating using Ward's identity (18), we have

$$
\begin{align*}
I^{D}(\mathbf{n})= & \frac{e^{2}}{2 c \varepsilon}\left(1-n_{z}^{2}\right) A(\mathbf{K}) k^{2} \\
& \times \operatorname{Im} \Sigma(k \mathbf{n}) L_{z} \int \frac{d \mathbf{q}_{\rho}}{(2 \pi)^{2}} \frac{1}{\left(q_{\rho}^{2}+k_{0}^{2}-k^{2}\right)^{2}} \\
& \times \frac{B\left(\left|k_{0}+\sqrt{k^{2}-q_{\rho}^{2}}\right|\right)+B\left(\left|k_{0}-\sqrt{k^{2}-q_{\rho}^{2}}\right|\right)}{B(0)+B\left(2 \sqrt{k^{2}-q_{\rho}^{2}}\right)} . \tag{36}
\end{align*}
$$

The singularity of the radiation intensity results from the diffusion pole. When one takes into account the finite size of the system, the diffusion paths of the photon are cut off at the system size, and therefore $1 / K^{2}$ can be replaced by $L_{z}^{2}$ as $K \rightarrow 0$ (we assume that $L_{z}<L_{x}, L_{y}$ ). It follows from (36) that for particle energies $k_{0} \rightarrow k, \gamma \gg 1$, the main contribution to the integral over $q_{\rho}$ comes from $q_{\rho} \rightarrow 0$. The correlation function $B$ in (36) varies slowly when $q_{\rho} \rightarrow 0$ provided that $\gamma^{2} \gg a k_{0}$ (we discuss this condition in more detail in the next section); therefore, taking $q_{\rho} \approx 0$ (under the condition $\gamma \gg a k$ ) and substituting (34) and (16) into (36), we obtain

$$
\begin{equation*}
I^{D}(\omega, \vartheta)=\frac{5}{2} \frac{e^{2} \gamma^{2}}{\varepsilon c}\left(\frac{L_{z}}{l(\omega)}\right)^{3} \frac{\sin ^{2} \vartheta}{|\cos \vartheta|} . \tag{37}
\end{equation*}
$$

Note the main features of the diffusion contribution (37). Comparing (37) with the single-scattering contribution (26), we see that $I^{D} / I^{0} \sim L_{z}^{2} / l^{2} \gg 1$. This means that in the wavelength range $\lambda<l l(\lambda) \ll L_{z}$, the dominant radiation mechanism is diffusion. Note the strong dependence of spectral intensity on the particle energy, which also holds for the total intensity (integrated over frequencies and angles). Recall that this dependence in conventional transition radiation is logarithmic in the optical region. When $L_{z} \sim N$, then from (37) the radiation intensity has a strong dependence on the number of plates, $I \propto N^{3}$.

We now discuss a reason for the strong dependence of radiation intensity on particle energy. It is convenient to represent the background field in the form

$$
\begin{equation*}
A_{0}(\mathbf{q}) \propto \frac{\delta\left(q_{z}-k_{0}\right)}{q_{\rho}^{2}+k_{0}^{2} \gamma^{-2}} \tag{38}
\end{equation*}
$$

It follows from (38) that at relativistic energies $\gamma \gg 1$, most pseudophotons have momentum with transverse component $q_{\rho} \rightarrow 0$. It is easy to see from (38) that the total number of pseudophotons $N_{p s} \propto \int A_{0}^{2}(\mathbf{q}) d \mathbf{q}$ is proportional to $\gamma^{2}$. Each pseudophoton must be scattered to be converted into a real photon. The probability of large-angle scattering of pseudophotons is low in single scattering. Therefore, only a small contigent of pseudophotons is converted into photons.

This picture changes dramatically in multiple scattering, for which almost all pseudophotons are converted into photons via multiple scattering by the plates. As the total number of pseudophotons is proportional to $\gamma^{2}$, the radiation intensity (total number of photons) is also proportional to $\gamma^{2}$.

## 5. COHERENCE LENGTH

It is known (see for example Ref. 1) that the coherence length (or radiation formation zone) is the distance at which
the intrinsic field of charged particle separates from the radiation field. In other words, it is the length at which the interference term becomes small. The interference term consists of expressions like $I^{i} \sim A_{0}^{*}(\mathbf{R}, \omega)<A_{r}(\mathbf{R}, \omega)$. Using (9) and going to the coordinate representation, one obtains the following expression for the background field:

$$
\begin{equation*}
A_{0}^{*}(\mathbf{R})=\frac{2 e}{\pi^{2} c} e^{-i k_{0} z} K_{0}\left(\frac{k_{0} \rho}{\gamma}\right), \tag{39}
\end{equation*}
$$

where $K_{0}$ is the modified Bessel function (see for example Ref. 7).

Using (11), we obtain the averaged radiation potential

$$
\begin{equation*}
\left\langle A_{r}(\mathbf{R})\right\rangle=-\frac{\omega^{2}}{c^{2}} \int d \mathbf{r} A_{0}(\mathbf{r})\left\langle\varepsilon_{r}(\mathbf{r}) G(\mathbf{R}, \mathbf{r})\right\rangle \tag{40}
\end{equation*}
$$

Using the impurity diagrams (15), one can represent the average in (40) in the form

$$
\begin{equation*}
\left\langle\varepsilon_{r}(\mathbf{r}) G(\mathbf{R}, \mathbf{r})\right\rangle=\int d \mathbf{r}_{1} G_{0}\left(\mathbf{R}, \mathbf{r}_{1}\right) B\left(\mathbf{r}_{1}-\mathbf{r}\right) G\left(\mathbf{r}_{1}-\mathbf{r}\right) \tag{41}
\end{equation*}
$$

Using the approximations (24) for an observation point $R$ far from the system, $R \gg r_{1}$, we finally obtain

$$
\begin{align*}
I^{i}(\mathbf{R}) \sim & \frac{\exp \left(i k R-i k_{0} z\right)}{4 \pi R} K_{0}\left(\frac{k_{0} \rho}{\gamma}\right) \int d \mathbf{r} d \mathbf{r}_{1} A_{0}(\mathbf{r}) \\
& \times B\left(\mathbf{r}_{1}-\mathbf{r}\right) G\left(\mathbf{r}_{1}-\mathbf{r}\right) \exp \left(-i k \mathbf{n} \cdot \mathbf{r}_{1}\right) \tag{42}
\end{align*}
$$

For our purposes, it suffices to consider only the oscillating part of (42),

$$
\begin{equation*}
I^{i}(\mathbf{R}) \propto \exp \left(i k R-i k_{0} R \cos \vartheta\right) \tag{43}
\end{equation*}
$$

The interference term will be small when the oscillations are strong, $R\left(k-k_{0} \cos \theta\right) \geqslant 2 \pi .{ }^{1}$ In this case any integration will make the interference contribution negligible. Consequently, the coherence length in our case has the form

$$
\begin{equation*}
l_{c}(\vartheta)=\frac{2 \pi}{\left|k-k_{0} \cos \vartheta\right|} \tag{44}
\end{equation*}
$$

Now consider some special cases. For relativistic energies $k_{0} \rightarrow k$ and small angles $\vartheta \approx 0$, taking into account the definition of $k$ and $k_{0}$, one finds from (44)

$$
\begin{equation*}
l_{c} \equiv l_{c}(0) \approx \frac{4 \pi \gamma^{2}}{k_{0}} \tag{45}
\end{equation*}
$$

For angles $\theta \approx \pi$, the coherence length has the form

$$
\begin{equation*}
l_{c}(\pi) \approx \frac{2 \pi}{k+k_{0}} \tag{46}
\end{equation*}
$$

As expected, the coherence length in the direction of particle motion $(\vartheta \approx 0)$ is much greater than in the backward direction $(\boldsymbol{\vartheta} \approx \pi)$, where it is of the order of the wavelength.

Now the meaning of the condition $\gamma^{2} \gg a k_{0}$, which we used in the previous section, becomes clearer. It means that many plates must be placed at the coherence length, $l_{c} \gg a$, in order for multiple scattering effects of the pseudophoton to play an important role.

## 6. CONCLUSIONS

We have considered the diffusion contribution to the radiation intensity of a relativistic particle traversing a stack of randomly spaced plates. It was shown that for a large number of plates $(N \gg 1)$, in the wavelength range $\lambda \ll l$, for angles $|\cos \vartheta| \gg(1 / k l)^{1 / 3}$, and coherence length much greater than the plate thickness $\left(l_{c} \gg a\right)$, the diffusion contribution is dominant. Note that the backward and forward intensities of relativistic charged particle radiation intensity are equal, whereas in a regular stack, a relativistic particle radiates mainly in the forward direction.

Note that we did not take photon absorption into account. This is correct provided that $l<l_{\text {in }}$, where $l_{\text {in }}$ is the photon inelastic mean free path in the medium. In the theory of diffusive propagation of waves, weak absorption $\left(l \ll l_{i n}\right)$ is taken into account in the following way. ${ }^{8}$ If the absorption is so weak that $L_{z}<\sqrt{l l_{i n}}$, then the expression (37) remains unchanged. When $L_{z}>\sqrt{l l_{i n}}$, one must replace $L_{z}^{2}$ with $l l_{i n}$ in (37):

$$
\begin{equation*}
I^{D}(\omega, \vartheta)=\frac{5}{2} \frac{e^{2} \gamma^{2}}{\varepsilon c} \frac{L_{z} l_{i n}(\omega)}{l^{2}(\omega)} \frac{\sin ^{2} \vartheta}{|\cos \vartheta|} . \tag{47}
\end{equation*}
$$

It follows from (47) that in this case the dependence of radiation intensity on the number of plates is weaker, $I \propto N$.

Note that absorption changes the frequency dependence of the spectral intensity.

Now compare the radiation considered above with Cherenkov radiation for the corresponding values of particle energy, which, however, are on opposite sides of the critical value $c / \sqrt{\varepsilon}$. The intensity of Cherenkov radiation has the form ${ }^{8}$

$$
\begin{equation*}
I^{C h}(\omega)=\frac{e^{2} \omega d}{c^{2}}\left(1-\frac{c^{2}}{v^{2} \varepsilon}\right) \tag{48}
\end{equation*}
$$

where $d$ is the path of the charged particle, which traverses a medium with dielectric constant $\varepsilon$. Comparing (48) with (37), we have

$$
\begin{equation*}
\frac{I^{D}(\omega)}{I^{C h}(\omega)} \sim \frac{\gamma^{2}}{k l}\left(\frac{L_{z}}{l}\right)^{2} \tag{49}
\end{equation*}
$$

Note that the Cherenkov intensity is greater than the singlescattering contribution, $I^{0} / I^{C h} \sim 1 / k l \ll 1 .{ }^{9}$ From (49), the diffusion radiation, in contrast, can be stronger than the Cherenkov radiation.
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#### Abstract

Processes involving a change of orbital angular momentum $l$ and the dissociation of Rydberg molecules when they collide with inert-gas atoms are considered, using a method based on analyzing the terms of the interacting systems. The proposed method makes it possible to take into account the perturbations in a large group of Rydberg states that weakly penetrate into the ion core and to go beyond the limits of the two-level approximations [R. F. Stebbings and F. B. Dunning, eds., Rydberg States of Atoms and Molecules (Cambridge University Press, Cambridge, 1983; Mir, Moscow, 1985)] widely used in the theory of $l$ mixing with the participation of Rydberg atoms. Using the $\mathrm{Na}^{* *}(n d)+$ Xe reaction as an example, it is demonstrated that this method gives good results in a wide range of variation of the principal quantum number $n$ of the Rydberg electron ( $n \approx 10-40$ ). Features of the $l$ mixing and dissociation of Rydberg molecules are studied for the $\mathrm{H}_{2}^{* *}+\mathrm{Xe}$ system. It is shown that collisional dissociation occurs by the formation of an intermediate Rydberg state of the molecules, followed by self-decay into a dissociative continuum. © 1998 American Institute of Physics. [S1063-7761(98)00707-0]


## 1. INTRODUCTION

Elementary processes in which highly excited (Rydberg) atoms and molecules participate play an important role in atmospheric and astrophysical phenomena, and are also of interest for a number of applied areas of physics (lowtemperature plasma, MHD generators, gas-laser systems, etc.). These processes are extremely diverse and are characterized, as a rule, by large cross sections and largely determine the properties of the upper atmosphere. ${ }^{1}$ They include, most importantly, inelastic vibronic interactions, ionization, and charge exchange, which, with relative velocities of the colliding particles satisfying

$$
\begin{equation*}
u_{c} \ll 1 / n \tag{1}
\end{equation*}
$$

( $n$ is the principal quantum number of the Rydberg state, and $\hbar=m_{e}=e=1$ ), are characterized by local transition regions. ${ }^{2-4}$

However, the most efficient processes are those in which the angular momentum $l$ of the Rydberg electron changes ( $l$ mixing), induced by slow collisions with a perturbing neutral particle. In the region in which the principal quantum number varies, $n \approx 10-40$, the total $l$-mixing cross section substantially exceeds the gas-kinetic cross section, attaining values of $\sigma \sim 10^{-12}-10^{-11} \mathrm{~cm}^{2}$. ${ }^{1}$ These processes correspond to a small energy transfer into translational degrees of freedom and have no pronounced transition regions. Their treatment requires more complex dynamic models (by comparison with those used in Refs. 2-4).

This paper is devoted to the solution of this problem. The proposed approach is based on a study of the features of the potential energy surfaces of the interacting system and makes it possible to go beyond the framework of concepts
concerning local transitions. It takes into account the distortion of the level system of the Rydberg states, created by the field of perturbing atom A , which is completely ignored in the existing theory.

Dynamical models used to describe processes with the participation of Rydberg atoms are covered in detail in the review article by Hickman, Olson, and Pascal. ${ }^{1}$ We shall not discuss all possible theoretical approaches here and shall indicate only those that are currently most often and most effectively used. These include the Born or the momentum approximation, ${ }^{5}$ which are essentially a generalization of Fermi's pseudopotential model. ${ }^{6}$ The approximations are introduced on the basis of information concerning the scattering length $a$ and the static polarizability $\beta$ of the atom in the form in which it is reproduced in the expression for the $e^{-}-A$ scattering amplitude, ${ }^{7}$

$$
\begin{equation*}
f_{e}=a+\frac{\pi}{3} \beta k \tag{2}
\end{equation*}
$$

where $k$ is the momentum of the incident electron.
We shall apply the method developed below to the study of the processes of $l$ mixing

$$
\begin{equation*}
\mathrm{XY}^{* *}\left(n, l<l^{*}, \Lambda, v\right)+\mathrm{A} \rightarrow \mathrm{XY}^{* *}\left(n^{\prime}, l^{\prime} \geqslant l^{*}, v^{\prime}\right)+\mathrm{A} \tag{3}
\end{equation*}
$$

and of collisional dissociation

$$
\begin{align*}
& \mathrm{XY}^{* *}\left(n, l \geqslant l^{*}, v\right)+\mathrm{A} \rightarrow \mathrm{X}+\mathrm{Y}+\mathrm{A},  \tag{4}\\
& \mathrm{XY}^{* *}\left(n, l<l^{*}, \Lambda, v\right)+\mathrm{A} \rightarrow \mathrm{X}+\mathrm{Y}+\mathrm{A}, \tag{5}
\end{align*}
$$

where $\Lambda$ is the absolute magnitude of the projection of the electronic angular momentum onto the axis of the molecule, and $v$ is the vibrational quantum number. The effective value


FIG. 1. Schematic image of classical trajectories of an electron and of atom A relative to ion $\mathrm{XY}^{+}$. Radius $R_{c l}=2 n^{2}$ denotes the classically resolved region of motion of the electron.
$l^{*}$ of the orbital angular momentum makes it possible to divide the Rydberg configurations into two inequivalent groups of states, strongly and weakly interacting with the ion core. ${ }^{2}$ The states of the first group are characterized by small values of the orbital angular momentum of the electron $\left(l<l^{*}\right)$ and in classical language correspond to convex elliptical trajectories adjacent to the ion core. As is well known, they possess quantum defects that determine how much their levels deviate from the Coulomb levels. The states of the second group $\left(l \geqslant l^{*}\right)$ correspond to trajectories far from the ion core and virtually coincide with the Coulomb states; i.e., they are characterized by high degeneracy multiplicity. The number of these states $p_{n} \approx n^{2}$ is rather high (in particular, the angular momentum $l^{*}$ separating the two indicated groups of states equals $l^{*}=3$ for $\mathrm{Na}^{* *}$ and $\mathrm{H}_{2}^{* *}$ ).

Since states with large $l \geqslant l^{*}$ are energetically unresolvable, it is impossible to treat them separately. They interact with the entire set. The involvement of large groups of states in the interaction process is a specific property of Rydberg systems. To explain the role of these states in the dynamics of an elementary interaction event, it is necessary to study the potential-energy surface of the combined $\mathrm{XY}{ }^{* *}+$ A system. When this is done, two goals are achieved simultaneously: The distortion of the levels that occurs when neutral atom A falls into the sphere of influence of Rydberg molecule $\mathrm{XY}^{* *}$ is found, and the mixing of states that results from the transition from certain trajectories to others is taken into account. The direction of the classical momentum of the electron is altered by the elastic scattering at perturbing atom A. A schematic diagram of this physical situation is shown in Fig. 1.

The position of the Rydberg levels depends on the distance $R$ between the $\mathrm{XY}^{* *}$ and A particles. The character of their perturbation for sufficiently large $R$ is determined by the features of the interaction of a free electron with atom A. Since the cross sections of processes (3)-(5) are large, the main contribution comes from the region of large distances, where the asymptotic method can be used to solve the problem. This makes it possible to construct the potential-energy surface of the combined quantum system $\mathrm{XY}^{* *}+\mathrm{A}$ in ana-
lytical form and to study the dynamics of the processes considered here, using a formal scheme to calculate the distortion of the Rydberg terms. The subsequent analysis is carried out in the adiabatic approximation (with respect to rotation), in which the orientation of the molecule during collision is considered fixed. In this case, the potential-energy surfaces are constructed by using a vibronic basis, in which the vibrational quantum numbers are given instead of the interatomic distances in the $\mathrm{XY}^{* *}$ molecule. Such a basis is convenient when the dynamic behavior of the $\mathrm{XY}^{* *}+\mathrm{A}$ system is being studied and most clearly reflects the specifics of the problem under consideration.

The general concepts concerning the terms or concerning the potential-energy surfaces of the $X^{* *}+A$ and $\mathrm{XY}{ }^{* *}+\mathrm{A}$ systems, in which atom A is considered a structureless particle (as a rule, atoms of the inert gases possess this property) are discussed in Sec. 2. The dynamics of the $l$-mixing process are investigated in Sec. 3. Collisional dissociation of diatomic Rydberg molecules $\mathrm{XY}^{* *}$ is considered in Sec. 4. The last section, Sec. 5, presents the main conclusions and analyzes ways of further developing the theory.

## 2. POTENTIAL-ENERGY SURFACES OF THE XY** + A SYSTEM

We now pass to a consideration of the potential-energy surfaces of the combined system $\mathrm{XY}^{* *}+\mathrm{A}$ corresponding to states of the Rydberg electron that strongly $\left(l<l^{*}\right)$ and weakly $\left(l \geqslant l^{*}\right)$ penetrate into the ion core.

Information on the behavior of these terms in the field of a perturbing neutral particle can be obtained by analyzing the equations for the level-shift operator $\tau$. The form in which these equations are written depends on the basis of the states that is used for the unperturbed $\mathrm{XY}^{* *}$ molecule and the number of $|L M\rangle$ states for the scattering of the free electron $e^{-}$at particle A that are taken into account (indices $L$ and $M$ here denote the angular momentum of the electron relative to the scattering center and its projection in the direction of the vector $\mathbf{R}$ ). Below we shall restrict ourselves to $S$ scattering in the $e^{-}$- A system, assuming that the angular moment of the electron is $L=0$. Including states with $L \neq 0$, as can be shown, does not substantially change the results obtained for the energy region under consideration ( $n \geqslant 10$ ).

In choosing the basis of the states of the $\mathrm{XY}^{* *}$ molecules, one should be guided by the two limiting cases, corresponding to two different relationships between the rotational period $\tau_{\text {rot }} \sim 1 / B$ (where $B$ is the rotational constant of the $\mathrm{XY}^{+}$ion) of the molecules and the time $\tau_{c} \sim n^{2} / u_{c}$ for particles A with relative velocity $u_{c}$ to pass through the characteristic region $\sim n^{2}$. For slow rotation, $\tau_{\text {rot }} \gtrdot \tau_{c}$, when

$$
u_{c} \gtrdot B n^{2},
$$

the orientation of the $\mathrm{XY}{ }^{*} *$ molecules remains unchanged during collision, and the potential-energy surface must be determined for the given position of the axis of the molecular ion $\mathrm{XY}^{+}$. It is this case that is studied in the present paper.

Slow vibrational motion of the ion with frequency $\omega_{v}$ is characterized by the similar relationship $u_{c} \gg \omega_{v} n^{2}$, which,
under the conditions considered here, $u_{c} \ll 1 / n$, is equivalent to the requirement $\omega_{v} \ll 1 / n^{3}$. This relationship is not satisfied for the majority of diatomic molecules (of the type $\mathrm{H}_{2}$, $\mathrm{N}_{2}, \mathrm{O}_{2}, \mathrm{CO}, \mathrm{OH}$, etc.). Therefore, in constructing the terms, it is necessary to fix the vibrational states of the $\mathrm{XY}^{+}$ion and to go from the adiabatic to the vibronic potential surfaces of the system. In the classically resolved region of motion of a Rydberg electron, these terms for the most important case $L=0$ are determined by analogy with Ref. 2 from the following equation:

$$
\begin{align*}
\tau= & 2 \pi \sum_{n l<l^{*}, \Lambda, v} \mathbf{K} \frac{\Psi_{n l \Lambda v}^{*}(\mathbf{R}, \rho) \Psi_{n l \Lambda v}\left(\mathbf{R}, \rho^{\prime}\right)}{E-E_{n_{v} l \Lambda v}} \tau \\
& +\sum_{v} k_{v}(R) \mathbf{K} \cot \pi \nu_{v} \chi_{v}(\rho) \chi_{v}\left(\rho^{\prime}\right) \tau \tag{6}
\end{align*}
$$

where $\Psi_{n l \Lambda v}(\mathbf{R}, \rho)$ is the wave function for the Rydberg $n l \Lambda v$ state at point $\mathbf{R}$ (which in general is a superposition of states with different vibrational wave functions $\chi_{v}$ of the $\mathrm{XY}^{+}$ion, dependent on the interatomic coordinate $\rho$ ), $k_{v}$ is the classical momentum of the Rydberg electron, $E_{n_{v} l \Lambda v}$ is the energy of the vibronic level, and $\nu_{v}=\left[2\left(E_{v}-E\right)\right]^{-1 / 2}$. The elements of the $\mathbf{K}$ scattering matrix ${ }^{2}$ which are diagonal with respect to the vibrational quantum number,

$$
\begin{equation*}
K_{v, v^{\prime}}=K_{v} \delta_{v v^{\prime}}, \tag{7}
\end{equation*}
$$

are determined in Eq. (6) when the energy is $\varepsilon_{v}=k_{v}^{2} / 2$. For $S$ scattering and taking into account the first two leading terms, they coincide to within the sign with the expression for the $\mathrm{e}^{-}-\mathrm{A}$ scattering amplitude, Eq. (2). Since we are studying the process of $l$ mixing in pure form, the terms in Eq. (6) that correspond to nonadiabatic vibronic coupling are left out. This makes it possible to use the ordinary representation $\Psi_{n l \Lambda v}(\mathbf{R}, \rho)=\Phi_{n l \Lambda}(\mathbf{R}) \chi_{v}(\rho)$ and to omit an analysis of the narrow regions of pseudo-crossing of terms corresponding to different values of vibrational quantum number $v$, i.e., to eliminate vibronic transitions from consideration (for definiteness, we restrict ourselves to the case $v=0$ ).

It is also assumed in writing Eq. (6) that $l$ in isolated Rydberg states is a 'good'" quantum number. The sum over $l$ in the first term of Eq. (6) corresponds to the contribution of the strongly penetrating orbitals $\left(l<l^{*}\right)$. The second term, containing $\cot \pi \nu_{v}$ (whose poles reconstruct the position of the Coulomb levels) describes the contribution of the weakly penetrating orbitals. The choice of critical value $l^{*}$ is determined by the smallness of the characteristic Massey parameter

$$
\begin{equation*}
\frac{\Delta E_{n_{v} l \Lambda} n^{2}}{u_{c}} \ll 1 \tag{8}
\end{equation*}
$$

with the value of $\Delta E_{n_{v} l \Lambda}$ that characterizes the deviation of the position of the Rydberg $n_{v} l \Lambda$ level from the Coulomb level.

States with $l<l^{*}$, as is well known, are weakly perturbed by particle A. Therefore, the positions of the Rydberg vibronic terms virtually coincide with the levels of the isolated molecule. ${ }^{2}$ Their energies, measured from the ground state of the $\mathrm{XY}^{+}$ion, are defined as

$$
\begin{equation*}
E_{n_{v} l \Lambda}=E_{v}-\frac{1}{2\left(n_{v}-\mu_{l \Lambda v}\right)^{2}} \tag{9}
\end{equation*}
$$

where $E_{v}$ is the energy of the vibrational perturbation of the $\mathrm{XY}^{+}$ion, and $\mu_{l \Lambda v}$ is the quantum defect of the $n_{v} l \Lambda$ level.

As a consequence of strong $l \Lambda$ mixing, the states with large $l \geqslant l^{*}$ form covalent terms split off from the Coulomb levels $\left(\mu_{l \Lambda v}=0\right)$ and characterized by the type of scattering of the Rydberg electron at particle A. These terms, denoted below by subscript $L$, in the case under consideration of $L=0$, are described by the transcendental equation

$$
\begin{equation*}
U_{n_{v} L}(R)=E_{v}-\frac{1}{2\left[n_{v}-\mu_{0 v}(R)\right]^{2}} \tag{10}
\end{equation*}
$$

The quantity $\mu_{0 v}$ has the meaning of the quantum $L v$-defect of the level induced by the $e^{-}-\mathrm{A}$ interaction and equals

$$
\begin{equation*}
\mu_{0 v}(R)=-\frac{1}{\pi} \arctan \left(k_{v} K_{v}(R)\right) . \tag{11}
\end{equation*}
$$

It is important to point out that, with large values of $l \geqslant l^{*}$, the electron density close to the ion core is small because of the presence of the orbital barrier. Therefore, the strong field of the core, like its orientation in the $\mathrm{XY}^{* *}+\mathrm{A}$ system, has no appreciable effect on these states and can be neglected in first approximation.

Equation (6) completely determines the potential-energy surfaces that describe the groups of states indicated above and also makes it possible to calculate the interaction between them. Actually, using Eq. (6) as a basis for setting up the characteristic (secular) equation for the eigenvalues of the electron energy, it is easy to obtain

$$
\begin{align*}
& V_{n_{v} l \Lambda, n_{v} l^{\prime} \Lambda^{\prime}}^{2}=2 \pi K_{v}^{2}\left|\Phi_{n_{v} l \Lambda}(\mathbf{R}) \Phi_{n_{v} l^{\prime} \Lambda^{\prime}}(\mathbf{R})\right|^{2}  \tag{12}\\
& V_{n_{v} l \Lambda v, n_{v} 0 v}^{2}=\frac{B_{l \Lambda 0 v} k_{v} K_{v}^{2} \cos ^{2} \pi \nu_{v}}{\pi \nu_{v}^{3}} \tag{13}
\end{align*}
$$

Equations (12) and (13) describe, respectively, the interactions between the states within the $l<l^{*}$ group and between the $l<l^{*}$ and $l \geqslant l^{*}$ groups. Moreover, the former corresponds to the case of two interacting parallel terms:

$$
\begin{align*}
& U_{n_{v} l \Lambda}=E_{n_{v} l \Lambda}+2 \pi K_{v}\left|\Phi_{n_{v} l \Lambda}(\mathbf{R})\right|^{2} \\
& U_{n_{v} l^{\prime} \Lambda^{\prime}}=E_{n_{v} l^{\prime} \Lambda^{\prime}}+2 \pi K_{v}\left|\Phi_{n_{v} l^{\prime} \Lambda^{\prime}}(\mathbf{R})\right|^{2} \tag{14}
\end{align*}
$$

The latter corresponds to the interaction of two intersecting $l$ and $L$ terms. The quantity $B_{l \Lambda 0 v}$ characterizes the probability of finding a Rydberg electron close to the perturbing atom A and equals

$$
\begin{equation*}
B_{l \Lambda 0 v}=2 \pi\left|\Phi_{n_{v} l \Lambda}(\mathbf{R})\right|^{2} . \tag{15}
\end{equation*}
$$

When $S$ scattering in the $e^{-}$- A system is taken into account, the group with $l \geqslant l^{*}$ is represented, essentially, by one state, which is the consequence of intense $l \Lambda$ mixing. It should also be pointed out that, in the case of atoms ( $\mathrm{X}^{* *}$ instead of $\mathrm{XY}^{* *}$ ), when the electron energy is independent of $\Lambda$, the sum over $\Lambda$ in Eq. (6) for the states $l<l^{*}$ is cut short. As a result, a term appears that is independent of the direction of the vector $\mathbf{R}$; i.e. we essentially operate with one


FIG. 2. Diabatic terms of the $\mathrm{Na}^{* *}(n d)+\mathrm{Xe}$ system. The dashed curve shows the Rydberg 10d term, and the solid curve shows the covalent $10(L=0)$ term.
state (instead of $2 l+1$ for the given index $l$ ). This means that complete mixing of the $\Lambda$ components of the $n l$ orbitals of the Rydberg electron occurs at a preliminary stage of the collision process.

The interaction between such states in the $\mathrm{X}^{* *}+\mathrm{A}$ system is written similarly to Eqs. (12) and (13), with $\Phi_{n l \Lambda}(\mathbf{R})$ replaced by the function $\widetilde{\Phi}_{n l}(R)$, which is independent of the direction of the vector $\mathbf{R}$ and which can be formally obtained by using function $\Phi_{n l \Lambda}(R)$, where the quantization axis is directed along the vector $\mathbf{R}$. The use of such functions substantially simplifies the study of the dynamic behavior of the system.

## 3. DYNAMICS OF THE MIXING

The investigation of the terms of the $X^{* *}+$ A system is a necessary stage of the study of the dynamics of elementary processes. This stage is completely ignored in existing theoretical approaches. Thus, the approximation of two undistorted states with an interaction of the type of Eq. (12) is ordinarily used to describe $l$ mixing, even though it is actually necessary to take into account $n^{2}$ Rydberg states.

A theory based on term concepts gives an effective method of solving this complex quantum problem. The principal novelty that it introduces into the theory of collisions with the participation of highly excited atoms is associated with taking into account the distortion of the levels of the Rydberg electron and the mixing of large groups of degenerate states when $\mathrm{X}^{* *}$ and A particles interact.

Using the experimentally and theoretically ${ }^{8}$ well-studied system $\mathrm{Na}^{* *}(n d)+\mathrm{Xe}$ as an example (see Fig. 2), we can see that the relative position of the terms substantially depends on the distance $R$ between the colliding particles. In order to check the validity of the method proposed below for calculating the $l$-mixing cross section in Rydberg molecules, we have carried out a preliminary analysis of this system. In terms of an approach using complete information concerning the terms of the $\mathrm{X}^{* *}+$ A system, the process of $l$ mixing can be regarded as a dynamic transition from a group of states mixed with regard to projections $m$ but with a fixed value of $l$ (with $l<l^{*}$ ) to a group of states with $l \geqslant l^{*}$, strongly mixed
in $m$ and in $l$. The interaction of the indicated groups of states is given by

$$
\begin{equation*}
V_{n l L}=\frac{\sqrt{2 l+1}}{\pi \nu_{l}^{3}} \frac{K_{0}}{R} \sin \Theta_{n l}(R) \cos \pi \nu_{l} \tag{16}
\end{equation*}
$$

which is independent of the direction of the vector $\mathbf{R}$ because of the strong mixing of the $m$ components of the $n l$ level. The argument of the sine of $\Theta_{n l}(R)$ in Eq. (16) is formed from the radial part of the wave function $\Phi_{n l \Lambda=0}(R)$ described in the quasi-classical representation $\left(\nu_{l}=n-\mu_{l}\right.$ is the effective principal quantum number).

We can use the approximation of straight-line trajectories to compute the transition amplitude $A_{n l L}$, restricting ourselves to first-order perturbation theory in the interaction $V_{n l L}:{ }^{9}$

$$
\begin{align*}
& A_{n l L}(b)=\int_{-\infty}^{\infty} V_{n l L}(R(t)) \exp \left[i \int_{0}^{t} \omega_{n l L}\left(R\left(t^{\prime}\right)\right) d t^{\prime}\right] d t \\
& \omega_{n l L}(R)=E_{n l}-U_{n L}(R), \quad R(t)=\sqrt{b^{2}+u_{c}^{2} t^{2}} \tag{17}
\end{align*}
$$

The condition for perturbation theory to be applicable, $\left|A_{n l L}\right|^{2} \ll 1$, breaks down in the region of small impact parameters $b$, which have an insignificant effect on the cross section of the process. Short-range interaction of atom A with the ion core is neglected in this case. According to Eqs. (10) and (11), it is also necessary to introduce an additional limitation into the relative velocity $u_{c}$ of the colliding $X^{* *}$ and A atoms, i.e.,

$$
\begin{equation*}
u_{c}>\left(\frac{1+2 \mu_{l}}{M_{c} n^{3}}\right)^{1 / 2}, \tag{18}
\end{equation*}
$$

which means that the kinetic energy of the particles exceeds the barrier height formed by the covalent $L$ term, and that there are no branch points of the trajectories ( $M_{c}$ is the reduced mass of the interacting atoms). For the given velocity $u_{c}$ (or the temperature $T_{c}$ of the colliding atoms), the condition given by inequality (18) is, in essence, a lower bound on the region of variation of principal quantum number $n$. Taking into account the limitations given here, the transition amplitude of Eqs. (17) takes the following form:

$$
\begin{align*}
& A_{n l L}(b)= \sqrt{2(2 l+1)} \frac{\cos \pi \nu_{l}}{\pi \nu_{l}^{3} u_{c}} \\
& \times \int_{0}^{z_{0}} \frac{d z}{R(z)} K_{0}(z) \sin \Theta_{n l}(z) \cos \Omega_{n l L}(z, b), \\
& \Omega_{n l L}(z, b)=\frac{1}{u_{c}} \int_{0}^{z(b)} \omega_{n l L}\left(R\left(z^{\prime}\right)\right) d z^{\prime} \tag{19}
\end{align*}
$$

with the limits of integration

$$
z_{0}=2 n^{2}, \quad z(b)=\sqrt{z_{0}^{2}-b^{2}}
$$

We write the cross section of the $l$-mixing process as ${ }^{10}$

$$
\begin{equation*}
\sigma_{n l L}=\pi g_{l} b_{0}^{2}\left|A_{n l L}\left(b_{0}\right)\right|^{2}+2 \pi g_{l} \int_{b_{0}}^{\infty} b d b\left|A_{n l L}(b)\right|^{2}, \tag{20}
\end{equation*}
$$



FIG. 3. Comparison of the theoretical and experimental $l$-mixing cross sections of the $n d$ levels of $\mathrm{Na}^{* *}$ when it collides with Xe atoms. The solid curve shows the calculation from Eqs. (19) and (20) for $u_{c}=2 \times 10^{-4}$, the dashed curve shows the results of the calculation of Ref. 8, shows experimental values from Ref. 13, and $\bigcirc$ shows experimental values from Ref. 14.
where $g_{l}=1 /(2 l+2)$ is the statistical weight of the initial state. The choice of the impact parameter $b_{0}$ that separates the region of integration into the inner, $b \leqslant b_{0}$ (strong coupling) region and the outer $b>b_{0}$ (weak coupling) region is, generally speaking, arbitrary. Actually, in the inner region, where perturbation theory is not applicable, the expression $W=|A|^{2} g_{l}$ strongly oscillates as a function of $b$ and can appreciably exceed unity at individual points. However, starting with a certain value $b_{0}$, the probability $W$ strictly is less than $1 ; W\left(b>b_{0}\right)<1$ in the outer region of variation of $b$, which is a necessary criterion for choosing parameter $b_{0}$. A detailed discussion of this question can be found, for example, in Ref. 11. Below, to estimate the cross sections of processes (3)-(5), we restrict ourselves to the condition $W\left(b_{0}\right)=1$.

Equation (19) makes it possible to analyze how the cross section given by Eq. (20) depends on principal quantum number $n$. For small $n$, the cross section must increase because of the increase of the scale factor $\propto n^{4}$, proportional to the square of the geometrical size of the Rydberg particle. For large $n, \omega_{n l L}$ becomes small and depends weakly on $R$. It can be shown that, in the limit $\omega_{n l L}=0$, Eq. (20) transforms to the well-known result ${ }^{12}$

$$
\sigma_{n l L}=2 \pi \frac{a^{2}}{n^{3} u_{c}^{2}},
$$

which is closely obeyed in the momentum and Born approximations. ${ }^{1}$ Consequently, the $n$ dependence of the cross section given by Eq. (20) must have a characteristic bell shape with a pronounced maximum.

The above remarks are illustrated in Fig. 3, which shows the results of a calculation of the $l$-mixing cross section in the system $\mathrm{Na}^{* *}(n d)+\mathrm{Xe}$, using Eqs. (19) and (20) with $L=0$, and gives a comparison with experiment. ${ }^{13,14}$ The calculation is carried out for a relative velocity of the colliding particles of $u_{c}=2 \times 10^{-4}$ (corresponding to a temperature of $T_{c} \approx 300 \mathrm{~K}$ ), with parameters $\mu_{d}=0.015,{ }^{15} a=-6.0$, and
$\beta=27.06 .{ }^{16}$ In the calculations here and below, we have used the long-wavelength expansion of the elements of the $\mathbf{K}$ matrix, written in the form ${ }^{3}$

$$
\begin{equation*}
K_{0}=a+\frac{\pi \beta}{3} k+\left(\frac{4}{3} \alpha \beta \ln k+\gamma\right) k^{2}, \tag{21}
\end{equation*}
$$

where the parameter for the Xe atom is $\gamma=-210$. The filled circles on the right-hand wing of the curve correspond to room temperature, $T_{c}=300 \mathrm{~K} .{ }^{13}$ On the left-hand wing of the curve, the open circles show the results obtained in Ref. 14 at a temperature of $T_{c}=430 \mathrm{~K}$. The theoretical estimate agrees well with the features of the experimental dependence. The presence of a dip on the left-hand wing is evidently associated with the fact that the region of transitions that makes the main contribution to the cross section of the process comes at a node of the radial wave function, whose position depends on the quantum defect of the level. The dashed curves on same figure show the dependence obtained in the momentum approximation. ${ }^{8}$

However, it should be pointed out that, for large $n \gg\left(M_{c} u_{c}^{2}\right)^{-1 / 3}$, along with quasi-elastic processes, inelastic processes accompanied by a change of the principal quantum number $n$ must also occur. A group of Rydberg states will participate here, from which it follows that the cross section of the process must be calculated from the corresponding summation. As a result, the $n$ dependence at the periphery of the right-hand wing is $\propto 1 / n ;{ }^{17}$ i.e., the total cross section here must significantly exceed that calculated from Eqs. (19) and (20). For example, for a relative velocity of $u_{c}$ corresponding to the thermal temperature, this will occur starting with $n \approx 40$, as is clearly demonstrated in Fig. 3.

Rydberg molecules $\mathrm{XY}^{* *}$ are a more complicated quantum object of study. Actually, the strong field of diatomic molecules, unlike that of $\mathrm{X}^{* *}$ atoms, is not spherically symmetric and possesses only axial symmetry. Complete mixing of the $m$ components of the electronic angular momentum $l$ also does not occur, since states with different projections of $\Lambda$ onto the axis of the molecule are energetically different.

It can be shown that, for strongly penetrating orbitals $\left(l<l^{*}\right)$, the angular dependence of the wave functions of a Rydberg electron is rather weak and does not substantially affect the dynamics of the process. The main physical factors here are the interaction modulations created by quasiclassical oscillations of the radial wave functions and the energy transferred into the translational degrees of freedom (i.e., the quantum defects of the states combined in the collisional transitions). Therefore, it is sufficient to use the simple equations (19) and (20) to analyze the structure of the $l$-mixing cross sections in Rydberg molecules.

As a specific application, let us consider the process

$$
\begin{equation*}
\mathrm{H}_{2}^{* *}(n p \Lambda, v=0)+\mathrm{Xe} \rightarrow \mathrm{H}_{2}^{* *}(n, l \geqslant 3, v=0)+\mathrm{Xe}, \tag{22}
\end{equation*}
$$

where $\Lambda$ takes the values 0 and 1 (corresponding to the $\sigma$ and $\pi$ states, the adiabatic quantum defects of which are equal, and $\mu_{\sigma}=0.191$ and $\mu_{\pi}=-0.078$, Ref. 18). The optical $n p \Lambda$ series of the $\mathrm{H}_{2}^{* *}$ molecule are not predissociated and possess radiative lifetimes $r_{\mathrm{rad}} \geqslant 10^{-6} \mathrm{sec}$, much greater than the characteristic collision times of $\tau_{c} \sim 10^{-11} \mathrm{sec}$. Figure 4 shows the dependence of the cross section of process (22) on


FIG. 4. Cross section of the $\mathrm{H}_{2}^{* *}(n p \Lambda, v=0)+\mathrm{Xe} \rightarrow \mathrm{H}_{2}^{* *}(n, l \geqslant 3, v=0)$ + Xe process, calculated from Eqs. (19) and (20) for $u_{c}=9 \times 10^{-4}(\bigcirc p \pi$ state, $O-p \sigma$ state).
the principal quantum number $n$, calculated for a relative velocity of $u_{c} \approx 9 \times 10^{-4}$. The resulting curves have the typical shape characteristic of atomic systems.

## 4. COLLISIONAL DISSOCIATION OF RYDBERG MOLECULES

We now turn to a consideration of the collisional dissociation of $\mathrm{XY}^{* *}$ molecules in highly excited states that are not predissociated in the absence of atom A. They include two types of excitation, i.e., states with a small orbital angular momentum $l<l^{*}$ and states with $l \geqslant l^{*}$ that weakly interact with the ion core, correlating with covalent $L$ configurations. The former, as a rule, are populated during resonance photoabsorption and are characterized by radiative lifetimes $\tau_{\text {rad }}$. They decay because of $l$ mixing between states corresponding to strongly penetrating orbitals $\left(l<l^{*}\right)$. The latter are formed during threshold excitation by electron impact and do not predissociate, since they are restrained by a high orbital barrier $\left(l \geqslant l^{*}\right)$. Here predissociation occurs by reverse $L \rightarrow l$ transitions. In both cases, collisional dissociation occurs by a two-stage "state-to-state" mechanism

$$
\left.\begin{array}{c}
\mathrm{XY}^{*} *(n l \Lambda v)+\mathrm{A}  \tag{23}\\
\mathrm{XY}^{*}(n L v)+\mathrm{A}
\end{array}\right\} \rightarrow \mathrm{XY}^{* *}\left(n^{\prime} l_{\beta} \Lambda_{\beta} v^{\prime}\right)+\mathrm{A} \rightarrow \mathrm{X}^{*}+\mathrm{Y}+\mathrm{A},
$$

where the first stage is induced by interaction with atom $A$ and is accompanied by a transition to the predissociated $\beta$ state. The subsequent decay occurs in a time that substantially exceeds $\tau_{c}$, when the colliding particles no longer actually interact. Moreover, the first stage can occur either as a result of a transition with no change of the initial vibrational state $v$ or with excitation of the ion core. Note that for $n \approx 10$ - 40 the quasi-elastic transition cross sections are at least an order of magnitude larger than the inelastic cross sections. Since predissociation at the second stage of the process occurs with a probability equal to unity, the quasielastic transitions $\left(v=v^{\prime}\right)$ must dominate in this region of variation of $n$.

For optically excited $\mathrm{XY}^{* *}$ molecules, dissociation results from a direct transition from a stable state of the group $\left(l<l^{*}\right)$ into a predissociated $n l_{\beta} \Lambda_{\beta} v$ state belonging to the
same group. The collisional dissociation cross section can be calculated here from Eq. (12) with a transition amplitude

$$
\begin{align*}
A_{n_{v} l \Lambda, n_{v} l_{\beta} \Lambda_{\beta}}(b) & =2 \int_{0}^{\infty} d t V_{n_{v} l \Lambda, n_{v} l_{\beta} \Lambda_{\beta}}(R(t)) \cos \left(\omega_{l \Lambda, l_{\beta} \Lambda_{\beta}} t\right),  \tag{24}\\
\omega_{l \Lambda v, l_{\beta} \Lambda_{\beta^{v}}} & =\left(\mu_{l \Lambda v}-\mu_{l_{\beta} \Lambda_{\beta^{v}}}\right) n_{v}^{-3} \tag{25}
\end{align*}
$$

in which the interaction $V$ of two parallel terms, taking into account the remarks in Sec. 3 relating to the angular dependence of the wave functions, has the form

$$
\begin{align*}
& V_{n_{v} l \Lambda, n_{v} l_{\beta} \Lambda_{\beta}} \\
& \quad=\sqrt{\frac{(2 l+1)\left(2 l_{\beta}+1\right)}{2}} \frac{K_{v} \sin \Theta_{n_{v} l \Lambda}(R) \sin \Theta_{n_{v} l_{\beta} \Lambda_{\beta}}(R)}{k_{v} R^{2}\left(\pi \nu_{n_{v} l \Lambda} \nu_{n_{v} l_{\beta} \Lambda_{\beta}}\right)^{3 / 2}} . \tag{26}
\end{align*}
$$

The distortion of the $n l$ terms can be neglected (as in the theoretical approaches used by Ref. 11).

If a Rydberg electron is formed with large orbital moments ( $l \geqslant l^{*}$ ), Eqs. (19) and (20) can be used to estimate the partial cross section of the reaction, but the latter equation must be supplemented with the additional factor

$$
g_{l}\left(n_{v}\right)=\frac{1}{n_{v}^{2}}
$$

This is because the given process involves a transition to the predissociated $n l_{\beta} \Lambda_{\beta} v$ state from a group of states strongly mixed in terms of $l$ and $m$, in which each separate $l$ segment is represented with statistical weight $g_{l}\left(n_{v}\right)$. As a result, the cross section is reduced, even though it remains substantially greater than the gas-kinetic cross section. To find the total cross section, Eq. (20) must be summed over all possible predissociated Rydberg $l_{\beta}$ configurations.

For threshold excitation of molecules by electron impact, it is impossible to fix states with a definite value of $l$, since this involves forming a group of states with a rather smooth distribution function whose maximum comes at $l \sim n^{1 / 2}$. ${ }^{19,20}$ The total cross section must therefore be the corresponding convolution.

Turning to the hydrogen molecule, we briefly recall the most characteristic features of the behavior of its terms close to the bottom of the ion potential. The $\mathrm{H}_{2}^{* *}$ molecule, as is well known, possesses one low-lying doubly excited electronic state ${ }^{1} \Sigma_{g}^{+}\left(2 p \sigma_{u}\right)^{2}$, whose potential curve (see Fig. 5) intersects the ionic term $U_{i}(\xi)$ in the neighborhood of the point $\xi=2.65$ a.u., located close to the right-hand classical turning point of the first excited vibrational level $v=1$. The two Rydberg $n s \sigma$ and $n d \sigma$ series with $n \geqslant 4$ are liable to decay in this energy region because of configuration mixing with the dissociative continuum. ${ }^{21}$ Thus, of the nine possible ( $s, p$, and $d$ ) dynamically active states, only two are predissociated.

Figure 6 shows the $n$ dependence of the partial cross sections of collisional dissociation of the first type:


FIG. 5. Potential curves of the $\mathrm{H}_{2}^{* *}$ molecule. ${ }^{21}$

$$
\begin{align*}
& \mathrm{H}_{2}^{* *}\left(n p_{\pi}, v=0\right)+\mathrm{Xe} \rightarrow \mathrm{H}_{2}^{* *}\left\{\binom{n s_{\sigma}}{n d_{\sigma}}, v=0\right\} \\
&+\mathrm{Xe} \rightarrow \mathrm{H}^{*}(2 l)+\mathrm{H}(1 s)+\mathrm{Xe}, \tag{27}
\end{align*}
$$

corresponding to transitions to the intermediate Rydberg $n s \sigma$ and $n d \sigma$ states. The calculation was carried out using Eqs. (24)-(26) with quantum defects $\mu_{s \sigma}=-0.12$ and $\mu_{d \sigma}$ $=0.022,{ }^{22}$ for a relative velocity of the colliding particles of $u_{c}=9 \times 10^{-4}$. Figure 7 also shows the corresponding curves for a reaction of the second type:

$$
\begin{align*}
& \mathrm{H}_{2}^{* *}(n L, v=0)+\mathrm{Xe} \rightarrow \mathrm{H}_{2}^{* *}\left\{\binom{n s_{\sigma}}{n d_{\sigma}}, v=0\right\} \\
&+\mathrm{Xe} \rightarrow \mathrm{H}^{*}(2 l)+\mathrm{H}(1 s)+\mathrm{Xe} \tag{28}
\end{align*}
$$

in which the hydrogen molecules are excited by electron impact. It can be seen that, in the region of variation of $n$ considered here, the partial cross sections of reaction (27) are an order of magnitude less than those of reaction (28); i.e., the decay process of $\mathrm{H}_{2}^{* *}$ molecules formed during electron impact is preferred. In both cases, the channel involving formation of an intermediate $n d \sigma$ configuration predominates.


FIG. 6. Partial cross sections of reaction (27), calculated from Eqs. (24)(26) for $u_{c}=9 \times 10^{-4}(-$ intermediate $d \sigma$ state, $\bigcirc$ — $s \sigma$ state $)$.


FIG. 7. Partial cross sections of reaction (28), calculated from Eqs. (19) and (20) for $u_{c}=9 \times 10^{-4}(-$ intermediate $d \sigma$ state, $\bigcirc$ — $\sigma$ state $)$.

## 5. CONCLUSION

In conclusion, we present some results of the study that has been carried out. Most importantly, we should point out that, unlike the momentum and Born approximations, the proposed method is based on an analysis of the behavior of the potential energy surfaces of the combined system and makes it possible to describe $l$ mixing, process (3), over a rather wide region of variation of $n$. The latter is especially important for small $n$, where the indicated approximations are not applicable.

The next important advantage of the approach developed here is that it can be used to describe collisional processes with the participation of Rydberg molecules, where $l$ mixing can be accompanied by dissociation of the molecules.

Concerning further development of the theory, it is necessary to distinguish the following avenues of research. They include, first, the study of effects caused by the presence of strong nonadiabatic coupling with rotation, which is especially substantial for hydrogen-containing molecules. When $u_{c} \propto B n^{2}$, this can result in a sharp irregular dependence of the reaction cross section on the initial excitation energy of the $\mathrm{XY}^{* *}$ molecule (or on the principal quantum number $n$ ), the physical cause of which is associated with the specific behavior of the corresponding quantum defects $\mu(n) .{ }^{23}$ The inclusion of nonadiabatic coupling with rotation in the formal scheme requires that the theory be generalized, with the introduction of rovibronic potential-energy surfaces of the combined system, which have not been discussed in the literature. The appearance of a stroboscopic effect, for example, can be expected here. ${ }^{24}$ Moreover, a more detailed analysis of the behavior of the cross sections for large $n$, taking into account all possible channels of the motion, is necessary for a deep understanding of the nature of $l$ mixing. Second, along with neutral perturbing atoms A, it is expedient to consider molecules that possess positive electron affinity and are capable of forming ionic configurations on the potential-energy surface of the combined system. ${ }^{4}$
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# Photoprocesses on a surface of nanoporous quartz under resonant laser radiation 
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The photoexcitation of iodine molecules on surfaces of solid (nonporous) and nanoporous quartz by resonant laser radiation in the visible region has been studied. We have detected and studied the high-energy photodesorption of iodine molecules with a translational energy of 1.4 to 1.8 eV from nanoporous quartz surfaces at an exciting photon energy ranging between 1.9 and 2.3 eV , as well as the nonequilibrium surface dissociation of molecules. Unlike the photoprocesses, which are observed only on the surface of nanoporous quartz, the thermal desorption of $\mathrm{I}_{2}$ molecules with a considerably lower kinetic energy has also been detected on the surface of solid quartz. We have suggested a physical mechanism of photodesorption, under which electronic excitation of an iodine molecule in the confined volume of a nanopore is accompanied by a Franck-Condon electronic transition of a molecule-surface complex to a state with a higher potential energy and subsequent release of this energy in the form of kinetic energy. It has been concluded that photoprocesses on a nanostructured surface are radically different from ordinary surface photoprocesses. © 1998 American Institute of Physics.
[S1063-7761(98)00807-5]

## 1. INTRODUCTION

The current interest in photoprocesses on surfaces of condensed materials under laser radiation has stimulated intense research in photophysical processes and nonlinear optical effects, including those in nanostructured materials on developed surfaces with small characteristic dimensions. ${ }^{1,2}$ Most experiments on photoprocesses in nanoporous materials have dealt with either the photoluminescence of such materials ${ }^{3}$ or the diffusion and sorption of molecules driven by laser radiation (Ref. 4, p. 5). However, the small pore sizes ( $20-100 \AA$ ), well-developed surfaces, and other features of nanomaterials can be manifested in elementary photophysical and photochemical processes on their surfaces, such as photodesorption, photodissociation, light-induced surface diffusion, etc.

In the present work, we have used time-of-flight mass spectroscopy, laser-induced luminescence, and absorption spectroscopy ${ }^{5}$ to study the effect of nanosecond resonant laser pulses in the $532-640 \mathrm{~nm}$ wavelength range on submonolayer coatings of molecular iodine submonolayers formed on surfaces of nanoporous and solid (nonporous) quartz.

## 2. EXPERIMENTAL APPARATUS AND TECHNIQUES

The experimental techniques included measurements of laser-induced luminescence, absorption spectroscopy, and laser-driven time-of-flight mass spectroscopy. The massspectroscopic system consisted of a dynamic time-of-flight mass spectrometer and a powerful YAG:Nd ${ }^{3+}$ laser operating in a single-mode regime with a pulse energy of 120 mJ
( $\lambda=532 \mathrm{~nm}$ ) and a pulse duration of 10 ns . Radiation with $\lambda=532 \mathrm{~nm}$ was used to pump a tunable solid-state dye laser with a tuning range $565-640 \mathrm{~nm}$ and a pulse energy of 50 mJ . The power density on the sample was varied in the range $(0.5-15) \times 10^{6} \mathrm{~W} / \mathrm{cm}^{2}$. The sample was placed in a vacuum chamber on a stage cooled by liquid nitrogen. The working pressure in the chamber during experiments was $10^{-8} \mathrm{Torr}$, and the base pressure was $4 \times 10^{-9}$ Torr. Given a time-offlight base $l=31 \mathrm{~cm}$, we could record time-of-flight spectra, i.e., the amplitudes of mass peaks as functions of the time for the direct flight of the products to the ion source of the mass spectrometer. A specific feature of our technique is that time-of-flight spectra are recorded not in the conventional mode, where the arrival of particles of a single mass at the detector is recorded as a function of time, but the full mass spectrum is recorded as a function of the delay with respect to the laser pulse and then processed on a computer. This technique was employed because the maximum operating frequency of the mass spectrometer was 10 kHz , and time-of-flight spectra of high-energy particles with durations of $50-100 \mu \mathrm{~s}$ could not be recorded in the mode of time-resolved detection of a single mass.

The quartz ( $\alpha$-quartzoid) samples had pore sizes of 20$100 \AA$ and a porosity parameter $V_{\text {pore }} / V_{\text {bulk SiO }_{2}}=0.24$. Before experiments, the samples were outgassed in vacuum for a long time, and the process was monitored using the mass spectrometer. In order to measure the content of impurities and sorbed molecules, samples cooled to 77 K were exposed to radiation from an optical parametric oscillator ( $\lambda=2.82$, 2.65 , and $3.2 \mu \mathrm{~m}$ ) in the absorption band of pure quartz,


FIG. 1. Potential-energy curves of a free iodine molecule.
which was powerful enough to cause ablation of the material. The mass and time-of-flight spectra recorded did not show the presence of impurities and residual gas molecules at the level of the absolute detection limit of the massspectrometric system $\left(5 \times 10^{4} \mathrm{~cm}^{-3}\right)$.

Iodine submonolayers were produced on the quartz surface inside the vacuum chamber using a high-vacuum injection valve. The iodine coverage of the surface was less than 0.5 of a monolayer and was monitored using both the laserdriven thermal desorption technique and measurements of the absorption coefficient of samples of nanoporous quartz ( $30 \mathrm{~cm}^{-1}$ ).

Our measurements indicate that iodine molecules sorbed in nanopores are of two types, namely chemisorbed molecules, which are tightly bound to the surface, and physisorbed ones, which readily leave the sample.

The adsorption energy of physisorbed iodine molecules was estimated from the desorption rate, assuming that it is an Arrhenius function of temperature:

$$
\frac{d N}{d t}=N \omega \exp \left(-\frac{E_{\mathrm{ads}}}{k T}\right)
$$

where $N$ is the number of adsorbed molecules and $\omega$ is the vibrational frequency of a molecule on the surface.

It follows from our measurements that the adsorption energy of physisorbed iodine molecules on a nanoporous quartz surface can be up to 0.7 eV , which means that their binding to the surface is fairly tight. The adsorption energy of chemisorbed molecules is even higher.

## 3. OPTICAL SPECTRA OF IODINE MOLECULES ADSORBED ON NANOPOROUS QUARTZ SAMPLES

Figure 1 shows the potential-energy curves of a free iodine molecule. Transitions between them are responsible for the absorption in the visible spectral range (Fig. V-21 on p. 228 in Ref. 6). The main photophysical process in free iodine molecules (Ref. 6, p. 225) is dissociation, which has a direct mechanism (direct photolysis) with a characteristic time of $5 \times 10^{-12} \mathrm{~s}$ if a molecule is excited to the ${ }^{3} \Pi_{0_{u}^{+}}$state at $\lambda$


FIG. 2. Absorption spectra (in rel. units) of chemisorbed iodine molecules in nanoporous quartz (1), physisorbed iodine molecules in nanoporous quartz (2), gaseous iodine (3), and a molecular crystal of iodine (4)
$<499 \mathrm{~nm}$. If the photon energy is below the dissociation threshold, a slower predissociation mechanism involving the ${ }^{1} \Pi_{1_{u}}$ state may be activated.

The spectral and photophysical properties of iodine molecules adsorbed in pores are notably different. Figure 2 shows the absorption spectra of physi- and chemisorbed molecules in nanoporous quartz, gaseous iodine, and a molecular crystal of iodine.

It is remarkable that the peak of the absorption spectrum of the chemisorbed molecules has undergone a shift toward shorter wavelengths relative to the spectrum of free molecules, which is not typical of the changes in the state of aggregation from free molecules to an adsorbate and then to a crystal. This shift can be due to the increase in the internuclear distance in the molecule when a charge-transfer complex is formed and the molecule-surface binding is tightened. An important point is that the FWHM's in the absorption spectrum of both chemi- and physisorbed iodine molecules are larger than the widths not only for the free molecule, but also for the molecular crystal of iodine. In addition, according to the line shapes, there is a good reason to suppose that in the case of physisorbed molecules, which absorb at shorter wavelengths, as well as in the case of chemisorbed molecules, the binding to the surface is stronger and the internuclear distance is larger. An analysis of absorption spectra of physisorbed $\mathrm{I}_{2}$ molecules in the long-wavelength range in comparison with the spectra of gaseous iodine indicates that the most probable cause of this broadening for some of the molecules is a decrease in the gap between the higher and lower terms along the energy scale owing to the negative correction to the energy levels characteristic of the Stark broadening due to a higher state of aggregation of the material. In this case, one should expect a shift of the dissociation edge of the ${ }^{3} \Pi_{0_{u}^{+}}$term toward longer wavelengths by more than 30 nm , which should lead to an onset of direct photolysis at $\lambda=530 \mathrm{~nm}$ (instead of 499 nm for gaseous $\mathrm{I}_{2}$ ).

An estimate of the radiationless energy relaxation time ${ }^{7}$ based on our measurements of absorption and fluorescence spectra and the fluorescence quantum efficiency ( $B_{\text {fl }}=5$ $\times 10^{-5}$ ) for samples of nanoporous quartz coated with io-


FIG. 3. Time-of-flight spectra under laser action with $\lambda=532 \mathrm{~nm}$ and $q$ $\left.=1.5 \times 10^{7} \mathrm{~W} / \mathrm{cm}^{2}: 1\right)$ - iodine molecules from a nanoporous quartz surface; 2) - iodine atoms from a nanoporous quartz surface; 3) - iodine molecules from a solid (nonporous) quartz surface. The curves are only visual guides.
dine yielded $\tau_{r} \sim 10^{-12} \mathrm{~s}$, which is comparable to the direct photolysis time ( $\tau_{\text {dis }}=5 \times 10^{-12} \mathrm{~s}$ ) and notably shorter than the predissociation time.

Thus, our spectral and photophysical measurements indicate that the states of iodine molecules adsorbed in nanoporous quartz are qualitatively diverse (physisorbed and chemisorbed states and charge-transfer complexes) and that the radiationless relaxation for adsorbed iodine molecules is very fast, significantly hampering the initiation of nonequilibrium photoprocesses. The only channel that can compete with the radiationless relaxation is direct photolysis, which is possible under the conditions of our experiments only through the excitation of physisorbed molecules at a wavelength of 532 nm .

## 4. INVESTIGATION OF PROCESSES INDUCED BY RESONANT LASER RADIATION IN MOLECULAR IODINE SUBMONOLAYERS ADSORBED ON NANOPOROUS QUARTZ

### 4.1. General features

The experiments were performed using dynamic time-of-flight mass spectroscopy. In this case, more information can be obtained in the collisionless particle propagation regime, where the velocity distributions of species produced on the surface can be measured. The collisionless character of the particle propagation in our experiments was confirmed by numerical calculations of the rates of collisions between different molecules, which were performed for the threedimensional case, unlike those reported by Harrison et al. ${ }^{8}$

Figure 3 shows curves of the number of particles arriving at the ion source of the mass spectrometer as functions of time (time-of-flight spectra) obtained by exposing iodine submonolayers physisorbed on surfaces of solid and nanoporous quartz to $\lambda=532 \mathrm{~nm}$ radiation at a power density $q$ $=1.5 \times 10^{7} \mathrm{~W} / \mathrm{cm}^{2}$. When iodine was adsorbed on the surface of solid quartz, only molecular iodine $(m / e=254)$ with a time-of-flight distribution peaking at $550 \mu$ s were detected. In experiments with the samples of nanoporous quartz coated with iodine, both molecular ( $\mathrm{m} / e=254$ ) and atomic ( $\mathrm{m} / \mathrm{e}$


FIG. 4. Positions of the first (filled circles) and second (unfilled circles) peaks in the time-of-flight spectra of iodine molecules desorbed from a nanoporous quartz surface as functions of the laser power density at $\lambda$ $=532 \mathrm{~nm}$.
$=127)$ iodine species were generated. In this case, the time-of-flight spectrum of $I_{2}$ is radically different from the case of solid quartz and contains two peaks at 270 and $510 \mu \mathrm{~s}$, whereas no iodine was detected in the time interval of from 310 to $430 \mu \mathrm{~s}$.

It is remarkable that the translational energy of iodine molecules desorbed from a nanoporous quartz surface is fairly high. The most probable energy in a bunch of highenergy particles is 1.8 eV when the energy of the pumping photons is 2.3 eV .

Even a preliminary analysis of the results indicates that photoprocesses on the nanoporous quartz surface are radically different from those on surfaces of solid (nonporous) materials.

Figure 4 shows the positions of the first and second peaks in the time-of-flight spectra of iodine molecules as functions of the laser power density at a wavelength $\lambda$ $=532 \mathrm{~nm}$. The dependence on the power density $q$ for the iodine molecules of lower energy attests to their thermal nature. The absence of such a dependence for the bunch of high-energy molecules, along with their higher kinetic energy, indicates that their desorption is nonthermal (photodesorption).

### 4.2. Nonthermal one-photon photodesorption

Efficient populating of the ${ }^{3} \Pi_{0_{u}^{+}}$state in nanoporous quartz is impossible under conditions of radiationless relaxation with a characteristic time of $10^{-12} \mathrm{~s}$ at power densities of $(0.5-15) \times 10^{6} \mathrm{~W} / \mathrm{cm}^{2}$ and a molecular iodine absorption cross section of $10^{-19} \mathrm{~cm}^{2}$; therefore, the photoprocess observed in experiments cannot be attributed to a multistage excitation mechanism.

The conclusion that this photoprocess has a one-photon mechanism is also supported by the linear dependence of the number of $\mathrm{I}_{2}$ molecules in the high-energy peak of the time-of-flight spectrum on the energy (number of photons) in the laser pulse at $\lambda=532 \mathrm{~nm}$ (Fig. 5).

When the laser wavelength is switched from 532 to 575 nm and then to 640 nm , the time-of-flight spectrum of the


FIG. 5. Relative yield of high-energy iodine molecules desorbed from a nanoporous quartz surface by laser pulses with $\lambda=532 \mathrm{~nm}$ versus pulse energy.
desorbed iodine molecules shifts (Fig. 6) from 265-300 $\mu \mathrm{s}$ to $295-325 \mu \mathrm{~s}$. As can be seen in Fig. 6, the time-of-flight spectra for pump wavelengths of 575 nm and 640 nm are identical within the experimental error and have a more complex shape than the spectrum recorded at $\lambda=532 \mathrm{~nm}$.

Thus, the experimentally detected nonthermal photodesorption of high-energy iodine molecules from the surface of nanoporous quartz has a one-photon character and is observed under the action of laser radiation of wavelengths $\lambda$ $=532,575$, and 640 nm over a wide range of pump power densities $q=5 \times 10^{5}-1.5 \times 10^{7} \mathrm{~W} / \mathrm{cm}^{2}$.

In most publications photodesorption is treated as a Franck-Condon transition to either a bound state of an adsorbate-ion/surface complex (Antonievich's mechanism) ${ }^{9}$ or a dissociated state of an adsorbate/adsorbent complex (Menzel-Gomer-Readhead mechanism). ${ }^{10}$ Antonievich's mechanism is characterized by small kinetic energies for the desorbed particles, in contradiction to our experimental data. Photodesorption by Menzel's mechanism is also impossible in our case because excited diatomic molecules in pores are typically in stable states of adsorbate/adsorbent complexes (Ref. 4, p. 8).


FIG. 6. Time-of-flight spectrum of high-energy iodine molecules desorbed from a nanoporous quartz surface. Laser radiation with $\lambda=575 \mathrm{~nm}$ (1) and $\lambda=640 \mathrm{~nm}(2) ; q=1.5 \times 10^{7} \mathrm{~W} / \mathrm{cm}^{2}$. The curves are visual guides.


FIG. 7. Schematic potential-energy curves of the iodine-molecule/ nanoporous-quartz-surface system. Curve 2 corresponds to the molecule in the excited electronic state, and curve 1 corresponds to the ground electronic state of the iodine molecule.

In our experiments no high-energy component was detected in the time-of-flight spectra of $\mathrm{I}_{2}$ molecules desorbed from nonporous quartz surfaces (Fig. 3). Therefore, we assume that the high-energy photodesorption is due to the nanostructure of the substrate and suggest the following interpretation.

The ${ }^{1} \Sigma_{0_{g}^{+}}$ground electronic state of the iodine molecule has the electronic configuration $\sigma_{g}^{2} \pi_{u}^{4} \pi_{g}^{4}$. As a result of the transition from the ${ }^{1} \Sigma_{0_{g}^{+}}$state to the ${ }^{3} \Pi_{0_{u}^{+}}$state, the electronic configuration changes from $\sigma_{g}^{2} \pi_{u}^{4} \pi_{g}^{4}$ to $\sigma_{g}^{2} \pi_{u}^{4} \pi_{g}^{3} \sigma_{u}^{1}$, i.e., one of the $\pi_{g}$ electrons moves into the $\sigma_{u}$ orbital, whereas the effective radius of the $\sigma_{u}$ orbital is considerably larger than that of the $\pi_{g}$ orbital. For comparison, we note that the electronic radii of Cs and I are $2.62 \AA$ and $1.36 \AA$, respectively (cesium was chosen because it is the first element after iodine in the periodic table in which the sixth electronic level is populated).

Figure 1 shows that when a free iodine molecule is excited to the ${ }^{3} \Pi_{0_{u}}$ state, the equilibrium internuclear distance increases from $2.66 \AA$ to $3.0 \AA$. The absorption spectra of iodine molecules physisorbed on a surface of nanoporous quartz (Fig. 2) indicate that some of the physisorbed molecules (the short-wavelength portion of the spectrum) have an even larger internuclear distance in the excited state than in the free molecule. It is estimated to be up to $3.5 \AA$. Thus, the effective diameter of an excited iodine molecule in a pore with allowance for the increases in both the internuclear distance and the effective radius of electronic states is $7-10 \AA$.

The possible dependence of the potential energy of an iodine molecule on its distance from the quartz surface is schematically depicted by curve 1 in Fig. 7, where $R_{0}$ is the equilibrium distance between the surface and molecule and the potential well depth specifies the adsorption energy. When the electronic system of the iodine molecule is excited, the effective diameter of the electronic state increases, hence the equilibrium distance from the surface to the molecule also rises. Since the nanopore volume is limited, this is equivalent to a considerable increase in the potential energy of the surface-molecule interaction. In Fig. 7 this change is illustrated by the vertical (Franck-Condon) $a-b$ transition
to potential-energy curve 2 with an equilibrium distance $R_{1}$ $>R_{0}$. Then the molecule is capable of desorbing with a high kinetic energy $E_{k}$.

Since the actual structure of pores is fairly complex, there can be several equilibrium positions of an excited molecules in a pore characterized by different potential-energy curves.

As was noted above, the positions of the time-of-flight spectra of desorbed particles at the pump wavelength $\lambda$ $=532 \mathrm{~nm}$, on the one hand, and at $\lambda=575$ and 640 nm , on the other, are different. In terms of energy, this difference is 0.26 eV and can be ascribed to different vibrational states of the molecules. That the time-of-flight spectra of desorbed iodine molecules at $\lambda=575$ and 640 nm are identical means that desorption occurs at the same vibronic energy of the adsorbate/adsorbent system in both cases, and this is possible only if the molecule undergoes preliminary vibrational relaxation to the zero-point level within the excited electronic term. Then we should assume that at $\lambda=532 \mathrm{~nm}$, where molecules are excited to states near the dissociation threshold of the ${ }^{3} \Pi_{0_{u}^{+}}$term, desorption proceeds in the absence of equilibrium with respect to the vibrational states. In this case, the characteristic time of the process is comparable to the vibrational relaxation time $\left(10^{-11}-10^{-12} \mathrm{~s}\right)$.

An analysis of experimental data also leads to a conclusion that the total number of high-energy particles is no greater than $4 \%$ of the desorbed molecules. This percentage is so small because, owing to the large pore size $(20-100 \AA)$, only a small part of the sorbed molecules exist under conditions that lead to the size effect in excitation in a confined volume followed by desorption by the mechanism described above.

### 4.3. Surface photodissociation of iodine molecules

Another significant difference between the photoprocesses on the surface of nanoporous quartz and the processes on the surface of solid (nonporous) quartz under laser radiation with $\lambda=532 \mathrm{~nm}$ is the presence of atomic iodine among the species emitted from the surface. The time-offlight spectrum $A_{\mathrm{I}_{1}}(t)$ is shown in Fig. 3. The spectrum has two peaks. This curve does not adequately represent the number of iodine atoms generated by the interaction and arriving at the ions source of the spectrometer since it does not take into account the fragmentation of molecular iodine. After an analysis based on the fragmentation relations, we found that the part of the $A_{\mathrm{I}_{1}}(t)$ distribution peaking at 270 $\mu \mathrm{s}$ is due entirely to the fragmentation of high-energy desorbed iodine molecules in the spectrometer ion source. In addition, we could derive the time-of-flight spectrum of atomic iodine formed as a result of the photodissociation of $\mathrm{I}_{2}$ molecules. This curve is shown in Fig. 8. The absence of atomic iodine among the species emitted when laser radiation acts on iodine molecules sorbed on solid quartz allows us to conclude that the photolysis of physisorbed iodine molecules occurs not in the gaseous phase, but on the nanostructured quartz surface.

Under laser radiation with $\lambda=575 \mathrm{~nm}$ and 640 nm focused on iodine molecules on the surface of nanoporous


FIG. 8. Time-of-flight spectrum of atomic iodine generated in the photodissociation of $\mathrm{I}_{2}$ molecules. Laser radiation with $\lambda=532 \mathrm{~nm}$ and $q=1.5$ $\times 10^{7} \mathrm{~W} / \mathrm{cm}^{2}$. The curve is a visual guide.
quartz, no iodine atoms were detected among the species emitted. This fact can easily be interpreted on the basis of the spectra in Fig. 2. Only laser radiation with $\lambda=532 \mathrm{~nm}$ excites iodine molecules on a sample of nanoporous quartz near the dissociation threshold and can bring about direct photolysis of a molecule with a characteristic time of 5 $\times 10^{-12}$ s. Conversely, radiation with wavelengths of 575 and 640 nm has photon energies below the dissociation threshold of the ${ }^{3} \Pi_{0_{u}}$ term and can lead only to the predissociation of iodine molecules via the ${ }^{1} \Pi_{1_{u}}$ state with a characteristic time much longer than $10^{-12} \mathrm{~s}$; therefore, predissociation cannot compete with either direct photolysis (when $\lambda=532 \mathrm{~nm}$ ) or radiationless relaxation.

Thus, it should be concluded that excitation of the ${ }^{1} \Sigma_{0_{g}^{+}} \rightarrow{ }^{3} \Pi_{0_{u}^{+}}$transition in $\mathrm{I}_{2}$ submonolayers on the surface of nanoporous quartz driven by radiation at $\lambda=532 \mathrm{~nm}$ leads to the surface photodissociation of iodine molecules, which proceeds only via the direct channel. No predissociation of molecules excited to predissociation states below the photolysis threshold of the ${ }^{3} \Pi_{0^{+}}$term $(\lambda=575,640 \mathrm{~nm})$ was detected.

The photolysis of iodine molecules on the surface of nanoporous quartz and its absence on the surface of solid quartz can be attributed to the strong effect of the nanostructured surface on physisorbed iodine molecules, which broadens their absorption spectrum. Some of the molecules are excited at $\lambda=532 \mathrm{~nm}$ to states near the photolysis threshold of the ${ }^{3} \Pi_{0_{u}^{+}}$term (the peak of the absorption spectrum) and dissociate via the direct channel. Iodine molecules on solid quartz surfaces do not experience such a strong effect of the surface, and the action of radiation with $\lambda=532 \mathrm{~nm}$ excites them to states below the photolysis threshold on the ${ }^{3} \Pi_{0_{u}^{+}}$ term (just as in the gaseous phase) and can result only in predissociation, which, as was shown above, is inefficient in the present case.

### 4.4. Desorption via the thermal channel

As was noted in Sec. 4.1 (Fig. 3), the second bunch of molecules desorbed from a nanoporous quartz surface with lower energies is due to the thermal effect of laser radiation.

An estimate of the maximum temperature increase in the case of uniform heating of the entire exposed area yields $\Delta T \approx 4 \mathrm{~K}$. At the same time, one can see in the time-of-flight spectra that the translational energy of the slowest desorbed iodine molecules is $\geqslant 10^{3} \mathrm{~K}$.

Among the plausible mechanisms that can account for these results, we single out the mechanism of local heating and the mechanism due to the vibrational and rotational reexcitation of molecules in the upper electronic state. ${ }^{11}$ In the latter case, the kinetic energy of the particles should not vary with the number of photons in the laser pulse, in contradiction to the experimental results (Fig. 4). Thus, the more probable mechanism of the desorption of iodine molecules with lower energies is local heating.

## 5. CONCLUSIONS

We have detected nonthermal one-photon desorption of iodine molecules with large kinetic energies from submonolayers on surfaces of nanoporous quartz under resonant laser radiation over a wide spectral range in the visible region, alongside the thermal desorption and surface photolysis of $\mathrm{I}_{2}$ molecules. The character and mechanisms of the processes on nanostructured surfaces are essentially different from those on surfaces of bulk condensed materials. This has led us to the conclusion that surface photoprocesses are controlled by the specific properties of nanoporous materials.
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We formulate the problem of the stationary point of the operator of radiative relaxation of an atom: the initial distribution among the sublevels of the excited state, whose nonzero eigenvalues (populations) coincide with the populations of the final distribution (after spontaneous decay) among the sublevels of the ground state. We show that these distributions can be expressed in terms of spherical functions of the complex direction. The results are then used to develop a compact analytical representation of the stationary density matrix of atoms interacting with an elliptically polarized monochromatic field. © 1998 American Institute of Physics. [S1063-7761(98)00907-X]

## 1. INTRODUCTION

It is widely known that relaxation processes play a major role in the interaction of atoms with resonant radiation. A common reason for relaxation in an atomic system is the interaction (usually weak) of the system and the ambient, which drives the atoms toward an equilibrium state and causes the atomic levels to have a finite lifetime. In a lowdensity ensemble of atoms, where the interatomic interaction can be completely ignored, the main relaxation mechanism is radiative (the spontaneous emission of radiation). According to modern conceptions, ${ }^{1}$ the radiative relaxation of atoms is determined by the interaction with the vacuum modes of the electromagnetic field and can be considered a QED effect. The properties of the relaxation operator reflect certain properties of the vacuum, e.g., its isotropy.

If relaxation is ignored, the interaction of an atom with light is described by a Schrödinger equation with a timedependent Hamiltonian. This description, however, can be used only at extremely short times that are shorter than the reciprocal spontaneous relaxation rate $\gamma^{-1} \sim 10^{-8} \mathrm{~s}$. When $t>\gamma^{-1}$, the wave function of the atom becomes a rapidly fluctuating quantity, ${ }^{2}$ and the density-matrix formalism becomes more appropriate for analytical description. The density matrix satisfies the corresponding quantum kinetic equation, and the form of the radiative relaxation operator in the quantum kinetic equation for the atomic density matrix in the dipole approximation without allowance for strong-field effects $^{3}$ is well known (see, e.g., Ref. 4). However, its tensor properties and its effect on the formation of multipole moments in the system of Zeeman sublevels have to be studied in greater detail.

In Refs. 5 and 6 we studied the problem of the redistribution of atoms among the sublevels of the ground and excited states as a result of the closed (i.e., in which the total population is conserved) optical transitions $F_{g}=F \rightarrow F_{e}=F$ ( $F$ is a half-integer) and $F_{g}=F \rightarrow F_{e}=F+1$ upon interac-
tion with elliptically polarized monochromatic radiation. Obviously, the stationary (nonequilibrium) distribution of the atoms among the sublevels of the ground $(g)$ and excited $(e)$ states is determined not only by the parameters of the external field (polarization, intensity, and frequency), but also by the properties of the radiative relaxation operator. One of the main results of Refs. 5 and 6 is that the problem of the stationary density matrix can be reduced to the problem of finding the stationary point of the radiative relaxation operator. In Ref. 5 we found that the stationary point for the $F_{g}$ $=F \rightarrow F_{e}=F$ transitions corresponds to an isotropic distribution among the sublevels of the excited state, which made it possible to write a compact analytical expression for the stationary density matrix. In Ref. 6 the solution for the stationary point was found for the $F_{g}=F \rightarrow F_{e}=F+1$ transitions with $F=0,1 / 2, \ldots, 5$ in the form of polynomials in the operator of the resonant interaction with the field. However, we were unable to derive a closed analytical expression for the expansion coefficients that would be valid for all values of $F$. Besides, the method used in Ref. 6 was based on a theorem whose validity in the general case $(F>5)$ has yet to be rigorously proved.

In the present paper the problem of the stationary point of the radiative relaxation operator of an atom is formulated explicitly, i.e., the stationary point refers to the initial distribution among the sublevels of the excited state whose nonzero eigenvalues (populations) coincide with the populations of the final distribution (after spontaneous decay) among the sublevels of the ground state. We find a particular solution of this problem in the form of convolutions of Wigner tensor operators and spherical functions of complex direction. The results are then used to develop a compact analytical representation of the stationary density matrix of atoms interacting with an elliptically polarized monochromatic field. We also prove the theorem of Ref. 6 in general form for all values of $F$.

## 2. STATEMENT OF THE PROBLEM

We consider an atom with two degenerate energy levels coupled by a dipole transition: a ground state ( $g$ ) with angular momentum $F_{g}$ and an excited state (e) with angular momentum $F_{e}$. In the quantum kinetic equation describing the evolution of the atomic density matrix ${ }^{6}$ we can single out the terms that describe evolution as a consequence of radiative relaxation alone:

$$
\begin{align*}
{\left[\frac{\partial \hat{\rho}}{\partial t}\right]_{\mathrm{rel}}=} & -\hat{\Gamma}\{\hat{\rho}\}=-\frac{\gamma}{2}\left(\hat{\Pi}_{e} \hat{\rho}+\hat{\rho} \hat{\Pi}_{e}\right) \\
& +\gamma \sum_{\beta=0, \pm 1} \hat{Q}_{\beta}^{\dagger} \hat{\rho} \hat{Q}_{\beta}, \tag{1}
\end{align*}
$$

where $\gamma$ is the radiative relaxation rate. The first term on the right-hand side describes the damping of the excited-state density matrix $\hat{\rho}^{e e}$ and of the off-diagonal elements $\hat{\rho}^{e g}$ and $\hat{\rho}^{g e}$, and the operator

$$
\begin{equation*}
\hat{\Pi}_{e}=\sum_{\mu_{e}=-F_{e}}^{F_{e}}\left|F_{e}, \mu_{e}\right\rangle\left\langle F_{e}, \mu_{e}\right| \tag{2}
\end{equation*}
$$

projects onto the excited state, $\left|F_{e}, \mu_{e}\right\rangle$ being the wave functions of the magnetic sublevels. The second term on the right-hand side of Eq. (1) describes the spontaneous passage of the atoms from the excited state to the ground state. The raising operator $\hat{Q}_{\beta}$ and the lowering operator $\hat{Q}_{\beta}^{\dagger}$ can be expressed in terms of the 3 jm symbols as follows:

$$
\begin{align*}
\hat{Q}_{\beta}= & \sum_{\mu_{e}, \mu_{g}}\left|F_{e}, \mu_{e}\right\rangle \sqrt{2 F_{e}+1}(-1)^{F_{e}-\mu_{e}} \\
& \times\left(\begin{array}{ccc}
F_{e} & 1 & F_{g} \\
-\mu_{e} & \beta & \mu_{g}
\end{array}\right)\left\langle F_{g}, \mu_{g}\right| . \tag{3}
\end{align*}
$$

In view of the orthogonality of the vector addition coefficients ${ }^{7}$ we have $\Sigma \hat{Q}_{\beta} \hat{Q}_{\beta}^{\dagger}=\hat{\Pi}_{e}$ and hence $\operatorname{Tr}\{\hat{\Gamma}\{\hat{\rho}\}=0$, which means that the total population is conserved.

We now assume that in some way an initial distribution $\hat{\rho}_{\text {in }}^{e e}$ is created at the excited level and that the off-diagonal elements $\hat{\rho}_{\text {in }}^{e g}$ and the ground-state density matrix $\hat{\rho}_{\text {in }}^{g g}$ are then equal to zero. Like any nonnegative definite Hermitian matrix, $\hat{\rho}_{\text {in }}^{e e}$ is given in a corresponding basis set by a set of nonnegative numbers $\left\{p_{1}^{e}, \ldots, p_{2 F_{e}+1}^{e}\right\}_{\text {in }}$, the populations. After this initial distribution has been created, the atomic density matrix evolves according to Eq. (1). After a long time $t \gg \gamma^{-1}$ has elapsed, all the atoms find themselves in the ground state due to spontaneous relaxation: $\hat{\rho}_{\text {out }}^{e e}=\hat{\rho}_{\text {out }}^{e g}=0$ and $\hat{\rho}_{\text {out }}^{g g}=\Sigma \hat{Q}_{\beta}^{\dagger} \hat{\rho}_{\text {in }}^{e e} \hat{Q}_{\beta}$. The corresponding eigenvalues $\left\{p_{1}^{g}, \ldots, p_{2 F_{g}+1}^{g}\right\}_{\text {out }}$ differ from the initial ones $\left\{p_{i}^{e}\right\}_{\text {in }}$ in the general case. Among the possible distributions $\hat{\rho}_{\text {in }}^{e e}$ we look for those in which the nonzero populations belonging to the sets $\left\{p_{i}^{e}\right\}_{\text {in }}$ and $\left\{p_{i}^{g}\right\}_{\text {out }}$ coincide. Note that this leads, among other things, to equality between the entropies of the atomic subsystem in the initial and final states:

$$
\operatorname{Tr}\left\{\hat{\rho}_{\text {in }}^{e e} \ln \left(\hat{\rho}_{\text {in }}^{e e}\right)\right\}=\operatorname{Tr}\left\{\hat{\rho}_{\text {out }}^{g g} \ln \left(\hat{\rho}_{\text {out }}^{g g}\right)\right\}
$$

We have thus completed the statement of the problem of the stationary point of the relaxation operator $\hat{\Gamma}$.

## 3. SPHERICAL FUNCTIONS OF COMPLEX DIRECTION

We found a particular solution of this problem. The solution, however, has important applications. To formulate our result we need to introduce spherical functions of complex direction, $Y_{L M}(\mathbf{a})$, which can be defined invariantly via a multiple tensor product. ${ }^{7,8}$ For instance, for an arbitrary complex vector $\mathbf{a}=\mathbf{a}^{\prime}+i \mathbf{a}^{\prime \prime}$ we have

$$
\begin{align*}
Y_{L M}(\mathbf{a})= & \frac{1}{a^{L}} \sqrt{\frac{(2 L+1)!!}{4 \pi L!}} \\
& \times\left\{\cdots\left\{\{\mathbf{a} \otimes \mathbf{a}\}_{2} \otimes \mathbf{a}\right\}_{3} \cdots \otimes \mathbf{a}\right\}_{L M}, \tag{4}
\end{align*}
$$

where $a=\sqrt{\mathbf{a} \cdot \mathbf{a}}$ (not to be confused with $|\mathbf{a}|=\sqrt{\mathbf{a}^{*} \times \mathbf{a}}$ ). Spherical functions generalized in this way depend only on the direction in three-dimensional complex space, ${ }^{8}$ i.e., the functions remain unchanged in response to the transformation $\mathbf{a} \rightarrow \nu \mathbf{a}$, where $\nu$ is an arbitrary complex number. For real vectors $\left(\mathbf{a}^{\prime \prime}=0\right)$, the definition (4) leads to standard spherical functions. ${ }^{7}$ If the quantization axis $z$ is orthogonal to $\mathbf{a}^{\prime}$ and $\mathbf{a}^{\prime \prime}$, the definition (4) yields

$$
\begin{equation*}
Y_{L M}(\mathbf{a})=e^{\chi^{M}} \sqrt{\frac{(2 L+1)(L-M)!}{4 \pi(L+M)!}} P_{L}^{M}(0) \tag{5}
\end{equation*}
$$

where $P_{L}^{M}(x)$ are associated Legendre functions, and the parameter $\chi$ can be expressed in terms of the cyclic components of a follows: $e^{\chi}=-\sqrt{2} a_{+1} / a$ and $e^{-\chi}=\sqrt{2} a_{-1} / a$, since $-2 a_{+1} a_{-1}=a^{2}$ in the respective basis set. Formula (5) can be regarded as a suitable analytic continuation of the standard definition of the spherical functions $Y_{L M}(\theta, \phi)$ (Ref. 7) to complex values of the angle $\phi$. What is important here is that the function (4) satisfies the same basic group relationships as ordinary spherical functions. In particular, the Clebsch-Gordan expansion of the product of two spherical functions of the same argument holds, i.e.,

$$
\begin{align*}
Y_{l_{1} m_{1}}(\mathbf{a}) Y_{l_{2} m_{2}}(\mathbf{a})= & \sum_{L M} \sqrt{\frac{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right)}{4 \pi(2 L+1)}} \\
& \times C_{l_{1} 0 l_{2} 0}^{L 0} C_{l_{1} m_{1} l_{2} m_{2}}^{L M} Y_{L M}(\mathbf{a}) \tag{6}
\end{align*}
$$

( $C_{l_{1} m_{1} l_{2} m_{2}}^{L M}$ are the Clebsch-Gordan coefficients), as does the addition theorem for the scalar product of spherical functions of different arguments ${ }^{8}$

$$
\begin{equation*}
Y_{L}(\mathbf{a}) Y_{L}(\mathbf{b})=\frac{2 L+1}{4 \pi} P_{L}\left(\frac{\mathbf{a} \cdot \mathbf{b}}{a b}\right), \tag{7}
\end{equation*}
$$

where $P_{L}(x)$ are Legendre polynomials.

## 4. ALGEbRA OF THE OPERATORS $\hat{\mathrm{V}}_{\mathrm{L}}(\mathbf{a})$

We now define the operator convolutions

$$
\begin{equation*}
\hat{V}_{L}(\mathbf{a})=\frac{a^{L} \sqrt{4 \pi}}{2 L+1} \sum_{M=-L}^{L}(-1)^{M} \hat{T}_{L M}^{e g} Y_{L-M}(\mathbf{a}) \tag{8}
\end{equation*}
$$

of spherical functions and Wigner tensor operators of rank $L$ :

$$
\begin{align*}
\hat{T}_{L M}^{a b}= & \sum_{\mu_{a}, \mu_{b}}\left|F_{a}, \mu_{a}\right\rangle \sqrt{2 L+1}(-1)^{F_{a}-\mu_{a}} \\
& \times\left(\begin{array}{ccc}
F_{a} & L & F_{b} \\
-\mu_{a} & M & \mu_{b}
\end{array}\right)\left\langle F_{b}, \mu_{b}\right| \tag{9}
\end{align*}
$$

Employing the algebra of Wigner operators, we can write general expressions for products of $\hat{V}$ operators of different ranks:

$$
\begin{align*}
\hat{V}_{L}(\mathbf{a}) \hat{V}_{J}^{\dagger}(\mathbf{b})= & \sum_{K, q} \frac{(-1)^{K+q+F_{e}-F_{g} 4 \pi a^{L} b^{* J}}}{\sqrt{(2 L+1)(2 J+1)}} \\
& \times\left\{\begin{array}{ccc}
K & L & J \\
F_{g} & F_{e} & F_{e}
\end{array}\right\} \\
& \times\left\{Y_{L}(\mathbf{a}) \otimes Y_{J}\left(\mathbf{b}^{*}\right)\right\}_{K-q} \hat{T}_{K q}^{e e} \\
\hat{V}_{L}^{\dagger}(\mathbf{a}) \hat{V}_{J}(\mathbf{b})= & \sum_{K, q} \frac{(-1)^{K+q+F_{g}-F_{e}} 4 \pi a^{* L} b^{J}}{\sqrt{(2 L+1)(2 J+1)}}  \tag{10}\\
& \times\left\{\begin{array}{lll}
K & L & J \\
F_{e} & F_{g} & F_{g}
\end{array}\right\} \\
& \times\left\{Y_{L}\left(\mathbf{a}^{*}\right) \otimes Y_{J}(\mathbf{b})\right\}_{K-q} \hat{T}_{K q}^{g g}
\end{align*}
$$

where we have used the standard notation for the $6 j$ symbols. ${ }^{7}$ Hence, in particular, we have the following commutation relations.

1) For the arbitrary ranks $L$ and $J$ and all dipole transitions of the type $F_{e}=F \rightarrow F_{g}=F, F \pm 1$ we have

$$
\begin{align*}
& \hat{V}_{L}(\mathbf{a}) \hat{V}_{J}^{\dagger}\left(\mathbf{a}^{*}\right)=\hat{V}_{J}(\mathbf{a}) \hat{V}_{L}^{\dagger}\left(\mathbf{a}^{*}\right) \\
& \hat{V}_{L}^{\dagger}(\mathbf{a}) \hat{V}_{J}\left(\mathbf{a}^{*}\right)=\hat{V}_{J}^{\dagger}(\mathbf{a}) \hat{V}_{L}\left(\mathbf{a}^{*}\right) \tag{11}
\end{align*}
$$

since expansion of the right- and left-hand sides in the tensor operators $\hat{T}_{K q}^{e e}\left(\hat{T}_{K q}^{g g}\right)$ leads to identities of the type $\left\{Y_{L}(\mathbf{a})\right.$ $\left.\otimes Y_{J}(\mathbf{a})\right\}_{K q} \equiv\left\{Y_{J}(\mathbf{a}) \otimes Y_{L}(\mathbf{a})\right\}_{K q}$, which in turn follow from the Clebsch-Gordan expansion (6) for spherical functions.
2) Depending on the type of transition, for the arbitrary vectors $\mathbf{a}$ and $\mathbf{b}$ we have:
a) for $F_{g}=F \rightarrow F_{e}=F$ transitions

$$
\begin{equation*}
\hat{V}_{0}^{\dagger}(\mathbf{a}) \hat{V}_{1}(\mathbf{b})=\hat{V}_{1}^{\dagger}\left(\mathbf{b}^{*}\right) \hat{V}_{0}\left(\mathbf{a}^{*}\right) \tag{12}
\end{equation*}
$$

b) for $F_{g}=F \rightarrow F_{e}=F+1$ transitions

$$
\begin{equation*}
\hat{V}_{2 F+1}^{\dagger}(\mathbf{a}) \hat{V}_{1}(\mathbf{b})=\hat{V}_{1}^{\dagger}\left(\mathbf{b}^{*}\right) \hat{V}_{2 F+1}\left(\mathbf{a}^{*}\right) \tag{13}
\end{equation*}
$$

c) for $F_{g}=F \rightarrow F_{e}=F-1$ transitions

$$
\begin{equation*}
\hat{V}_{2 F-1}(\mathbf{a}) \hat{V}_{1}^{\dagger}(\mathbf{b})=\hat{V}_{1}\left(\mathbf{b}^{*}\right) \hat{V}_{2 F-1}^{\dagger}\left(\mathbf{a}^{*}\right) \tag{14}
\end{equation*}
$$

The property (12) is obvious if we recall that in this case the operator $\hat{V}_{0}$ is proportional to the identity matrix and $\hat{V}_{1}^{\dagger}\left(\mathbf{b}^{*}\right)=\hat{V}_{1}(\mathbf{b})$. To prove the validity of (13) it is sufficient to expand both sides of (13) in the operators $\hat{T}_{K q}^{g g}$ and allow for the fact that all ranks except $K=2 F$ are forbidden by the selection rules contained in the $6 j$ symbols in (10). Equation (13) then reduces to the identity $\left\{Y_{2 F+1}\left(\mathbf{a}^{*}\right) \otimes Y_{1}(\mathbf{b})\right\}_{2 F q}$
$\equiv\left\{Y_{1}(\mathbf{b}) \otimes Y_{2 F+1}\left(\mathbf{a}^{*}\right)\right\}_{2 F q}$, which holds since the number $(2 F+1)+1-2 F=2$ is even. Equation (14) can be proved in a similar way.

## 5. STATIONARY POINT OF THE RELAXATION OPERATOR

We shall seek the solution for the stationary point of the operator $\widehat{\Gamma}$ in the form

$$
\begin{equation*}
\hat{\rho}_{\mathrm{in}}^{e e}=\hat{V}_{L}(\mathbf{a}) \hat{V}_{L}^{\dagger}(\mathbf{a}) \tag{15}
\end{equation*}
$$

The above algebraic relationships imply that (a) for $F_{g}=F$ $\rightarrow F_{e}=F-1$ transitions no such solution exists and that (b) for $F_{g}=F \rightarrow F_{e}=F$ transitions the matrix (15) is the solution for the lowest possible rank $L=0$.

Incidentally, these two statements are obvious corollaries of the isotropy of the relaxation operator. The thing is that since for $F_{e}=F_{g}-1$ the number of filled sublevels of the excited state cannot exceed $2 F_{g}-1$, at least two more sublevels of the ground state are filled as a result of spontaneous decay, and for this reason alone there can be no stationary point. When $F_{e}=F_{g}$, the number of sublevels in both states is identical, and the isotropic initial distribution will simply become the isotropic final distribution, i.e., a stationary point exists and corresponds to a uniform distribution. ${ }^{5}$

We can also prove that a third statement is also true: for $F_{g}=F \rightarrow F_{e}=F+1$ transitions the matrix (15) is the solution for highest possible rank $L=2 F+1$. This is a nontrivial fact.

Indeed, in this case the angular momentum of the excited state exceeds the angular momentum of the ground state by unity, and for a stationary point to exist two sublevels of the excited state must be unoccupied. Clearly, no matter how we choose these two sublevels, the uniform distribution among the remaining $2 F_{g}+1$ sublevels of the excited state corresponds to some anisotropy, and spontaneous decay to the ground state produces an anisotropic, i.e., nonuniform, distribution among the sublevels of the ground state. Thus, the "naïve" generalization of the results for $F_{e}=F_{g}$ does not work here, and the form of the solution is unclear.

Now let us go back to the proof of the third statement. In (13) we set $\mathbf{b}=\mathbf{e}_{\beta}$, where $\mathbf{e}_{\beta}$ are the cyclic basis unit vectors. Then, bearing in mind that $\hat{Q}_{\beta}=\sqrt{2 F_{e}+1} \hat{V}_{1}\left(\mathbf{e}_{\beta}\right)$, we obtain

$$
\begin{align*}
\hat{\rho}_{\mathrm{out}}^{g g}= & \sum_{\beta} \hat{Q}_{\beta}^{\dagger} \hat{V}_{2 F+1}(\mathbf{a}) \hat{V}_{2 F+1}^{\dagger}(\mathbf{a}) \hat{Q}_{\beta}=\hat{V}_{2 F+1}^{\dagger}\left(\mathbf{a}^{*}\right) \\
& \times\left(\sum_{\beta} \hat{Q}_{\beta} \hat{Q}_{\beta}^{\dagger}\right) \hat{V}_{2 F+1}\left(\mathbf{a}^{*}\right)=\hat{V}_{2 F+1}^{\dagger}\left(\mathbf{a}^{*}\right) \hat{V}_{2 F+1}\left(\mathbf{a}^{*}\right) . \tag{16}
\end{align*}
$$

Note that the matrix $\hat{V}_{2 F+1}(\mathbf{a}) \hat{V}_{2 F+1}^{\dagger}(\mathbf{a})$ has a twodimensional null subspace (a subspace of vectors with zero eigenvalues), which coincides with the null subspace of the matrix $\hat{V}_{1}(\mathbf{a}) \hat{V}_{1}^{\dagger}(\mathbf{a})$. This becomes evident in the system of coordinates in which the complex vector a is a linear combination of one linear and one circular component ${ }^{5,6}$ (e.g., $\mathbf{a}=a^{0} \mathbf{e}_{0}+a^{+1} \mathbf{e}_{+1}$ ). Setting $\mathbf{b}=\mathbf{a}$ in (13) and employing
(11), we find that the matrices $\hat{V}_{2 F+1}(\mathbf{a}) \hat{V}_{2 F+1}^{\dagger}(\mathbf{a})$ and $\hat{V}_{2 F+1}^{\dagger}\left(\mathbf{a}^{*}\right) \hat{V}_{2 F+1}\left(\mathbf{a}^{*}\right)$ satisfy the following commutation relation:

$$
\begin{equation*}
\hat{V}_{2 F+1}(\mathbf{a}) \hat{V}_{2 F+1}^{\dagger}(\mathbf{a}) \hat{V}_{1}(\mathbf{a})=\hat{V}_{1}(\mathbf{a}) \hat{V}_{2 F+1}^{\dagger}\left(\mathbf{a}^{*}\right) \hat{V}_{2 F+1}\left(\mathbf{a}^{*}\right) \tag{17}
\end{equation*}
$$

Multiplying (17) on the right (left) by $\hat{V}_{1}^{\dagger}$ (a) and finding the Hermitian conjugate of the product, we obtain the important commutation relations

$$
\begin{align*}
& {\left[\hat{V}_{2 F+1}(\mathbf{a}) \hat{V}_{2 F+1}^{\dagger}(\mathbf{a}), \hat{V}_{1}(\mathbf{a}) \hat{V}_{1}^{\dagger}(\mathbf{a})\right]=0,} \\
& {\left[\hat{V}_{2 F+1}^{\dagger}\left(\mathbf{a}^{*}\right) \hat{V}_{2 F+1}\left(\mathbf{a}^{*}\right), \hat{V}_{1}^{\dagger}(\mathbf{a}) \hat{V}_{1}(\mathbf{a})\right]=0 .} \tag{18}
\end{align*}
$$

From operator algebra we know that $\hat{V}_{2 F+1}(\mathbf{a}) \hat{V}_{2 F+1}^{\dagger}(\mathbf{a})$ and $\hat{V}_{2 F+1}^{\dagger}\left(\mathbf{a}^{*}\right) \hat{V}_{2 F+1}\left(\mathbf{a}^{*}\right)$ are diagonal in basis sets of the Hermitian operators $\hat{V}_{1}(\mathbf{a}) \hat{V}_{1}^{\dagger}(\mathbf{a})$ and $\hat{V}_{1}^{\dagger}(\mathbf{a}) \hat{V}_{1}(\mathbf{a})$, respectively. Calculating the matrix elements of (17) using the eigenvectors of the operators $\hat{V}_{1}(\mathbf{a}) \hat{V}_{1}^{\dagger}(\mathbf{a})$ and $\hat{V}_{1}^{\dagger}(\mathbf{a}) \hat{V}_{1}(\mathbf{a})$, we conclude that $\hat{\rho}_{\text {in }}^{e e}=\hat{V}_{2 F+1}(\mathbf{a}) \hat{V}_{2 F+1}^{\dagger}(\mathbf{a}) \quad$ and $\quad \hat{\rho}_{\text {out }}^{g g}$ $=\hat{V}_{2 F+1}^{\dagger}\left(\mathbf{a}^{*}\right) \hat{V}_{2 F+1}\left(\mathbf{a}^{*}\right)$ have coinciding nonzero eigenvalues, which is what we set out to prove.

## 6. STATIONARY ATOMIC DENSITY MATRIX

We can show that the above solution for the stationary point of the relaxation operator corresponds to a stationary distribution of atoms among the sublevels of the excited state in an external field. Actually, this fact was used in Ref. 5 for $F_{g}=F \rightarrow F_{e}=F$ transitions, ( $F$ is a half-integer). Similarly, the nontrivial solution for $F_{g}=F \rightarrow F_{e}=F+1$ transitions produces a compact analytical representation for the atomic density matrix.

Briefly, the statement of the problem is as follows. The quantum kinetic equation for atoms interacting with an elliptically polarized monochromatic field is obtained by adding the following Hamiltonian part to (1):

$$
\begin{equation*}
\frac{\partial \hat{\rho}}{\partial t}=-\frac{i}{\hbar}[\hat{H}, \hat{\rho}]-\hat{\Gamma}\{\hat{\rho}\} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{H}=-\hbar \delta \hat{\Pi}_{e}+\hbar\left(\Omega \hat{V}_{1}(\mathbf{e})+\Omega^{*} \hat{V}_{1}^{\dagger}(\mathbf{e})\right) \tag{20}
\end{equation*}
$$

is the atomic Hamiltonian in the rotating-wave approximation, $\delta=\omega-\omega_{0}$ is the detuning of the field frequency $\omega$ from the transition frequency $\omega_{0}$, and $\Omega$ is the Rabi frequency. We see that the operators introduced in (8) for $L=1$ coincide with the tensor factor in the resonant dipole interaction operator. The unit complex vector $\mathbf{e}$ of elliptic polarization of the field satisfies the conditions $\mathbf{e}^{*} \cdot \mathbf{e}=1$ and $\operatorname{Im}(\mathbf{e} \cdot \mathbf{e})=0$. The exact stationary solution $\hat{\rho}_{\text {st }}$ of Eq. (19) for $F_{g}=F$ $\rightarrow F_{e}=F+1$ transitions can be expressed in terms of the operators $\hat{V}_{L}$ as follows:

$$
\hat{\rho}_{\mathrm{st}}^{e e}=\frac{S}{\alpha_{0}+2 S \alpha_{1}} \hat{V}_{2 F+1}(\mathbf{e}) \hat{V}_{2 F+1}^{\dagger}(\mathbf{e})
$$

$$
\begin{align*}
\hat{\rho}_{\mathrm{st}}^{g g}= & \frac{1}{\alpha_{0}+2 S \alpha_{1}}\left(\left[\hat{V}_{1}^{\dagger}(\mathbf{e}) \hat{V}_{1}(\mathbf{e})\right]^{-1}+S\right) \\
& \times \hat{V}_{2 F+1}^{\dagger}\left(\mathbf{e}^{*}\right) \hat{V}_{2 F+1}\left(\mathbf{e}^{*}\right), \\
\hat{\rho}_{\mathrm{st}}^{e g}= & \left(\hat{\rho}_{\mathrm{st}}^{g e}\right)^{\dagger}=\frac{\Omega}{(\delta+i \gamma / 2)\left(\alpha_{0}+2 S \alpha_{1}\right)} \hat{V}_{1}(\mathbf{e})  \tag{21}\\
& \times\left[\hat{V}_{1}^{\dagger}(\mathbf{e}) \hat{V}_{1}(\mathbf{e})\right]^{-1} \hat{V}_{2 F+1}^{\dagger}\left(\mathbf{e}^{*}\right) \hat{V}_{2 F+1}\left(\mathbf{e}^{*}\right),
\end{align*}
$$

where $S=|\Omega|^{2} /\left(\gamma^{2} / 4+\delta^{2}\right)$ is the transition saturation parameter. The validity of this solution becomes evident if we plug (21) into (19) (or into the equations for the stationary density matrices $\hat{\rho}_{\mathrm{st}}^{e e}$ and $\hat{\rho}_{\mathrm{st}}^{g g}$, whose expanded form is given in Ref. 6) and allow for Eqs. (16)-(18) and if we bear in mind that the projection of the matrix $\hat{V}_{2 F+1}(\mathbf{e}) \hat{V}_{2 F+1}^{\dagger}(\mathbf{e})$ onto the null subspace of the operator $\hat{V}_{1}(\mathbf{e}) \hat{V}_{1}^{\dagger}(\mathbf{e})$ is zero. The uniqueness of the stationary solution for the present type of optical transition was proved earlier in Ref. 6. We stress that the distribution among the sublevels of the excited state coincides, to within a normalization constant, with the stationary point of the relaxation operator for the particular value $\mathbf{a}=\mathbf{e}$. The normalization constants $\alpha_{i}$ depend only on the ellipticity $\varepsilon$ of the field $(\cos 2 \varepsilon=\mathbf{e} \cdot \mathbf{e})$ and can be found explicitly for all values of $F$. The addition theorem (7) for spherical functions implies that

$$
\begin{align*}
\alpha_{1} & =\operatorname{Tr}\left\{\hat{V}_{2 F+1}(\mathbf{e}) \hat{V}_{2 F+1}^{\dagger}(\mathbf{e})\right\} \\
& =\frac{(\cos 2 \varepsilon)^{2 F+1}}{4 F+3} P_{2 F+1}\left(\frac{1}{\cos 2 \varepsilon}\right) . \tag{22}
\end{align*}
$$

Calculating the matrix elements (see the Appendix) in the coordinate system used in Refs. 5 and 6, where $\mathbf{e}$ $=\mathbf{e}_{0} \sqrt{\cos 2 \varepsilon}+\sqrt{2} \mathbf{e}_{+1} \sin \varepsilon$, we find that

$$
\begin{align*}
\alpha_{0}= & \operatorname{Tr}\left\{\left[\hat{V}_{1}^{\dagger}(\mathbf{e}) \hat{V}_{1}(\mathbf{e})\right]^{-1} \hat{V}_{2 F+1}^{\dagger}\left(\mathbf{e}^{*}\right) \hat{V}_{2 F+1}\left(\mathbf{e}^{*}\right)\right\} \\
= & \frac{(F+1)(2 F+1)!(2 F+3)!}{(4 F+3)!}(\cos 2 \varepsilon)^{2 F} \\
A_{n}= & \sum_{m=-F}^{F-n} \frac{(F+m+n)!(F-m-n)!}{(F+m)!(F-m)!} A_{n=0}\left(\frac{\sin ^{2} \varepsilon}{\cos 2 \varepsilon}\right)^{n},  \tag{23}\\
& \times\left[\sum_{\mu=0}^{n}(-1)^{\mu} \frac{(2 F+1+\mu)!}{\mu!(F+1+\mu+m)!(F+1-\mu-m)!}\right]^{2} .
\end{align*}
$$

The commutation relations (18) immediately yield

$$
\begin{equation*}
\left[\hat{\rho}_{\mathrm{st}}^{e e}, \hat{V}_{1}(\mathbf{e}) \hat{V}_{1}^{\dagger}(\mathbf{e})\right]=0, \quad\left[\hat{\rho}_{\mathrm{st}}^{g g}, \hat{V}_{1}^{\dagger}(\mathbf{e}) \hat{V}_{1}(\mathbf{e})\right]=0 \tag{24}
\end{equation*}
$$

Thus, we have proved the main theorem of Ref. 6 in general form.

Note that the solution (21) coincides with the result of Ref. 6 when $F=0,1 / 2, \ldots, 5$. To verify this it is enough to represent the operators $\hat{V}_{2 F+1}(\mathbf{e}) \hat{V}_{2 F+1}^{\dagger}(\mathbf{e})$ and $\hat{V}_{2 F+1}^{\dagger}\left(\mathbf{e}^{*}\right) \hat{V}_{2 F+1}\left(\mathbf{e}^{*}\right)$ by power series in $\hat{V}_{1}(\mathbf{e}) \hat{V}_{1}^{\dagger}(\mathbf{e})$ and $\hat{V}_{1}^{\dagger}(\mathbf{e}) \hat{V}_{1}(\mathbf{e})$, respectively. Here the normalization factors cal-
culated in Ref. 6 (we denote them by $\tilde{\alpha}_{1}$ and $\tilde{\alpha}_{0}$ ) differ from (22) and (23) by a conversion factor $C$, i.e., $\tilde{\alpha}_{i}=C \alpha_{i}$, where

$$
C=\frac{(4 F+3)(2 F+1)!^{2}}{[(F+1)(2 F+1)(2 F+3)]^{2 F+1}}
$$

In Ref. 6 we presented concrete calculations (of the absorption coefficient and the radiative force) using the stationary solution for several values of angular momentum, $F$ $=0,1 / 2, \ldots, 5$. Here we shall not consider applications of the results, since this constitutes a separate problem.

The solution (21) has an invariant form, which makes it possible to find the values of the elements of the stationary density matrix in both the ordinary $(F, \mu)$ representation (see the Appendix) and in the atomic-polarization-moments representation [the $(K, q)$ representation]. In particular, from (21) and (10) it follows that the polarization moments of the excited state can be expressed in terms of tensor products of spherical functions:

$$
\begin{align*}
\rho_{K q}^{e e}= & \operatorname{Tr}\left\{\hat{T}_{K q}^{e e} \hat{\rho}_{\mathrm{st}}^{e e}\right\}=\frac{4 \pi S(\cos 2 \varepsilon)^{2 F+1}}{\left(\alpha_{0}+2 S \alpha_{1}\right)(4 F+3)}(-1)^{K+1} \\
& \times\left\{\begin{array}{ccc}
K & 2 F+1 & 2 F+1 \\
F & F+1 & F+1
\end{array}\right\} \\
& \times\left\{Y_{2 F+1}(\mathbf{e}) \otimes Y_{2 F+1}\left(\mathbf{e}^{*}\right)\right\}_{K q} . \tag{25}
\end{align*}
$$

Note that the distribution among the sublevels of the excited state $\hat{\rho}_{\mathrm{st}}^{e e}$ in the form (21) for the particular case of linear polarization of the field was first obtained by Macek and Hertel. ${ }^{9}$

## 7. CONCLUSION

The present work is a continuation of a series of papers ${ }^{10,5,6}$ devoted to the fundamental problem of the stationary density matrix of atoms interacting with an elliptically polarized resonant field. The exact solutions obtained in a compact analytical form have an extremely broad range of applications, among which the most important are laser cooling and the trapping of atoms in nonuniformly polarized fields, the resonance fluorescence of atoms captured by a magneto-optical trap, and nonlinear polarization spectroscopy without Doppler broadening. On the other hand, in this paper we have developed a new approach for studying the tensor properties of the radiative relaxation operator, and the results may also prove useful in analyzing the temporal evolution of atoms subjected to an external elliptically polarized electromagnetic field and a vacuum electromagnetic field.

This work was made possible by a grant from the Russian Fund for Fundamental Research (Grant No. 98-0217794).

## APPENDIX: CALCULATING THE MATRIX ELEMENTS

The simplest way to calculate the matrix elements of the stationary atomic density matrix (21) is to employ the system of coordinates used in Refs. 5 and 6, where the field polarization vector is a linear combination of one linear and one circular component:

$$
\begin{equation*}
\mathbf{e}=\mathbf{e}_{0} \sqrt{\cos 2 \varepsilon}+\sqrt{2} \mathbf{e}_{+1} \sin \varepsilon . \tag{A1}
\end{equation*}
$$

To make things more compact, we introduce the notation $\hat{V}_{1}(\mathbf{e})=\hat{V}, \quad \hat{V}_{2 F+1}(\mathbf{e})=\hat{W}$, and $\hat{V}_{2 F+1}\left(\mathbf{e}^{*}\right)=\hat{\tilde{W}}$ and rewrite the solution (21) as follows:

$$
\begin{align*}
& \hat{\rho}_{\mathrm{st}}^{e e}=\frac{S}{\alpha_{0}+2 S \alpha_{1}} \hat{W} \hat{W}^{\dagger}, \\
& \hat{\rho}_{\mathrm{st}}^{g g}=\frac{1}{\alpha_{0}+2 S \alpha_{1}}\left(\hat{X} \hat{X}^{\dagger}+S \hat{W}^{\dagger} \hat{\tilde{W}}\right),  \tag{A2}\\
& \hat{\rho}_{\mathrm{st}}^{e g}=\left(\hat{\rho}_{\mathrm{st}}^{g e}\right)^{\dagger}=\frac{\Omega}{(\delta+i \gamma / 2)\left(\alpha_{0}+2 S \alpha_{1}\right)} \hat{W} \hat{X}^{\dagger},
\end{align*}
$$

where $\hat{X}=\hat{U} \hat{W}$ with $\hat{U}$ the pseudoinverse matrix ${ }^{11}$ relative to $\hat{V}: \hat{V} \hat{U} \hat{V}=\hat{V}$. For the generalized spherical functions (4) in the basis set (A1) we have

$$
\begin{align*}
Y_{L-M}(\mathbf{e})= & (-1)^{M} \\
& \times \sqrt{\frac{(2 L+1)(L+M)!}{4 \pi(L-M)!}} \frac{1}{M!}\left(\frac{\sin \varepsilon}{\sqrt{\cos 2 \varepsilon}}\right)^{M} \tag{A3}
\end{align*}
$$

for $M \geqslant 0$ and $Y_{L-M}(\mathbf{e})=0$ for $M<0$. Plugging (A3) into the definition (8), we obtain $\left(F_{g}=F, F_{e}=F+1\right.$, and $L=2 F$ +1 )

$$
\begin{align*}
W_{\mu m}= & (-1)^{F-m} \frac{(2 F+1+\mu-m)!}{(\mu-m)!} \\
& \times \sqrt{\frac{(2 F+2)!(2 F)!}{(4 F+3)!(F+1+\mu)!(F+1-\mu)!(F+m)!(F-m)!}} \\
& \times(\cos 2 \varepsilon)^{F+1 / 2}\left(\frac{\sin \varepsilon}{\sqrt{\cos 2 \varepsilon}}\right)^{\mu-m}, \tag{A4}
\end{align*}
$$

where $\mu=-F-1,-F, \ldots, F+1, m=-F,-F+1, \ldots, F$, and $\mu-m \geqslant 0$. The matrix $\hat{W}$ can be obtained from (A4) using the time-reversal operation $\widetilde{W}_{\mu m}=(-1)^{\mu+m} W_{-\mu-m}$. The nonzero matrix elements of $\hat{V}$ are given by the following formulas:

$$
\begin{align*}
& V_{\mu, \mu}=\sqrt{\frac{(F+1-\mu)(F+1+\mu)}{(F+1)(2 F+1)(2 F+3)}} \sqrt{\cos 2 \varepsilon}, \\
& V_{\mu, \mu-1}=\sqrt{\frac{(F+\mu)(F+1+\mu)}{(F+1)(2 F+1)(2 F+3)}} \sin \varepsilon . \tag{A5}
\end{align*}
$$

As the matrix pseudoinverse to $\hat{V}$ we take the matrix with the elements

$$
\begin{align*}
U_{m \mu}= & \sqrt{\frac{(F+1)(2 F+1)(2 F+3)}{(F+1+\mu)(F+1-\mu) \cos 2 \varepsilon}} \\
& \times\left(-\frac{\sin \varepsilon}{\sqrt{\cos 2 \varepsilon}}\right)^{m-\mu} \prod_{\nu=\mu+1}^{m} \sqrt{\frac{F+\nu}{F+1-\nu}} \tag{A6}
\end{align*}
$$

for $\mu=-F,-F+1, \ldots, F$, supplemented by the zero columns $U_{m-F-1}=0$ and $U_{m F+1}=0$. Here we set $\prod_{\nu=m+1}^{m} f_{\nu}$
$\equiv 1$ and $\prod_{\nu=\mu+1}^{m} f_{\nu} \equiv 0$ for $\mu>m$. The matrix multiplication of (A6) by (A4) yields the following result for the elements of $\hat{X}$ :

$$
\begin{align*}
X_{m m^{\prime}}= & \sqrt{\frac{(F+1)(2 F+1)!(2 F+3)!(F+m)!(F-m)!}{(4 F+3)!\left(F+m^{\prime}\right)!\left(F-m^{\prime}\right)!}} \\
& \times(\cos 2 \varepsilon)^{F}\left(-\frac{\sin \varepsilon}{\sqrt{\cos 2 \varepsilon}}\right)^{m-m^{\prime}} \\
& \times \sum_{\mu=m^{\prime}}^{m} \frac{(-1)^{F-\mu}\left(2 F+1+\mu-m^{\prime}\right)!}{\left(\mu-m^{\prime}\right)!(F+1+\mu)!(F+1-\mu)!} . \tag{A7}
\end{align*}
$$

*) E-mail: 1lf@admin.nsu.ru
${ }^{1}$ G. S. Agarwal, Quantum Statistical Theories of Spontaneous Emission and Their Relation to Other Approaches, Springer, Berlin (1974); H. J. Kimble and L. Mandel, Phys. Rev. A 13, 2123 (1976).
${ }^{2}$ K. Mølmer and Y. Castin, Quantum Semiclassic. Opt. 8, 49 (1996).
${ }^{3}$ E. G. Pestov, Tr. Fiz. Inst. im. P. N. Lebedev, Akad. Nauk SSSR 187, 60
(1988); An. V. Vinogradov, Tr. Fiz. Inst. im. P. N. Lebedev, Akad. Nauk SSSR 187, 117 (1988) (and the literature cited therein).
${ }^{4}$ S. G. Rautian, G. I. Smirnov, and A. M. Shalagin, Nonlinear Resonances in the Spectra of Atoms and Molecules [in Russian], Nauka, Novosibirsk (1979), Chap. 2, Sec. 3.
${ }^{5}$ A. V. Taĭchenachev, A. M. Tumaĭkin, V. I. Yudin, and G. Nienhuis, Zh. Éksp. Teor. Fiz. 108, 415 (1995) [JETP 81, 224 (1995)].
${ }^{6}$ A. V. Taĭchenachev, A. M. Tumaĭkin, and V. I. Yudin, Zh. Éksp. Teor. Fiz. 110, 1727 (1996) [JETP 83, 949 (1996)].
${ }^{7}$ D. A. Varshalovich, A. I. Moskalev, and V. K. Khersonskiĭ, Quantum Theory of Angular Momentum, Nauka, Leningrad (1975); World Scientific, Singapore (1988).
${ }^{8}$ N. L. Manakov and A. V. Merem'yanin, Zh. Éksp. Teor. Fiz. 111, 1984 (1997) [JETP 84, 1080 (1997)].
${ }^{9}$ J. Macek and I. V. Hertel, J. Phys. B 7, 2173 (1974).
${ }^{10}$ V. S. Smirnov, A. M. Tumaĭkin, and V. I. Yudin, Zh. Éksp. Teor. Fiz. 96, 1613 (1989) [Sov. Phys. JETP 69, 913 (1989)].
${ }^{11}$ F. R. Gantmacher, The Theory of Matrices, Chelsea, New York (1959) [Russ. original of newer addition, Nauka, Moscow (1988), Chap. 1, Sec. 5].

Translated by Eugene Yankovsky
Edited by P. Shelnitz

# Formation mechanisms and structure of the luminescence spectra of a dense resonant medium 

Yu. K. Zemtsov, A. Yu. Sechin, A. N. Starostin*)<br>Troitsk Institute of Innovative and Thermonuclear Research, 142092 Troitsk, Moscow Region, Russia

A. G. Leonov, A. A. Rudenko, and D. I. Chekhov ${ }^{\dagger}$ )

Moscow Institute of Physics and Technology, 141700 Dolgoprudny̆, Moscow Region, Russia (Submitted 10 November 1997)
Zh. Éksp. Teor. Fiz. 114, 135-154 (July 1998)


#### Abstract

The purely thermal visible and infrared radiation emitted by a dense resonant medium (sodium vapor) heated nonuniformly to temperatures of $600-1200 \mathrm{~K}$ was investigated experimentally for the first time under conditions where the photon mean free path is comparable with the emission wavelength. The profile of the recorded spectra and the absolute luminescence intensities in the different spectral ranges show good agreement with the results of a numerical simulation using a previously developed theory of resonance radiation transport which assumes a Boltzmann spectral distribution of the resonant level population proportional to $\exp (-\hbar \omega / T)$. The self-reversed resonant sodium line exhibited strong asymmetry and it was shown that under certain conditions, the luminescence spectrum of the medium may exhibit an additional broad peak on the far "red"' limb of the resonance line. Calculations and measurements demonstrated that the intensity of the thermal emission of sodium vapor at this red peak is several orders of magnitude higher than that obtained from the standard theory of resonance radiation transport. This effect is arbitrarily termed an infrared 'catastrophe.' It is noted that in a solar corona plasma and in gas-discharge lamps, the far red limbs of the resonant lines may make a substantial contribution to the total luminescence intensity and in some cases, considerably exceed the intensity of the photorecombination and bremsstrahlung continuum. © 1998 American Institute of Physics. [S1063-7761(98)01007-5]


## 1. INTRODUCTION

The formation of luminescence spectra and resonance radiation transport processes in dense gases and plasmas has recently attracted increasing interest. ${ }^{1-7}$ This is mainly attributable to the development of research to study radiation processes in dense, multiply charged, ion plasmas created by laser radiation or by various types of discharges ( $Z$ and $X$ pinches and so on) and work on the development of x-ray lasers. The considerable progress achieved in this field has revealed an urgent need to radically reexamine various established concepts in the standard theory of resonance radiation transport ${ }^{8,9}$ developed for low gas densities, and in particular, has shown that some of the approximations used in this theory must be abandoned. This particularly applies to the well-known Biberman criterion ${ }^{8} \varepsilon^{\prime}-1 \ll 1$ for the validity of the standard theory ( $\varepsilon^{\prime}$ is the real part of the permittivity $\varepsilon=\varepsilon^{\prime}+i \varepsilon^{\prime \prime}$ of the medium) and the narrow-line approximation $\Delta \omega=\omega-\omega_{0} \ll \omega_{0}$, where $\omega_{0}$ is the frequency of the resonant transition and $\omega$ is the frequency of the emitted photon. Taking account of this observation, the authors of Refs. 10 and 11 developed for the first time a generalized theory of resonance radiation transport free from these constraints. The approach developed in these studies predicted the existence of fundamentally new effects in radiation transport processes in dense media. In particular, it was shown in Ref. 11 that in a dense strongly absorbing medium the inten-
sity of the equilibrium radiation $J_{\omega}$ within the line profile may substantially exceed the Planck value. It was also observed ${ }^{10}$ that under certain conditions, the resonant line profile may exhibit a second broad peak shifted in the lowfrequency direction relative to $\omega_{0}$, where the emission intensity in this red limb may be many orders of magnitude higher than the intensity of its near-resonant component. This phenomenon was described in Ref. 12 as an infrared catastrophe.

These effects may show up to a considerable extent in observations of thermal radiation from a dense nonuniformly heated medium, so that the theory put forward in Refs. 10 and 11 can be checked experimentally. Since the highly time-dependent, highly inhomogeneous plasma of a laser spark, pinches, etc., is a fairly inconvenient object to study, it was interesting to check this theory experimentally using a simple model medium such as thermally heated dense alkali metal vapor. The present paper reports the experimental observation of the effects predicted in Refs. 10 and 11 using the thermal radiation from dense sodium vapor heated to temperatures of $600-1200 \mathrm{~K}$ under steady-state conditions (results were briefly reported in Refs. 12 and 13). The experimental data are also compared with the results of a numerical simulation. The structure of the luminescence spectrum of the sodium resonance doublet $3 P-3 S$ was studied experimentally. We particularly note that purely thermal radiation was recorded from the vapor in the absence of any excitation
by an electric field or an external radiation source. Under these conditions, the electron density is negligible and the intensity of the bremsstrahlung and photorecombination continua is also low. The relatively low temperatures eliminate the appearance of any other lines in the thermal radiation spectrum.

This study is constructed as follows. Section 2 gives a qualitative analysis of the effects and Sec. 3 reports the results of a numerical simulation of the radiation processes in dense media under different conditions. Section 4 gives comparative estimates of the ratio of the radiation intensity on the resonant lines and the intensity of the photorecombination and bremsstrahlung continua under plasma conditions. Section 5 contains descriptions of the experimental apparatus and diagnostic techniques. Section 6 presents results of measurements of the thermal radiation emitted by dense sodium vapor in various spectral ranges, discusses these experimental results and compares them with the calculations. The main conclusions are put forward in the concluding section.

## 2. QUALITATIVE ANALYSIS

It has already been noted in the Introduction that at high pressures, the standard theory of resonance radiation transport ${ }^{8,9}$ developed for low gas densities is no longer valid, since the condition for a small deviation of $\varepsilon$ from unity ceases to be satisfied and the photon mean free path is comparable with the emission wavelength. It is easy to show that in a dense medium, a photon is a "poor"' quasiparticle, for which the dispersion relation $\sqrt{\varepsilon^{\prime}} \omega=c k$ is not satisfied, where $c$ is the velocity of light and $k$ is the wave vector. In this case, the problem of resonance radiation transport can be solved using an equation for the Fourier components of the correlation functions of the electromagnetic field which can be formulated in terms of kinetic Green's functions. ${ }^{11}$ This allows us to introduce the generalized spectral "intensity" $J(\omega, \mathbf{k})$ of the radiation, where the frequency $\omega$ and the wave vector $\mathbf{k}$ ) are independent variables. In general the function $J(\omega, \mathbf{k}$ is not positive and several of its moments, i.e., integrals over $k$ with different weighing functions, are physically meaningful. Thus, the spectral radiation intensity $J_{\omega}$ usually encountered in the measurements and standard transport theory is related to $J(\omega, \mathbf{k})$ by ${ }^{11}$

$$
\begin{equation*}
J_{\omega}(\boldsymbol{\Omega})=\frac{2 c^{2}}{\omega} \int_{0}^{\infty} k J(\omega, \mathbf{k}) \frac{k^{2} d k}{(2 \pi)^{5}}, \tag{1}
\end{equation*}
$$

where $\boldsymbol{\Omega}$ is the unit vector in the $\mathbf{k}$ direction.
This approach can predict fundamentally new effects in resonance radiation transport processes in dense media. For instance, under conditions of thermodynamic equilibrium in an unbounded medium the function $J(\omega, \mathbf{k})$ can be determined from the fluctuation-dissipation theorem for the spectral density of the fluctuations of the transverse electromagnetic field strength:

$$
\begin{equation*}
J(\omega, \mathbf{k})=\frac{8 \pi \hbar \omega^{4} n(\omega) \varepsilon^{\prime \prime}}{\left|\omega^{2} \varepsilon-c^{2} k^{2}\right|} \tag{2}
\end{equation*}
$$

where $\hbar$ is Planck's constant, and $n(\omega)$ are the equilibrium photon occupation numbers given by the Planck formula:

$$
\begin{equation*}
n(\omega)=(\exp (\hbar \omega / T)-1)^{-1} \tag{3}
\end{equation*}
$$

Substituting Eq. (2) into Eq. (1) and integrating, assuming that $\varepsilon(\omega, \mathbf{k})$ depends weakly on the wave number (which is valid in dense media since the collisional width $\Gamma$ under these conditions is much greater than the Doppler width), we obtain for an equilibrium highly absorbing medium

$$
\begin{align*}
J_{\omega} & \simeq \frac{\hbar \omega^{3} n(\omega)}{4 \pi^{3} c^{2}} \frac{\varepsilon^{\prime}}{2}\left(1+\frac{2}{\pi} \arctan \frac{\varepsilon^{\prime}}{\varepsilon^{\prime \prime}}+\frac{4 \varepsilon^{\prime \prime}}{\varepsilon^{\prime}} \ln \left(\frac{\Gamma}{\omega v_{T} / c}\right)\right) \\
& \equiv J_{\omega}^{\mathrm{Pl}} \psi(\omega) \varepsilon^{\prime} \tag{4}
\end{align*}
$$

where $J_{\omega}^{\mathrm{Pl}}$ is the Planck intensity for black body radiation in vacuum and $v_{T}$ is the thermal atomic velocity. Since at high densities $N$ the width $\Gamma$ is determined by resonant collisions by the Vlasov-Fursov mechanism ${ }^{14}(\Gamma \propto N)$, as a result of the presence of a logarithmic contribution in Eq. (4) which increases with $N$, the equilibrium intensity in an absorbing medium may be almost an order of magnitude higher than the radiation intensity in a transparent medium determined by the Clausius formula $J_{\omega}^{\mathrm{Pl}} \varepsilon^{\prime}$ within the spectral line profile for detuning $\Delta \omega \leq \Gamma$. Note that the numerical calculations of $J_{\omega}$ for sodium vapor assuming that $\varepsilon$ depends on $\omega$ and $k$ show that the approximation (4) is quite accurate. ${ }^{11}$

These effects may be observed to a considerable extent in observations of the thermal radiation emitted by a dense medium. Calculations of the intensity of this radiation should also be made using the function $J(\omega, k, \boldsymbol{\Omega}, \mathbf{r})$ introduced earlier. In the steady-state case, the generalized spectral intensity of the radiation $J(\omega, k, \boldsymbol{\Omega}, \mathbf{r})$ should satisfy two equations simultaneously. One of these has the form of the kinetic equation:

$$
\begin{equation*}
(\boldsymbol{\Omega}, \nabla) J=-k_{\omega} J+\widetilde{\varepsilon}(\omega, k, \boldsymbol{\Omega}, \mathbf{r}) \tag{5}
\end{equation*}
$$

where $k_{\omega}$ is the absorption coefficient and $\tilde{\varepsilon}$ is the generalized spectral intensity of the bulk spontaneous emission: ${ }^{11}$

$$
\begin{align*}
k_{\omega}= & \frac{\omega^{2} \varepsilon^{\prime \prime}(\omega, k)}{c^{2} k}=\frac{4}{3} \frac{g_{2}}{g_{1}} \frac{(d \pi \omega)^{2}}{\hbar c^{2} k} a(\omega, k) \\
& \times\left(\widetilde{N}_{1}-\frac{g_{1}}{g_{2}} \widetilde{N}_{2} \exp \left(-\hbar\left(\omega-\omega_{0}\right) / T\right)\right),  \tag{6}\\
\tilde{\varepsilon}= & \frac{4}{3} \frac{d^{2} \omega^{3} \hbar \omega}{\hbar c^{2} k} \frac{\omega^{2} \varepsilon^{\prime \prime}}{\left|\omega^{2} \varepsilon-c^{2} k^{2}\right|^{2}}(2 \pi)^{3} \widetilde{N}_{2} a(\omega, k) \\
& \times \exp \left(-\frac{\hbar\left(\omega-\omega_{0}\right)}{T}\right) . \tag{7}
\end{align*}
$$

In Eqs. (6) and (7), $a(\omega, k)$ is the generalized line profile, $g_{1,2}$ are the statistical weights of the ground and excited states, $\widetilde{N}_{1,2}$ are their effective populations (see below) which satisfy the Boltzmann relations in equilibrium and may be obtained from the kinetic equations given in Ref. 10 in the absence of equilibrium. Integrating Eq. (7) over $k$, neglecting the spatial dispersion (where $a(\omega, k) \simeq a(\omega)$ ), we can obtain a clear expression for the spectral intensity of the spontaneous emission in a highly absorbing medium:

$$
\begin{align*}
\varepsilon_{\omega}= & \frac{1}{4 \pi} \hbar \omega A_{0}\left[\frac{\omega}{\omega_{0}}\right]^{3} \operatorname{Re}\left(\varepsilon^{1 / 2}\right) \tilde{N}_{2} a(\omega) \\
& \times \exp \left(-\frac{\hbar\left(\omega-\omega_{0}\right)}{T}\right) . \tag{8}
\end{align*}
$$

It follows from Eq. (5) that in general there is no closed equation for the spectral intensity $J_{\omega}$ defined in Eq. (1) and in addition to the first-order partial differential equation (5), the function $J(\omega, k, \boldsymbol{\Omega}, \mathbf{r})$ should also satisfy an inhomogeneous wave equation, which has the following form in the steady-state case

$$
\begin{align*}
(- & \left.\frac{c^{2}}{2} \Delta+2\left(c^{2} k^{2}-\omega^{2} \varepsilon^{\prime}\right)\right) J=\frac{8 \pi \hbar \omega^{4} \varepsilon^{\prime \prime}}{\left|\omega^{2} \varepsilon-c^{2} k^{2}\right|} \\
& \times \frac{2\left(c^{2} k^{2}-\omega^{2} \varepsilon^{\prime}\right)}{\left(\left(\widetilde{N}_{1} / \widetilde{N}_{2}\right)\left(g_{2} / g_{1}\right) \exp \left(-\hbar\left(\omega-\omega_{0}\right) / T\right)-1\right)} \tag{9}
\end{align*}
$$

In the homogeneous case, Eq. (9) yields the same result (2) as the kinetic equation (5). In the general case, Eqs. (5) and (9) must be solved jointly.

In order to close the system of equations (5) and (9), they must be supplemented by the equations for the populations $\widetilde{N}_{i}$. In the limit $\widetilde{N}_{2} \ll \widetilde{N}_{1} \simeq N$ we can obtain the following equation for $\widetilde{N}_{2}$ (assuming that complete frequency redistribution occurs in a dense medium):

$$
\begin{align*}
& \frac{2}{3} \frac{d^{2}}{\hbar^{2}} \frac{g_{2}}{g_{1}} \int \frac{d \omega d \boldsymbol{\Omega} k^{2} d k}{(2 \pi)^{3}} J(\omega, k, \boldsymbol{\Omega}, \mathbf{r}) a(\omega, k) \widetilde{N}_{1} \\
&-\frac{8}{3} \frac{d^{2}}{\hbar} \int \frac{d \omega k^{2} d k}{\pi} \frac{\omega^{4} \varepsilon^{\prime \prime}(\omega, k)}{\left|\omega^{2} \varepsilon-c^{2} k^{2}\right|^{2}} a(\omega, k) \\
& \quad \times \exp \left(-\frac{\hbar\left(\omega-\omega_{0}\right)}{T}\right) \tilde{N}_{2}-W\left(\widetilde{N}_{2}-\tilde{N}_{1} \frac{g_{2}}{g_{1}}\right. \\
&\left.\quad \times \exp \left(-\frac{\hbar \omega_{0}}{T}\right)\right)=0 . \tag{10}
\end{align*}
$$

The first term in Eq. (10) corresponds to the photoabsorption of radiation, the second corresponds to the spontaneous decay of excited atoms, and the third corresponds to collisional exchange between states 1 and 2 with the probability $W$. The boundary conditions satisfied by the intensity at the interface may be derived from an analysis of the emission from a heated medium into vacuum. In particular, for the radiation intensity $J_{\omega}^{\mathrm{ex}}(\boldsymbol{\Omega})$ from a heated medium having the temperature $T_{0}$, the reflection coefficient $R=R_{0}$, the permittivity $\varepsilon=\varepsilon_{0}$, and the function $\psi=\psi_{0}$ at the boundary (see Eq. (4)), we obtain

$$
\begin{equation*}
J_{\omega}^{\mathrm{ex}}(\boldsymbol{\Omega})=\frac{\left.J_{\omega}^{(-)}(\boldsymbol{\Omega})\right|_{z=0}}{\varepsilon_{0}^{\prime}(\omega) \psi_{0}(\omega)}\left(1-R_{0}(\omega, \boldsymbol{\Omega})\right), \tag{11}
\end{equation*}
$$

where $J_{\omega}^{(-)}$is the intensity of the radiation emitted from the medium to the interface. Note that in a uniform half-space, relation (11) generalizes the Kirchhoff law for the radiation intensity emitted by an equilibrium medium:

$$
\begin{equation*}
J_{\omega}^{\mathrm{ex}}=J_{\omega}^{\mathrm{Pl}}(I-R) . \tag{12}
\end{equation*}
$$

The exponential factor $\exp \left(-\hbar\left(\omega-\omega_{0}\right) / T\right)$ appears in Eqs. (6)-(10) (the need to introduce this was noted in Refs. 15-17) as a result of generalizing the standard radiation transport theory ${ }^{8,9}$ to the case of broad lines characteristic of a dense medium and was was justified in Ref. 10 in terms of the Keldysh theory using kinetic Green's functions. ${ }^{18-21} \mathrm{We}$ shall now consider the case of an equilibrium medium of two-level atoms emitting thermal radiation which, for simplicity, we shall describe as Planck.

The equilibrium condition implies that the rates of radiative decay of the spectral density of excited atoms and photoabsorption from the ground state are equal. We write this condition in terms of the photon and atomic occupation numbers taking into account the recoil momenta of the photons and the kinetic motion of the atoms, and also quantum statistics effects (see Ref. 10):

$$
\begin{gather*}
\widetilde{N}_{2}(p) a_{2}(\varepsilon) \int d \omega_{k} d \boldsymbol{\Omega} \omega_{k}^{3}\left(1+n_{k}\right)\left[1-\widetilde{N}_{1}(p-\hbar k)\right] \\
\times a_{1}\left(\varepsilon-\omega_{k}-\omega_{0}+E(\mathbf{p}) / \hbar-E(\mathbf{p}-\hbar \mathbf{k}) / \hbar\right) \\
=\left[1-\widetilde{N}_{2}(p)\right] a_{2}(\varepsilon) \int d \omega_{k} d \boldsymbol{\Omega} \omega_{k}^{3} n_{k} \widetilde{N}_{1}(p-\hbar k) \\
\times a_{1}\left(\varepsilon-\omega_{k}+\omega_{0}+E(\mathbf{p}) / \hbar-E(\mathbf{p}-\hbar \mathbf{k}) \hbar\right) . \tag{13}
\end{gather*}
$$

Here we have written $\omega_{k}=c|\mathbf{k}|, n_{k}$ is the photon occupation number:

$$
\begin{equation*}
n_{k}=\left(\exp \left(\hbar \omega_{k} / T\right)-1\right)^{-1} \tag{14}
\end{equation*}
$$

$\widetilde{N}_{i}(p)$ are the generalized occupation numbers of the $i$ th atomic state (to be specific we assume Fermi statistics for the atomic states), $E(p)=p^{2} / 2 m$ is the overall kinetic energy of the atom, and $a_{i}(\varepsilon)$ is the spectral density (profile) of the $i$ th state $(i=1,2)$,

$$
\begin{equation*}
a_{i}(\varepsilon)=\frac{\gamma_{i} / 2 \pi}{\varepsilon^{2}+\left(\gamma_{i} / 2\right)^{2}}, \tag{15}
\end{equation*}
$$

where $\gamma_{i}$ is the width of this state. The following notation appears in Eq. (15)

$$
\begin{equation*}
\hbar \varepsilon=\hbar \omega-\hbar \omega_{i}-E(\mathbf{p})+\mu, \tag{16}
\end{equation*}
$$

$E_{i}=\hbar \omega_{i}$ is the energy of the $i$ th state, $\mu$ is the chemical potential, $\omega_{0}=\omega_{2}-\omega_{1}$, i.e., $\varepsilon$ is the frequency detuning from resonance in state $i$ which is determined by the energy $\hbar \omega_{i}+E(\mathbf{p})-\mu$.

Condition (13) is identically satisfied if $\widetilde{N}_{i}(p)$ has the form (see Ref. 10)

$$
\begin{align*}
\tilde{N}_{i}(p) & =\frac{1}{\exp \left(\left(\hbar \varepsilon+\hbar \omega_{i}+E(\mathbf{p})-\mu\right) / T\right)+1} \\
& \equiv \frac{1}{\exp (\hbar \omega / T)+1} . \tag{17}
\end{align*}
$$

We shall consider the case where the ground state ( $i$ $=1$ ) is unbroadened, i.e., $a_{1}(\varepsilon)=\delta(\varepsilon)$. Then, allowing for Eq. (17), it follows from Eq. (13) that the rate of photon drift in the $\boldsymbol{\Omega}$ direction will be proportional to $R_{\downarrow}$ :

$$
\begin{align*}
R_{\downarrow}= & \frac{1}{\exp \left(\left(\hbar \varepsilon+\hbar \omega_{2}+E(\mathbf{p})-\mu\right) / T\right)+1} a_{2}(\varepsilon)\left(1+n_{k}\right) \\
& \times\left[1-\frac{1}{\exp \left(\left(\hbar \varepsilon+\hbar \omega_{1}+E(\mathbf{p})-\hbar \omega_{k}+\hbar \omega_{0}\right) / T\right)+1}\right] \tag{18}
\end{align*}
$$

Here $\omega_{k}$ and $\varepsilon$, being the detuning from the position of level 2, are related by (see Eq. (16))

$$
\begin{equation*}
\hbar \varepsilon=\hbar \omega_{k}-\hbar \omega_{0}-E(\mathbf{p})+E(\mathbf{p}-\hbar \mathbf{k}) \tag{19}
\end{equation*}
$$

Introducing the auxiliary population $\tilde{N}_{i}$, defined as

$$
\begin{equation*}
\tilde{N}_{i}=\exp \left(-\hbar \omega_{i} / T\right)\left[\exp (\mu / T) / \lambda_{T}^{3}\right] \tag{20}
\end{equation*}
$$

(where for simplicity the statistical weights $g_{i}$ were assumed to be unity, and $\lambda_{T}$ is the thermal de Broglie wavelength of the atom), and neglecting degeneracy, the rate of radiative decay of an atom in state 2 with the momentum $\mathbf{p}$ and detuning $\varepsilon$ will have the form

$$
\begin{equation*}
R_{\downarrow} \simeq \tilde{N}_{2} \lambda_{T}^{3} \exp (-E(\mathbf{p}) / T-\hbar \varepsilon / T)\left(1+n_{k}\right) a_{2}(\varepsilon) \tag{21}
\end{equation*}
$$

Similarly, the rate of photoexcitation of an atom from state $i=1$ with the momentum $\mathbf{p}-\hbar \mathbf{k}$, using the same notation, will have the form

$$
\begin{equation*}
R_{\uparrow} \simeq \tilde{N}_{1} \lambda_{T}^{3} \exp (-E(\mathbf{p}-\hbar \mathbf{k}) / T) n_{k} a_{2}(\varepsilon) \tag{22}
\end{equation*}
$$

Equating expressions (21) and (22), we obtain (taking account of Eqs. (19) and (20))

$$
\begin{align*}
\frac{1+n_{k}}{n_{k}} & =\exp \left(\frac{\hbar \omega_{k}}{T}\right) \\
& \equiv \exp \left[\frac{\hbar \varepsilon+\hbar \omega_{0}+E(\mathbf{p})-E(\mathbf{p}-\hbar \mathbf{k})}{T}\right] \tag{23}
\end{align*}
$$

Relation (19) for the photon frequency $\omega_{k}$ implies that for the broadened atomic state 2 , a photon emitted from the line limb $(\varepsilon \neq 0)$ possesses an energy which is determined not only by the transition frequency $\omega_{0}$ and the atomic recoil energy $E(\mathbf{p})-E(\mathbf{p}-\hbar \mathbf{k})$ but also by the detuning $\varepsilon$.

If the rate of spontaneous decay is integrated over the momenta of the emitting atoms, after the term containing $n_{k}$ is dropped Eq. (21) gives

$$
\begin{equation*}
\left\langle R_{\downarrow}\right\rangle_{\mathrm{sp}}=\widetilde{N}_{2} \exp \left(-\hbar\left(\omega_{k}-\omega_{0}\right) / T\right) \varphi\left(\omega_{k}-\omega_{0}\right), \tag{24}
\end{equation*}
$$

where $\varphi\left(\omega_{k}-\omega_{0}\right) \equiv \varphi(\Delta)$ is the Voigt profile of the emission line, which in general is a convolution of the profiles $a_{2}$ and $a_{1}$. Expression (24) contains the correction factor $\exp (-\Delta / T)$ omitted in the standard theory of resonance radiation transport, which is usually close to unity near the line center, $\Delta \ll T$ but is essential to describe the radiation at the far limbs of the line $(\Delta \geqslant T)$. In the resonance approximation, the quantity $\varepsilon / T$ in the expression for the spectral populations (see Eqs. (17), (21) and (23)) is negligible compared with unity and the factor $\exp (-\Delta / T)$ automatically becomes unity. Note that in the derivation of these relations the specific homogeneous broadening mechanism is unimportant since $\gamma_{2}$ can be determined even by a purely radiative broadening mechanism.

The appearance of this exponential factor can be explained qualitatively as follows. In the narrow-line approximation, $\Delta \omega \ll \omega_{0}$ and in a low-density medium the spectral intensity of the bulk emission from a resonant medium is described by ${ }^{8}$ (compare with expression (8))

$$
\begin{equation*}
\varepsilon_{\omega}=(1 / 4 \pi) \hbar \omega A N_{2}(\omega), \tag{25}
\end{equation*}
$$

where $N_{2}(\omega)$ is the spectral population density of the resonant level, i.e., the density of atoms capable of emitting a photon at the frequency $\omega$ (in the approximation of complete frequency redistribution of absorbed and emitted photons, it is assumed that $N_{2}(\omega)=N_{2} a(\omega)$, where $N_{2}$ is the total resonant level population). It is known that in the standard theory of resonance radiation transport ${ }^{8}$ the absorption coefficient is given by the following expression:

$$
\begin{equation*}
k_{\omega}=A \pi^{2}\left(c^{2} / \omega^{2}\right)\left(g_{2} / g_{1}\right) a(\omega)\left(N_{1}-\left(g_{1} / g_{2}\right) N_{2}\right) \tag{26}
\end{equation*}
$$

Assuming that in equilibrium $N_{2}=\left(g_{2} / g_{1}\right) N_{1}$ $\times \exp \left(-\hbar \omega_{0} / T\right)$ (Ref. 8), we obtain the following expression for the ratio $\varepsilon_{\omega} / k_{\omega}$ :

$$
\begin{equation*}
\varepsilon_{\omega} / k_{\omega}=\left(\hbar \omega^{3} / 4 \pi^{3} c^{2}\right)\left(\exp \left(\hbar \omega_{0} / T\right)-1\right)^{-1} \tag{27}
\end{equation*}
$$

At equilibrium however, the ratio $\varepsilon_{\omega} / k_{\omega}$ should be equal and identical to the Planck intensity $J_{\omega}^{\mathrm{Pl}}$, which in turn is determined by an expression similar to (27) but whose exponential function contains the instantaneous frequency $\omega$ rather than the resonance frequency $\omega_{0}$ :

$$
\begin{equation*}
J_{\omega}^{\mathrm{Pl}}=\left(\hbar \omega^{3} / 4 \pi^{3} c^{2}\right)(\exp (\hbar \omega / T)-1)^{-1} \tag{28}
\end{equation*}
$$

In addition to this anomaly, there is also another. It is easy to see that the total radiation intensity integrated over all frequencies using expression (25) is infinite. Even if the dependence of the spontaneous emission probability on $\omega$ is neglected $\left(A=A_{0}\left(\omega / \omega_{0}\right)^{3}\right.$, where $A_{0}$ is the classical probability of spontaneous emission in vacuum, see Refs. 10 and 11 ), and for example, for purely radiative broadening, the integral of $\varepsilon_{\omega}$ diverges logarithmically at high frequencies where $a(\omega) \propto \omega^{-2}$.

In order to obtain an accurate formula for $J_{\omega}^{\mathrm{Pl}}$ and ensure convergence of the appropriate integral, the expression for $N_{2}(\omega)$ must be modified by introducing the correction factor

$$
\begin{equation*}
\widetilde{N}_{2}(\omega)=\widetilde{N}_{2} a(\omega) \exp \left(-\hbar\left(\omega-\omega_{0}\right) / T\right), \tag{29}
\end{equation*}
$$

where, as was shown in Ref. 10, expression (29) will not contain the true populations but the effective (auxiliary) populations $\tilde{N}_{2}$. In equilibrium we obtain the Boltzmann spectral distribution,

$$
\begin{equation*}
\widetilde{N}_{2}(\omega)=\widetilde{N}_{1} a(\omega) \exp (-\hbar \omega / T) \tag{30}
\end{equation*}
$$

(in the absence of equilibrium the effective populations $\widetilde{N}_{i}(\omega)$ are obtained from the kinetic equations given in Ref. $10)$. In this case, the true total population of excited atoms is determined by the integral of Eq. (30) over frequency and for pure radiative broadening may be written in the form

$$
\begin{equation*}
N_{2} \simeq \widetilde{N}_{1}\left\{\exp \left(-\frac{\hbar \omega_{0}}{T}\right)+\frac{3!}{2 \pi} \frac{A_{0}}{\omega_{0}}\left[\frac{T}{\hbar \omega_{0}}\right]^{4}\right\} . \tag{31}
\end{equation*}
$$

Interestingly, a similar sum of exponential and power contributions was obtained for the particle momentum distribution. ${ }^{22}$ In Refs. 15 and 16, where an expression similar to (29) was used, it was assumed when integrating over frequency that the total population is determined by the first Boltzmann term in expression (31), which may lead to major errors. It follows from expression (31) that, strictly speaking, even in equilibrium the true population $N_{2}$ will not satisfy the Boltzmann relation and will only be the same as $\widetilde{N}_{2}$ for a narrow line $\hbar \Gamma \ll T$. However, a detailed analysis ${ }^{10}$ shows that Eqs. (6)-(10) actually contain $\widetilde{N}_{2}$ and thus we define this as the effective population.

The introduction of the factor $\exp \left(-\hbar\left(\omega-\omega_{0}\right) / T\right.$ negligibly influences the nuclear line profile $\Delta \omega \propto \Gamma$ (although for a fairly broad line it increasingly enhances the asymmetry of the absorption and emission lines in a dense medium) but for $T \ll \omega_{0}$ may result in the appearance of a second peak on the far red limb of the line profile (where $\omega \ll \omega_{0}$ ) if the gas temperature is fairly low. Under these conditions we have

$$
\varepsilon_{\omega} \propto \omega^{4} a(\omega) \exp \left(-\hbar\left(\omega-\omega_{0}\right) / T\right)
$$

(see Eq. (8)), and provided that the profile does not decrease too rapidly (power law) in the range of low-frequency detuning, the high value of the exponential factor ensures that an additional peak appears. We postulate that the resonant line broadening is created by the gas itself (and for large detuning the quasistatic profile $a(\omega) \propto \Delta^{-2}$ ) or by a buffer gas $\left(a(\omega) \propto \Delta^{-3 / 2}\right)$, Ref. 14. It is then easy to show that the frequency $\omega_{m}$ corresponding to this maximum is determined in both cases by the temperature of the medium and is approximately $4 T / \hbar$. This additional peak will occur in the temperature range $T \lesssim \hbar \omega_{0} / 11$, and its intensity will be proportional to $T^{4}$. The intensity of the low-frequency peak will clearly differ appreciably in these two cases.

Under these conditions, detailed calculations (see below) show that the intensity of the far limb of the spectral line may appreciably exceed the intensity calculated by standard theory ${ }^{8}$ and most of the energy emitted on the line may be assigned to its nonresonant red limb rather than to the central near-resonant component. This phenomenon was arbitrarily described in Ref. 13 as an infrared catastrophe. Moreover, even in the absence of a peak at relatively high temperatures, the emission intensity at the far limb will still be substantially higher than the intensity calculated by standard theory. Note that although the introduction of an exponential factor is not directly related to effects caused by the density of the medium, in reality its influence on the radiation intensity in various spectral ranges and on the ratio between them will nevertheless be determined by the concentration of interacting particles, since we have $\varepsilon_{\omega} \propto a(\omega)$ and the line profile in the impact and quasistatic cases is proportional to this concentration at a given radiation frequency.

The thermodynamic relations do not indicate the specific mechanism for the establishment of the Boltzmann distribution (30). However, it is easy to show that this distribution can be formed in various elementary events, in interaction between the atomic system and equilibrium radiation and in collisions. In this last case, for example, we can consider the
collision between emitting and buffer atoms accompanied by virtual excitation and subsequent emission of a photon at frequency $\omega$ far from the resonance frequency $\omega_{0}$ (an analog of polarizing radiation ${ }^{23,24}$ ). It is easy to see that the intensity of the spontaneous emission of photons in these collisions will be proportional to $\exp (-\omega / T)$. However, if heavy particles collide, as a result of the Massey criterion $a \omega / v \gg 1$ (where $a$ is the characteristic scale of the particle interaction radius and $v$ is their relative velocity), the probability of this process will be exponentially low and proportional to $\exp (-a \omega / v)$.

We shall analyze another radiation-collisional process, emission of a photon at the far quasistatic limb of the line of an excited particle whose interaction potential with a buffer atom is denoted by $U_{2}(R)$. For atoms in the ground state the interaction potential is denoted by $U_{1}(R)$. Using the Franck-Condon principle, we can then write the following condition for the frequency of the emitted photon:

$$
\begin{equation*}
\hbar \omega=\hbar \omega(R)=E_{2}-E_{1}+U_{2}(R)-U_{1}(R) \tag{32}
\end{equation*}
$$

At the far limb of the line, we can neglect the Doppler shift and we can consider the line profile $a_{2}(\varepsilon)$ caused by interaction between quasistatic particles to be proportional to a $\delta$-function. In this approximation, we obtain for the bulk intensity of the spontaneous emission (see Refs. 15 and 16)

$$
\begin{equation*}
\varepsilon_{\omega} \propto N_{1}(R) N_{b} \exp [-\hbar \omega(R) / T]\left|R^{2} d R / d \omega\right| . \tag{33}
\end{equation*}
$$

Here

$$
N_{1}(R) \propto \exp (\mu / T) \exp \left[-\left(E_{1}+U_{1}(R)\right) / T\right]
$$

is the density of ground-state atoms interacting with buffer particles (having the density $N_{b}$ ) located at the distance $R$, which corresponds to the emission of a photon of frequency $\omega(R)$. The derivative $d R / d \omega$ is obtained from relation (32). It can be seen that in this model example at the far quasistatic limb of the line, the emission probability is proportional to the Boltzmann factor $\exp (-\hbar \omega / T)$ and the quasistatic line profile determined by the last cofactor in Eq. (33).

## 3. NUMERICAL SIMULATION OF RESONANCE RADIATION TRANSPORT PROCESSES IN DENSE SODIUM VAPOR

A numerical solution of the system of equations (5), (9), and (10) with the boundary condition (11) was used to calculate the radiation intensity $J_{\omega}$ of the resonant sodium lines $\left(\omega_{0} \simeq 3.2 \times 10^{15} \mathrm{~s}^{-1}\right)$ both inside and at the exit of a nonuniformly heated planar layer of sodium vapor of length $L$ in the presence of an argon buffer gas at a pressure $P \simeq 1 \mathrm{~atm}$. In the calculations it was assumed that near resonance the broadening is determined by a collisional mechanism with resonant collisions predominating at high temperatures. The collisional widths for the $D_{1}$ and $D_{2}$ sodium lines are given in Ref. 25 and are

$$
\begin{aligned}
& \Gamma_{D_{1}}=2 \pi \times 4.68 \times 10^{-8} \mathrm{~N} \mathrm{~s}^{-1} \quad \text { and } \\
& \Gamma_{D_{2}}=2 \pi \times 7.62 \times 10^{-8} \mathrm{~N} \mathrm{~s}^{-1}
\end{aligned}
$$

At the line limb it was assumed that the profile $a(\omega)$ is formed by quasistatic argon broadening for which


FIG. 1. Frequency dependence of the spectral radiation intensity at the center of a planar layer of sodium vapor (a) and of the radiation intensity leaving this layer (b); $T_{c}=1000 \mathrm{~K}$, $L=15 \mathrm{~cm}$; 1-calculations using the theory put forward in Refs. 10 and 11, 2calculations using standard radiation theory, ${ }^{8}$, and 3-Planck intensity.

$$
a(\omega)=(4 \pi / 6)\left(C_{6}\right)^{1 / 2} N_{b} \Delta \omega^{-1.5}
$$

(see Ref. 26), where $N_{b}$ is the buffer gas density. The van der Waals interaction constant $C_{6} \simeq 1.9 \times 10^{-31} \mathrm{~cm}^{6} / \mathrm{s}$ was obtained from data on the argon collisional broadening of the sodium $D$ lines. ${ }^{27}$

The results of the calculations are plotted in Figs. 1-3. Figure 1a gives the frequency dependence of the radiation intensity at the center of a layer of thickness $L=15 \mathrm{~cm}$ when the temperature at the center is $T_{c}=1000 \mathrm{~K}$. In this case, the temperature profile in the layer corresponds to the experimental conditions (see below) and the Na atomic densities were assumed to correspond to the saturated vapor pressure at the given temperature. ${ }^{28}$ Curve 1 was calculated using the theory put forward above, curve 2 was calculated using the standard theory of spectral line radiation, ${ }^{8}$ and curve 3 gives the Planck intensity. The graph clearly shows that at the center of the line, curve 1 exhibits a narrow peak of intensity exceeding the Planck intensity, which is attributed to the strong dispersion and absorption in the dense sodium vapor, discussed in detail above. In the infrared (where $\omega=\omega_{\max }$ $\sim 5 \times 10^{14} \mathrm{~s}^{-1}$ ) the calculations reveal a broad peak of intensity several orders of magnitude higher than that obtained in the standard theory at the same frequency. On the blue limb the opposite situation arises and, what is particularly important, the frequency integral of the intensity calculated using the standard theory diverges at high frequencies. The results show that in this theory the integrated intensity of the radiation spectrum at the given temperature is mainly determined by the red peak and the near-resonance component of the line
makes a relatively small contribution. Note that, as the calculations have shown, the optical layer thickness $\tau$ in the red peak is relatively small (for the conditions described above $\tau \sim 10^{-3}$ ) and 'soft"' photons can escape from the bounded medium.

Figure 1 b shows the spectral dependence of the intensity of the thermal radiation from the cell under these conditions. It can be seen from a comparison of the curves that far from resonance the output radiation still shows the same dependence. For small detuning, however, the peak at the resonant frequency is replaced by a dip as a result of self-reversal although the calculations show that the intensity at the line center is still several orders of magnitude higher than that calculated by the standard theory.

Figure 2 gives a family of curves showing the change in the structure of the emission spectra at the center of a layer of thickness $L=15 \mathrm{~cm}$ and at the exit from this layer as a function of the temperature $T_{c}$ ( $T_{0}$ was taken to be 950 K in all cases). For the calculations the pressure of the sodium vapor and argon in the layer were assumed to be constant at $P_{\mathrm{Na}}=0.1 \mathrm{~atm}$ and $P_{\mathrm{Ar}}=1 \mathrm{~atm}$. The temperature profile in the layer was assumed to be parabolic. It can clearly be seen that as the temperature increases, the red peak gradually becomes smoothed and disappears when $T_{c}>2000 \mathrm{~K}$, although at high temperatures the contribution of the red limbs of the resonance line is still much greater than that calculated by the standard theory. To illustrate this, Fig. 3 gives the temperature dependence of the integrated luminescence intensity


FIG. 2. Frequency dependence of the spectral intensities of the radiation at the center of a planar layer of sodium vapor (a) and radiation intensity leaving this layer (b), at various temperatures $T_{c} ; 1-3$-calculations using the theory put forward in Refs. 10 and 11, 4-6using standard radiation transport theory; $L$ $=15 \mathrm{~cm}, \quad T_{0}=950 \mathrm{~K}, \quad P_{\mathrm{Na}}=0.1 \mathrm{~atm}, \quad P_{\mathrm{Ar}}$ $=1 \mathrm{~atm}, \quad T_{c}=1000(1,4), 2000(2,5)$, and $4000 \mathrm{~K}(3,6)$.


FIG. 3. Dependence of the integrated intensity of the emission from a layer of sodium vapor in the visible $(1,2), 0.4<\lambda<0.7 \mu \mathrm{~m}$ and infrared $(3,4)$, $\lambda>0.7 \mu \mathrm{~m}$ as a function of the temperature at the center of the layer; 1,3-generalized radiation transport theory, ${ }^{10,11}$ and 2,4-standard theory: $L=15 \mathrm{~cm}, T_{0}=950 \mathrm{~K}, P_{\mathrm{Na}}=0.1 \mathrm{~atm}, P_{\mathrm{Ar}}=0.1 \mathrm{~atm}$.
of the layer in the visible $(0.4<\lambda<0.7 \mu \mathrm{~m})$ and infrared ( $\lambda>0.7 \mu \mathrm{~m}$ ).

## 4. PLASMA RADIATION: COMPARATIVE ESTIMATES OF THE RATIO OF THE RADIATION INTENSITY OF RESONANCE LINES AND THE INTENSITY OF THE PHOTORECOMBINATION AND BREMSSTRAHLUNG CONTINUA

In the previous section we examined the structure of the spectra of pure thermal radiation from a resonant medium in the absence of ionization for the case of sodium vapor. In a plasma the luminescence intensity at the far limbs, although appreciable, will compete with the radiation intensity determined by other mechanisms, especially bremsstrahlung and photorecombination. The question therefore arises as to the ratio between these mechanisms and whether the radiation intensity at the limb of the resonant line can make a substantial contribution to the total plasma radiation. To solve this problem, we shall give fairly rough estimates of the contribution of the various mechanisms of plasma luminous excitance for specific examples.

As a first example we shall analyze a planar layer of equilibrium arc plasma in a sodium-mercury mixture with a characteristic length $L=0.8 \mathrm{~cm}$ having the following parameters. We shall assume that the gas temperature decreases parabolically from a maximum at the center of the layer $T_{c}(z=0)=4000 \mathrm{~K}$ to $T_{0}(z= \pm L / 2)=1500 \mathrm{~K}$ at the boundary and the electron temperature is everywhere equal to the temperature of the heavy particles. The sodium ( 0.1 atm ) and mercury ( 1 atm ) vapor pressure is constant throughout and their atomic concentrations are determined by the gas temperature. (These parameters approximate to the conditions achieved in a high-pressure gas-discharge sodium lamp). Under these conditions the spectral intensity of the continuous spectrum comprising the sum of the photorecombination and bremsstrahlung continua, which was calculated using the Kramers formulas, ${ }^{29}$ is constant for $\omega<\omega_{0} \simeq 3.2$ $\times 10^{15} \mathrm{rad} / \mathrm{s}$ and is approximately $1.5 \times 10^{-10} \mathrm{erg} /$ $\mathrm{s} \cdot \mathrm{cm}^{2} \cdot \mathrm{~s}^{-1} \cdot \mathrm{sr}$. Calculations using the generalized theory showed that for the resonant sodium $D$ line the intensity of


FIG. 4. Spectral emissivity of a hydrogen plasma: 1,2-emission on $L_{\alpha}$ line, 3-atomic bremsstrahlung, 4-ion bremsstrahlung, 5-photorecombination radiation: 1 -calculations using the theory put forward in Refs. 10 and 11, and 2 -using standard theory.
the far red limb begins to exceed the intensity of the continuum for $\omega>0.6 \times 10^{15} \mathrm{rad} / \mathrm{s}$. However, calculations using standard transport theory show that the line limb is only greater than the continuum for $\omega>1.7 \times 10^{15} \mathrm{rad} / \mathrm{s}$, and at this frequency the intensities of the line wing calculated using the standard and generalized theories differ by an order of magnitude.

As a second example, we shall consider the emission on the $L_{\alpha}$ line for a plasma containing hydrogen atoms or hydrogen-like ions and we shall compare the bulk emissivity $\varepsilon_{\omega}$ at the line limb with the continuum intensity. For multiply charged ions we also took into account the bremsstrahlung and recombination radiation (also in the Kramers approximation ${ }^{29}$ ) and the calculations were made for a plasma containing mainly bare nuclei, and hydrogen-like and helium-like ions (the ion composition was calculated using the Saha formula). Electron bremsstrahlung at atoms was also taken into account for hydrogen. The line profile for large detuning from resonance was calculated as the sum of the Stark and dispersion limbs.

The results of some of the calculations are plotted in Fig. 4 which gives the emissivity $\varepsilon_{\omega}$ of a hydrogen atom in an equilibrium isothermal plasma attributable to different mechanisms of emission at an electron density $N_{e}=6.4$ $\times 10^{13} \mathrm{~cm}^{-3}$ and temperature 0.55 eV . These parameters correspond to the conditions achieved in the photosphere at the edge of the solar disk where the plasma is composed mainly of hydrogen (Harvard-Smithsonian standard model of the Sun's atmosphere ${ }^{17}$ ). On this graph, the $\varepsilon_{\omega}$ curve corresponding to emission on the line does not exceed the continuum at its maximum. However, at energies $\hbar \omega>\hbar \omega_{1}$ $=0.412 \mathrm{Ry}\left(\lambda_{1}=221.3 \mathrm{~nm}\right)$ the intensity of the $L_{\alpha}$ line limb may appreciably exceed the continuum intensity. Note that at this point, the profile calculated by the standard theory gives an emissivity almost two orders of magnitude lower than that calculated using formula (8). However, even when the emissivity in the standard theory is comparable with the continuum (for $\hbar \omega_{2}=0.588 \mathrm{Ry}, \lambda_{2}=155.1 \mathrm{~nm}$ ), the difference compared with formula (8) is still a factor of 20 . Thus, even when the effects being discussed weakly influence the radia-


FIG. 5. Schematic of apparatus: 1-thermal tube, 2-watercooled rings, 3-heater, 4-monochromator, 5-radiation detector, 6-amplifier, 7-synchronous detector, 8-analog-digital converter, 9 -computer, 10-radiation detector to measure absolute integrated intensity in visible and infrared, $\mathrm{D}_{1,2}$-aperture diaphragms, and $\mathrm{M}-$ modulator.
tion spectrum in the visible and infrared ranges, in the ultraviolet beyond the Balmer decrement $\hbar \omega>\mathrm{Ry} / 4$, allowance for these effects can substantially alter the radiation balance, which may influence the output parameters of the semiempirical model of the solar atmosphere.

Calculations for multiply charged hydrogen ions for plasma parameters ( $N_{e}=10^{8} \mathrm{~cm}^{-3}$ and $T=150 \mathrm{eV}$ ) typical of the solar corona containing potassium $(Z=20)$ show that under these conditions the intensity in the red limb is much higher than the intensity calculated by the standard theory and the continuum intensity.

Thus, in many cases the mechanism for the formation of the spectral line limb examined in Sec. 2 can compete with the intensity determined by other radiation mechanisms (bremsstrahlung and photorecombination). This may prove to be an extremely important factor in calculations and interpretation of the luminescence measurements for various plasma objects. In addition, the appearance of a highintensity red limb may strongly influence the processes of radiative filling of other levels and alter the plasma kinetics.

## 5. EXPERIMENTAL SETUP AND METHOD OF MEASURING THE SODIUM VAPOR LUMINESCENCE

Measurements of the spectra of pure thermal radiation made to check the theory developed above were carried out using a setup (see Fig. 5) consisting of a cylindrical 'thermal tube" cell filled with sodium vapor and a highly sensitive recording apparatus. Prior to the experiment the cell (tube inner diameter 2.5 cm ) containing metallic sodium was evacuated to a pressure of $\sim 10^{-5}$ Torr, filled with rare gas (argon or helium) at a pressure of $0.2-1 \mathrm{~atm}$, and was then heated to the required temperature which was measured using various thermocouples positioned over the surface of the tube. For the experiments we used two cells with active zones (the section between the hydrogen-cooled flanges) of length $L=15$ and 30 cm where the temperature distribution over the length was approximately parabolic. Note that at $T_{c} \sim 900 \mathrm{~K}$ and above, yellow Na vapor luminescence is clearly visible through the exit window at the end of the cell.

The radiation in the axial zone of the tube, extracted via a sapphire window, was passed through a mechanical chopper which modulated the input light beam at a frequency of $\sim 1000 \mathrm{~Hz}$ and was recorded directly by two detectors: an FÉU-84 photomultiplier in the visible range (in the $0.5-0.6$ $\mu \mathrm{m}$ band cut out by a set of light filters) and a photodetector comprising a PbS photoresistor with a germanium window in the infrared (in the $2-3 \mu \mathrm{~m}$ band). The photoresistor was calibrated in terms of absolute intensity using radiation from a Globar heated to a known temperature, and the photomultiplier was calibrated using radiation from an SI-8-200 standard tungsten lamp. In both cases, the calibration accuracy was $\sim 50 \%$. Note that the luminescence intensity integrated over these spectral ranges will subsequently be denoted as $J_{\text {ir }}$ and $J_{v}$.

The luminescence spectra of the vapor in the $2-5 \mu \mathrm{~m}$ range were obtained by directing the radiation to the entrance slit of an infrared monochromator with an MG-30 pyroelectric detector positioned at the exit. For the spectral measurements in the visible and near infrared (in the wavelength range $\lambda \leqslant 1.2 \mu \mathrm{~m}$ ) we used another monochromator with another photomultiplier (FÉU-83 or FÉU-84) positioned at the exit, which was also calibrated over the spectrum using a tungsten lamp. The detector signals were amplified by narrow-band amplifiers and then passed to synchronous detectors from which the dc voltage was supplied to highprecision analog-digital converters connected to a computer. The spectral resolution in the experiments was generally $15 \mathrm{~cm}^{-1}$ in the visible and near infrared and $\sim 300 \mathrm{~cm}^{-1}$ in the $2-5 \mu \mathrm{~m}$ range.

In the experiments, particular attention was paid to preventing direct radiation from the heated cell walls from entering the detector apertures. This was achieved by placing two aperture diaphragms between the detectors and the cell (see Fig. 5), their centers coinciding with the axis of the cell. These diaphragms, having aperture diameters $d_{1}=1-16$ and $d_{2}=5 \mathrm{~mm}$ and separated by a distance of 43 cm , limited the solid angle of the radiation incident on the detectors. Measurements of the vapor luminescence intensity in the visible $\left(J_{v}\right)$ and infrared ( $J_{\mathrm{ir}}$ ) showed that when $d_{1}$ was increased to


FIG. 6. Experimentally measured (1) and theoretically calculated (2) spectra of the luminescence of dense sodium vapor from a thermal tube in the range $0.5-1.1 \mu \mathrm{~m} ; L=15 \mathrm{~cm}, T_{c}=1140$.

10 mm , the values of $J_{v}$ and $J_{\text {ir }}$ are proportional to $d_{1}^{2}$ to a high degree of accuracy. In addition, in the absence of sodium in the cell, and regardless of whether buffer gas was present and its pressure, over the same range of variation of the diameter of the first diaphragm no signal was observed from the detectors (it was below the sensitivity of the recording apparatus) even at maximum heating temperatures. Thus, in all the experiments the value of $d_{1}$ was set below 6 mm .

## 6. RESULTS OF MEASUREMENTS AND COMPARISON BETWEEN EXPERIMENTAL DATA AND CALCULATED RESULTS

Figure 6 shows the characteristic self-reversed spectrum of thermal radiation from sodium vapor in the $0.5-1.1 \mu \mathrm{~m}$ range obtained using this apparatus. Also plotted is the theoretical curve calculated using Eqs. (5), (9), and (10). For the numerical simulation it was assumed, as was noted above, that the distribution of the sodium atomic density over the cell length is determined by the temperature distribution in accordance with the saturated vapor pressure curve, which is valid at least up to $\sim 900 \mathrm{~K}$ (Ref. 30). On account of the high vapor and buffer gas density, and also the large ratio of cell length to diameter $(\sim 10)$, this approximation is completely accurate at higher temperatures. In the experimental measurements of the luminescence spectrum the relative luminescence intensity was recorded and thus, to permit comparison with the experimental data, the theoretical curve in Fig. 6 was normalized in terms of luminescence intensity to the short-wavelength peak of the measured spectrum. A comparison of the experimental data and the calculated results shows that the theoretical curve accurately describes the experimental data near resonance and quite satisfactorily, at long wavelengths. The appreciable discrepancy between the theoretical and experimental curves for $0.6<\lambda<0.8 \mu \mathrm{~m}$ is evidently attributable to the calculations neglecting the influence of emission and absorption on electronic-vibrational


FIG. 7. Temperature dependence of the integrated luminescence intensities of sodium vapor in the infrared $(1,3,5)$ and visible $(2,4,6)$ at the center of the thermal tube: 1,2-experiment, 3,4-standard theory, 5,6-theory from Refs. 10 and $11 ; L=30 \mathrm{~cm}$.
transitions of molecular sodium $\mathrm{Na}_{2}$, which is present in fairly large quantities in the bulk of the cell (on the order of a few percent of the atomic sodium density).

The most important factor observed theoretically and experimentally is the strong asymmetry of the thermal radiation spectrum of a resonant medium, which cannot be obtained in standard transport theory. Another predicted effect-an appreciable increase in the output intensity at the center of the line compared with that obtained from the standard theory-is difficult to check quantitatively using this experimental setup because of the inadequate sensitivity of the recording apparatus, since the radiation flux leaving the resonant medium at the center of the self-reversed dip, calculated using Eqs. (5), (9), and (10) remains extremely low.

Far from resonance, the effects associated with an excess of the radiation intensity above the Planck intensity become unimportant and the optical vapor density is much less than unity. However, for $\Delta \omega \gg \Gamma$ the exponential factor $\exp \left(-\hbar\left(\omega-\omega_{0}\right) / T\right)$ begins to play an important role in the radiation intensity in the infrared (see Sec. 2). The results of measurements of the absolute intensity of the thermal radiation of dense sodium vapor in the infrared and visible are plotted in Fig. 7 and the radiation in the $2-5 \mu \mathrm{~m}$ range for various $T_{c}$ is shown in Fig. 8. Note that the radiation in such a far infrared limb of the spectral line has not been studied before (the measurements are usually confined to detuning $\leqslant 1000 \mathrm{~cm}^{-1}$ —see Ref. 31 -and in particular, no measurements have been made of the pure thermal radiation). The results plotted in Figs. 7 and 8 show that the intensity of the infrared radiation is several orders of magnitude higher than that near resonance and the infrared part of the spectrum exhibits a clearly defined peak which qualitatively confirms the theoretical reasoning. Figure 7 gives the integrated emission intensity calculated using the proposed theory in the spectral ranges investigated experimentally. It can be seen that the theoretical curve for the range $0.5-0.6 \mu \mathrm{~m}$ shows good agreement with the experiment. For the infrared the experimental and calculated data agree within an order of magnitude. Some discrepancy may be attributed to the imperfection of the theory, which describes the formation of the static limb extremely qualitatively at such large detuning.


FIG. 8. Spectrum of thermal radiation from sodium vapor in the infrared at various temperatures in the center of the thermal tube: $T_{c}=1080$ (1), 950 (2), and 830 (3) K. The vertical segments indicate the theoretical positions of the peaks, $L=30 \mathrm{~cm}$.

Unfortunately, data on the potential curves of an $\mathrm{Na}-\mathrm{Ar}$ system for interparticle distances corresponding to detuning $\Delta$ $\sim 2 \times 10^{15} \mathrm{rad} / \mathrm{s}$ are not sufficiently reliable, and it is impossible to use more accurate data in the nearest-neighbor approximation. In addition to a knowledge of the potential curves at short distances, a quantitative description of the line profile for such large detuning also requires generalizing the broadening theory to the case of a multiparticle perturbation of the energy levels of the emitting particle by the buffer gas and itself.

It should also be noted that since the emissivity of a resonant medium is proportional to the line profile ( $\varepsilon_{\omega}$ $\propto a(\omega)$ ), the radiation intensity in the infrared should depend on th species of buffer gas and its pressure because at the quasistatic limb we find $a(\omega) \propto \sqrt{C_{6}} N_{b}$. The measurements showed that $J_{\text {ir }}$ is approximately proportional to the buffer gas pressure and in the presence of helium at the same pressure, the radiation intensity in the infrared is an order of magnitude lower than that for argon. However, the value of $\sqrt{C_{6}}$ for helium is only 2.8 times lower than that for argon ${ }^{32}$ which differs substantially from the experimentally measured ratio $J_{\mathrm{ir}}(\mathrm{Ar}) / J_{\mathrm{ir}}(\mathrm{He}) \simeq 8$. Note that within measurement error the purity of the gas (which varied experimentally between 98 and $99.99 \%$ ) did not influence the emission intensity of the sodium vapor in the visible and infrared. Moreover, the addition of air to the helium (in the ratio He:air $=10: 1$ ) had little influence on the measured radiation intensity.

The far limbs of the $\mathrm{Na}_{2}$ molecular lines also make some contribution to the infrared emission of the vapor although these impurities are only present in small quantities, as has been noted above. Note that the limbs of the resonant transitions in the argon atoms make a negligible contribution because of their high excitation potential, which is confirmed by the disappearance of the luminescence signals in the absence of Na vapor. Another source of discrepancy between the experimental data and the calculated curves may be the inadequate accuracy in the calculations of the vapor density distribution over the cell length.

The integrated intensities obtained from the standard
theory differ markedly from those observed (see Fig. 7), being several times higher in the visible range and almost six orders of magnitude lower in the infrared. Thus, the experimental data fully agree with the theory developed in Refs. 10 and 11 in which the Boltzmann distribution of the spectral population of the resonant level is proportional to $\exp (-\hbar \omega / T)$ and confirms the existence of an infrared catastrophe in the radiation from a resonant medium.

## 7. CONCLUSIONS

A theory of the formation of the luminescence spectra of dense resonant media developed earlier ${ }^{10,11}$ has been used for a numerical simulation of these effects and experimental data have been obtained on the structure of the spectra and the absolute intensity of the thermal radiation from dense sodium vapor in various spectral ranges. These data show fairly good qualitative agreement and in some cases, quantitative agreement with the results of the numerical calculations. The main results may be considered to be the experimental observation of a well-defined peak on the far red limb of the resonance sodium line, whose intensity is several orders of magnitude higher than the luminescence intensity near resonance, and also the observation that the selfreversed line is asymmetric. These data show that density effects play an important role in the energy balance of the emitting atomic and molecular systems and appreciably modify the established concepts adopted in the standard theory of resonance radiation transport ${ }^{8}$ developed for low gas densities using the narrow line approximation.

The universal form of the spectral Boltzmann distribution, strictly substantiated theoretically in Refs. 10 and 11 and confirmed experimentally in the present paper, without claiming to provide a detailed description of the line profile for large detuning from resonance, may show up as an important factor in a wide range of different processes. For this reason, the results obtained here may prove important for various practical applications. For instance, we note that although the ratio of the integrated intensities in the visible and infrared changes with increasing temperature, at high temperatures the contribution of the red limbs of the resonant line still remains much higher than that calculated by the standard theory, as was noted earlier. Estimates made here show that this may be an important factor in calculations and measurements of the luminescence of various plasma formations (including gas-discharge light sources), in interpreting the results of measurements in the solar spectrum, and so on, since the luminescence intensity in the far red limbs may compete with the intensity determined by other radiation mechanisms (such as bremsstrahlung). Moreover, under certain conditions the high-intensity radiation in the red limb may substantially increase the radiative filling of other levels and thereby appreciably influence the kinetics of the plasma processes.
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Experiments have been carried out using the Iskra- 5 facility in order to study the behavior of x ray targets in response to a highly symmetric x-ray field. Results are presented of experiments using targets in the form of a spherical copper hohlraum coated with gold on the inside, with six laser entrance holes and a glass microtarget filled with DT gas located at the center. In some experiments the central capsule was coated with a plastic ablator layer of varying thickness. An analysis of the experimental results showed that on the whole, they are satisfactorily described by spherically symmetric gasdynamic calculations. © 1998 American Institute of Physics. [S1063-7761(98)01107-X]

## 1. INTRODUCTION

Achieving highly symmetric irradiation of a fusion target is a key problem in the inertial-confinement fusion program. The difficulties which have been encountered in attempts to achieve uniform direct laser irradiation of targets have now caused many researchers to pin their hopes of achieving the required degree of symmetry on the conversion of laser radiation into x-rays. ${ }^{1,2}$ In this type of indirect-drive system, a DT-filled target is compressed by its interaction with an x-ray field generated inside an almost closed cavity or hohlraum.

Indirect drive has been used in experiments on the largest laser facilities-Nova (USA), ${ }^{3}$ GEKKO-XII (Japan), ${ }^{4}$ and Phebus (France). ${ }^{5}$ A particularly comprehensive research program has been carried out at the Lawrence Livermore National Laboratory ${ }^{1}$ where laser energy was converted into x-rays in a cylindrical hohlraum. For this type of hohlraum however, an acceptable level of irradiation symmetry can only be achieved as an average over time. Numerous experiments and a wide range of precision diagnostics are required to analyze the beam input regime inside the hohlraum and to select the final coupling-in system.

A more natural method of generating a symmetric x-ray field involves using a spherical hohlraum. A spherical hohlraum is particularly convenient when the elements focusing the beam on the target chamber are not assembled in two clusters as in Nova but are distributed more uniformly over the surface of the sphere, as in Iskra-5 (Ref. 6). Using this characteristic feature of the twelve-beam Iskra-5 facility, we carried out experimental investigations of the compression and heating of fusion targets by x-ray radiation generated inside a spherical hohlraum. The total laser radiation energy ( $\lambda=1.315 \mu \mathrm{~m}$ ) fed into the cavity was 10 kJ with a pulse length of $0.3-0.4 \mathrm{~ns}$. By varying the thickness of the shell of
the fusion target, we could vary the fuel compression ratio and thereby check the influence of the asymmetry of the x-ray field on the neutron generation.

The results of these investigations are reported here. In Sec. 2 we estimate the energy characteristics and the degree of symmetry of the x-ray radiation inside the hohlraum. Section 3 is devoted to the experimental setup and a brief description of the diagnostic complex. Section 4 contains the experimental results which are discussed in detail and compared with the one-dimensional spherically symmetric calculations which are used as the basis to estimate the level of symmetry attained.

## 2. BASIC PROPERTIES OF THE X-RAY FIELD INSIDE A SPHERICAL HOHLRAUM

### 2.1 Energy balance

We shall consider a spherical hohlraum with $N \gg 1$ laser entrance holes, distributed on average uniformly over the surface of the sphere.

For the wavelength $\lambda_{L}=1.315 \mu \mathrm{~m}$ and laser radiation intensities $I_{L} \cong 10^{14}-10^{15} \mathrm{~W} / \mathrm{cm}^{2}$ the light absorption coefficient $k_{a}$ is appreciably less than unity $\left(k_{a} \simeq 0.2-0.5\right)$. The accompanying multiple reflection of light from the inner walls of the hohlraum leads to symmetrization of the laser field inside the cavity which means that averaged (over the surface of the sphere) values of the intensity can be used to calculate the laser energy balance in the hohlraum.

If $I_{0}=E_{L} / 4 \pi R_{0}^{2} \tau_{L}$ is the average intensity of the primary laser radiation injected through the holes $\left(E_{L}\right.$ and $\tau_{L}$ are the energy and duration of the laser pulse, $R_{0}$ is the hohlraum internal radius), the intensity acting on the walls of the hohlraum allowing for multiple reflection is

$$
\begin{equation*}
I_{g}=\frac{I_{0}}{1-\left(1-k_{a}\right)(1-\beta)} \tag{1}
\end{equation*}
$$

where $\beta$ is the relative area of the laser entrance holes. If $k_{a} \ll 1$ and $\beta \ll 1$, then $I_{g} \gg I_{0}$. For these experiments we used $E_{L} \simeq 9 \mathrm{~kJ}, \quad \tau_{L} \simeq 0.3 \mathrm{~ns}, \quad R_{0}=1 \mathrm{~mm}, \quad$ and $\quad I_{0}=2.4$ $\times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. Since the intensity satisfied $I_{g}>I_{0}$, and the average angle of incidence of the laser radiation on the surface for the conditions obtaining in Iskra-5 is $30-40^{\circ}$, the absorption coefficient should lie in the range $k_{a} \simeq 0.2-0.3$ (Ref. 7) where most of the energy ( $\sim 30-50 \%$ ) is absorbed by a resonance mechanism. The total energy absorbed by the hohlraum is

$$
\begin{equation*}
E_{a}=E_{L} \frac{(1-\beta) k_{a}}{1-\left(1-k_{a}\right)(1-\beta)} . \tag{2}
\end{equation*}
$$

Under our conditions for $\beta=0.13, k_{a} \simeq 0.3\left(I_{g} / I_{0} \simeq 2.6\right)$, we have $E_{a} / E_{L} \simeq 0.66$. For $E_{L}=9 \mathrm{~kJ}$ the hohlraum walls absorb an energy $E_{a} \simeq 6 \mathrm{~kJ}$.

The release of energy results in the formation of a lowdensity ( $n_{e} \sim n_{\mathrm{cr}} \simeq 10^{21} \mathrm{~cm}^{-3}$ ), hot ( $T_{e} \simeq 2-5 \mathrm{keV}$ ) laser corona at the walls, which is a source of primary, comparatively hard ( $\overline{h \nu} \simeq 1-2 \mathrm{keV}$ ) x-rays.

If the fraction of energy dissipated in the formation of fast ions by resonant absorption is $k_{f i}$ and the coefficient of primary conversion of laser energy into x-rays is $k_{\gamma}$, the energy of the primary x-rays is

$$
\begin{equation*}
E_{\gamma}=E_{a}\left(1-k_{f i}\right) k_{\gamma} \tag{3}
\end{equation*}
$$

Under our conditions $k_{f i} \simeq 0.3$ and $k_{\gamma} \simeq 0.5$ (Ref. 8), so that $E_{\gamma} \simeq 2.1 \mathrm{~kJ}$.

The primary x-rays, being absorbed by the dense layers of the walls, form a comparatively dense ( $\rho \simeq 0.5 \mathrm{~g} / \mathrm{cm}^{2}$ ), cold ( $T_{e} \approx T_{i} \simeq 0.15-0.2 \mathrm{keV}$ ) x-ray corona which is a source of almost equilibrium ( $\overline{h \nu} \simeq 0.5 \mathrm{keV}$ ) x-rays.

If the albedo of the x-rays at the hohlraum, averaged over the entire spectrum, is $\alpha$ and the intensity of the primary x-rays is $Q_{\gamma}=E_{\gamma} / 4 \pi R_{0}^{2} \tau_{L}$, the intensity of the x-rays from the hohlraum walls will be

$$
\begin{equation*}
Q_{r} \simeq Q_{\gamma} \frac{(1-\beta / 2) \alpha}{1-(1-\beta) \alpha} \tag{4}
\end{equation*}
$$

For $\alpha \simeq 0.6-0.7, \beta=0.13$, and $E_{\gamma}=2.1 \mathrm{~kJ}$ we have $Q_{\gamma}$ $\simeq(0.66-0.94) \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. This flux corresponds to equilibrium radiation at the temperature $T_{\gamma} \simeq 160-175 \mathrm{eV}$.

### 2.2 Symmetry of the x-ray field

The symmetry of the x-ray field acting on the fusion target results from the geometric factor (each surface element of the central capsule is exposed to radiation from almost half the surface of the hohlraum) and also as a result of multiple reflections of photons and multiple rescattering of x-ray quanta. As a result of this last process, the temperature $T_{\gamma}$ of the quasiequilibrium radiation emitted by the hohlraum walls may be considered, to a first approximation, to be the same over all sections of the inner surface.

Asymmetry of the x-ray field is caused first, by the presence of the laser entrance holes and second, by the asymme-
try of the primary x-ray flux $Q_{\gamma} / 2$ generated by the laser corona and propagating away from the hohlraum walls. Another important factor is the spatial scale of the inhomogeneities and their distribution over the surface of the sphere. These determine the amplitudes of the spherical harmonics $P_{l m}$ of the asymmetric x-ray field propagating from the hohlraum walls toward the capsule. An expansion in harmonis can be used to calculate the degree of smoothing of the x-ray field as it propagates from the surface of the hohlraum sphere to the central capsule. ${ }^{1}$ The smoothing coefficients $C_{l}(r / R)$ depend on the number of the spherical harmonic $l$ and the ratio of the radii of the target $r_{0}$ and the hohlraum $R_{0}$. In our case, this ratio is initially $r_{0} / R_{0} \simeq 0.14$. The coefficients of smoothing of harmonics with $l=1,2,3,4,5,6$ are $0.73,0.37$, $0.099,0.023,0.018$, and 0.008 , respectively.

The harmonic spectrum of the radiation field is determined by the configuration and diameter of the entrance holes and the primary laser illumination spots. Imbalance of the beam energy (power) and also targeting misses relative to the nominal positions of the spots impair the symmetry of the field. The centers of symmetry of the six holes are distributed over the surface of the hohlraum near the positions corresponding to the vertices of a cube inscribed in the hohlraum. The maximum angular deflection is $13^{\circ}$. Loss of symmetry is caused by the desire to avoid coupling of parasitic generation between different amplifier channels. The penalty for this is the appearance of second and third harmonics in the spectrum of the radiation field, in addition to the fourth harmonic characteristic of the symmetry of the cube.

The primary illumination spots on the inner surface of the hohlraum are positioned so that they also contribute to the second, third, and fourth harmonics, in phase with the contribution from the laser entrance holes. On the one hand, this increases the asymmetry and on the other, ensures that the inhomogeneity pattern varies negligibly with time.

In addition, the level of asymmetry obtained is matched with the level caused by the energy imbalance in the beams. For typical conditions, the energy imbalance in the beams exceeds the level of inhomogeneity by no more than a factor of 2 .

A quantitative estimate of the degree of inhomogeneity was made using the following simple model. The absorbed energy distribution over the inner surface of the hohlraum was calculated by the Monte Carlo method. It was assumed that the critical surface is spherically symmetric (except for the entrance holes) and that the reflected radiation has both specular and diffuse components; the dependence of the absorption coefficient on the angle of incidence was also taken into account.

The intensity of the primary (nonequilibrium) radiation $I_{\gamma}$ of the laser corona was assumed to be proportional to the intensity of the absorbed laser radiation $I_{a}$ with the coefficient $k_{\gamma}=0.5$. The quantity $I_{a} k_{\gamma} / 2$ determined the intensity of the primary x-ray flux propagating from the walls to the capsule. The intensity of the quasiequilibrium radiation from the x-ray corona was determined using formula (4). For the calculations it was assumed that $k_{\gamma}=0.5$ and $\alpha=0.65$.

Table I gives various quantities characterizing the non-

TABLE I. Estimate of the nonuniformity of the capsule x-ray irradiation.

|  | $\varepsilon_{\max }$, <br> $\%$ | $\varepsilon_{\max }^{I}$, <br> $\%$ | $\varepsilon_{\mathrm{rms}}$, <br> $\%$ |  |  | $\bar{\gamma}_{j}(j=1, \ldots, 6)$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Same laser radiation |  |  |  |  |  |  |  |
| energy in channels | 3.5 | 3.5 | 2.0 | $4.0 \times 10^{-4}$ | $1.4 \times 10^{-2}$ | $1.2 \times 10^{-2}$ | $6.0 \times 10^{-3}$ |
| Spread over channels | 6.0 | 6.6 | 2.8 | $8.8 \times 10^{-3}$ | $2.3 \times 10^{-2}$ | $1.2 \times 10^{-2}$ | $6.1 \times 10^{-3}$ |
| $\varepsilon_{\text {rms }} \approx 20 \%$ |  |  |  |  | $1.1 \times 10^{-3}$ |  |  |
| Spread over channels | 7.2 | 6.2 | 2.8 | $1.1 \times 10^{-2}$ | $2.2 \times 10^{-2}$ | $1.2 \times 10^{-2}$ | $6.3 \times 10^{-4}$ |
| $\varepsilon_{\text {rms }} \approx 20 \%$ |  |  |  |  | $6.1 \times 10^{-3}$ | $1.2 \times 10^{-3}$ |  |

uniformity of the x-ray irradiation of a DT target: the maximum nonuniformities

$$
\varepsilon_{\max }=\frac{I_{\max }-I_{\min }}{2 I}, \quad \varepsilon_{\max }^{I}=\frac{\max |I-\bar{I}|}{\bar{I}}
$$

(where $\bar{I}$ is the average radiation intensity over the surface of the sphere) and the rms nonuniformity $\varepsilon_{\mathrm{rms}}$, and also the amplitudes $\tilde{\gamma}_{j}$ of the expansion of the normalized distribution $I(\theta, \varphi)$ in terms of spherical harmonics for equal energies in the channels and for the spread over the channels recorded in two experiments. The calculations are made for a ratio of capsule radius to hohlraum radius of 0.14 and a relative area of laser entrance holes of 0.13 .

It can be seen from Table I that in the balanced case, the rms nonuniformity is $2 \%$, and when the real energy imbalance in the beams is taken into account this increases to $\simeq 3 \%$. Significantly, these figure vary little with time. For example, for calculations with a reduced absorption coefficient such that the fraction of the laser radiation energy lost through the holes increased from 0.34 to 0.6 and the albedo was reduced from 0.65 to 0.35 , which simulates the initial situation, the nonuniformity was almost the same ( $\varepsilon_{\mathrm{rms}}$ $=1.9 \%)$ as in the nominal calculations. The reason for this is that the lower degree of x-ray symmetrization is balanced by a higher degree of equalization of the laser intensity.

Calculated distributions of the absorbed laser radiation at the inner wall of the hohlraum for equal energies in the channels are plotted in Fig. 1a. The corresponding pattern for the x-ray radiation incident on the central capsule is shown in Fig. 1b. The shades of gray show the drop in intensity from maximum (white) to minimum (black). It can be seen that unlike the absorbed laser intensity, the x-ray distribution on the capsule exhibits no higher harmonics. Allowance for the energy spread over the channels results in a loss of symmetry between the front and back of the target (the appearance of $l=1$ harmonics).

### 2.3. Laser illumination and fast ions

X-rays are not the only carrier of laser radiation energy to the DT capsule. A characteristic feature of specular reflection from an internal, ideally spherical, critical surface is that an inner spherical portion, of diameter $\varnothing_{\text {sh }}$ is in shadow (under our conditions $\varnothing_{\text {sh }} / \varnothing_{\text {box }} \simeq 1 / 5$, where $\varnothing_{\text {box }}=2 R_{0}$ is the diameter of the hohlraum). Large-scale perturbations of the critical surface caused by the presence of entrance holes and irradiation nonuniformity reduce the shadow volume.

Scattering at small-scale plasma inhomogeneities (of the order of the laser wavelength), resembling diffuse reflection from the surface, results in unavoidable illumination of the capsule in the diameter $\varnothing_{\text {sh }}$. However, calculations (see below) show that even when the energies of the x-ray and laser radiation incident on the target are the same, this process has little influence.

Another method of supplying energy is achieved by movement of the gold plasma toward the center. Since the velocity of the material ( $V \simeq 10^{7}-10^{8} \mathrm{~cm} / \mathrm{s}$ ) is substantially lower than the speed of light, there is a time interval $\tau_{2}$ $\approx \varnothing_{\mathrm{box}} / 2 V \simeq 1 \mathrm{~ns}$ (where $\varnothing_{\mathrm{box}} \simeq 2 \mathrm{~mm}$ ) during which the shell is not subjected to the action of the material flux from the hohlraum walls. For a laser pulse duration $\simeq 0.3 \mathrm{~ns}$ and a convergence time of $\simeq 0.5 \mathrm{~ns}$ the action of the material flux can be neglected. However, the comparatively long wavelength of iodine laser radiation ( $\lambda=1.315 \mu \mathrm{~m}$ ) with laser radiation intensities $I_{L} \geqslant 3 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ gives rise to hot electrons with temperature $T_{h} \simeq 20-50 \mathrm{keV}$, which accelerate some of the Au ions to velocities $V \geqslant(3-5)$ $\times 10^{8} \mathrm{~cm} / \mathrm{s}$. Thus, the time $\tau_{2}$ is reduced to $\simeq 0.3 \mathrm{~ns}$ so that for shells with a comparatively long convergence time ( $\tau_{f}$ $\geqslant 0.5 \mathrm{~ns}$ ) the possibility of an additional energy input to the target shell as a result of energy transfer by fast ions must be taken into account.

## 3. AIM OF THE EXPERIMENTS AND EXPERIMENTAL SETUP

As was shown in the previous section, an x-ray flux acting on a central DT-filled capsule is not ideally symmetrical. Estimates indicate that the asymmetry is large-scale (the spherical harmonics in its spectral expansion have numbers $l \leqslant 1-4)$. The characteristic level of asymmetry is $3 \%$. The asymmetry of the x-ray field causes asymmetry of the accelerating pressures and shell implosion velocities: $\Delta V / V$ $\leqslant \Delta I / I$. As a result of compression, the deviation of the contact boundary from spherical is

$$
\frac{\delta R}{R} \simeq \frac{\delta V}{V} \frac{r_{0}}{r_{f}}
$$

where $r_{0}$ is the initial radius of the DT-filled capsule and $r_{f}$ is the radius of the DT gas at the instant of maximum compression. If we impose the constraint that this deviation does not exceed $1 / 3$, we find that this asymmetry should not be noticeable up to compressions

$$
\frac{r_{0}}{r_{f}} \leqslant \frac{1}{3} \frac{I}{\Delta I} \simeq 11,
$$



FIG. 1. Calculated laser illumination of the inner surface of the hohlraum (a) (the white spots correspond to the position of the laser entrance holes) and x-ray illumination of the central capsule (b) for typical experimental conditions.
which corresponds to volume compressions of $\simeq 10^{3}$.
This estimate is extremely approximate. In fact, the evolution of perturbations as a result of Richtmyer-Meshkov and Rayleigh-Taylor instabilities leads to a greater increase in the amplitude of the perturbations than that obtained from the above estimate. However, for those shells so thin that they can be completely heated under the action of the x-rays, the symmetry of the energy release may be better than $3 \%$. For this scenario the heating pattern of the shells may be represented by a unilateral flux of such intensity that it can heat (in the supersonic regime) the entire shell during the pulse.

The influence of the residual asymmetry may be detected via the dependence of the neutron yield on the compression ratio when a certain critical compression $\delta_{\text {cr }}$ is attained. A catastrophic reduction in the neutron yield may be predicted when $\delta \gg \delta_{\text {cr }}$. Thus, experiments should be carried out with the compression ratio increasing from one experiment to the next. Since the compression is mainly determined by the ratio of the shell mass $M$ to the mass $m$ of the DT gas, the compression ratio may be varied by varying the thickness of the shell or the initial pressure of the DT gas. The shell diameter may also be varied, although an increase in the diameter results in the shell moving out of the shadow region (i.e., direct contact between the laser beams and the shell) while a reduction in the diameter impedes the diagnostics of the plasma parameters.

The targets in the Iskra- 5 facility ${ }^{6}$ are irradiated by twelve laser beams with an energy of up to $\simeq 1 \mathrm{~kJ}$ at the channel exit, which corresponds to a total laser energy of $\simeq 9 \mathrm{~kJ}$ deposited inside the target chamber. The laser pulse duration is $\simeq 0.35 \pm 0.05 \mathrm{~ns}$ which corresponds to a radiation power up to $\simeq 30$ TW incident on the target. The pulse profile is close to Gaussian. The divergence of the radiation is stable at $\simeq(0.6-0.8) \times 10^{-4} \mathrm{rad}$. The contrast of the laser pulse is sufficiently high $\left(K>10^{6}\right)$ that the interior of the hohlraum did not fill up with plasma prior to the time of arrival of the main pulse. The precision of the transverse focusing on the target is $\pm 30 \mu \mathrm{~m}$ and the precision of the longitudinal matching of the foci of the aligning and power radiation is $\pm 100 \mu \mathrm{~m}$. The diameter of the laser beam constrictions is $\leqslant 100 \mu \mathrm{~m}$.

The target (hohlraum) consists of a thin-walled copper spherical enclosure (similar to an inverted-corona target ${ }^{6}$ ) with six laser entrance holes. The inner surface is coated with a $1 \mu \mathrm{~m}$ thick layer of gold and the outer surface is coated with a layer of bismuth $0.1-0.3 \mu \mathrm{~m}$ thick. A glass microsphere filled with a gaseous equimolar mixture of deuterium and tritium at a pressure $P_{\mathrm{DT}} \simeq 5-20 \mathrm{~atm}$ is positioned at the center. The diameter of the enclosure (1.3-4 $\mathrm{mm})$, the diameter of the laser entrance holes $(0.4-0.7 \mathrm{~mm})$, and the parameters of the glass microshell were all varied experimentally. In order to increase the thickness of the shell above $7 \mu \mathrm{~m}$, a layer of polyparaxylylene up to $40 \mu \mathrm{~m}$ thick was deposited on the surface. The optimum design had an enclosure diameter of 2 mm , six holes of diameter 0.6 mm , a shell diameter of $280 \mu \mathrm{~m}$, a glass shell thickness of $5 \mu \mathrm{~m}$, and $P_{\mathrm{DT}} \simeq 10 \mathrm{~atm}$.

The diagnostic apparatus of the Iskra-5 system was described in Refs. 6 and 9. It incorporates an energy balance system, an interference schlieren method for optical recording of the laser radiation contrast and the dynamics of the plasma expansion, a system for time-resolved, spatially resolved, and spectrally resolved recording of the x-ray emission, and neutron measurement facilities. The main experimental results are reported below. Where necessary, additional features of the measuring methods are noted.

## 4. EXPERIMENTAL RESULTS AND DISCUSSION

Results of seventeen experiments carried out using 2 mm diameter targets coated with gold on the inside are presented


FIG. 2. Neutron pulse recorded using a time-of-flight method (solid curve) and calculated signal at a given ion temperature $T_{i}$ (dashed curve): aflight length $12.5 \mathrm{~m}, T_{i}=2.5 \mathrm{keV}$; b-flight length $16.7 \mathrm{~m}, T_{i}=2.9 \mathrm{keV}$.
below. The diameters of the entrance holes were $\varnothing_{\text {hole }}$ $=0.6 \mathrm{~mm}$ except for three experiments with $\varnothing_{\text {hole }}$ $=0.4-0.45 \mathrm{~mm}$. The average shell diameter was $\varnothing_{\text {sh }}$ $=280 \mu \mathrm{~m}$ with limiting values of 271 and $290 \mu \mathrm{~m}$. The thickness of the glass shells (without coatings) varied between 3 and $7 \mu \mathrm{~m}$. The thickness of the shells $d_{\text {sh }}$ on which coatings were applied was $1.2-5 \mu \mathrm{~m}$. The coatings were either plastic, magnesium, or $\mathrm{SiO}_{2}$. The maximum thickness of the plastic layer was $d_{\mathrm{CH}}=41 \mu \mathrm{~m}$ (in this case the thickness of the glass was $4.7 \mu \mathrm{~m}$ ). The pressure of the DT gas was varied between 5 and 16 atm , except for one experiment in which the pressure was around 1 atm . The laser pulse energy $E_{L}$ was varied between 7.4 and 9.6 kJ , except for one experiment where the energy was 3.9 kJ . The neutron yield varied between $6.5 \times 10^{9}$ (for $E_{L}=9 \mathrm{~kJ}, P_{\mathrm{DT}}=13 \mathrm{~atm}, \varnothing_{\mathrm{sh}}$ $\left.=280 \mu \mathrm{~m}, d_{\text {sh }}=4.8 \mu \mathrm{~m}\right)$ and $7 \times 10^{7}\left(E_{L}=8.2 \mathrm{~kJ}, P_{\mathrm{DT}}\right.$ $=5 \mathrm{~atm}, \varnothing_{\mathrm{sh}}=277 \mu \mathrm{~m}, d_{\mathrm{sh}}=4.7 \mu \mathrm{~m}$, and $\left.d_{\mathrm{CH}}=41 \mu \mathrm{~m}\right)$.

The interference schlieren method indicates that in these experiments the single pulse contrast was fairly high and the target plasma only formed at the instant of arrival of the single pulse.

A typical oscilloscope trace, which can be used to determine the time of arrival of the neutron pulse at the scintillation detector relative to the time of generation of the hard ( $h \nu \simeq 0.1 \mathrm{MeV}$ ) x-ray pulse inside the hohlraum, was given in Ref. 2. The delay of the neutron pulse relative to the x -ray pulse corresponds to 14.1 MeV neutrons.

The temperature of the ion component of the DT plasma, obtained using a time-of-flight method, varied in the range $T_{i}=1.5-3 \mathrm{keV}$. Figure 2 shows the profiles of the neutron pulses recorded at 12.5 and 16.7 m . The dashed curves show the calculated neutron pulses for the given ion temperature $T_{i}$ taking into account the instrumental function of the appropriate recording channel. The temperatures at which the calculated and experimental neutron pulses showed the smallest differences are given in the caption to Fig. 2. The accuracy of the ion temperature measurements was approximately 1.7 keV at 12.5 m and approximately 0.3 keV at 16.7 m .

The convergence time of the shells was recorded using a slit time scan of the $x$-ray image of the microtarget in the photon energy range $h \nu \simeq 4 \mathrm{keV}$ using an x-ray streak camera with $\simeq 50$ ps time resolution. An example of such a recording is shown in Fig. 3. Two emission peaks can be observed. The first corresponds to the maximum emission intensity of the plasma expanding from the inner surface of the hohlraum and the second occurs as a result of the com-
pression and heating of the shell containing the DT fuel. The shell convergence time $\tau_{\gamma \gamma}$, determined as the time between the points of intersection of lines linearly approximating the leading edges of the appropriate pulses with the time axis, varies between $0.25-0.73 \mathrm{~ns}$ and increases with increasing thickness (strictly speaking this is only valid for thicknesses $\geqslant 7 \mu \mathrm{~m}$ ). The convergence time can be used to determine the shell flight velocity and to estimate the energy input to the shell. A convergence time $\tau_{\gamma \gamma} \simeq 0.35 \mathrm{~ns}$ corresponds to the velocity

$$
V \simeq \frac{R_{0}-R_{\min }}{\tau_{\gamma \gamma}} \simeq 3 \times 10^{7} \mathrm{~cm} / \mathrm{s} .
$$

Figure 4 shows an example of an x-ray image of the central capsule obtained through a laser entrance hole using a pinhole camera. The initial position of the outer boundary and the spherically compressed core can be seen. A spherically compressed image (apart from distortions caused by the graininess of the photographic film) is observed in all experiments in which this image was obtained. In experiments using thick-walled targets no compressed core can be observed.

In these experiments the neutron yield varied by two orders of magnitude: between $6.5 \times 10^{9}$ for a shell thickness of $5 \mu \mathrm{~m}$ and $7 \times 10^{7}$ when a layer of polyparaxylylene 41 $\mu \mathrm{m}$ thick was deposited on the shell. The neutron yield data are described by the simple scaling law (see Fig. 5)

$$
\begin{equation*}
N \sim m^{2 / 3} M^{4 / 3} f\left(E_{\gamma} / M\right) \tag{5}
\end{equation*}
$$



FIG. 3. X-ray emission from central target recorded using a spatially resolving x-ray streak camera: 1-emission of laser corona of hohlraum, 2emission of central capsule.



FIG. 4. Pinhole photograph of central target (a) and its densitogram in one cross section (b).
where $m$ and $M$ are the mass of the gas and the shell, and $E_{\gamma}$ is the x-ray energy in the hohlraum. We shall give a brief substantiation of formula (5). The neutron yield is given by

$$
N=\int d t \int d V n_{\mathrm{D}} n_{\mathrm{T}}\langle\sigma N\rangle_{\mathrm{DT}},
$$

where $n_{\mathrm{D}}$ and $N_{\mathrm{T}}$ are the concentrations of deuterium and tritium nuclei, and $\langle\sigma V\rangle_{\text {DT }}$ is the rate constant of the thermonuclear reaction. We can write approximately

$$
\begin{equation*}
N \sim \rho^{2} V\langle\sigma V\rangle_{\mathrm{DT}} \frac{r}{\sqrt{T}} \simeq m \rho r f(T), \tag{6}
\end{equation*}
$$

where $\rho$ and $r$ are the density and radius of the compressed DT, and $f(T)=\langle\sigma V\rangle_{\mathrm{DT}} T^{-1 / 2}$. Using the conservation of the DT mass during compression, we can write $\rho r \sim m^{1 / 3} \rho^{2 / 3}$ so that

$$
\begin{equation*}
N \sim m^{4 / 3} / \rho^{2 / 3} f(T) \tag{7}
\end{equation*}
$$

Approximating the rate constant of the DT reaction by the power function $f(T) \propto\left(T / T_{0}\right)^{n} T_{0}^{n}$, we have


FIG. 5. Normalized neutron yield versus specific x-ray energy input to central capsule (arbitrary units): circles-experimental values, squarescalculations using SNDP program.

$$
\begin{equation*}
N \sim m^{1 / 3} \rho_{0}^{2 / 3} \delta_{V}^{2 / 3}\left(\frac{T}{T_{0}}\right)^{n} f\left(T_{0}\right) \tag{8}
\end{equation*}
$$

Here $\delta_{V}=\rho / \rho_{0}$ is the volume compression.
The compression ratio is determined to a considerable extent by the ratio $M / m: \delta_{V} \sim(M / m)^{\alpha}$. In the simplest exploding shell models we have $\alpha \simeq 1-2$ (Refs. 10 and 11) and for adiabatic compression $T=T_{0} \delta_{V}^{2 / 3}$. In these experiments, the losses of heat as a result of electron heat conduction are substantial and thus the effective adiabatic exponent is $\gamma_{\text {eff }}$ $<5 / 3$ so that

$$
T=T_{0} \delta_{V}^{\gamma_{\mathrm{eff}}-1} \simeq T_{0}\left(\frac{M}{m}\right)^{\gamma_{\mathrm{eff}}-1}
$$

and this implies that

$$
N \sim m^{4 / 3} \frac{M^{2 / 3}}{R_{0}^{2}} T_{0}^{n-0.5}\left(\frac{M}{m}\right)^{\left(\gamma_{\mathrm{eff}}-1\right)(n-0.5)} .
$$

For $n \simeq 4$ and $\gamma_{\text {eff }}=1.2$ we obtain the scaling law (5).
It can be seen from Fig. 5 that on the whole the scaling law reasonably accurately describes the experimental neutron yield (except for three experiments). In this case, as a result of a change in the technology used to fill the glass capsule with DT gas (a hole was drilled in the shell to admit argon and was then sealed), for two experiments there is reason to believe that the DT pressure at the time of the experiment was appreciably less than the initial pressure. It was impossible to monitor the pressure after depositing a layer of polyparaxylylene on the shell. We are unaware of any major reasons for failure of the third experiment in the series. However, the emission pattern of the target obtained using a pinhole camera clearly reveals emission from the edges of the light entrance holes. In this experiment, there was probably an alignment error for these channels, resulting in loss of laser input energy.

Figure 5 shows two sections of curve with different slopes. For $E_{\gamma} / M>1.5$ (arbitrary units) the neutron yield does not depend on $E_{\gamma} / M$, whereas for $E_{\gamma} / M<1.5$ it decreases rapidly with decreasing $E_{\gamma} / M$. The following treatment of this behavior seems justified. For $E_{\gamma} / M>1.5$ the target operates as a completely heated (exploding) shell. The interface at $E_{L}=8 \mathrm{~kJ}$ corresponds to a shell mass $M$ $\simeq 3.5 \mu \mathrm{~g}$. The thickness of a $280 \mu \mathrm{~m}$ diameter glass shell


FIG. 6. Ratio of experimental and calculated neutron yields as a function of the calculated degree of radial convergence of the central capsule at the instant of neutron generation: circles-shell without coating; filled squares-shell with polyparaxylylene coating, open squares-calculations allowing for turbulent mixing.
with this mass is $\sim 7 \mu \mathrm{~m}$. The fact that the normalized yield of neutrons is independent of $E_{\gamma} / M$ where $E_{\gamma} / M \geqslant 1.5$ holds, indicates that the shell is completely heated to the same temperature. If $E_{\gamma} / M \leqslant 1.5$ holds, the stored thermal energy is not sufficient for complete heating and ablation results.

We shall consider for a moment $E_{\gamma}$, which we determined with empirical allowance for the losses of energy absorbed by fast ions. It was assumed that the fraction of absorbed energy that goes into accelerating them is

$$
\eta=x(3.5+x)^{-1}, \quad x=I_{g} / I_{1}-1, \quad I_{1}=2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}
$$

(for the definition of $I_{g}$ see Eq. (1)).
Figure 5 also gives the results of calculations of the neutron yield using the SNDP nonequilibrium radiative gasdynamics program. ${ }^{12}$ In this case, the calculated value of $E_{\gamma} / M$ was used as a marker in the appropriate experiment. It can be seen that to within $\simeq 1.5$ the calculations reproduce the experimental data in the exploding shell regime. In the ablation regime the difference is $\simeq 2-3$.

The calculations were made using a spherically symmetric formulation with effective allowance for the losses of laser light and x-rays through the laser entrance holes. Allowance was only made for bremsstrahlung absorption with an average angle of incidence of the laser radiation on the inner surface of the hohlraum. The energy losses to the fast ions were neglected. The equations of state and the spectral ranges were calculated using the average ion approximation while the radiation transport was calculated using the multigroup diffusion approximation. The chemical composition of the glass shell corresponded to pure silicon oxide $\mathrm{SiO}_{2}$. The chemical composition of the plastic layer corresponded to CH .

It is interesting to compare the experimental and calculated neutron yields, $N_{\text {exp }}$ and $N_{\text {cal }}$, as a function of the calculated degree of radial convergence $r_{0} / r_{N}$, where $r_{N}$ is the inner radius of the shell at the instant when the highest rate of neutron generation is observed (Fig. 6). As in the previous figure, it can be seen that as the compression ratio $\delta_{V}$ $=\left(r_{0} / r_{N}\right)^{3}$ increases, the ratio $N_{\text {exp }} / N_{\text {cal }}$ decreases, reaching $\sim 1 / 3$ for $r_{0} / r_{N}=12$. Is this a consequence of the asymmetry of the x-ray field? In order to partly answer this question, we


FIG. 7. Comparison between experimental pinhole trace (dashed curve) and that calculated using the SNDP program (solid curve).
made calculations using the SND-TUR program ${ }^{13}$ in which the Nikiforov model ${ }^{14}$ is used to take into account the evolution of a turbulent mixing zone at the shell-fuel interface. It can be seen that for $r_{0} / r_{N} \leqslant 6\left(\delta_{V} \leqslant 200\right)$, turbulent mixing has little influence on the neutron yield, whereas for $r_{0} / r_{N}$ $\simeq 14$ this mixing halved the neutron yield according to the calculations (see arrow in Fig. 6). This decrease is mainly caused by a drop in the fuel temperature as a result of the heat lost to heating the cold shell material entering the mixing zone. Thus, it seems justifiable to conclude that the symmetry of the x-ray irradiation of the target has little effect in this range of compressions. For clarification, we note that the accuracy of the calculated modeling of the neutron yield does not exceed $\simeq 2$, as is indicated by the two points corresponding to the lowest values of $r_{0} / r_{N}$ in Fig. 6.

A close correspondence between the experimental and calculated data is also observed for other quantities. Figure 7 gives a comparison between the experimental and calculated spatial emission patterns of the central capsule obtained using a pinhole camera. Good agreement is observed in the central part of the core. The difference at the wings of the distribution is caused by the inadequate gasdynamic description of the collision process of the glass and gold plasmas which forms the emission profile at the wings in the calculations.

Figure 8 compares the dynamics of the experimental (obtained using an x-ray streak camera) and calculated emis-


FIG. 8. Comparison between experimental (1) and calculated (2) luminous exitance of the central capsule in the range of $x$-ray quantum energies 3-4 keV ; 3-calculated $R-t$ diagram of the motion of the gas-glass interface; 4 -laser pulse.


FIG. 9. Convergence time of central capsule versus specific x-ray energy input (arbitrary units).
sion patterns of the target in the $3-4 \mathrm{keV}$ spectral range. Figure 9 gives the experimental dependences of the collapse time on the parameter $E_{\gamma} / M$.

## 5. CONCLUSIONS

Experiments have been carried out on the Iskra-5 laser facility using composite x -ray targets comprising a spherical hohlraum with six laser entrance holes and a centrally positioned DT-filled glass capsule coated with a layer of plastic (polyparaxylylene) between 10 and $40 \mu \mathrm{~m}$ thick. This capsule design was used to study the operation of targets with fuel compressions up to $\delta_{V} \leqslant 3 \times 10^{3}$ at the instant of neutron generation. The results showed that in this range of compressions the behavior of the targets closely corresponds to the one-dimensional spherically symmetric calculations, with turbulent mixing halving the neutron yield at the upper limit $\left(\delta_{V} \approx 3 \times 10^{3}\right)$.

This behavior of the target indicates that the x-ray irradiation of the glass microsphere is highly uniform. Calculated estimates of the upper limit of the x-ray field asymmetry at the target yield values around $3 \%$.

The authors would like to thank all their colleagues at the All-Russian Scientific Research Institute of Experimental Physics who participated in the preparation and implementation of the experiments.

This work was carried out with the financial support of the Russian State Committee on Science and Technology at the Iskra-5 laser fusion facility (registration No. 01-50).
${ }^{*}$ E-mail: kochemasov@otd13.vniief.ru
${ }^{1}$ J. Lindl, Phys. Plasmas 2, 3933 (1995).
${ }^{2}$ F. M. Abzaev, V. I. Annenkov, V. G. Bezuglov et al., JETP Lett. 58, 28 (1995).
${ }^{3}$ E. M. Campbell, J. D. Kilkenny, D. R. Kania et al., Laser Part. Beams 9, 209 (1991).
${ }^{4}$ H. Nishimura, H. Shiraga, H. Takabe et al., in Proceedings of the 14th International Conference on Plasma Physics and Controlled Nuclear Fusion Research, Wurzburg, Germany, 1992, Vol. 3 (IAEA, Vienna, 1993), p. 97.
${ }^{5}$ CEL-V Laser Team, in Proceedings of the 12th International Conference on Laser Interaction and Related Plasma Phenomena, Osaka, Japan, 1995, AIP Conf. Proc. 369, 40 (1995).
${ }^{6}$ A. V. Bessarab, V. A. Gaĭdash, G. V. Dolgoleva et al., Zh. Éksp. Teor. Fiz. 102, 1800 (1992) [Sov. Phys. JETP 75, 970 (1992)].
${ }^{7}$ M. D. Rosen, D. W. Phillion, V. C. Rupert et al., Phys. Fluids 22, 2020 (1979).
${ }^{8}$ L. S. Mkhitarjan and G. G. Kochemasov, in Proceedings of the 23rd European Conference on Laser Interaction with Matter, Oxford, 1994, Inst. Phys. Conf. Ser. 140, 351 (1995).
${ }^{9}$ F. M. Abzaev, A. V. Bessarab, G. A. Kirillov et al., Vopr. At. Nauki Tekh. Ser. Mat. Model. Fiz. Prots. No. 4, 68 (1992).
${ }^{10}$ M. D. Rosen and J. H. Nuckols, Phys. Fluids 22, 1393 (1979).
${ }^{11}$ S. A. Bel'kov, A. V. Bessarab, A. V. Veselov et al., Zh. Éksp. Teor. Fiz. 97, 834 (1990) [Sov. Phys. JETP 70, 467 (1990)].
${ }^{12}$ S. A. Bel'kov and G. V. Dolgoleva, Vopr. At. Nauki Tekh. Ser. Mat. Model. Fiz. Prots. No. 1, 59 (1992).
${ }^{13}$ V. A. Andronov, S. A. Bel'kov, G. V. Dolgoleva et al., Vopr. At. Nauki Tekh. Ser. Mat. Model. Fiz. Prots. No. 3, 1 (1997).
${ }^{14}$ V. A. Andronov, E. E. Meshkov, V. V. Nikiforov et al., Dokl. Akad. Nauk SSSR 264, 76 (1982) [ Sov. Phys. Dokl. 27, 393 (1982)].

Translated by R. M. Durham

# The role of helicity in turbulent MHD flows 

E. Golbraikh*)<br>Center for MHD Studies, Ben Gurion University of the Negev, P.O.B. 653, Beer-Sheva 84105, Israel<br>O. G. Chkhetiani and S. S. Moiseev

Space Research Institute, Russian Academy of Sciences, 117810 Moscow, Russia (Submitted 15 January 1998)
Zh. Éksp. Teor. Fiz. 114, 171-181 (July 1998)
We have studied the behavior of a helical homogeneous small-scale MHD turbulent flow under the influence of a weak inhomogeneous large-scale disturbance. We have shown that turbulent energy redistribution in the presence of nonzero helicity occurs mainly over large scales. Helicity increases correlation time, leading to the weakening of a direct cascade and to the formation of steep spectra over small scales, with simultaneous turbulent energy growth over large scales. Furthermore, an expression for the effective viscosity of the mean flow is derived. It is shown that the magnetic field, in addition to the helicity, reduces the effective viscosity of the medium. This may be important in the study of MHD flow around obstacles in the presence of an external magnetic field. © 1998 American Institute of Physics. [S1063-7761(98)01207-4]

## 1. INTRODUCTION

The problem of self-organization of a turbulent MHD flow with magnetic Reynolds number $\mathrm{Re}_{\mathrm{m}} \ll 1$ in an external homogeneous magnetic field has long been under discussion (see, for instance, Refs. 1-4, with references therein). Obviously, an external magnetic field causes a rearrangement of the topological structure of a turbulent flow. Specifically, if the original turbulence (in absence of a magnetic field) is isotropic, it becomes anisotropic in the presence of a magnetic field. Furthermore, in presence of a magnetic field, the spectral and dynamical properties of turbulence can change.

As demonstrated by numerous experiments (see, e.g., Refs. 4-6), the turbulence spectrum varies with the magnetic field. It should be emphasized, however, that turbulence essentially always remains three-dimensional, although there exists a tendency to quasi-two-dimensionality. Over small scales, the spectral dependence of the turbulent energy $E_{t}$ on wave number $k$ is of the form $E_{t} \sim k^{-\alpha}$, where the exponent $\alpha$ varies with increasing magnetic field from $-5 / 3($ at $\mathbf{B}=0)$ to between -2 and $-7 / 3$ (at low $\mathbf{B}$ values). ${ }^{1,4}$ With growing magnetic field, $\alpha$ ranges from $-11 / 3$ to -4 , and the turbulence becomes highly intermittent. ${ }^{4}$

It is noteworthy that such magnetic field-dependent behavior of the turbulence spectrum is observed only in those experiments where turbulent flow is generated either by drawing a grid through the medium ${ }^{1}$ or in the presence of a honeycomb. ${ }^{4}$

For the entire subsequent analysis, it is important to note that turbulence becomes helical in an external magnetic field. This means that the one-point correlation function $H=\langle\mathbf{v} \cdot(\nabla \times \mathbf{v})\rangle \neq 0$, where $\mathbf{v}$ is the flow velocity. On the other hand, purely helical turbulence is characterized by the quantity $\alpha=-7 / 3,{ }^{7}$ which is in agreement with experimental results. ${ }^{1,4}$ In the general case, helicity, along with energy, is
the most important feature of a turbulent flow. Helicity, being the second invariant of Euler's equation, just like energy, ${ }^{8}$ exerts a significant influence on the evolution and stability of turbulent and laminar flows. ${ }^{9}$ Helicity is probably one of the main sources of magnetic field generation and maintenance in astrophysical objects. ${ }^{10}$ In the absence of a magnetic field, helical turbulence is unstable against largescale disturbances. ${ }^{11}$ This leads to energy redistribution between large-scale and small-scale fluctuations. On the other hand, helicity leads to an efficient viscosity decrease in the mean flow, i.e., to a decrease in Reynolds stresses. ${ }^{12}$

The present paper deals with the behavior of small-scale helical turbulence in an external homogeneous magnetic field and under a weak large-scale disturbance. We also examine the effect of a magnetic field on the viscosity of such turbulence.

## 2. PRINCIPAL EQUATIONS

Let us write the system of MHD equations in dimensionless form for an incompressible fluid:

$$
\begin{align*}
& \frac{\partial \mathbf{u}}{\partial t}+(\mathbf{u} \cdot \nabla) \mathbf{u}=-\nabla P+\frac{1}{\operatorname{Re}} \nabla^{2} \mathbf{u}+\frac{N}{\operatorname{Re}_{\mathrm{m}}}(\nabla \times \mathbf{B}) \times \mathbf{B}+\mathbf{F},  \tag{1}\\
& \frac{\partial \mathbf{B}}{\partial t}=\nabla \times(\mathbf{u} \times \mathbf{B})+\frac{1}{\operatorname{Re}_{\mathrm{m}}} \nabla^{2} \mathbf{B},  \tag{2}\\
& \nabla \cdot \mathbf{u}=\nabla \cdot \mathbf{B}=0,
\end{align*}
$$

where $\mathbf{F}$ is an external non-electromagnetic force and $P$ is pressure. The problem is characterized by three dimensionless numbers: the Reynolds number $\operatorname{Re}=U L / \nu$, the magnetic Reynolds number $\mathrm{Re}_{\mathrm{m}}$, and the magnetic interaction parameter $N=\sigma B^{2} L / \rho U$ (here $\rho, \nu$ are fluid density and viscosity, $U$ and $L$ are characteristic velocity and dimension).

We represent all fields as a sum of averaged and fluctuating values:
$\mathbf{u}=\langle\mathbf{u}\rangle+\mathbf{u}^{\prime}, \quad \mathbf{B}=\mathbf{B}_{0}+\mathbf{h}, \quad P=\langle P\rangle+P^{\prime}, \quad \mathbf{F}=\langle\mathbf{F}\rangle+\mathbf{F}^{\prime}$,
$\mathbf{B}_{0} \gg \mathbf{h}, \quad\left\langle\mathbf{u}^{\prime}\right\rangle=\langle\mathbf{h}\rangle=\left\langle P^{\prime}\right\rangle=\left\langle\mathbf{F}^{\prime}\right\rangle=0$,
where $\langle\ldots\rangle$ denotes averaging over an ensemble.
Assuming first that $\langle\mathbf{u}\rangle=0$ and $\mathrm{Re}_{\mathrm{m}} \ll 1$, one can easily derive an equation for $\mathbf{u}^{\prime}$ up to second order in $\mathbf{h}$ :

$$
\begin{aligned}
\frac{\partial \mathbf{u}^{\prime}}{\partial t} & +\left(\mathbf{u}^{\prime} \cdot \nabla\right) \mathbf{u}^{\prime}-\left\langle\left(\mathbf{u}^{\prime} \cdot \nabla\right) \mathbf{u}^{\prime}\right\rangle=-\nabla P^{\prime}+\frac{1}{\operatorname{Re}} \nabla^{2} \mathbf{u}^{\prime} \\
& +\frac{N}{\operatorname{Re}_{\mathrm{m}}}(\nabla \times \mathbf{h}) \times \mathbf{B}_{0}+\mathbf{F}^{\prime} .
\end{aligned}
$$

Let us examine the stability of a small-scale turbulent flow under the magnetic field with respect to weak largescale nonuniform disturbances. In this case, we represent the turbulent field as a sum of the initial turbulent field $\mathbf{u}^{(0)}$ and its disturbance $\mathbf{u}^{(1)}$ :

$$
\mathbf{u}^{\prime}=\mathbf{u}^{(0)}+\mathbf{u}^{(1)},
$$

where $\mathbf{u}^{(0)} \gg \mathbf{u}^{(1)}$.
We introduce the correlation functions

$$
\begin{aligned}
& Q_{i j}^{00}(\xi, \tau)=\left\langle u_{i}^{(0)}(\mathbf{x}, t) u_{j}^{(0)}(\mathbf{x}+\xi, t+\tau)\right\rangle, \\
& Q_{i j}^{10}(\mathbf{x}, \xi, t, \tau)=\left\langle u_{i}^{(1)}(\mathbf{x}, t) u_{j}^{(0)}(\mathbf{x}+\xi, t+\tau)\right\rangle,
\end{aligned}
$$

and, in the same manner, correlators of higher order.
Assuming that the external force $\mathbf{F}^{\prime}$ maintains the initial small-scale helical turbulence, we can derive an equation for $Q_{i j}^{00}=Q_{i j}^{00}(\xi, \tau)$ :

$$
\begin{aligned}
\frac{\partial Q_{i j}^{00}}{\partial t}+\nabla_{k} Q_{k i j}^{000}= & -\nabla_{i}\left\langle P^{(0)} u_{j}^{(0)}\right\rangle+\frac{1}{\operatorname{Re}} \nabla^{2} Q_{i j}^{00} \\
& +\frac{N}{\nabla^{2}}\left(\nabla_{i} \nabla_{3} Q_{3 j}^{00}-\nabla_{3}^{2} Q_{i j}^{00}\right)+\left\langle F_{i}^{\prime} u_{j}^{(0)}\right\rangle
\end{aligned}
$$

where the magnetic term is obtained from Eq. (2) with allowance for the above assumptions, and $\mathbf{B}_{0}$ is directed along the third coordinate.

In a similar way, we can write an equation for $Q_{i j}^{10}$ $=Q_{i j}^{10}(\mathbf{x}, \xi, t, \tau)$ :

$$
\begin{aligned}
& \frac{\partial Q_{i j}^{10}}{\partial t}-\frac{1}{\operatorname{Re}} \nabla^{2} Q_{i j}^{10}+\nabla_{k}\left(Q_{i k j}^{100}+Q_{k i j}^{100}\right) \\
& \quad=-\nabla_{i}\left\langle P^{(1)} u_{j}^{(0)}\right\rangle+\frac{N}{\nabla^{2}}\left(\nabla_{i} \nabla_{3} Q_{3 j}^{10}-\nabla_{3}^{2} Q_{i j}^{10}\right)
\end{aligned}
$$

Eliminating the pressure from this equation, we obtain the final equation for $Q_{i j}^{10}$ :

$$
\begin{align*}
& \frac{\partial Q_{i j}^{10}}{\partial \tau}-\frac{1}{R e} \nabla^{2} Q_{i j}^{10}+\Pi_{i m} \nabla_{k}\left(Q_{m k j}^{100}+Q_{k m j}^{100}\right) \\
& \quad=-N \cos ^{2} \theta Q_{i j}^{10} \tag{3}
\end{align*}
$$

where $\Pi_{i m}=\left(\delta_{i m}-\nabla_{i} \nabla_{m} / \nabla^{2}\right)$ is a projection operator, and the operator $\cos ^{2} \theta=\nabla_{3}^{2} / \nabla^{2}$.

Similarly to Eq. (3), we obtain an equation for the third moments $Q_{i j k}^{100}=Q_{i j}^{10}\left(\mathbf{x}, \xi, \xi^{\prime}, t, \tau, \tau^{\prime}\right)$ :

$$
\begin{align*}
& \left(\frac{\partial}{\partial \tau}-\frac{1}{\operatorname{Re}} \nabla^{2}+N \cos ^{2} \theta\right) Q_{i j n}^{100} \\
& \quad+\Pi_{i m} \nabla_{k}\left(Q_{m k j n}^{1000}+Q_{k m j n}^{1000}-Q_{m k}^{10} Q_{j n}^{00}-Q_{m k}^{10} Q_{j n}^{00}\right)=0 \tag{4}
\end{align*}
$$

To complete the system of Eqs. (3) and (4), we use the results of Ref. 12, where the finiteness of the correlation time is taken into account via the two-scale analog of the Orszag eddy-damped quasinormal Markovian (EDQNM) approximation. ${ }^{13}$ This approximation consists in the replacement of the fourth-order moment cumulant in the equation for the third moment by an effective damping term proportional to the square-law combination of pair moments. This approach is analogous to other traditional turbulent second-order closures. ${ }^{14}$ The EDQNM approximation for strong MHD turbulence was considered in detail in Ref. 15.

In this approximation, we obtain from Eq. (4)

$$
Q_{i p j}^{100}=-\tilde{\tau} \Pi_{i m} \nabla_{k} Q_{m k p j}^{1000},
$$

where the three-point correlator

$$
\begin{align*}
Q_{m k p j}^{1000}\left(x, t, x, t, \xi, \tau, \xi^{\prime}, \tau^{\prime}\right)= & Q_{m k}^{10}(x, t, x, t) Q_{p j}^{00}\left(\xi-\xi^{\prime}, \tau-\tau^{\prime}\right) \\
& +Q_{m p}^{10}(x, t, \xi, \tau) Q_{k j}^{00}\left(\xi^{\prime}, \tau^{\prime}\right) \\
& +Q_{m j}^{10}\left(x, t, \xi^{\prime}, \tau^{\prime}\right) Q_{k p}^{00}(\xi, \tau) \tag{5}
\end{align*}
$$

and

$$
\tilde{\tau}=\left(\frac{1}{\tau^{*}}+N \cos ^{2} \theta\right)^{-1},
$$

and the correlation time $\tau^{*} \simeq L_{\text {tur }} / E_{\text {tur }}^{1 / 2}\left(L_{\text {tur }}\right.$ and $E_{\text {tur }}$ being the characteristic scale and average energy of turbulent flow, respectively).

To substitute the expression (5) for the third moment into Eq. (3), we pass to the limit $\xi^{\prime} \rightarrow \xi, \tau^{\prime} \rightarrow \tau$. Here (see Appendix) we take into account that $A \delta_{i j}=Q_{i j}^{00}(0,0)$ and $C \varepsilon_{i j p}=\partial Q_{i j}^{00}(\xi, \tau) /\left.\partial \xi_{p}\right|_{\xi, \tau \rightarrow 0}$ depend on $B$ (or $N$ ), i.e., on the magnetic field. This results in

$$
\begin{align*}
\left(\frac{\partial}{\partial \tau}-\right. & \left.\left(\frac{1}{R e}+A \tilde{\tau}\right) \Delta+N \cos ^{2} \theta\right) Q_{i j}^{10}(\mathbf{x}, t, \xi, \tau)-\tilde{\tau} C H_{i j}^{10} \\
= & \tilde{\tau} \nabla_{p}\left[\frac{\partial}{\partial x_{k}} Q_{i p}^{10}(\mathbf{x}, t, 0,0) Q_{k j}^{00}(\xi, \tau)\right. \\
& +\frac{\partial}{\partial x_{s}} Q_{k p}^{10}(\mathbf{x}, t, 0,0) \nabla_{k} \xi_{s} Q_{l j}^{00}(\xi, \tau) \\
& \left.+Q_{k p}^{10}(\mathbf{x}, t, 0,0) \nabla_{k} Q_{i j}^{00}(\xi, \tau)\right] \tag{6}
\end{align*}
$$

where $A=A(N, 0,0)$ and $C=C(N, 0,0)$ are scalar functions of $N$, and $H_{i j}=\varepsilon_{i k l} \nabla_{k} Q_{l j}^{10}(\mathbf{x}, t, \xi, \tau)$.

## 3. INSTABILITY OF THE SECOND MOMENTS

To study the stability of the system (6), we apply the operator $\varepsilon_{l m i} \nabla_{m}$, and write the resulting system in homogeneous form:

$$
\begin{align*}
& \left(\nabla_{\tau}-\frac{1}{\operatorname{Re}} \nabla^{2}-\tilde{\tau} A \nabla^{2}+N \cos ^{2} \theta\right) Q_{i j}^{10}-\tilde{\tau} C H_{i j}^{10}=0, \\
& \left(\nabla_{\tau}-\frac{1}{\operatorname{Re}} \nabla^{2}-\tilde{\tau} A \nabla^{2}+N \cos ^{2} \theta\right) H_{i j}^{10}+\tilde{\tau} C \nabla^{2} Q_{i j}^{10}=0 . \tag{7}
\end{align*}
$$

An equation for $Q_{i j}^{10}$ follows from (7):

$$
\begin{equation*}
\left(\left(\nabla_{\tau}-\nu_{H} \nabla^{2}+N \cos ^{2} \theta\right)^{2}+\tilde{\tau}^{2} C^{2} \nabla^{2}\right) Q_{i j}^{10}=0 \tag{8}
\end{equation*}
$$

where the effective viscosity $\nu_{H}=1 / \operatorname{Re}+\tilde{\tau} A$. Passing into $k$-space in (8), we derive an expression for the decay factor $\gamma=-i \omega:$

$$
\begin{equation*}
\gamma=-\nu_{H} k^{2}-N \cos ^{2} \theta+\tilde{\tau}|C k|, \tag{9}
\end{equation*}
$$

where $\theta$ denotes the angle between $\mathbf{k}$ and $\mathbf{B}_{0}$.
It follows from the form of Eq. (9) that helicity increases relaxation time. In other words, helicity prolongs vortex lifetime. However, the helicity is essentially imperceptible in case of $\nu_{H} k^{2}+N \cos ^{2} \theta \gg \bar{\tau} C k \mid$. Hence, at sufficiently weak magnetic fields the helicity effect is most important over large scales, i.e., at low $k$ values. Under the condition $\gamma$ $>0$, we obtain from Eq. (9) the instability condition

$$
\begin{align*}
& \frac{1}{2} k_{0}\left(1-\left(1-\frac{4 N \cos ^{2} \theta}{k_{0}^{2} \nu_{H}}\right)^{1 / 2}\right) \\
& \quad<k<\frac{1}{2} k_{0}\left(1+\left(1-\frac{4 N \cos ^{2} \theta}{k_{0}^{2} \nu_{H}}\right)^{1 / 2}\right), \tag{10}
\end{align*}
$$

where $k_{0}=\tilde{\tau}|C| / \nu_{H}$.
We study two limiting cases. Let $\cos \theta=0$, i.e., consider modes for which $\mathbf{k} \perp \mathbf{B}_{0}$. In this case, (10) acquires the form of the purely hydrodynamic limit: ${ }^{11}$

$$
\begin{equation*}
0<k<k_{0} . \tag{11}
\end{equation*}
$$

Here

$$
k_{0}=\frac{\tau^{*}|C|}{1 / \operatorname{Re}+A \tau^{*}},
$$

and the dependence of the scale $k_{0}$ on the magnetic field is contained only in the coefficients $A$ and $C$. As a rule, $A \tau^{*}$ $\geqslant 1 / \mathrm{Re}$, which results in $k_{0}=C / A$. Consequently, the $k_{0}$ dependence on the magnetic field is determined by the ratio of helicity to turbulence intensity.

On the other hand, at $\cos \theta=1$, i.e., in modes for which $\mathbf{k} \| \mathbf{B}_{0}$, we obtain the condition (10) in the form

$$
\begin{equation*}
\frac{1}{2}\left(k_{0}-\left(k_{0}^{2}-\frac{4 N}{\nu_{H}}\right)^{1 / 2}\right)<k<\frac{1}{2}\left(k_{0}+\left(k_{0}^{2}-\frac{4 N}{\nu_{H}}\right)^{1 / 2}\right) \tag{12}
\end{equation*}
$$

where

$$
k_{0}=\frac{\widetilde{\tau}|C|}{1 / R e+A \tilde{\tau}}, \quad \tilde{\tau}=\frac{\tau^{*}}{1+N \tau^{*}}
$$

It is evident from (12) that at $\mathbf{B}_{0}=0$, this interval coincides with that of the modes with $\mathbf{k} \perp \mathbf{B}_{0}$. With growing magnetic field, $\tilde{\tau}$ decreases, i.e., the effective correlation time decreases. Simultaneously, the instability interval is reduced and vanishes in fields described by $4 N / \nu_{H}=k_{0}^{2}$.

It follows from (11) and (12) that at scales

$$
\begin{align*}
& 0<k<\frac{1}{2}\left(k_{0}-\left(k_{0}^{2}-\frac{4 N}{\nu_{H}}\right)^{1 / 2}\right), \\
& \frac{1}{2}\left(k_{0}+\left(k_{0}^{2}-\frac{4 N}{\nu_{H}}\right)^{1 / 2}\right)<k<k_{0}, \tag{13}
\end{align*}
$$

modes with $\mathbf{k} \perp \mathbf{B}_{0}$ are unstable against large-scale disturbances, whereas those with $\mathbf{k} \| \mathbf{B}_{0}$ are attenuated.

Thus, the energy of a large-scale disturbance is redistributed among the scales, so that modes transverse to the magnetic field predominantly grow.

## 4. TURBULENT VISCOSITY

To study the influence of the magnetic field on viscosity, we examine the variations in hydrodynamic viscosity (in the absence of a magnetic field) in an external homogeneous magnetic field.

We consider the case $\langle\mathbf{u}\rangle \neq 0$ and $\langle\mathbf{u}\rangle \ll \mathbf{u}^{(0)}$. In this case, the equation for $\langle\mathbf{u}\rangle$,

$$
\begin{align*}
& \frac{\partial\langle\mathbf{u}\rangle}{\partial t}+\langle\mathbf{u}\rangle(\nabla \cdot\langle\mathbf{u}\rangle)-\left\langle\left(\mathbf{u}^{\prime} \cdot \nabla\right) \mathbf{u}^{\prime}\right\rangle=-\nabla\langle p\rangle \\
& \quad+\frac{1}{\operatorname{Re}} \nabla^{2}\langle\mathbf{u}\rangle+\frac{N}{\operatorname{Re}_{\mathrm{m}}}\langle(\nabla \cdot \mathbf{B}) \times \mathbf{B}\rangle+\langle\mathbf{F}\rangle, \tag{14}
\end{align*}
$$

involves Reynolds stresses $\left\langle\left(\mathbf{u}^{\prime} \cdot \nabla\right) \mathbf{u}^{\prime}\right\rangle$ that depend only on $Q_{i j}^{10}$ for homogeneous turbulence, as shown in Refs. 12 and 17. On the other hand, additional terms appear on the righthand side of Eq. (6) for $Q_{i j}^{10}(\xi, \tau, \mathbf{x}, t)$ :

$$
\begin{align*}
& {\left[\left(\frac{\partial}{\partial \tau}\right.\right.}
\end{aligned} \begin{aligned}
& \left.\left.-\frac{1}{\operatorname{Re}} \Delta-\tilde{\tau} A \nabla^{2}+N \cos ^{2} \theta\right) \delta_{i l}-\tilde{\tau} C \varepsilon_{i k l} \nabla_{k}\right] Q_{l j}^{10}(\xi, \tau, \mathbf{x}, t) \\
& \quad=-\left\langle u_{p}\right\rangle \nabla_{p} Q_{i j}^{00}-\frac{\partial}{\partial x_{p}}\left\langle u_{i}\right\rangle Q_{p j}^{00}-\frac{\partial\left\langle u_{p}\right\rangle}{\partial x_{s}} \xi_{s} \nabla_{p} Q_{i j}^{00} \\
& \quad+\widetilde{\tau}_{p}\left[\frac{\partial Q_{i p}^{10}(\mathbf{x}, t, 0,0)}{\partial x_{k}} Q_{k j}^{00}+\frac{\partial Q_{k p}^{10}(\mathbf{x}, t, 0,0)}{\partial x_{s}} \nabla_{k}\left(\xi_{s} Q_{i j}^{00}\right)\right. \\
& \left.\quad+Q_{k p}^{10}(\mathbf{x}, t, 0,0) \nabla_{k} Q_{i j}^{00}\right], \tag{15}
\end{align*}
$$

where $u_{p}=u_{p}(\mathbf{x}, t)$ and $Q_{i j}^{00}=Q_{i j}^{00}(\xi, \tau, N)$.
Taking into account that $j$ is a dummy index in Eq. (15), which allows us to write this equation in the vector form

$$
\frac{\partial y_{i}}{\partial \tau}=A_{i j} y_{j}+f_{i}
$$

its formal solution being of the form

$$
y_{i}(t)=Y_{i j}(t) y_{i}(0)+\int_{0}^{t} Y_{i k}\left(Y_{k j}^{-1}\left(t^{\prime}\right) f_{j}\left(t^{\prime}\right)\right) d t^{\prime}
$$

with the matrix $Y_{i j}$ satisfying the homogeneous equation

$$
\begin{equation*}
\frac{\partial Y_{i j}}{\partial \tau}=A_{i k} Y_{k j} \tag{16}
\end{equation*}
$$

The solution of Eq. (14) has the form

$$
\begin{align*}
Y_{i j}(\tau)= & \exp \left(-\left(\nu_{H} k^{2}+N \cos ^{2} \theta\right)\right)[\cosh (\tilde{C} k \tau) \\
& \left.\times\left(\delta_{i j}-\frac{k_{i} k_{j}}{k^{2}}\right)+\frac{k_{i} k_{j}}{k^{2}}+i \varepsilon_{i k j} \frac{k_{k}}{k} \sinh (\tilde{C} k \tau)\right], \tag{17}
\end{align*}
$$

where $\tilde{C}=\tilde{\tau} C$.
In this case, the expression for $Q_{i j}^{10}$ takes the form

$$
\begin{align*}
Q_{i j}^{10}= & \int_{0}^{\infty} \exp \left(-\left(\nu_{H} k^{2}+N \overline{\cos ^{2} \theta} \tau\right)\right)\left\{\left[\left(-\frac{4 \pi k^{2}}{3} \tilde{A}_{0}\right.\right.\right. \\
& \left.\left.-\frac{4 \pi k^{3}}{15} \frac{\partial \tilde{A}_{0}}{\partial k}\right) \cosh (\tilde{C} k \tau)+\frac{4 \pi k^{4}}{15} \frac{\partial \hat{C}}{\partial k} \sinh (\tilde{C} k \tau)\right] \\
& \times\left(\frac{\partial\left\langle u_{i}\right\rangle}{\partial x_{j}}+\frac{\partial\left\langle u_{j}\right\rangle}{\partial x_{i}}\right)-\frac{4 \pi}{15} \widetilde{\tau}\left(k^{2} \tilde{A}_{0} \cosh (\tilde{C} k \tau)\right. \\
& \left.\left.-k^{3} \tilde{C}_{0} \sinh (\tilde{C} k \tau)\right)\left(Q_{i j}^{10}+Q_{j i}^{10}\right)\right\} d k d \tau+Z_{i j} \tag{18}
\end{align*}
$$

where $Q_{i j}^{00}(k, \tau)=\hat{Q}_{i j}^{\prime}$ (see Appendix), $Z_{i j}$ are terms unrelated to the viscosity, and

$$
\begin{align*}
\tilde{A}_{0}= & \frac{A_{0}}{1+N \frac{2 k^{2} \mathrm{Re} \overline{\cos ^{2} \theta}+N \overline{\cos ^{4} \theta}}{k^{4} \mathrm{Re}^{-2}+\omega^{2}}}, \\
\widetilde{C}_{0}= & \frac{C_{0}}{1+N \frac{2 k^{2} \mathrm{Re} \overline{\cos ^{2} \theta}+N \overline{\cos ^{4} \theta}}{k^{4} \mathrm{Re}^{-2}+\omega^{2}}} . \tag{19}
\end{align*}
$$

For the sake of clarity, we have applied the mean-value theorem when integrating over $\theta$, resulting in the appearance of $\cos ^{2} \theta$. As $N \rightarrow 0$, the expression (18) passes to the hydrodynamic limit. ${ }^{12}$ In this case, noting that Reynolds stress appears in the equation for $\langle\mathbf{u}\rangle$ in the form

$$
-\frac{\partial}{\partial x_{j}}\left(Q_{i j}^{10}+Q_{j i}^{10}\right)
$$

we obtain the expression for the viscosity $\nu_{t}^{m}$ in a magnetic field:

$$
\begin{aligned}
\nu_{t}^{m}= & {\left[1+\frac{8 \pi \tilde{\tau}}{15} \int_{0}^{\infty}\left(k^{4} \tilde{A}_{0}(k, \tau) \cosh (\tilde{C} k \tau)-k^{5} \tilde{C}_{0}(k, \tau)\right.\right.} \\
& \left.\times \sinh (\tilde{C} k \tau)) \exp \left(-\left(\nu_{H} k^{2} \tau+N \overline{\cos ^{2} \theta}\right) \tau\right) d k d \tau\right]^{-1} \\
& \times \int_{0}^{\infty} \exp \left(-\left(\nu_{H} k^{2} \tau+N \overline{\cos ^{2} \theta}\right) \tau\right) \\
& \times\left[\left(\frac{8 \pi k^{2}}{3} \tilde{A}_{0}(k, \tau)+\frac{8 \pi k^{3}}{15} \frac{\partial \tilde{A}_{0}(k, \tau)}{\partial k}\right) \cosh (\tilde{C} k \tau)\right.
\end{aligned}
$$



FIG. 1. Dependence of $\gamma$ on $k$ for two limiting values, $\cos \theta=0$ and $\cos \theta=1$.

$$
\begin{equation*}
\left.-\frac{8 \pi k^{4}}{15} \frac{\partial \widetilde{C}_{0}(k, \tau)}{\partial k} \sinh (\tilde{C} k \tau)\right] d k d \tau \tag{20}
\end{equation*}
$$

It follows from (20) that in MHD flows with $\mathrm{Re}_{\mathrm{m}} \ll 1$, the turbulent viscosity decreases with increasing magnetic field.

## 5. DISCUSSION

As demonstrated above, a magnetic field alters the properties of homogeneous turbulence in a most significant manner. The existence of nonzero mean helicity results in instability of turbulent MHD flow against weak large-scale disturbances. However, the instability of helical MHD turbulence has distinctive features in comparison with the instability of helical turbulent hydrodynamic flow in the absence of a magnetic field.

Figure 1 schematically shows the behavior of the damping factor $\gamma$ for two limiting values of $\cos ^{2} \theta$. The regions I, II, and III correspond to the conditions (10) and (13), respectively.

Let us examine the behavior of the components of the correlation tensor in these regions. The incompressibility condition in $k$-space,

$$
\begin{equation*}
k_{i} Q_{i j}^{10}=0, \tag{21}
\end{equation*}
$$

leads to the following relation between the components:

$$
\begin{equation*}
\left|\frac{k_{3}}{k_{\perp}}\right|=2\left|\frac{Q_{\perp}}{Q_{3 j}^{10}}\right| \tag{22}
\end{equation*}
$$

where for the sake of simplicity and without any loss of generality, we have assumed that $k_{1} Q_{1 j}^{10}=k_{2} Q_{2 j}^{10}=k_{\perp} Q_{\perp}$. On the other hand,

$$
\begin{equation*}
k_{i} k_{i}=k^{2} . \tag{23}
\end{equation*}
$$

Multiplying (23) by $Q_{\perp}$ and assuming that $Q_{1} \approx Q_{2}$, we find with the help of (22) that

$$
\begin{equation*}
Q_{3 j}^{10}=\sqrt{2} \tan \theta \cdot Q_{\perp} \tag{24}
\end{equation*}
$$

Taking into consideration the fact that the energy density at fixed $k$ is

$$
\begin{equation*}
E(k)=2 Q_{\perp}+Q_{3}, \tag{25}
\end{equation*}
$$

where $Q_{3}=Q_{33}^{10}$, we finally obtain

$$
\begin{equation*}
E(k) \cos \theta=(2 \cos \theta+\sqrt{2} \sin \theta) Q_{\perp} . \tag{26}
\end{equation*}
$$



FIG. 2. Angle dependence of $Q_{\perp}$ (1) and $Q_{3}$ (2) (normalized by $\widetilde{E}$ ) for $N t=1$.

Thus, $\cos \theta$ is a measure of energy distribution among components along and across the magnetic field at specified $k$.

At $\cos \theta=0$ we obtain $Q_{\perp}=0$, and all the energy of the given mode is concentrated in the component parallel to the magnetic field, i.e., $E(k)=Q_{3}$. Here $k^{2}=2 k_{\perp}^{2}$, i.e., in this mode fluctuations are normal to the magnetic field.

At $\cos \theta=1$ we observe the opposite situation: all the energy of these modes with $k^{2}=k_{3}^{2}$ is concentrated in fluctuations normal to the field, i.e., $E(k)=2 Q_{\perp}$, which oscillate along the magnetic field.

If we take into account the form of $E(k)=Q_{i i}^{10}(k)$ and (8) for larger scales,

$$
E(k, t)=\tilde{E}(k, t) \exp \left(-N t \cos ^{2} \theta\right),
$$

we obtain at some fixed time $t$

$$
\begin{align*}
& Q_{\perp}=\tilde{E} \exp \left(-N t \cos ^{2} \theta\right) \frac{\cos \theta}{2 \cos \theta+\sqrt{2} \sin \theta} \\
& Q_{3}=\tilde{E} \exp \left(-N t \cos ^{2} \theta\right) \frac{\sqrt{2} \sin \theta}{2 \cos \theta+\sqrt{2} \sin \theta} \tag{27}
\end{align*}
$$

Figure 2 represents the behavior of $Q_{\perp} / \widetilde{E}$ and $Q_{3} / \widetilde{E}$ for $N t=1$ as a function of angle. One can easily see that modes with the same $k$ behave differently, depending on $\cos \theta$.

Returning to the instability of the second moments, we have the following. In regions II and III, corresponding to the conditions (13), modes with $\cos \theta=1$ are attenuated, whereas modes with $\cos \theta=0$ grow. Hence, energy must be transferred from modes with $\cos \theta=0$ to modes with $\cos \theta=1$. In region I, energy growth is observed in all modes (but at different growth rates). In this case energy transfer between modes at fixed $k$ probably proceeds such that at $\theta<\pi / 4$, energy is transferred from $Q_{3}$ to $Q_{\perp}$, and conversely at $\theta>\pi / 4$, from $Q_{\perp}$ to $Q_{3}$. However, in these cases the fluctuation amplitude will grow in a different manner. This is related to Joule dissipation, which is greatest at $\cos \theta=1$, and vanishes at $\cos \theta=0$.

The role of helicity reduces to the following. By increasing vortex lifetime at large scales, helicity slows down a direct Obukhov cascade from larger to smaller scales. Thus, it leads to incoming energy redistribution over large scales, i.e., an increase in vortex lifetime increases the probability of vortex mergers. On the other hand, at large $k$, helicity plays essentially no role, and at these scales turbulence is dissi-
pated. The joint action of these two processes results in energy growth at large scales, and in an efficient "erosion", of smaller scales that are weakly supplied with energy "from above'" due to the presence of nonzero one-point helicity in the system. Since helicity grows with magnetic field, ${ }^{18}$ at the same time, the connection between large and small scales is disturbed more strongly. Experimentally, ${ }^{4}$ this leads to the energy spectrum steepening over the small-scale range, up to $\alpha=11 / 3-16 / 3$ with increasing magnetic field. Thus, the energy of a weak large-scale disturbance is redistributed among modes with differing $\cos \theta$, the cascade along the spectrum being weak.

In contrast, region I decreases with growing magnetic field, and fluctuation growth at $0<k<k_{0}$ is mainly associated with a rise in the energy of longitudinal fluctuations. Here, however, one must bear in mind that turbulence remains three-dimensional, but energy transfer from one component to another at a given fixed $k$ results from rapidly occurring processes (instabilities). This leads to a quasi-twodimensional fluctuation pattern (symmetric about the magnetic field).

It should be noted that in the intermediate range $0<\cos \theta<1$, fluctuations exist along all three components; for instance, at $\theta=\pi / 4$ the intensity of modes along and across the magnetic field is the same, and they have the same instability growth rate. In the vicinity of this point, namely at $\theta \cong \pi / 4$, energy exchange between components with given $k$ is probably absent.

The authors are deeply grateful to Dr. A. Eidelman for useful comments on the results of the present paper.

## APPENDIX

The influence of an external uniform magnetic field on correlations in a turbulent medium has been studied in Ref. 2. In a magnetic field, the second moment of the velocity field acquires the form

$$
\begin{equation*}
\hat{Q}_{i j}(\mathbf{k}, \omega)=\frac{\hat{Q}_{i j}^{\prime}(\mathbf{k}, \omega)}{1+\frac{\left(\mathbf{k} \cdot \mathbf{B}_{0}\right)^{2}}{\mu \rho} \frac{2 \eta \nu k^{4}-2 \omega^{2}+\left(\mathbf{k} \cdot \mathbf{B}_{0}\right)^{2} / \mu \rho}{\left(\eta^{2} k^{4}+\omega^{2}\right)\left(\nu^{2} k^{4}+\omega^{2}\right)}} \tag{A1}
\end{equation*}
$$

where $\hat{Q}_{i j}^{\prime}(\mathbf{k}, \omega)$ is the correlation function in the absence of the magnetic field, and $\eta, \nu, \rho$ are magnetic and hydrodynamic viscosities and fluid density, respectively. Here we retain, for convenience, the notation of Ref. 2. Assuming that turbulence is helical and isotropic in the absence of the magnetic field, we can write $\hat{Q}_{i j}^{\prime}(\mathbf{k}, \omega)$ as follows (whether or not $\left.H^{0}(0, t)=0\right)$ :

$$
\begin{equation*}
\hat{Q}_{i j}^{\prime}(\mathbf{k}, \omega)=\hat{A}_{0}(\mathbf{k}, \omega)\left(\delta_{i j}-\frac{k_{i} k_{j}}{k^{2}}\right)+i \hat{C}_{0}(\mathbf{k}, \omega) \varepsilon_{i j s} k_{s} \tag{A2}
\end{equation*}
$$

Passing to $x$-space, $Q_{i j}^{00}=\int \hat{Q}_{i_{j}}(\mathbf{k}, \omega) d^{3} k d \omega$ in the limit $\xi=x-x^{\prime} \rightarrow 0, \tau=t-t^{\prime} \rightarrow 0$.

When $\operatorname{Re}_{\mathrm{m}} \ll 1$ we obtain from (A1)

$$
\begin{aligned}
\hat{Q}_{i_{j}}(\mathbf{k}, \omega) & =\frac{\hat{Q}_{i j}^{\prime}(\mathbf{k}, \omega)}{1+\frac{(\mathbf{k} \cdot \mathbf{B})^{2}}{\mu \rho} \frac{2 \eta \nu k^{4}+(\mathbf{k} \cdot \mathbf{B})^{2} / \mu \rho}{\eta^{2} k^{4}\left(\nu^{2} k^{4}+\omega^{2}\right)}} \\
& =\frac{\hat{Q}_{i j}^{\prime}(\mathbf{k}, \omega)}{1+\frac{k^{2} \cos ^{2} \theta B_{0}^{2}}{\mu \rho \eta^{4}} \frac{2 \eta \nu+\cos ^{2} \theta B_{0}^{2} / \mu \rho k^{2}}{\nu^{2} k^{4}+\omega^{2}}},
\end{aligned}
$$

or in dimensionless form

$$
\begin{equation*}
\hat{Q}_{i j}(\mathbf{k}, \omega)=\frac{\hat{Q}_{i j}^{\prime}(\mathbf{k}, \omega)}{1+N \frac{2 k^{2} \operatorname{Re}^{\cos ^{2} \theta+N \cos ^{4} \theta}}{k^{4} \mathrm{Re}^{-2}+\omega^{2}}} . \tag{A3}
\end{equation*}
$$

Consequently,

$$
\begin{aligned}
A(N, 0,0)= & \frac{1}{2} \int \frac{\delta_{i j} \hat{Q}_{i j}^{\prime}(\mathbf{k}, \omega)}{1+N \frac{2 k^{2} \operatorname{Re}^{\cos ^{2} \theta+N \cos ^{4} \theta}}{k^{4} \mathrm{Re}^{-2}+\omega^{2}}} d^{3} k d \omega \\
C(N, 0,0)= & -\frac{i}{3} \varepsilon_{i j k} \\
& \times \int \frac{k_{k} \hat{Q}_{i j}^{\prime}(\mathbf{k}, \omega)}{1+N \frac{2 k^{2} \operatorname{Re}^{2} \cos ^{2} \theta+N \cos ^{4} \theta}{k^{4} \mathrm{Re}^{-2}+\omega^{2}}} d^{3} k d \omega
\end{aligned}
$$

Clearly, both $A(N, 0,0)$ and $C(N, 0,0)$ decrease with increasing $N$ (or magnetic field).
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