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Abstract—Elastic scattering of 0- to 500-eV electrons by krypton atomsis studied in terms of amodel of phe-
nomenological real potential with allowance for spin—orbit interaction. The energy dependences of the angular
positions of differential cross section minimaare cal culated and compared with experimental data. The energies
and angular positions of seven critical points where the differential cross sections reach minimal values are
determined. The results obtained are in good agreement with the available experimental data. © 2004 MAIK

“ Nauka/lInterperiodica” .

INTRODUCTION

By means of elastic scattering of electrons by argon
atoms, it was demonstrated [1-3] that the angular posi-
tion of the differential cross section (DCS) minimum
may be viewed as afundamental characteristic of scat-
tering in a wide energy range. It turned out that the
energy dependences of the positions of low-angle
(<90°) and high-angle (>90°) DCS minima (measured
and cal culated with varioustechniques) agree with each
other much better than the minimal values of the cross
sections. In [1], such dependences are given for colli-
sion energiesfrom 3t0 100 eV; in [2, 3], for energies of
up to 500 eV (for low-angle minima, to 133 eV [3]).

For krypton atoms, this problem is of even greater
interest. For energies above 70 €V, the third minimum
begins to show in the angular dependences of the DCS
[4]. This minimum is clearly seen in the angular range
from 140° to 150° at energies up to 200 eV [5, 6]. Most
techniques cannot measure DCSs at angles >150°.
Hence, extrapolation of experimental results to high
angles must rely on analytical information about these
minima. In addition, while the highest critical energy
for argon atomsis=130¢€V [3, 5, 7], inthe case of kryp-
ton it risesto =450 eV [5, 7]. Thus, the search for DCS
critical minima must be extended up to 500 eV.

The positions of the minima found in this work are
compared with experimental data [7-13], which are
accurate to £3°. In [7], the energies and angles of four
critical minimawere estimated with an accuracy of sev-
eral tenths of an electron volt and several hundredths of
a degree. In [8], the DCS absolute values were mea-
sured in the energy interval 20400 eV and in the angu-
lar range 20°-150° (with an angular resolution of £1.5°
or higher). The angular dependences of DCSs are rep-
resented in the form of tables with an angular step of

10° (2° in the vicinity of the minima). In [9], the DCS
relative values were measured at collision energies
from 100 to 3000 eV in the 5°-55° angular range. The
positions of low-angle minimaat 100, 150, and 200 eV
are given with an accuracy of several tenths of adegree.
DCS absol ute measurements (with an accuracy of 20%)
at energiesvarying from 3to 100 eV and at anglesvary-
ing from 20° to 135° were reported in [10]. The posi-
tions of the minima are given accurate to +2°. DCS
absolute measurements with the same accuracy (20%)
were also performed in [11] but for energies from 5 to
200 eV and angles from 10° to 125° (the angular reso-
lution is £2°). Finally, the DCS relative values were
measured at energies between 20 and 80 €V and angles
between 10° and 150° [12, 13]. The angular resolution
was?2° at 12 eV and 0.8° at 80 eV. The DSC valueswere
normalized using data from [10Q], because of which the
accuracy of the absolute values was relatively low,
=24%. The positions of the minima accurate to 1° were
givenin[13].

Elastic scattering of electrons by krypton atomswas
theoretically studied [4-6, 14-18]. However, the angu-
lar positions of the DCS minima were calculated only
in [4]. When using the data represented in the form of
tables with an angular step within 5°, we evaluated the
positions of the minima by the smoothing-out proce-
dure.

In [4], elastic scattering of electrons by krypton
atoms was comprehensively analyzed with the
R-matrix method. The phase shifts (for L = 0-4) at ener-
giesfrom 0.1 to 15 eV, as well as the DCS values and
angles of minima at energies from 1 to 120 eV, are
given. In [18], the DCS values were calculated at ener-
gies from 0.8 to 150 eV in the relativistic approxima-
tion using amodel polarization potential that takes into
account both the dipole and quadrupole polarizabilities
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Fig. 1. s and p-wave phase shifts vs. incident electron
momentum. The dash-and-dot curve is taken from [4],
(x) data taken from [16]. For L = 0: dashed curve, our cal-
culation; (0) data from [26]. For L = 1: continuous and

dashed curves, our calculation of 3; and 61' , respectively;
(v) and (») datapoints for 3; and 61 from [26].

of krypton atoms. In the relativistic approximation
without allowancefor polarization interaction (and also
without allowance for exchange interaction at energies
higher than 200 eV), Walker [5] determined the DCSs
in a wide energy range (from 2 to 1500 eV) but the
results were represented only graphically. Also, he tab-
ulated the energies and angles of complete spin polar-
ization of scattered el ectrons. We used these datato find
the critical minima (thereafter, these minima are
referred to as minimafrom [5]). In[6], the DCS values
at energiesfrom 20 to 3000 eV were calculated in terms
of aloca complex potential. The data for ten energy
values from the interval 20-500 eV were tabulated. In
[14], elastic scattering of electrons by krypton atoms at
low energies (between 0.01to 30 eV) was studied in the
semirelativistic approach. When calculating the DCS
minima, we used partial phase shifts given for L = 0-8
in [14] and asymptotic phase values (seg, e.g., (8) in
[3]) for L = 9. The authors of [15] evaluated the DCSs
in the relativistic approximation in terms of a local
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potential at energies ranging from 10 to 50 eV. How-
ever, the results obtained in [15] are shown graphically
only in anarrow angular range.

This process at low energies was thoroughly inves-
tigated in [16], where the cal culations were carried out
by treating exchange exactly and including only the
dipole part of the polarization potential. The phase
shifts are given for L = 06 at energies from O to
54.4 eV and the DCS values, for nine energies from the
interval 3-50 eV. In [17], the data for elastic scattering
of electrons by krypton atoms were refined by taking
into account the dynamic distortion effects. However,
only the energy dependences of the integral cross sec-
tions are tabulated in that work.

In this work, we calculate the energy dependences
of the angular positions of DCS minima and find the
critical minima of the DCSs of elastic electron scatter-
ing by krypton atoms at energies up to 500 eV.

CALCULATION METHOD AND DISCUSSION
OF RESULTS

The scattering cross sections were calculated by the
same theoretical approach as in [3]. As an electron—
atom interaction potential, we took a phenomenologi-
cal real potentia V(r) (see Eq. (5) in[3]). The parame-
ters of the static potential V(r) and the electron density
p(r) for a krypton atom were taken from [19], where
they were calculated by the Hartree—Fock method: 2y, =
—0.9534 and 3y; = 1 — 2y, (dimensionless parameters);
2\, = 6.029, 3\, = 52.84, "\, = 14.032, "\, = 38.138,
b\, = 2.174, by, = -16.23, by, = —28.297, and by; =

0.7832 (these parameters are expressed in units of agl :
where g, is the first Bohr radius of a hydrogen atom).
The electron density and the ionization potential of a
krypton atom, | = 13.9997 eV [20], are used to calculate
the local exchange potential V(r). The dipole polariz-

ability of akrypton atom, oy = 16.7438, which is nec-
essary for calculation of the polarization potential

oy rf 2
Vi(r) = —Z—r‘i%ﬂ—exp[—%ﬁ }E,

wastaken from [21]. Asin [3], the parameter R. appear-
ing in the expression for V(r) was calculated from the
condition for the well-known Ramsauer—Townsend
minimum in the integral cross section of slow electron
scattering by inert gas atoms (see, e.g., [22, 23] and re-
ferences therein). For severa values of R, the energy
dependence of the low-energy s-wave phase shift §,
was evaluated with the variable phase method [24, 25].
It was found that, with R, = 3.2a, (Fig. 1), the phase
shift &, first increases from 12.59 rad at a collision
energy E = 0.001 eV to 12.64 rad at E = 0.07 eV and
then dropsto 12.57 rad = 41tat E=0.41 eV. Eventually,
we observed a deep minimum of the swave partial
2004
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Fig. 2. Energy dependence of the integral cross section of
electron scattering by krypton atoms. Data points (x) and
(») are taken from [27] and [28], respectively. The solid
curverefersto our calculation; dashed lineistakenfrom[4];
and symbols (+) and (0) are anaytical valuesfrom [14] and
[17], respectively.

cross section, which gave rise to the Ramsauer—
Townsend minimum at 0.42 eV of the integral cross
section (Fig. 2). In [23], the minimum value of the
experimental cross section was estimated as (1.7 £

0.5)a; at E =0.66 + 0.29 eV. Thisvalue coincides with

our value, 1.3a; at 0.42 eV, within the measurement
error in both energy and cross section.

Figure 1 shows that, starting from k = 0.38 a.u. (we
use the atomic units, so that e = m, =% = 1), our energy
dependences of the phase shifts , and &, agree well
with the calculationsin [4, 16] and with the relativistic
calculation [26]. For the orbital moments L = 3 and 4,
the agreement with the cited works is also satisfactory
(Fig. 3). For the d-wave phase shift, we obtained good
agreement with the data of [26] (Fig. 3). It was noted
[16] that the difference between the phase shifts found
by varioustechniquesisthe greatest when L = 2 and the
energy varies between 6 and 50 eV. The sharp (reso-
nance-like) growth of the d-wave phase shift at energies
between 1 and 20 eV causesamaximum at 10 eV inthe
integral cross section. As follows from Fig. 2, our cal-
culation isin good agreement with the experiment [27].
The fact that the maximum of the cross section at 10 eV
in [16, 17] is higher than the experimental value by
more than 20% implies that the d-wave phase shift at
this energy has a less steep slope than that reported in
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Fig. 3. d-, f-, and g-wave phase shifts vs. incident electron
momentum (the d phase is given for &, — ). For al L, the
dashed curveisour calculationof 5, , (v) 3, from[26], the
dash-and-dot curve is taken from [4], and (+) data from
[16]. For L = 2: the solid curveis our calculation of 6; and

(») &, from [26].

[16, 17]. In [4], the maximal scattering cross section is
higher than the experimental value by only 5%. Asfol-
lows from Fig. 3, the d phase calculated in [4] also has
aless steep slope than in [16, 17].

Table 1 compares the partial phase shiftsfor L = 0—
3 obtained in this paper with those obtained by nonrel-
ativistic R-matrix [4], semirelativistic [14], and relativ-
istic [26] calculations. In [14, 26], akrypton atom was
described in terms of relativistic Hartree—Fock wave
functions. In al the three works cited, exchange inter-
action was taken into account exactly. In [4, 14], polar-
ization interaction was included via the dipole polariz-
ability; in [26], viaamodel polarization potential with
the dipole and quadrupole polarizabilities taken into
consideration. As follows from Table 1, the s phases
calculatedin[4, 14, 26] arevirtually coincident. Hence,
the difference between the nonrelativistic and relativis-
tic approaches to describing a krypton atom isinsignif-
icant.

For comparison with [4], Table 1 aso liststhe phase
shift values evaluated without allowance for spin—orbit
interaction. Our value of &, is seen to deviate from that
in [4] by no more than 0.09%. For 9,, the differenceis
0.5%; for &,, 0.03% at 5 €V and 1.3% at 10 eV. Thus,
we may conclude that the parametrized V(r) and p(r),
as well as local V(r), used in this work, adequately
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Table 1. Partial phase shifts 9, (rad) of the waves for elastic scattering of electrons by krypton atoms

E=5eV E=10eV E=100eV E=150eV
o

our cal- our cal- our cal- our cal-

[4] [14] [26] culation [4] [14] [26] culation [26] culation [26] culation
oy (1177 11.797 |11.76 11.78 11.28 11.312 |11.284 |11.29 9.0420 | 9.011 | 85868 | 8.551
0, 9.013 - - 9.043 8.661 - - 8.701 - 6.902 - 6.523
0, - 9.097 9.062 9.072 - 8.736 8703 | 8734 | 6.9126 | 6.935 | 6.537 6.556
6; - 9.066 9.029 9.028 - 8.697 8.662 | 8.685 | 6.8638 | 6.886 | 6.488 6.507
Ad, — 0.031 0.033 0.044 - 0.039 0.041 | 0.049 | 0.0488 | 0.049 | 0.049 0.049
0, 3.564 - - 3.565 4.155 - - 4104 - 4.237 - 4,064
6; - 3.629 3.492 3.566 - 4.290 4016 | 4108 | 42110 | 4.244 | 4.053 4,071
6;’ - 3.635 3.494 3.564 - 4.289 4013 | 4.100 | 4.1988 | 4.232 | 4.040 4,059
Ad, - —-0.006 |-0.002 | 0.002 - 0.001 0.003 | 0.008 | 0.0122 | 0.012 |0.013 0.012
03 0.07373| 0.0692 — 0.07469| 0.1371 | 0.1594 — 0.1801 — 1.349 - 1.559
03 - - 0.0657 | 0.07469 - - 0.1532| 0.1801| 1.3633 | 1.350 |1.5936 | 1.560
6§ - - 0.0660 | 0.07469 - - 0.1522| 0.1801| 1.3629 | 1.349 |1.5936 | 1.559
Ad; - - -0.0003| 0 - - 0001 | O 0.004 0001 |O 0.001

Note: Spin—orbit split of the phase shift is A8, = &, — &, , where 5; =&, * 2.

describe static—exchange (V; + V,) electron—atom inter-
action.

Comparing our calculation of &, with the relativistic
calculation made in [26], we note that the differenceis
no more than 0.09% at low energies and no more than
0.42% at high energies. For p, d, and f waves, the differ-
ence between our calculations and those in [26] is,
respectively, 0.35, 2.2, and 15.5% at 10 eV; for 150 eV,
the respective differences are lower: 0.29, 0.47, and
2.2%. This leads us to conclude that the difference
between our calculations and calculations [26] arises
from using different model polarization potentials
rather than from incomplete taking account of relativis-
tic effects.

Asfollowsfrom Table 1, our calculation, in general,
agrees well with the caculation made in [14]. As
applied to the d phase, the difference is 4.4% at 10 eV.
Figure 2 shows that the maximal integral cross section
obtained in [14] at 10 eV is 10% higher than the exper-
imental value obtained in [27]. As was aready noted,
thed phasein[27] grew faster thanin [4, 26] and in our
work at this energy.

From the expression for the spin-flip scattering
amplitude g(6) (see, e.g., expression (3) in [3]), it fol-
lows that this amplitude depends on the spin—orbit split
Ad, of the phase shifts. Table 1 demonstrates that p and
d waves make a major contribution to this amplitude
and that Ad, , obtained in this work at 100 and 150 eV
are the same as those abtained in [26].

Thus, the phase shifts of the other waves (other than
the d wave) obtained by us with the local potential V(r)
(involving the parameter R, found from the above
requirements for the low-energy behavior of the swave
phase shift) also agree well with those obtained with the
R-matrix approach [4] and calculations [14, 16, 26],
which were made in various approximations, over a
wide energy range.

Since the values of the phase shiftsfound in [16, 26]
for L = 7 were asymptotic, we compared the energy
dependences of &, that were derived from the phase
equation and from formula (8) in [3]. The discrepancy
between the curves becomes tangible even at 50 eV.
Starting from 120 eV, this discrepancy increases with
energy, and, at 500 eV, the asymptotic value of &,
exceeds the calculation by about 30%. Clearly, for L >
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Fig. 4. Angular dependence of the DCS of electron scatter-
ing by krypton atoms at 100 eV. Data points (A), (+), and
(@) are taken from [8], [10], and [11], respectively. The
solid curverefersto our calculation, the dash-and-dot lineis
taken from [4], the dashed curveis from [18], and symbols
(0) are analytical valuesfrom [6].

7, thisdiscrepancy will also become noticeable at acer-
tain energy.

The number of partial waves that is calculated with
the phase eguation depends on the incident electron
energy. For 1 eV, the number of waves is six; for
500 eV, 32 waves arise. Therefore, for 500 eV, we used
the asymptotic phases only from L = 32 (versusL = 20
for 150 eV). A total of 300 partial phase shifts were
used in DCS calculation.

As was mentioned in the Introduction, the DCS of
electron scattering by a krypton atom may have three
minima at a certain energy. For 100 eV, thisis illus-
trated in Fig. 4. Asis seen, theoretical and experimental
angular positions of the minimaare is good agreement.
The minimum at angles <80° will be called the low-
angle minimum (minimum 1); two others, high-angle
minima (minima 2 and 3). Figure 5 shows the energy
dependences of the angular positions of the corre-
sponding minima.

Comparing the positions of minimum 1 (Fig. 5a)
found experimentally [6, 8-11, 13] and theoretically
[4, 14, 16, 18], we may infer that our calculation fol-
lows the genera run of these dependences. The excep-
tion isthe energy range from 7.5 to 15 eV, where mini-
mum 1 calculated by us and in [4, 14, 18] is smoother
than in [10, 11, 16]. Note that, at these energies, the
DCS varies smoothly in the angular range 60°-80° and
the discrepancy between our calculation and experi-
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Fig. 5. Energy dependences of the angular positions of the
(a) low-angle and (b) high-angle DCS minima for elastic
scattering of electrons by krypton atoms. Data points:

(w) [7], (©) [8]. (¥) [9], (») [10], (a) [11], and (e) [13].
Analytical values: (v) [4], (¥) [18], (*) [5], (T) [6], (<) [14],
and (+) [16]. The dashed line is our calculation.

mental values[10, 11] iswithin the experimental error.
From 20 eV on, minimum 1 again becomes distinct in
both experimental and theoretical cross sections, the
discrepancy between the positions of the minimum
being is as small as 4°. Such a small discrepancy per-
sists up to 100 eV. Figure 5a shows the angular posi-
tions of the minimum to 200 eV. At still higher energies,
the low-angle minimum flattens and disappears in the
experiment [8], calculations [5, 6], and in our calcula-
tion (starting from 194 eV).

As follows from Fig. 5b, the angular position of
minimum 2 (curve 1) changes from 148.8° at 1 eV to
112.8° at 15 eV. Then, the angle of the minimum
increases to 153.5° at 30 eV and decreases again to
73.1° at 500 eV.

From 69 eV, minimum 3 appears in the angular
dependence of the DCS. Its angular position changes
from 138.2° at 69 eV to 151.6° at 100 eV and reaches
123.9° at 500 eV (curve 2). The DCSscalculated in [4—
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Fig. 6. Energy dependences of the high-angle DCS minima
for elastic scattering of electrons by krypton atoms. The
angular positions of the minima correspond to (a) curve 1
and (b) curve 2 in Fig. 5b. H1 (7.4 eV, 117.15°),
H2 (35.9 eV, 149.70°), H3 (53.6 eV, 128.15°), M1 (61.4 eV,
114.14°), M2 (187 eV, 82.46°), H4 (116.5 eV, 150.71°), and
H5 (444.2 eV, 125.86°) are critical points.

6, 18] for energies between 70 and 200 eV aso have
three minima. In [10], the experimental DCSvalues are
given for anglesto 135°;in[8, 12, 13], to 150°. At ener-
gies of 75 eV in [10], 80 eV in [13], and 100 eV in
[8, 10, 11], the DCS show high-angle maximaat 120°—
130° and then drop at 125° in [11], 135° in [10], and
150° in [10, 13]. As the energy increases, the position
of minimum 3 shifts toward lower angles. In [8], this
minimum is distinctly seen even at 140 and 130° for
200 and 400 eV, respectively. Finally, Fig. 5b demon-
strates the experimental [7] and analytical [5] positions
of the critical minima. It is noteworthy that the position
of minimum 3 found by us (curve 2) isin good agree-
ment with the positions of the minima found in [5, 7].
Asfollows from Fig. 5b, the experimental and analyti-
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cal positions of minima 2 and 3 are in excellent agree-
ment over the energy range 50-500 eV.

Calculation shows that minimum 2 flattens and dis-
appears, starting from 640 eV. In the energy interval
500-630 eV, the DCS value in minimum 2 remains

practically unchanged, ~0.11a§/sr. Within this energy

interval, the angle of minimum 2 variesfrom 73° to 78°.
Asfor minimum 3, our calculation shows that its angu-
lar position changes from 124° to 115° at energies
between 500 and 800 eV. At these energies, the DCS

value gradually increases from 0.0026 to 0.0333 [sr.

The high-angle minima turned out to be the deepest
(see, eq., Fig. 4). Figure 6 demonstrates the energy
dependence of the DCS values in minima 2 and 3 (the
angular positions of these minimaare given by curves 1
and 2, respectively, in Fig. 5b). Seven |east values of the
DCSthusfound arereferred to as critical minimaof the
DCS of electron scattering by krypton atoms. The crit-
ical values of energies, E¢, and angles, 6., are com-
pared with experimental datacurrently available[7]. As
we noted above, the points of complete spin polariza-
tion of electrons elastically scattered by krypton atoms
werereported in [5]. At these points, the Sherman func-
tion S, 8) = 1. Since these points are arranged sym-
metrically about a critical minimum (cf., e.g., Tables 1
and 2 in [3]), wetried to estimate the values of E. and
B that could be abtained in [5]. These estimates are
listed in Table 2, from which isfollows that the angular
positions of the minima H2 and H4, as well as the
energy positions of M2 and H5, are in good agreement
with the experiment [7]. The position of the minimum
H1 agrees well with the position of the high-angle min-
imum at 7.5 eV, which was observed at 116° and 115°
in experiments [10] and [11], respectively, and also at
117° and 120° in theoretical works [18] and [16],
respectively.

Note that the values of al E. in [5] exceed those
found in this work. Possibly, this is because polariza-
tion interaction in [5] was disregarded.

Jansen and de Heer [9] referred to the private com-
muni cation by Walker (1974), where he performed cal-
culations including a polarization potential similar to
that used in thiswork. They compared their results with
the results of Walker, which take into account both
exchange and polarization interactions, and with his
results including only exchange interaction (given in
parentheses below). For the former case, the DCSratio
at 100 eV equals 0.96 (1.99) at 5° and 0.89 (1.32) at
10°. Evidently, inclusion of the polarization potential
brings the theoretical and experimental results closer
together. We compared our cal culations with the results
of [9] and found that, at 100 €V, the associated ratios
equal 0.93 at 5° and 0.84 at 10°; that is, they are almost
the same as in Walker’s communication. Note that the
value of the parameter R, (appearing in the expression
for the polarization potential) used by Walker (R, = 3a,)
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Table 2. Energy, E¢, and angular, 8¢, positions of the critical minima

Our calculation Other results
Critical minima
Ec, eV B¢, deg Ec, ev Oc, deg refs.

H1l 74 117.15 8.6 115.4 [5]

H2 359 149.70 38.7+0.6 149.70+ 0.01 [7]

37.9 150.7 [5]

H3 53.6 128.15 - - -

M1 61.4 114.14 - - -

H4 116.5 150.71 121.6+0.8 149.98 + 0.05 [7]

128.5 149.3 [5]

M2 187 82.46 188.0+ 0.9 83.2+0.3 [7]

195 81.9 [5]

H5 444.2 125.86 4442 +14 126.6 £ 0.20 [7]

459 125.2 [5]

was aso calculated from the energy of the Ramsauer— REFERENCES

Townsend minimum. Since the polarization potentials
V,(r) in our work and in Walker's communication are
virtually the same, it may be argued that the absence of
V,(r) in[5] causes aslower growth (compared with our
results; see Fig. 3) of the phase shiftsfor L = 2 (prima-
rily, the phase shift of the d wave), which cannot help
affecting the energy positions of the critical minimain
[5]. Note that, in our calculation (e.g., for E= 7.4 eV),
the contribution of the d wave partial cross section to
the integral section amounts to 57% (for the effect of
the polarization potential on the energy dependence of
the phase shifts, see, e.g., [29]).

We did not report here the energy dependences of
the DCS low-angle minima, since these minima exceed

0.01a;/sr at E = 1 eV (see Fig. 6). For example, at E =
1 eV, the low-angle minimum is observed at 25.7°. At
this point, the direct scattering amplitude magnitude
squared is |f]? = 1.2 x 102a’/sr and the exchange

amplitude magnitude squared is |g]? = 7.7 x 104a’/sr.
Note that, at the deepest high-angle minimum H1,
|f2=7.5x%10%a]/sr and |g]? = 4.2 x 10238’ /sr; that is,
lg|? isalmost three orders of magnitude higher than |f [°.
For all the critica minimafound in this work, the con-
dition |g> = |f % is fulfilled in the neighborhood of the
critical angles 6. This means (see, e.g., [3]) that com-
plete spin polarization of scattered electrons may be

found in the energy and angular vicinity of these
minima.
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Abstract—The effect is studied of a magnetic field with circular lines of force on the capillary instability of
the cylindrical interface between two immiscible ferrofluids with different magnetic susceptibilities but equal
densities and viscosities. A dispersion relation is obtained using amodified equation of motion, and the limiting
conditions for instability development (high Ohnesorge numbers) are analyzed. © 2004 MAIK “ Nauka/Inter-

periodica” .

INTRODUCTION

Capillary disintegration of a cylindrical sheath that
consists of an air-surrounded high-viscosity fluid cov-
ering athin filament has long been the subject of exten-
sive investigation [1, 2]. A natural example of such an
object is an as-spun web [1].

The ferrohydrodynamic analogue [3-6] of the clas-
sical experiments [1] clearly demonstrates the effi-
ciency of a magnetic field in controlling the capillary
disintegration of a cylindrical layer of a magnetic fluid
covering a long circular current-carrying conductor.
Unlike a nonmagnetic fluid used in the experiments
[1, 2], a ferromagnetic fluid experiences the action of
bulk magnetic forces, which are directed to the axis of
symmetry and confine the layer to the conductor sur-
face. In the experiments [3, 4], the outer interface was
kept strictly cylindrical by eliminating the effect of the
gravitational force on the ferrofluid. To this end, the
conductor with the overlayer was immersed in a high-
viscosity nonmagnetic fluid having the same density as
theferrofluid of the layer to produce the effect of hydro-
dynamic weightlessness. In these modifications of the
classical experiments, the ferrofluid layer is several
orders of magnitude thicker than the air-surrounded
sheath of a nonmagnetic fluid around the filament.

The stabilizing effect of a magnetic field (induced
by the current passing through the conductor) on the
capillary disintegration of a cylindrical configuration
formed by viscous magnetic and nonmagnetic fluidsis
the most convenient to treat in terms of a model that
considers acylindrical layer of a nonviscous ferrofluid
surrounded by a gas of negligible density [4—6]. The
use of such a smplification in experiments with two
viscous fluids has made it possible to evaluate the criti-
cal magnetic Bond number Bo,, (which wasfound to be
equal to unity), which separatesthe stable, Bo,,> 1, and

unstable, Bo,, < 1, configurations. It has been con-
cluded that the wavel ength A of the most rapidly grow-

ing harmonic (this harmonic defines the typical size of
drops upon the disintegration of the continuouslayer) is
amost independent of the thickness of the layer. It
should be noted in this context that a more complex
model that includes the viscosity of the ferrofliuid,
which produces the cylindrical layer, and a finite den-
sity of the surrounding nonviscous fluid exhibits an
appreciable dependence of the parameter A on the

thickness of the layer [7].

In thiswork, we study capillary instability of atwo-
fluid system formed by immiscible ferrofluids sepa-
rated by a cylindrical interface at the zero time. It is
assumed that they have the same densities and viscosi-
ties but the magnetic susceptibility of theinner fluid is
higher. The effect of a magnetic field and the thickness
of the layer on Ajis considered in the limiting case of

capillary instability development when the contribution
of inertial forces is negligible compared with that of
viscous forces (high Ohnesorge numbers).

PROBLEM DEFINITION

We are dealing with a continuous layer of a quies-
cent ferrofluid with a constant thickness d covering a
straight cylindrical conductor of radius ¢ that carries a
time-invariable current | inducing a magnetic field H.
The layer is surrounded by aimmiscible ferrofluid that
fillsacuvette. The walls of the cuvette and the free sur-
face of the ferrofluid in the cuvette are far away from
the lateral surface of the layer. It is assumed the both
liquids are Newtonian and have equal dynamic viscos-
ity coefficient n and density p. At the same time, their
absolute magnetic susceptibilities (4, and , for the
inner and outer fluids, respectively) differ from each

1063-7842/04/4906-0669%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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other and depend only on the magnetic field magnitude,
with py(H) > p(H).

Let us introduce the cylindrical coordinate system
(r, 9, 2) such that the z axis as aligned with the conduc-
tor axis. Vectors e, ey, and e, are the unit vectors along
the coordinates r, 9, and z. In this coordinate system,
the interface between the fluids (which are in hydro-
static equilibrium) is described by the equation r = a,
where a = ¢ + d, and the magnetic field is azimuthal:
H(r) = He;y; so, in the domain occupied by the fluids,
r > ¢, we have H = 1/(2rr). Next, the magnetic suscep-
tibility Xo(H), the magnetization M 4, and the bulk mag-
netic force density f, in this two-fluid system are given

by
Xo = Xa(H)[1-6(z—a)] +X2(H)6(r —a),
|J-0X0|2e oy

4rer®
where x;(H) = W/l — 1 are the magnetic susceptibilities
of the inner (j = 1) and outer (j = 2) fluids; pg = 471 %
1077 H/m is the magnetic constant; and 6(r — a) is the
Heaviside function:

My = XoH, fo = HoMogradH = —

f <
o(r—a) = %0 or r<a
M for r>a.

Obviously, the magnetic force is a potentia in
hydrostatic equilibrium.

Itisknown [3-6] that, in experiments, the static con-
figuration under consideration can be implemented
only if the magnetic Bond number Bo, =
Ho(41P0@) M %(X1 — X2) | = v > 1 (hereafter, aisthe sur-
face tension coefficient). For Bond numbers smaller
than unity (the Bond number decreases with decreasing
the current 1), the cylindrical interface becomes unsta-
ble and the continuous cylindrical layer of the inner
fluid disintegrates into drops, which are strung on the
conductor like beads.

Consider the case where surface tension forces give
rise to joint axisymmetric motion of immiscible fluids
when the interface between them is a cylindrical sur-
face weakly distorted in the longitudinal direction that
is described by the equation r = r{(z, t) (t is the time).
Letryz t) =a+ {(z t), where {(z t) describes a small
perturbation (|{(z, t)/a] < 1) of the initial radius of the
cylindrical interface. The function {(z t) is a priori
unknown and is to be found during the solution of the
problem.

For the axisymmetric motion of the fluids, a distor-
tion of theinitially cylindrical interface between media
with different magnetic susceptibilities does not disturb
theinitial magnetic field, sincecircular lines of forcedo
not intersect the disturbed interface. In this case, how-
ever, the magnetic fluids are redistributed, because fluid
particles with different susceptibilities cross the imagi-

KOROVIN

nary geometrical surface r = a, which coincides with
the initial shape of the interface. Then, the magnetic
susceptibility x(H), the magnetization M, and the bulk
magnetic force density f in the motion-disturbed two-
fluid system are given by expressions other than (1):

X = Xa(H)[1=8(rr —ry)] +X2(H)6(r —ry),

HoX| : @
—4T[2r39r '

M =xH, f=

Itis easy to check that

_ _ HoXa=X2)1"a¢
curlf =To(r—ry)ey, I = PRCICIN 3

where &(r —rg) isthe Dirac function.

Thus, a distortion of the initial cylindrical surface
(because of which 0¢/dz # 0) due to capillary forces
leads to magnetic force vorticity (curl f) at theinterface,
while beyond the interface, the magnetic force remains
potential.

Since the fluids are incompressible, the velocity
field u(r, z t) = (u,, 0, u,) are solenoidal:

divu = 0. (4)

The features of the situation under study is the con-
stant density of the medium, the constant dynamic vis-
cosity coefficient throughout the two-fluid system, and
the absence [ 8] of pairsof lumped external forces[9] on
theinterfacer =r(z, t). Because of this, we may depart
from the standard linear problem of hydrodynamic sta-
bility of two immiscible fluids with a cylindrical inter-
face[7]. Recall that this problem requiresthat differen-
tiable solutions to the hydrodynamic equations be
found separately in either of the domains occupied by
the fluids with the subsequent joining of these solutions
by means of kinematic and dynamic conditions at the
interface.

In terms of the linear theory, these conditions are set
on the undisturbed interface given by r = a. Analysis
shows [10] that, in our case, the derivatives du,/or,
du,/0z, du,/or, and du,/0z are continuous at the inter-
face. In this case, the dynamic condition on the inter-
face between the ferrofluids that reflect the balance of
normal forces (stresses) acting on the opposite sides of
the interface does not involve viscous forces [6]. As a
result, we arrive at the situation typical of nonviscous
fluids: a pressure shock at the interface depends on the
surface tension coefficient a and mean curvature K of
the interface and does not depend on the velocity field:

p.(a, zt)—pi(a zt) = -2aK,
K = }[ﬂ' Z QZ_ZD>O’ (5)

2la a’ OZZD
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where p,(r, z t) and p,(r, z, t) are the pressures in the
inner (c <r < a) and outer (a < r < o) ferrofluids,
respectively.

In our approximation, the deflection of the normal to
the interface from theradial direction isignored; there-
fore, the stress f, due to capillary forces acting on the
interface from the outer ferrofluid can be written, in
view of (5), asf(z t) = —20Ke,.

In contrast to the standard statement of the problem [7],
we consider thetwo-fluid system asaunified medium. For
such amedium, the pressure can be written as

0p.(r,z, t) for
p(r.zt) = 0

po(r, z,t)  for
Asin [11], capillary forces will appear directly in
the equation of motion. To do thisin the framework of
the linear theory implies [10] that the modified differ-
ential equation of motion must contain the stress f,
localized at the interface r = a. Neglecting the terms
guadratic in velocity, one can write the equation of

motion for the medium considered in the form

r<a
r>a.

o = gradp+ndu+f+pg+F,  (6)
F.=f.0(r-a), f.=-2aKe,. @)

Here, g = (g,, 05, 9,) isthe free-fall acceleration, F. is
the density of bulk forces dueto the capillary effect, and
AistheLaplacian. Inview of (6), it iseasy to show that
condition (5) is fulfilled automatically for a solution
(u, p) to the set of equations (4) and (6) provided that
the velocity field is continuous. Thus, if modified equa-
tion of motion (6) is used, the need for dynamic condi-
tion (5) is eliminated.

On the surface of the conductor, the impermeability
and attachment conditions must be met:

u(c,zt) =0, u,czt) =0. (8

The linearized kinematic condition at the interface
(r = a) hasthe form

¢ _
3 - u(a z1t). 9
Physically, equality (9) meansthat the interface con-
sists of the same fluid particles. Note also that u —» 0
at r — oo, which follows from the physical essence of
the problem.
Let us exclude the pressure from (6) to ssmplify the
mathematics. Applying the curl operator to (6) and tak-
ing into account (7) yields

o, 1 _ ¢
m —VvAw, = 2p(curlf +curlFy), v = 5 (20
_ qOLog, o’y
curlF, = aDdzaZ+gz—3D6(r—a)e3, (12)
TECHNICAL PHYSICS Vol. 49 No.6 2004
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where @, = % curlu isthe velocity vortex vector.

Equation (10) describes diffusion of vorticity in a
moving two-fluid system. Vorticity arises when the
fluid is attached to the solid conductor and aso when
there exist vorticity sources, such as magnetic and cap-
illary force vorticities (Egs. (3) and (11), respectively),
which appear on the right of (10).

Introducing the Stokes stream function ryi(r, z t)
into Eq. (4) yields

_ oy _ _1o(ry)
=%z %~ T
then, one readily finds that
0, = %ESLLLI, Aw, = :—ZLeSLLLp,

where

2 2
L. 10 1,9
or® ror % 57

With regard to these expressions, Eg. (10) in scalar
form can be recast as

100 o 0 Db @105 o
H—‘Vaﬁjl-lp = f]azlj OmDD 626“ a—<((z1)]
(12)
M, 20y, O
E5z+aazsmé(r a)%'

With regard to the stream function, kinematic condi-
tion (9) at theinterface and condition (8) on the conduc-
tor surface take the form

00 _oy| _

ot 0z|,-, 0. (13)
ol =g U LUEZD_g (g
0Z|r-¢ or |- c

Now, weturn to the set of differential equations (12)
and (13) and study the time variation of its solution that
satisfies boundary-value condition (14).

DISPERSION RELATION

Since the problem is axisymmetric, the operator
method based on Hankel transformation [12] seems to
be the most appropriate for finding a solution to
Eq. (12). It is known that, for a piecewise continuous
function w(r) satisfying the general limitedness condi-
tions [12], the Hankel inversion formulas of order n =
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0,12, ... aevdid:

Hofw(r)} = JW(r)d(sryrdr = Wo(s),
0

. (15)
W {W(S) = [Wi(s)dy(sr)sds =w(r),
0
where J,(sr) isthe nth-order Bessel function.
The following equality isvalid [12]:
d°w  1dw will _ >
%1Ddr2 F-ar—r—% = =S Wl(S). (16)

We extend the definition of the function (r, z, t),
setting it equal to Y(c, z t) for 0 < r < ¢, and introduce
the designation

H{w(r.zt} =2 (sz1).

Applying the first-order Hankel transformation to
Eq. (12) and taking into account (16), we get

100°

_10 10 _ 4]
2 vat SO c0*
3 (17)
_aJy(sa)pz| a'Bo, 20°70
= =0 L —1|-a"—.
na 7 (a+q) 0z

Neglecting quantities on the order of |{/a| and
higher (i.e., quantities much smaller than unity), we
arrive at alinear equation that describes the early stage
of instability development, where the difference
between the actual (time-varying) shape of theinterface
r = r4z, t) and the initial static shaper = a is as yet
small:

2 2
0~ 10 4md”
2 vot o002 spZ o
_ aJy(sa)rag 203Z
= ha [aZ(Bom—l)—a 023}

Physically, the transition from Eq. (17) to Eq. (18)
means that the distribution of magnetic sources

1
Z)I‘é(r—rs)ea,

which arelocalized at theinterfacer =r(z t) and area
factor responsible for the velocity field vorticity, may
be transferred from the surfacer =r(z, t) to the surface
r = aintermsof thelinear the ory.

The coefficients of linear equations (13) and (18) do
not depend on time; therefore, one may apply the Fou-
rier transformation to study the behavior of a solution
to linearized problem (12)—(14) [13]. Inthis case, using
the inverse Fourier transformation, one constructs a

KOROVIN

solution as a superposition of partial solutions (normal
modes) in which space variables and time are separated
and the time dependence is specified by the factor
exp(-iwt):

(kexpli(kz—owt)], W (r)exp[i(kz—-owt)],

. (s)expli(kz—wt)], i = J-1.

Here, {, is the constant (the Fourier transform of the
desired function {(z, t) at the zero time t = 0), k is the
real parameter (wavenumber), and the function w =
w(K) isto be found during the solution of the problem.

After finding the function Z,(s) by using the inverse
Hankel transformation, the amplitude function Wy(r) is
determined as a frequency solution to linearized inho-
mogeneous equation (12):

Wo(nexpli(kz—wt)], Wy(r) = H{Z(s)} . (20)

Substituting expressions (19) into Egs. (13) and (18)
and into boundary-value conditions (14) yields

(w+kW(a) =0,

(19)

(21)

(S° +K) (S + M) (s) = %Q%(Sa), (22)
na

)
W) =0 ¥ 3O _4 (23)
r r=c¢ C
where
Q = Bo,—1+kK’ K = ka,
m = kz—i%), Rem> 0.

Using the expansion of the rational fraction
1 __ 1 gl 10
(+K)(E+m) m -k +KkE £+mt
we obtain from equality (22)
iaQ K¢, rJdi(sa) Ji(sa)
r]a2 mz—kz[s2 + kz_s2 + mz]
Then, turning to (20) and using the definite integrals

of cylindrical functions [14, formulas (6.535) and
(6.541)], wefind

Z(s) =

Wy(r) = 1% K5 orpr), (24
na m —k
where
R(r) = Ky(k)I(kr)=K;(ma)l,(mr) for r<a,
R(r) = I, (K)K (kr) =1, (ma)K,(mr) for r=a.

It is easy to check that solution (24) at the point r =
a has continuous first- and second-order derivatives,
TECHNICAL PHYSICS Vol. 49
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Since solution (24) does not satisfy conditions (21)
and (23), it isnecessary to invoke solutions of type (19),
which are solutions to the homogeneous equation

BL_}QD Ly =

This eguation corresponds to inhomogeneous equa-
tion (12). Substituting the second expression in (19)
into (25) yields

(25)

d ,1d @, 7
{dr2 rdr—DerrmD}
d 1d M . _
x{dr rdr Dr2+k }wk =0

The fundamental set of this equation is readily
expressed through the modified Bessel functions of the
first and second kind [15]:

W = | (kr), K (Kr),

LIJ(3) = I;(mr), LP(4) Ky(mr).

The next step isto construct, in view of (24), agen-
eral solution like

W, (r) = CK,(kr) + DK (mr) + Wp(r),

LP(Z)

(26)

2

KK, (K)

KK.(q) wa- ou<2
pa

Ki(Ky)

K1(ay)

K1Ko(Ky) Oy o(Q1)

This condition is a dispersion relation from which
the desired function w = w(k) can be found. Cal culating
determinant (27) in view of expressions [15] for the
Wronskians W{Kq(Ky), lo(k1)} and W{Kq(au), lo(an)}
gives

2

W = g_:.;(Bom_1+K2){Il(K)Kl(K)—|1(Q)K1(Q)

+ [K1Ko(K) K1 (a) = arKo(t) Ky (K1) ™
x{ Ki(K)[Kllo(Kl)Kl(ql) +0l1(K1)Ko(ay)l
— 2K, (K)K4(q)

+ Kf(q)[Klll(ql)KO(Kl) +011o(01) K (K1)} -

TECHNICAL PHYSICS Vol. 49 No. 6 2004

Ql11(K)Ky(K) =11 (a)K(a)]
w
(A Ko (a) = 13(k)Ky(K)] | = O

Q[K lo(K1)Kq(K) —ailo(a:)Ky()]
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which islimited at r — oo and contains arbitrary con-
stants C and D.

We now substitute (26) into (21) and (23), using the
recurrence relations [15] for the Bessel functions, to
arrive at a set of linear homogeneous algebraic equa
tionsfor C, D, and {;:

CkK,(K) + DKK(q) + Ly

O
x [wa-—
O pa’w

1(K) =1 1(Q)K1(Q)]D =0,

aK
CKy(ky) + DKy(ay) + {—
pa’w

x Q[1.(a)K4(q) = I1(k)Ky(K)] = O,

aK
Ck,Ko(Ky) + Da;Ko(ay) + {—
pa’w

x Q[Kylo(K1)K1(K) —aslo(a)Ke(q)] = 0,
where
K, = kc = k(1-0), gq = ma,
g, =mc =q(l-o) o =da<l

The existence condition for a nontrivial solution to
this set isfound by equating its determinant to zero:

(27)

In the limit v — O, dispersion relation (28) takes
the form

2 _ iKZKl(K)
pa3 Ki(Kq)

X [11(K)K1(Kqp) =11 (K1) Ky (K)],

which coincides, up to notation, with the dispersion
relation obtained in the standard statement of the stabil-
ity problem for nonviscous magnetic fluids [7, expres-
sion (30)]. Since the effects of capillary and viscous
forcesare mutually independent, thisisevidencefor the
validity of applying modified linearized equation of
motion (6), where the density of bulk forces due to the
capillary effect is calculated by (7).

—1+K6

(Bop,
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VISCOUS REGIME OF CAPILLARY
INSTABILITY

Disintegration (when Bo,,, < 1) of theinitialy cylin-
drical configuration formed by magnetic fluids is a
complex process with the participation of capillary,
inertial, magnetic, and viscous forces. Consider the
development of instability for the case when the effect
of inertial forcesis negligible compared with the effect

KOROVIN

of viscous forces. Such a situation is observed at high
1

Ohnesorge numbers, Z = r](pO(d)_é > 1. In this case,
the linear stage of instability development is character-
ized by thetime scale 1, = na/(aao) [7].

Dispersion relation (27) can be written in dimen-
sionlessform

KKy(K) KKy(q) £0Q”—Kk’Q[14(K)Ky(K) —11(q)K4(0)]

Ki(ky)  Ky(ay)

KQ[11(a)Ky(a) = 11(K1)Ky(K)]

=0, (29)

K1Ko(Kq) 0:Ko(dy) KQ[Kqlg(Kq)K1(K) —dylo(d)Ky(a)]

where Q = wt,, q = Kz—ieQ,ande:Z—Z.

L et the determinant on left of (29) be designated by
F(Q, K; g, 0, Boy). It iseasy to seethat, for Q =0, the
first column of the determinant equals the second col-
umn and all the e ements of the third column vanish, so

KK (K)

K1(Kq) a%Kl(%)

tOKy(ky)  Ky(ay)

From (30), we find that F, (Q, k; 0, g, Bo,,) =0,
since the last column in the first determinant on the
right of (30) consists of zeros and the first two columns
in the second determinant are the same if € = 0. Simi-
larly, one can show that F.; (Q, K; 0, g, Bo,,) # 0inthe
general case. Therefore, the expansion of the function
F(Q, k; €, g, Bo,) in a power of the small parameter
€ < 1 starts with the quadratic term. Thus, for high
Ohnesorge numbers, dispersion relation (29) in a first
approximation takes the form

Fee (Q,K; 0,0, Bo,) =0. (31)

Using the properties of determinants known from
higher algebra, one can find from (31) aroot Q corre-

k(@) £00" K*QII(K)K,(K) = 11 (@K4(0)]
KQ[11(a1) K1(q) = 11(K) 1)Ky (k)]

K;Ko(Kq) C%[QlKo(%)] K Q[K4lo(K1)K(K) —aslo(a1)K4()]

KKy(K)  KKy(@) 00°+K°Qa[14(a)Ky(0)]
KQL[1(a) K, (o)

K1Ko(Ks) G Ko(d)  —K Qe[ lo(0)K4(0)]

that F(0O, K; €, g, Bo,) = 0. It follows that dispersion
relation (29) has the second-tuple trivial root Q = 0,
which, certainly, is of no interest.

Similar considerations show that F(Q, k; O, g,
Bo,,) = 0for any Q, K, 0, and Bo,,. Differentiating the
left of (29) with respect to € yields

(30)

sponding to the viscous regime of capillary instability
development for the configuration of magnetic fluids.
In dimensional form, this root appears as

- la _Bo. K’
w = ZnaKd)(K,G)(l Bo,—K"),

(32
det|.cy

d(k,0) = ,
C21C3 — C22C31
where |[c; || isthe 3 x 3 matrix

Ky (k) Ko(K) + Ky(K) Ci3
Ki(K1) (1-0)[Ko(Kq) + Ky(Kq)] Cxn
KKo(K1)  2[K1Ki(Kq) —=Ko(Ky)]  Cgs
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with

11(K)Ko(K) —12(K)Ky(K),
¢ = ST (KIKo(K) + Ko(K)]

—(1-0)Ky(K)[1o(Ky) + 12(K)]},

Caz = lo(K1)Ky(K) + Kyl1(Kq)Ky(K)
=5 1o(KD[Ko(K) + Ko(K)]

Thefunction ¢(k, o) isdefined forany Kk >0and 0 <
o <1, with ¢(k, o) > 0 and Iimoq)(K,o) =0. Then, the
K -

sign of Imo coincides with that of the factor 1 — Bo,,, —
k2. Accordingly, in the plane (Bo,,, k), the curve of neu-
tral stability (along which Imw = 0), which separates
the stability (Imw < 0) and instability (Imw > 0)

domains, is described by the equation k = ,/1—Bo,, at
0<Bo,<1.
In Fig. 1, the stability domain is represented by the

first quadrant, exclusive of the hatched part (instability
domain). It is seen that the threshold dimensionless

wavenumber Ky, = ,/1—Bo,, decreases (the range of
unstable harmonics shrinks) as the magnetic field
grows. If Bo, isinitialy larger than unity (Bo,,> 1), the
configuration of immiscible magnetic fluids with the
cylindrical interface is stable. Obvioudly, this conclu-
sion agrees with the results of study of capillary insta-
bility in terms of the nonviscous fluid model [3-6].

For Z> 1 and given Bo,, (0<Bo,<1)and o (0 <
0 < 1), the wavenumber K= 2ra/Ajof the most rap-
idly growing harmonic, which specifiesthe typical size
of drops due to the capillary disintegration of theinitial
two-fluid configuration, is a point where the function
Imw(K) reaches a maximum. From (32), the equation
for kgis written as follows:

Ci3

(1-B0y—K: )[$(Kx, O) + Ks by (K« O)]
(33)
—2k5 (K, 0) = 0.

Note that a similar analysis was a so performed for
nonviscous ferrofluids. The capillary instability of the
limiting cases of a gas-surrounded cylindrical layer
(namely, athin liquid sheath covering acylindrical cur-
rent-carrying conductor and a continuous liquid cylin-
der placed in a magnetic field with circular lines of
force) was investigated. It was found that [4, 6] that the

difference between the wavelengths )\2 of the most

rapidly growing harmonics is less than 2% throughout
therange 0 < Bo, < 1. For the thin layer,

0 _ 2
Ay = 2TA 1-Bo.

(34)
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Fig. 1. Instability domain (hatched).
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Fig. 2. Normalized wavelength of the most rapidly growing
harmonic vs. magnetic Bond number for & = (1) 0.05,
(2) 0.8, and (3) 0.99.

Figure 2 plots the normalized wavelength )\E()\f

versus the magnetic Bond number for different 0. The
curves were constructed using formula (34) after solu-
tion of Eqg. (33). It is seen that drops produced by the
capillary disintegration of the layer in the case of con-
tacting immiscible fluids of the same viscosity sur-
rounding a current-carrying conductor of radius c are
coarser than in the case of agas-surrounded nonviscous
fluid for the same Bo,, and c. The difference between
the size of the drops is the most pronounced at small
Bo,,, and increases with increasing relative thickness of
the layer.

Comparison of the curvesin Fig. 2 with those con-
structed for the case when aviscousferrofluidisin con-
tact with anonviscousfluid of the samedensity [ 7] indi-
cates that the dependence of the size of the drops on the
layer thickness is governed primarily by attachment
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condition (8) for fluid particles on the conductor sur-
face. Shear stresses at the interface are of minor impor-
tance.

CONCLUSIONS

The axisymmetric problem of capillary instability
of aninitially cylindrical configuration formed by two
ferrofluids of different magnetic susceptibilities that
surround a current-carrying conductor is stated. The
problem is solved by using a modified equation of
motion that includes in explicit form capillary forces
localized on the weakly distorted cylindrical interface.
A dispersion relation is derived, and its root corre-
sponding to a limiting regime of instability (the effect
of inertial forces is negligible compared with viscous
forcesin the general balance of inertial, viscous, capil-
lary, and magnetic forces) is found.

An equation for the neutral stability curve is
derived, and the range of stability on the plane (Bo,,, K)
isrevealed (Bo,, isthe magnetic Bond number, and K is
the dimensionless wavenumber). It is shown that, at
small Bo,, the thickness of the initially cylindrical
layer of the ferrofluid between the conductor surface
and interface hasasignificant effect on the size of drops
produced by the capillary disintegration of the layer. In
this case, the drops are coarser than in the case of the
capillary disintegration of agas-surrounded nonviscous
ferrofluid layer covering a current-carrying conductor.
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Abstract—A mathematical model of operation of afluid (jet) device measuring the liquid or gas flow rateis
suggested. The model takesinto account the effect of deep negative feedback produced by connecting the con-
trol channels of the bistable jet element. © 2004 MAIK “ Nauka/Interperiodica” .

Fluid flowmeters the sensitive element of whichisa
liquid or gas jet flowing out of the feed channel of the
jet device and producing pressure pulses with a fre-
guency proportional to the velocity of the flow of the
working medium have appeared quite recently and have
not yet found wide application [1, 2]. At the present
time, exhaustive experimental data and a comprehen-
sive theoretical description concerning the principle of
operation of such transducersarelacking. Thisisone of
the reasons why these flowmeters are of limited use.
However, the advantages of such a measuring tech-
nigue (the simple design and reliability of the trans-
ducer, the absence of moving parts, the frequency-mod-
ulated pickup signal, the possibility of measuring the
flow rate in corrosive and cryogenic environments, the
weak dependence of the performance characteristics of
the flowmeters on external factors and fluid properties,
quick response, the possibility of measuring the flow
rate of pulsating flows with a good accuracy, a high
radiation resistance of thetransducer, explosion and fire
safety, and stability against electromagnetic fields)
make it very promising for industrial applications.

Let us consider the processin the chamber of adis-
crete jet device [3] without ventiducts. Its operation is
based on the effect of attraction of the jet to the wall.
External feedback is provided by connecting the two
control channelsto each other (Fig. 1).

Feed channel 1 (usually of arectangular cross sec-
tion) produces a jet to be measured. The deviation of
the jet from the axis of working chamber 4 depends on
the pressure difference in control channels 2 and 3.
Even a dlight deflection of the jet, for example, down-
ward (Fig. 1), resultsin the formation of alow-pressure
region near the lower wall of the working chamber due
to the gjecting effect of the jet. This favors a further
deflection of the jet toward this wall, causing the near-
wall region to shrink and the pressure in it to drop.
Eventually, the transverse pressure drop acting on the
jet rises and the jet bends further (the Coanda effect
[3]). Thus, in jet devices with closed working chambers
(without ventiducts), internal positive feedback due to
the Coanda effect arises: a deflection of the main jet

from the device axis in any direction resultsin an ava-
lanche-like process, which is completed when the jet
touches the nearest wall of the working chamber.

Connection of the control channels of the device to
each other provides external negative feedback. When
the jet is deflected downward, the pressure in lower
control channel 3 becomes lower than that in upper
control channel 2 (because of the gjecting effect) and
the working medium starts moving along feedback loop 7
toward the lower control channel. Outflow of the work-
ing medium from the upper part of the chamber and
inflow to the lower part make the main jet move
upward. Accordingly, the pressure difference between
the control channel s decreases, but the medium goeson
moving in the feedback loop owing to the inertia of the
medium. At the time when the deflection of the main jet
becomes equal to zero (hence, the pressuresin the con-
trol channels become equal to each other), the velocity
of the medium in the feedback loop and the angular
velocity of the main jet reach maximal vaues. The
medium moving by inertia continues to push the main
jet upward. Now, the pressure decreases in the upper
control channel, which slows down the velocity of the
medium in the feedback loop (which is as yet directed
toward the lower control channel) and, hence, the angu-
lar velocity of the main jet. Finaly, the jet touches the

Fig. 1. Flow-rate jet transducer with aerohydrodynamic

feedback: (1) feed channel, (2, 3) control channels,
(4) working chamber, (5, 6) outlet ducts, and (7) feedback
loop.

1063-7842/04/4906-0677$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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upper wall, the pressure difference in the control chan-
nels reaches a maximum, and the velocity of the
medium in the feedback loop drops to zero and then
changes sense. The medium again starts moving in the
feedback loop under the action of pressure differencein
the control channels but now toward the upper control
channel. Then, the process reverses symmetrically.

Earlier, when considering oscillations in jet self-
excited generators, the researchers ran into difficulties
associated with quantitative description of the mecha-
nism of main jet switching. It was argued, for example,
that the flowmeter under consideration generates rel ax-
ation oscillations [1]. In [4], the jet switching mecha-
nism was considered under the assumption that the
departure of the main jet from the chamber wall is
caused only by inflow from the control channel. How-
ever, experimental data showed that pressure oscilla
tionsin the control channels are near-sinusoidal, while
flow visualization in transparent models [5] did not
support the relaxation behavior of oscillations.

In this paper, we (asin [4]) consider the motion of
the main jet in the chamber of a jet generator as har-
monic vibrations of a string. Such a behavior of the jet
is untypical of standard operating regimes of pneu-
monic discrete devices based on the effect of jet attrac-
tion to the wall. However, with the dimensions of the
control channels and feedback loop chosen appropri-
ately, the working point of a discrete device falls into
the linear portion of the performance characteristic.

Based on the above assumption, we will consider
switching in a jet self-excited generator. For a given
volume of the fluid (Fig. 2), the angular momentum
conservation law [6] yields

gj[J’J/’J’r xpudV = J’J/’J’r x pFdVv

—ﬁr X pds+ﬁr x(T,dS).
S S

Here, p and p are the pressure and density of the work-

Fig. 2. On derivation of the jet vibration equation in the
chamber of adiscrete device.

CHAPLYGIN et al.

ing medium, respectively; F are the volume forces (per
unit mass); Sisthe surface bounding the volumeV con-
sidered; and T, isthe stress tensor.

Neglecting the volume forces and assuming the
medium to be incompressible, we obtain for the two-
dimensional case

Hp(u + u’/R)sdsdy

—J’J’p(U—uv/R)ydsdy = m,+m,.

Here, the overcircles indicate time derivatives; o isthe
surface area of the two-dimensional domain under con-
sideration (AOBCD inFig. 2]); uand v arethe axial and
radial velocity components, respectively; Ristheradius
of curvature of the jet axial ling; s is the curvilinear
coordinate measured along the jet axis; y is the coordi-
nate running normally to the jet axis,

S

m, = J’(pl—pz)sds; m, = —sbudo/dt
0

(the moments m, and m, are taken relative to the center
of thefeed channel outlet section); 6 isthe deflection of
the jet axial line from the feed channel axis; and p, and
p, are the pressures in the control channels.

Considering the mation of the main jet as string
vibrations, i.e., assuming that

v = sdf/dt; u = u,-ydo/dt,

where u, is the axial velocity of the jet, we cometo

pr\'/sdsdyz pIIszédsdy = pbs’6/3,

o

[ (pu’s/R)dsdy = puibs’/2R,
~[[puydsdy=p[[ y’8dsdy = pb’s/12.
If the conditions

y<s, V<U puvy<pus,

are satisfied, we have
| Ipu?vydsdy < IpLstdsdy.

Putting s = b,, where b is the width of the control

TECHNICAL PHYSICS Vol. 49 No. 6 2004
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channels, we obtain the differential equation

2
e+ 212V 26+ 26u0 5 — 6?Cpc 5 (1)
b™+4b; b"+4b, pb(b” +4b;)
wheretheangleelstakenats b, pc=p2—p1,@ndvis

the kinematic viscosity.

If Uy > 2vw, where w = 2mf and f isthe vibration fre-
guency, the second term in Eq. (1) can be neglected; if

6Ug/(b? + 4by) > «?, the first one can aso be
neglected. Then, the solution to Eq. (1) has the form

8/p, = b/pbu;. ©)

If the jet shifts by an angle d6, it displaces the vol-
ume

hi®
dv = Ddy = ﬂde = D0y
2pbug

in one of the control channels. Taking into account that

dv/dt = -S§v; =—q;,

where S is the cross-sectional area of the feedback
loop, v; is the flow-rate-averaged velocity of the
medium in the feedback loop, and h is the height of the
chamber, we arrive at

hi*b, dp, _
2S pbu? dt

©)

(the minus sign takes into account that, when the jet
shifts towards the lower control pressure, the working
medium moves toward the higher pressure).

The d’ Alembert equation for the feedback loop has
the form

pt) = Ra() + LG,

where R; = 8)(apvlf/nrf4 is the resistance; L; =

)(erIf/Ttrf2 is the inductance; and |; and r; are the
length and radius of the feedback |oop; respectively.
The correctives X, and X3 take into account that the
flow of the medium is unsteady [7].

The experiments performed with our transducers
showed that the corrective X3 may be set equal to unity
in afirst approximation and the corrective x, can be cal-
culated by the formula

_1 I'f(l)
Xa = 5,5y T 04
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Eventually, we get the differential equation
. 32XV . ndf2 bug
P + P + p. = 0 4
o d? 7 2nbgA,

(where d; = 2r; is the diameter of the feedback loop
cross section), which describes vibrations with the fre-

quency
2 3
ndf bu0 _ 256XaV
f = 2 - (5)
Tt/ 2hby If d

If the condition
ndy Q”
512x2v’h’bb, %l
(where Q = ughb is the volumetric flow rate of the
medium) is satisfied, the viscosity of the medium can

be neglected. Then, the vibration frequency is propor-
tional to the volumetric flow rate of working medium:

> 1 (6)

= uodf/\/B = Qdf (7)
21 2mhbcl; 21, [anhbb,

Formula (7) describes the effect of the volumetric
flow rate of the working medium and geometric dimen-
sions of ajet generator on its generator frequency. Con-
dition (6) estimates the lower limit Q,;, of the flow rate
at which the generator frequency is proportional to the
flow rate and isindependent of the viscosity.

Equation (4) and formula (7) were obtained using
the d’ Alembert approximate formula. If the equations
of fluid dynamicsfor the case of anincompressiblelig-
uid subjected to a harmonic action are solved exactly,
we express the exact solution through the modified
Bessel functions, expand them into series, and leave
only two first termsto get an expression for the ampli-
tude of the volumetric flow rate Q; in the feedback loop
and the amplitude of the pressure difference P, in the
control channels (tedious calculations are omitted):

P.d’

Q =
8p|ff/\/1 “:j’/“f
f

(8)

From (8), we obtain the equation for the vibration
frequency

Qdf 9)

Trfd?ﬁzu/znh bb |f

Note that, for f > v/md?, Eq. (9) yields the linear

dependence of the frequency f on the flow rate Q with
the same proportionality coefficient asin Eq. (7).
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Experimental results

l, |f, bC! d-f, Experl ment Equation (9) Error
mm | mm | mm | mm e po oo me3| £, Hz [£/Q, m f1Q, %
36.2|/630{99| 8| 54| 2680 | 56| 2800 5
36.2|630{99| 10| 71| 3560 | 7.1| 3540 1
36.2|705|81| 8| 58| 2900 | 59| 2940 2
36.2|705|81| 10| 73| 3620 | 75| 3705 3
26.2(630(81| 8| 6.1 | 4100 | 6.4| 4300 6
26.2(630( 81| 10 | 10.6| 5290 |10.8| 5410 3
26.2{630({99| 8| — | 3730 | — | 3700 1
26.2{705(9.9| 10 | 65 | 4300 | 6.9| 4610 7

If the feedback loop has a rectangular cross section
h; x by, instead of Eq. (9), we have

hf+bf |:|
f=0Q %1 — / 5
T[I 2hbbcf ot

Setting a maximal permissible deviation & of the
transducer characteristic f = f(Q) from the linear depen-

dence,
6 _ hf + bf L
" hib; W4T’

we obtain an expression for the minimal measurable
flow rate:

_ (he+ b))%Vl [2n’biyl
Omn = =52 heb®
f Mt
For h; = h, we find that the minimal measurable
value Qi is reached when the width by of the feedback
loop equals the height of the device: b; = h; = h.

CHAPLYGIN et al.

To verify the mathematical model developed, we
performed the experiment described in [4]. The results
are listed in the table (the experimental and calcul ated
values of the vibration frequency are given for Q = 2 x
10 m¥/s). In the experiment, we used abistable jet ele-
ment with the following geometric dimensions. b =
4.7 mm, h=20.2 mm, | = 26.2 and 36.2 mm, |; = 630
and 705 mm, b, = 8.1 and 9.9 mm, and d; = 8 and
10 mm.

Thus, one can design a fluid flowmeter, simulating
its performance characteristic f(Q) with our mathemat-
ica model. Also, the model helps in estimating the
range of measurable flow rates Q where the deviation of
the characteristic from the linear dependence does not
exceed agiven vaue.
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Abstract—The tranglational nonequilibrium zone in a shock wave is considered for a gas consisting of light
particles and asmall addition of heavy particles. The gasistaken to be two-dimensional, and long-range forces
are assumed to be absent. In the framework of this approximation, a program for molecular dynamics simula-
tion of the gasis developed. It is applied to calculate a particle distribution function in the shock wave, to ana
lyze the time evolution of the distribution function, and to study its dependence on the gas composition. © 2004

MAIK “ Nauka/Interperiodica” .

INTRODUCTION

A plane shock wave (SW) in a gas is known to be
divided into severa characteristic zones. In the first
zone (so-called trandational nonequilibrium zone), a
molecule velocity distribution function is transformed.
Then, the zones of the excitation of rotational and
vibrational degrees of freedom, the dissociation zones,
and the zones of chemical reactions and ionization are
present. Finaly, thermodynamic equilibrium is estab-
lished. In this work, prominence is given to the first
zone, since al following processes nucleate in the
tranglational nonequilibrium zone and strongly depend
on it. High-energy particles appearing in the transla-
tional nonequilibrium zone can substantially change
the following processes in the shock wave. It was
experimentally found in [1, 2] that chemical and
nuclear reactions can occur in shock waves, however,
the threshold energies of the reactions significantly
exceed the characteristic energies in the corresponding
equilibrium states. In [1], the effect of the trandational
noneguilibrium zone behind a shock front was studied
using alight gas with 0.1-3.0% iodine molecules. The
authors detected short-lived peaks of nonequilibrium
emission that were many times greater than the values
characteristic of the equilibrium translational tempera-
ture. There are cases of undesirable effect of high-
energy particles on physical processes, such as heat
transfer during supersonic flight of an airplane in
clouds or the processes that occur in supersonic and
hypersonic wind channels when clusters or motes that
are grown in a nozzle change the interparticle interac-
tion in a shock wave before a body. Thus, the appear-
ance of high-energy particles in a mixture of light and
heavy gases should be studied in detail. The current
experimental methods for studying nonequilibrium
effects behind a shock front are mainly based on deter-
mining a spectrum and measuring the emission inten-

sity of exciting gas molecules and do not give informa-
tion on the processes preceding the appearance of the
emitting states [1]. However, with numerical simula-
tion, one can generate a nonequilibrium molecule
velocity distribution function (DF) and track its evolu-
tion.

The purpose of thiswork is to simulate the mecha-
nisms of the appearance of trandational nonequilib-
rium behind a shock front in an ideal gas with heavy-
atom additions (e.g., K or Cs additions used in magne-
tohydrodynamic (MHD) systems with a light working
gas (He)). Asaresult of the simulation, we confirm the
presence of high-energy collisions in the translational
nonequilibrium zone in a shock wave and demonstrate
the dynamics of establishing thermodynamic equilib-
rium.

FORMULATION OF THE PROBLEM

The simulation of the structure of a shock wave is
based on considering the deceleration of a high-speed
gaseous flow in a compression shock. The initial flow
velocity corresponded to Mach numbers M = 8-10,
which are realized in most modern hypersonic wind
channels. In this case, the gas flow velocity exceedsthe
molecule thermal velocity by a factor of eight to ten.
The gasis taken to be ideal; that is, there are no disso-
ciation, long-range intermolecular forces, and rota
tiona and vibrational degrees of freedom. This
assumption seemsto be grounded at a distance of about
several mean free paths behind the SW front, where a
new DF is formed, since vibrational, rotational, and
electronic levels have not been excited. In the context of
this approach, a certain qualitative description of the
DF can be obtained far from the SW front, since trans-
lational degrees of freedom still affects it. The effects
related to the translational nonequilibrium should be
most pronounced in a gasdynamic flow containing
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impurities whose mass differs substantialy from the
base gas. Then, during the deceleration (acceleration)
of the flow, the kinetic energy is redistributed between
the heavy and light components, and the DF remains
substantially nonequilibrium for a certain time. In our
numerical experiments, the concentration of such
heavy atoms (e.g., cesium additions) is varied from 0.3
to 3%, which corresponds to the concentrations in
MHD facilities. The mass ratio of the light to heavy
component was varied from 1/34(He + Cs) to
1/127(H, + 1,). It should be noted that a difference in
the masses by two or more orders of magnitude can be
realized in wind channels with an arc heater, when
metal vapor and clusters consisting of 100 or more
atoms that form during electrode erosion enter into a
flow.

SIMULATION ALGORITHM

To study the nonequilibrium distribution, we devel-
oped a program to simul ate the elastic collisions of par-
ticle fluxes. The particle therma motion in the fluxes
and the interaction zone were calculated in the approx-
imation of anidea gas consisting of absolutely smooth
and elastic balls of a certain radius. Although this
model israther simple and cannot describe many events
occurring in ahigh-temperature gas, it is beyond reason
to think that it cannot revea the qualitative picture of
the process. When performing preliminary checking
calculations, we experimentally found the equilibrium
molecule velocity distribution function and the basic
equation of the molecular-kinetic theory of gases (Cla-
peyron-Mendeleev equation). However, upon these
calculations, the motion of the balls-molecules was
described by Newton’'s laws and was not related to any
statistical laws.

The current program describes an ideal gas whose
particles move on a plane in the X and Y coordinates.
Thisrestriction is not fundamental, and we are going to
apply amorerealistic three-dimensional programinthe
near future.

The motion of particlesforming theideal gascan be
reduced to their translational motion and collisions;
each particle is described with continuously varying
coordinates X and Y and velocity components V, and V.
Moreover, each particle has a mass m and a radius R.
Unlike areal gas, any molecule in the computer model
can be marked (by assigning a serial number n).

The displacement of a particle in time At is
described by the known formulas of mechanics
X, = Xno+ VAL,
yn = yn0+VyAt-

The most complex case for calculation isthe case of
two colliding atoms with different masses; neverthe-
less, it can aso be solved with the laws of conservation
of energy and momentum. When particles n and m col-
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lide, the new velocities are determined from the formu-
las

(Xm_xn)(Um_Un) _(ym_yn)(vm_vn)

AV = .
4(Fm+ 1)

2m,,
m,, + m,

Uy

U,+ AV (X, —X,),

2m,
m,, + m,

C
3 -
1

u,+ AV (X, —X,),

2m,
m,, + m,

<
I

Vn+ AV(ym_yn)!
2m,

V. =V_+
m m mm+mn

AV(ym_yn)-

The algorithm also contains collisions with walls,
which are natural protection against an unlimited
increase in the coordinates of some particles. When a
particle interacts with a vertical or horizontal wall, the
corresponding velocity projections simply change their
sign (mirror reflection).

On the whole, the calculation procedure is Vilen-
kin’s algorithm [3] optimized for solving this problem.
The program based on this agorithm allows numerical
experiments on 10° particles, thus calculating, on aver-
age, 1000 pair collisions per second on acomputer with
aPentium |1 processor.

SIMULATION RESULTS

The effects related to the appearance of high-energy
particles are likely to be most pronounced when two
counter fluxes collide with each other. To simulate the
interaction of the two particle fluxes, we apply the pro-
gram for calculating an ideal gas that was described
above. Theinitia positions of particles were set so that
they form two areas with uniform filling. The particle
velocitiesin the areas had the same moduli and opposed
directions. Then, the particles were subjected to a 10%
perturbation, which corresponds to the equilibrium dis-
tribution. Thus, we have two particle fluxes with Max-
well distributions that fly toward each other at veloci-
ties corresponding to hypersound with M ~ 10, whichis
typical of modern hypersonic wind channels. In some
experiments, the masses and dimensions of certain par-
ticles (0.1-3.0% of their total number) were set differ-
ent from the other values, which corresponded to the
introduction of heavy-atom additions into the fluxes.

In the region of interaction of counter fluxes having
particles with different masses, the velocity of the light
particles can increase several times as a result of their
reflection from the heavy particles. In other words, the
heavy atoms can play the role of a high-speed piston
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Fig. 1. Schematic diagram for the interaction of the counter
fluxes.

that compresses layers of the light atoms and transfers
its kinetic energy to them (Fig. 1).

To support this assumption, we performed two
experiments. In the first, we determined a particle
velocity distribution function in the region of interac-
tion of the counter fluxes (Figs. 2, 3). In the second
experiment, we also determined a DF, but to the fluxes
were added 2% of particles whose mass was 34 times
greater than that of the other particles. The flux veloci-
tiesin the second case were decreased correspondingly
for the kinetic energy to be equal to that of the first
experiment (Figs. 4, 5). The distributions of the number
of particles N over their velocities relative to the flux
VIV, (Figs. 3, 5) can arbitrarily be divided into several
characteristic ranges: (1) A particle velocity distribu-
tion in the undisturbed flux (before colliding with the
opposing flux). The flux velocity in the second caseis
about 16% smaller for the total kinetic energy of the
flux to be the same. The DF corresponds to a Maxwell
distribution with a mean therma velocity of about

N
20000

)\ l

0 08 12 24 32 40 48

N VIV,
100}
50
O L1 1 1 1 1 1 1 1 1 1 1 1 1 1
L1 12 2.4 32
VIV,

Fig. 2. Dependence of the number of the light particles on
their absolute velocity.
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0.1V, where V, istheinitial flux velocity. (2) A particle
distribution in the region of interaction of the counter
fluxes; characteristic maximum, which is caused by the
collisions of thelight particlesflying toward each other,
is clearly visible at about double the flux velocity.
(3) This zone is present only in Fig. 5. It is caused by
the collisions of the heavy and light atoms and, hence,
is characterized by velocities of (3—4)V,. This case cor-
respondsto afourfold increase in the particle velocities
with respect to the flux velocity, and the scatter of the
velocities results from the particle thermal motion in
the fluxes and from the fact that not all collisions are
frontal.

Obvioudly, to produce a large number of high-
energy particlesin MHD accelerators and similar facil-
ities, it is advantageous to increase the content of heavy
elements rather than to increase the flux velocity; the
more so as it is difficult to increase the flux velocity in
real practice.

To determine the optimum number of heavy parti-
cles, we simulated the situation where a mass ratio of
the particles in a flux was the same and the number of
heavy particles and the flux velocity were varied so that
the total flux energy was constant. The number of the
heavy particles was varied from O to 5.0% (Fig. 6).

Figure 6 shows the evolution of the light-particle
distribution function with the number of the heavy par-
ticles; for convenience, only the lower parts of the DF
are given. The X axisisthe velocity, Y is the number of
the heavy particlesin percent, and Z isthe total number
of particles with a given velocity. Numerous peaks in
Fig. 6 are caused by a small number of the particlesin
the experimental gas. As is seen from the curves, the
number of fast particles in the light gas is maximum
when the number of the heavy particlesis 1.0-1.5%. It
should be noted that the number of ultrafast particles
(which appear because of the multiple reflection of the

300
250
200
150

100

50

1 L 1 1 1
0 1 2 3 4 5 6
2 VIV,

Fig. 3. Dependence of the number of the light particles on
their velocity with respect to the flux.



684 SAZONOV, SHUT’

20000

N VIV,
100}
s0-
O _I 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1.2 2.0 3.0 4.0
VIV,

Fig. 4. Dependence of the number of the light particles on
their absolute velocity in the presence of a 2% addition of
heavy atoms.

N
300

250+

200+

150+

100

ey I I
0 1 2 3 4 5 6
VIV,

Fig. 5. Dependence of the number of the light particles on
their relative velocity in the presence of a 2% addition of
heavy atoms.

500

12

8
VIV,

Fig. 6. Effect of the weight concentration of the heavy par-
ticles on the light-particle distribution function.

light particles from the heavy ones) increases in the
range 3.0-4.5%. An increase in the total number of the
particles (in this experiment, 3 x 10° particles were
used) is assumed to increase the number of the ultrafast
particles. In this case, the choice between these regions
is specified by the problem to be solved.

When we perform the same experiment by varying
the mass of the heavy particles and retaining their num-
ber unchanged, the results obtained are difficult to ana-
lyze. To make the analysis easier, we carried out asim-
ilar calculation; however, an increase in the mass was
not compensated by the corresponding decrease in the
velocity, and the total energy was varied proportionally
to the change in the mass. In this experiment, the num-
ber of fast nonequilibrium particles increases dightly
and the maximum velocity first dightly increases and
then levels off (Fig. 7). The Z axis is the mass ratio of
the heavy to light particles M/m, where M isthe mass of
the heavy particleand misthe mass of thelight particle.

It is also of interest to follow the time evolution of
the DF and the time dependence of the number of high-
energy particles. To thisend, we conducted anumerical
experiment that is similar to the experiments described
above. Two 150 000-particle short-lived fluxes consist-
ing of a two-dimensional ideal gas having different
masses move toward each other at the velocities that
correspond to the Mach number M = 10. We determine
the number of high-energy particles of the light gas
from the beginning of the interaction of the gas fluxes,
which was determined from changes in their DFs, to
their stopping, when they transform into a fuzzy cloud
of a high-temperature gas. High-energy particles were
considered to be particles having an energy that is ten
times greater than the mean kinetic energy of aparticle.
Figure 8 showsthe results of this experiment depending
on the concentration of the heavy atoms.

If the fluxes have heavy particles, a pronounced
peak, which corresponds to an increase in the number
of high-energy light particles, formsin the initial stage
of the flux collision. The number of such particles first
sharply increases as a result of countercollisions with

Fig. 7. Effect of the mass of the heavy particleson thelight-
particle distribution function.
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Fig. 8. Time variation of the number of high-energy parti-
cles. The mass ratio is 34; the relative concentration of the
heavy particlesis (1) 2, (2) 1, (3) 0.5, and (4) 0%.

the heavy atoms and then, in the time of about four to
five mean free times 1, in the undisturbed flux,
decreases because of establishing thermal equilibrium.
In atime of about (10-12)1,, a quasi-equilibrium state
is established in the interaction zone, and the number of
high-energy particles ceases to decrease and levels off.

In the absence of the heavy atoms, theinitial peak is
undetected and the number of high-energy particles
increases gradually to thelevel that correspondsto ther-
mal equilibrium (10-20 particles). The number of par-
ticles whose energy is ten times greater than the mean
kinetic energy—which is calculated by the equilib-
rium-distribution formula

_No o v
N = = I expD—ﬁde,

10w

where w and W are the kinetic energy and the mean
kinetic energy, respectively—is equal to 14. Thus, the
maximum number of high-energy particles is detected
at the maximum concentration of the heavy atoms (2%)
and isfive times greater than the corresponding param-
eter in the equilibrium state.
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CONCLUSIONS

(1) Numerical simulation of the shock wave (M ~
10) in a mixture of light and heavy gases revealed the
appearance and dynamics of high-energy particles
whose energies are ten or more times greater than the
values characteristic of the equilibrium translational
temperature.

(2) As the concentration of heavy particles
increases, the number of high-energy particles
increases in the range where the impact velocity
exceeds the flux velocity by a factor of three to four.
When the number of the heavy particles further
increases, particles appear whose velocities are four to
five times higher than those characteristic of the equi-
librium tranglational temperature.

(3) Asthe mass of the heavy particles increases, the
number of fast nonequilibrium particles increases only
dightly and the maximum velocity first dlightly
increases and then levels off.

(4) When two fluxes consisting of a mixture of light
and heavy gases collide with each other, a short-lived
peak of high-energy particles appearsinthe early stage;
then, it decreases due to establishing thermal equilib-
rium (Fig. 8).

(5) The presence of the zone with high-energy par-
ticlesin the shock wave can be used to realize chemical
and, possibly, nuclear reactions in gas flows having
energies significantly lower than those required for
their initiation.
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Abstract—A theory of aplanar disk-shaped RF plasma source under anomal ous skin effect conditionsis devel-
oped. In the absence of an external magnetic field, such conditions are satisfied for transverse el ectromagnetic
waves with phase vel ocities below the electron thermal velocity, and, in the presence of thisfield, they are sat-
isfied for electron cyclotron waves with frequencies corresponding to the resonant absorption line. For each of
these cases, the RF field power deposited in a plasma with given parameters is determined and the equivalent
plasmaresistance is calculated. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

RF plasma sources operating with an external mag-
netic field under nonresonance conditions (at frequen-
cies below the electron cyclotron frequency) and under
resonance conditions (at frequencies close to the elec-
tron cyclotron frequency) have received a quite thor-
ough investigation (see recent collections of papers
[1,2] and review [3] and aso the literature cited
therein). Asfor an RF plasma source operating without
an external magnetic field, it was considered, to the best
of our knowledge, only in our recent work [4]. Asfar as
we know, however, plasma sources operating with an
external magnetic field and without it were studied
either with no alowance for the spatia dispersion or
under the assumption that the spatial dispersion is
weak. The operation of RF plasma sources under con-
ditions of strong spatial dispersion has not yet been
studied.

In the absence of an external magnetic field, the con-
ditions of strong spatia dispersion are satisfied for
transverse el ectromagnetic waves with frequencies cor-
responding to the anomalous skin effect [5]:

W, (d]?'
Ve < < vae~D\[—59—D Ve (1.1)

Here, the quantity

is known as the anomalous skin depth. Note that con-

ditixn (1.1) can be rewritten in the form
2
\Y,
Ve < 0 < 0fp—, (1.2)
c

which explicitly determines the frequency range of the
anomalous skin effect.

On the other hand, in the presence of an external
magnetic field, the conditions of strong spatial disper-
sion are satisfied for el ectron cyclotron waves with fre-
guencies corresponding to the resonant absorption
line[5]:

Here, as before, the quantity

1

L 0ol eod 3
)\sk:klzg\/ﬁzl__em
2¢°V+ 0

has the meaning of the anomalous skin depth, i.e., the
depth to which the resonant (w = Q) cyclotron wave
penetrates into the plasma.

Our objective here is to investigate a planar disk-
shaped plasma source having a diameter 2R much
greater thanitslength L (Fig. 1) under conditions (1.1)—
(1.3) and also under the condition L > Ay, i.e.,

1
,
2R> Ay =k'= %/’:T‘-”—LE&% )

1.4
2¢O (14
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Such a source is equipped with an antenna that is
positioned at its upper surface at z= 0 and hasthe form
of avery tight Archimedes spiral with a current density

j - 91 [N —|cot|
* 7 R(1-Jo(W) RO

where |, is the net antenna current, Jo(X) and J;(X) are
zero- and first-order Bessel functions, and J;(1) =0 (so
that 1 = 3.8). The antenna excites an RF field, which
heats the plasma and maintains the source operation
(see[3] for details).

The numerical results presented below were
obtained for the following set of prescribed parameter
values: the neutral gas pressure was P, < 1073 torr, the
electrontemperaturewas T,=5eV (i.e., V= J/TJ/M =
9.5 x 107 cm/s), the electron plasma density1 was n, ~
3 x 105 x 10'? cm3, and the RF field frequency was
w=2nf=8.52x 10" s (i.e,, f = 13.56 MHz). However,
al the formulas derived here are also valid for other
parameter values satisfying conditions (1.1)—(1.3), the
corresponding recalculation being easily performed. In
our study, we also determine the RF field power depos-

ited in a plasma and the effective resistance of the
plasmain the source.

5(2)J, (1.5)

2. A PLASMA SOURCE OPERATING
WITHOUT AN EXTERNAL MAGNETIC FIELD

In the absence of an external magnetic field, the
electromagnetic fields described by axisymmetric solu-
tions to Maxwell’s equations have three nonzero com-
ponents:

Ey(z1) = E¢(Z)J1Hl£|__5, B,(zr) = B,(2)J,

B.(2.1) = B.(2)J i

For a source with the above geometry, these compo-
nents satisfy the following set of Maxwell’s equations:

J0E .
—|ca—z"’+coBr = 0, %‘E(,,—looBz = 0,
9B, 4 @l
“ - 4Tt

where we have differentiated the components with
allowance for their radial dependence. The azimuthal
component of the electric induction, Dy(2), is assumed
to be related to the electric field component Ey(2) by an
integral relationship, which is derived from the kinetic
theory of a bounded plasma. Under anomalous skin

1 For a cyclotron resonance-based plasma source, there is no need
to impose alower limit on the plasma density. The upper limit on
the density stems from purely technical factors: high plasma den-
sities cause overheating of the substrate in the source.
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Jo(r)

Y/

Fig. 1.

effect conditions, in which we are interested here, we
can use inequalities (1.4) to pass over to the limit of a
plasmathat is semi-infinitein the zdirection (L — ).
If we adopt a model in which the electrons are specu-
larly reflected from the surface z = 0, then we obtain
(see[5], Sections 17, 18)

00

Dy(2) = J'dz'é"(z—z', W) Ey(2), (2.2)

atr

where £ (z—Z, w) istheinfluencefunction, the Fourier
transform of which,

ikz

£"(w k) = J'dzé"(z, w)e (2.3)

is the transverse dielectric function of an isotropic col-
lisional electron plasma 6],

2

tr R o w+ive
e(wk) = - vy kv, O
(2.4)
___I/\/.T_T wLe
2w[K Ve

The last of these expressions refers to the validity
limit of the anomalous skin effect approximation.

Equations (2.1) can readily be reduced to one equa-
tion for the electric field component Ey(2) in the plasma
region (z= 0):

PE E, % 02
—2-EE,+

07 R

4m W. 2.5)

D¢—

where the current density j,(2) is given by expression
(1.5) without the factor Jlal%e%’t. We solve this

equation by the method described in [5], Sections 17
and 18. Specifically, we continue the function E,(2) into
theregion z< 0in such away that the resulting function
is even. To do this, we take into account the following
boundary conditions, which are a consequence of
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Egs. (2.1) themselves:

[(OE, 0O a
{Ep(2} ;=0 = O, Da—;’(z)a = 2o, (26)
O |:lz:O
where
_4mw_ J
¢z 1-Jo(K)

Without going into the details of the technique for
solving the problem at hand, we present the final
expression for the field component Ey(2) in the plasma
of the source:

Ey(2) = —2— ‘*’(O)Idk 'kzaﬁ—‘*’ " (o, k)g 2.7)
where
g,
Ey(0) = 1+k0°° — - (29
T—T‘[dk% -5 (o, kH
with

(which refers to the operating frequency w = 8.52 x
107 st of the RF plasma source under consideration).
In the frequency range corresponding to weak spa-

tial dispersion, when the inequalities opposite to ine-
gualities (1.2) are satisfied, expression (2.7) becomes

g9
_ R 0 —k,z
Ey(2) = kl+k0e . (2.9
Here,
|Jz w2
ki, = |[5—-=¢g(w),
' R® ¢

where g(w) isgiven by expression (2.4) from our earlier
paper [4].

In this case, of course, solution (2.9) coincides with
the solution obtained in [4] in the limit L — oo,

As for the limit of strong spatial dispersion under
discussion herg, i.e., when conditions (1.2) hold and the
anomalous skin effect takes place, formulas (2.7) and
(2.8) should be used with the last of expressions (2.4).
Asaresult, formulas (2.7) and (2.8) for the field within
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the plasma (z > 0) reduce to

a )
_IO (|J§2—1)k12

E¢(Z) = k1+ k() ) (210)
where we have introduced the notation
1
2 2 |:| 0d:|3
A O %/ﬁ—% . (@1
R ¢ R 2¢%v, 0

We can now calculate the RF field power deposited
in the plasma of the source and to determine the effec-
tive plasma resistance. To do this, we begin with gen-
era expression (2.7), which is valid under the condi-
tions of both weak and strong spatia dispersion, and
also takeinto account the radial dependence of the elec-
tric field in the plasma. In thisway, we arrive at the fol-
lowing general formula:

Pw |E¢(O)| I drJ? H]
x Ilmetr(oo, k) dk
ol B( _9_ trDB( _(L) tr*D
U (212
] -2
k —‘*—’ "k
W o ¢’
= o155 J5(W) = Rails.
_gstm

1+—Idka<

Ignoring the effects of spatial dispersion in the
expression for the dielectric function, we see that for-
mula (2.12) reduces to expression (3.12) from [4].
Under conditions of strong spatial dispersion (i.e., in
the frequency range of the anomalous skin effect), for-
mula (2.12) should be used with the last of expressions
(2.4). Asaresult, we obtain

1 220

0( )———— =
4
3/\/:—3 k1 + 27k§

2

Py = Ryls. (2.13)

From this expression, we can see that the deposited
power P, depends weakly on the source radius R and,
as the plasma density increases, it decreases gradually

according to the law n;m. On the other hand, in the
range of low plasma densities, when the inequalities
opposite to inequalities (1.2) are satisfied and the spa-
tia disperson is negligible, the deposited power Py,
increases gradualy with n, according to the samelaw [4].
For n,~ 3 x 10'? cm2 and for the above values of the
source parameters, expression (2.13) yields Ry ~ 1 Q.
TECHNICAL PHYSICS  Vol. 49
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Figure 2 illustrates how the effective plasma resistance
Ry depends on the plasma density n, in the range 5 x
10" < n, < 10% cm3 for sources of different radii R.
The curves shown in the figure were calculated from
exact formula (2.12) and from approximate formula
(2.13). We can see that the exact and approximate for-
mulas agree well with one another in the density range
in which the latter isvalid (i.e., for n,> 102 cm=). The
figure also shows the dependence of Ry on the plasma
density in the range of itslow values, n, < 10" cm=, in
which the approximation used in [4] is valid. Here
again, approximate formula (2.13) is seen to agree
fairly well with exact formula (2.12) in the range n, <

3 x 10% cm3. On the whole, the optimistic conclusion
of [4] isnot confirmed by exact formula(2.12): even for
optimum conditions such that w ~ (V4/C)wy e, Which, in
accordance with Fig. 2, corresponds to R = 20 cm and
N~ 5 x 10" cm3, the effective plasmaresistance is no
higher than 1.5 Q.

3. CYCLOTRON PLASMA SOURCE

The analysis carried out in the previous section is
equally valid for an electron cyclotron resonance—
based plasma source operating at frequencies corre-
sponding to the resonant absorption line, i.e., under
conditions (1.3) (which refer to the anomalous skin
effect approximation). The reason is that, under such
circumstances, the absorption is strong, which allows
us to treat the cyclotron wave in a plasma asif it were
propagating in a quasi-longitudinal direction. In this
case, the electromagnetic wave field has the same non-
zero components as the field considered in the previous
section. The only differenceisin the expression for the
effective dielectric function [6],

oofe +ive—Qan
(*)((*H' ive_Qe) 'O szTe O
2
W e

_ [T_T (3.1)
2wk, Ve

However, in thelimit of interest to us, i.e., under condi-
tions (1.3), expression (3.1) coincides with the last of
expressions (2.4). Obviously, expression (2.13) and the
estimates obtained above for a resonant magnetic field
of B, =5 G apply equally to a cyclotron source operat-
ing under anomalous skin effect conditions. Moreover,
the results of al the calculations that are illustrated in
Fig. 2 and refer to the anomalous skin effect approxi-
mation also turn out to be valid for this resonant value
of the magnetic field, in which case it is necessary to
keep in mind that the anomalous skin effect occursin

Egr(w, k) = 1
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Fig. 2. Numerical results obtained for sources of different
radii: R=5 cm (closed circles), 10 cm (open circles), 15 cm
(closed squares), 20 cm (open squares), and 30 cm (trian-
gles). Curves 1 were caculated from formula (2.12),
ascending curves 2 were calculated from formula (2.13),
and descending curves 3 were calculated from formula
(3.12) of [4].

the frequency range

2

o OV » B
(W-Q) < EC—ZwLeQ% < Q.. (3.2

In the opposite limit, i.e., outside the cyclotron res-
onance frequency range, cyclotron sources should be
analyzed in amanner different from that employed for
sources operating without an external magneticfield. In
this limit, the absorption of cyclotron waves excited in
aplasmaat frequencies differing from the resonant fre-
guency Q. is important and thus should be taken into
account. In order to calculate the effective plasmaresis-
tance in a mathematically rigorous way, we used for-
mula (2.12), which is valid in the case at hand and in
which we replaced €"(w, k) with €4 (w, k,) and changed
from integration over k to integration over k,. The
results of calculations of Ry (n,) for different values of
By areillustrated in Fig. 3. We can see that the effective
resistance Ry, as a function of plasma density, has a
broad peak, which is displaced toward stronger magnetic
fieldsasthedensity increases. Thisisaconsequence of the
collective nature of cyclotron waves: the higher the plasma
density, the larger the amount by which the frequency
of these waves deviates from Q. [6],

1

0 ol VAP

wr%:Qe_DgM%_
T ¢ 0

Expression (3.3) impliesthat the resonant frequency
is close to the electron gyrofrequency but remains
somewhat less than the latter. Consequently, at a given
operating frequency of the source, resonance is
achieved only in the range Q. > w (i.e, only for B, >

(3.3)
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5G). At weaker magnetic fields, resonance does not
occur, as can be seen from Fig. 3. Note also that expres-
sion (3.1) and the results obtained in this section are
valid for quasi-uniform cyclotron waves, i.e., under the
conditions

Wo_we P We o

E Lo E Lo , (3.4)

R ¢ R Flo-9f
which impose a lower limit on the plasma density and
an upper limit on the external magnetic field. For the
source parameters corresponding to Fig. 3, they are sat-
isfied with a sufficient margin.

It is important to emphasize that, according to
Fig. 3, the effective plasma resistance is high (Ry >
20 Q) in the plasma density range n, ~ 1-5 x 10'° cmS.
This indicates that RF cyclotron sources hold great
promise for plasmatechnol ogy.

In conclusion, note that the formulas derived here
can also be used to describe cyclotron plasma sources

VAVILIN et al.

operating at higher frequencies such that the vacuum
wavelength is greater than the sourceradius, 2mc/w > R,
inwhich casethe RF field that is excited by the antenna
and maintainsthe plasmain the source can be described
by the above approach. Progress to higher frequencies
and, accordingly, to stronger magnetic fields will make
it possible to work with gases at higher pressures, to
produce plasmas with higher densities n,, and to
increase the alowable nonuniformity of the magnetic
field By. Inthisway, it seems expedient to raise both the
frequency w and magnetic field B, by approximately
one order of magnitude (i.e., f ~50-100 MHz and B, =
100 G), to utilize gases at pressures of P, ~ 10—
107* torr, and thereby to achieve high operating effi-
ciencies at plasma densities of n, ~ 10%-10% cm3,
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Abstract—The third part of the paper is devoted to an investigation of the so-called helicon plasma sources.
These are RF devices operating with arelatively weak external magnetic field, whichis, at the sametime, strong
enough for the resonant electron gyrofrequency to be much higher than the industrial frequency (w = 8.52 x
10" s ™). Asin[1, 2], astudy is made of elongated cylindrical plasma sources in alongitudinal (directed along
the cylinder axis) magnetic field and planar disk-shaped plasma sources in a transverse (perpendicular to the
plane of the disk) magnetic field. A comparison of the present results with the results that were obtained in [3]
without using the helicon approximation leads to the conclusion that elongated helicon sources hold great
promise for plasmatechnologies. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In this paper, which is a continuation of [1, 2], we
develop an analytic theory of RF plasma sourcesin a
relatively weak external magnetic field. In the litera-
ture, such sources are known as helicon sources. The
helicon plasma source was first proposed by Boswell
[4] and its theory was first developed by Chen [5].
However, experimental investigations carried out by
Alexandrov et al. [6] failed to provide much support for
Chen’stheory, aswas pointed out in areview by Sham-
ray et al. [7] (review articles on plasma sources can be
found in a collection of papers [8], which contains a
detailed bibliography on the subject). A correct theory
of helicon plasma sources was constructed in [9-11].
Here, we will follow those papersin general terms.

We consider plasma sources having the same geo-
metric configurations as those treated in [1] (seeFig. 1)
and operating with a constant external magnetic field
B, paralel tothe0Z axis(i.e., By || 0Z). Thefrequencies
are assumed to satisfy the conditions

Ve < W< Q< W, (1.1)

where w is the RF field frequency, w . = A/4Tte2ne/ m,
isthe electron Langmuir frequency, Q. = eBy/mcisthe
electron gyrofrequency, and v, is the electron collision
frequency. The quantities L, R, and P, have been intro-
duced in [1]. Conditions (1.1) impose lower and upper
limits on the magnetic field strength B, (for n, <
10 cmr3):

20 G < B, < 10" G. (1.2)

Asin[1], the plasma parameters are assumed to sat-
isfy the conditions

W> Ve, K Vi Q> KV, (1.3)
wherek,=m/L (n=1, 2, 3, ...) isthelongitudinal com-
ponent of the wave vector and k; = 1, /Risitstransverse
component, with L, being the roots of the Bessel func-

tion or of itsderivative,

(a)

Fig. 1.

1063-7842/04/4906-0691$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Under these conditions, we can describe the plasma
by the dielectric tensor [2]

[l i U
R
& = E—lg g5 0 % (1.4)
00 0¢g0O
with the elements
2 2
W W W 0 D
=1-—= —|\:j% |J: ke exp——
w 2 Ve, PE 2evin
€n = l+-——%l+|vED (1.5

_ (JOLe %I. +9i (L)Vd:l

The ranges and values of the pI asma source param-
eters are the same asthose in [1, 2], namely, n, = 10*—
108 cm3, T,=5eV, pp,<1023torr, R=5cm, and L >
10 cm. It is easy to see that these parameters satisfy
conditions (1.1) and (1.3).

2. ELONGATED HELICON PLASMA SOURCE
(L > 2R

In cylindrical coordinates, the components of an
axisymmetric low-frequency electromagnetic field in a
magnetized plasmacan be described by the dependence
f(r, Zexp(—wt), in which case they obey the following
Maxwell’'s equations:

0E, . 0E, 0E, _
—ICE"'OOB 0, —ICE ICa— (JOB =0,
. 0E .
—|ca—zz—w(eDEr+|gE¢) = 0,
10 .
Faqu’st”Ez =0, (2.1
co . _
FarEdj—I(&)Bz =0,

. 0B, . 0B, .
—jc— +jc——

ic 37 |car w(igE,
The current density j, in an antenna positioned at the

side surface of the source (Fig. 1a) can be represented
as

Jp = I026(r—R)e sinkzz, (2.2)

where k, = T/L isthe longitudinal wavenumber and |, is
the net antenna current.

VAVILIN et al.

In the general case, Egs. (2.1) are very difficult to
solve because they describe two coupled waves—the
so-called E and H waves. Itisonly inaspatially infinite
plasma that these waves are decoupled and are eigen-
modes of the oscillations of a magnetized plasma. For
a cylindrical source, Egs. (2.1) can be analyzed only
numerically. However, in afirst approximation, we can
use the following relationships:

2
;9w b
2k22 E¢'
which arevalid inthe so-called helicon limit (i.e., inthe
case of sufficiently high plasma density). The condi-
tions of applicability of these expressions are given by
the inequalities

h _ ic 0
Ez_roosuar By — 0 E

(2.3)

2,2 2 2 2
W W

CK g, D 0, DO 1 oy
Q 2, 2 2 2,2
Wi e c'k; Q.ck,

(k= k + k ), which are known as the applicability

conditions for the helicon approximation. Note that the
right-hand part of the second of inequalities (2.4) isthe
condition for the plasmato be transparent to the helicon
field.

Using inequalities (2.4), we can reduce Egs. (2.1) to
the following equation for the helicon field component

D~ %]
010 h DEQZ

4TI,
arror 0 0 2

(2.5)

It is this equation that will be solved analytically
below. Note that the quantity

2
~2 2 W
kz = kz__zsm
C

contains a small (second) term, which correctly
describes the absorption of a helicon field in a plasma
because Img is negligibly small.

Hence, in the helicon approximation, we deal with
the following situation. An antenna with an azimuthal
current of density j, excites a purely helicon field (an
H wave) in amagnetized dense plasma. Thiswave then
generates alow-frequency potential E wave (an oblique
Langmuir wave, or a Trivel piece-Gould mode). In con-
trast to the helicon wave, which, under the conditions
adopted here, is weakly absorbed by the plasma
(because of the smallness of Img), the E-wave field is
generally dissipated fairly efficiently and thereby heats
the plasma.

We solve Eq. (2.5) separately for the region outside
the plasma(r > R, j, = 0) and for the plasmaregion (r <
R, jo = 0). We then match the solutions at the plasma
surface with the help of the boundary conditions that
can be obtained from Egs. (2.1) by integrating them

TECHNICAL PHYSICS Vol. 49
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across an infinitely thin layer around the side surface of
the source:

DED  _ 4mek,
Hor = 220
|:| r Dr =R C
These conditions were derived by using explicit
expression (2.2) for the antenna current density at the

side surface.

The genera solution to Eq. (2.5) inside and outside
the plasmaregion has the form

{E} -r =0, (26)

J,(Kk,r r<R
E¢ Epl 1( 1 ) (27)
[pz 1(kr), r=R,
where
(1)4 2
K2 =29 —kz (2.8)
C kZ

The equations for the coefficients C; and C, follow
from boundary conditions (2.6):

C1J1(kyR) = C,K,y (k,R) = 0,

2TTW

2.9
CikyJ} (K R) — Cok K, (k,R) = —E (29)
C

Resolving these equations, we readily obtain thefol-
lowing expressions for C, and C,:

C, = -szkzl0
C
KR (2.10)
Il RIKL(R) — ko (KR KL (KR)’
c, = _21‘[01(2'0
LkR) (2.11)

kl 1 (ke R)K 1 (k,R) = k.33 (k; R) K (k,R)

Unlike in plasma sources operating without an
external magnetic field, in the plasma sources under
consideration, this field can excite internal waves
within the plasma. The waves so generated are
described by the dispersion relation

k1J1 (ki R)K1(K,R) —k,J:1(k; R)K 1 (k,R) = 0 (2.12)
which corresponds to the limit C; , —= . These are

internal helicon waves satisfying the condition kf > 0.

For an elongated plasma source (such that L = 10 cm,
R < 5 cm), this condition enables us to rewrite disper-
sion relation (2.12) in the form

3(kR) _ kKi(kR) _ 06k,
< 1. 2.13
LR - kKR K (213)
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To agood accuracy, the solutions to dispersion rela
tion (2.13) can be represented as

K2R?=10(n + 1/2)°,

wheren=1,2,3, ....

Using these solutions, we obtain the following for-
mula for determining the resonant values of the mag-
netic field (or of the plasma density):

(2.14)

wzwie R2 ~ T[2 R2
Qi L
Based on inequalities (2.4), we can write the appli-

cability conditions for the helicon approximation in an
explicit form:

+10(n+ 12)°. (2.15)

12 2
4B
00, L5<n <1042,
L R
5x 10™'B 4
5x 10" By
e > .
L

In the case of asourcewithL=15cmand R=5cm,
these conditions can be satisfied only for sufficiently
dense plasmas (n, > 10* cm®) and sufficiently strong
magnetic fields (B, > 10 G). It isalso obviousthat con-
dition (2.15) for the existence of an interna helicon
wave should not go beyond the limits imposed by con-
ditions (2.4"). For the above parameter values, thisisin
fact the case when n, > 7 x 10"B,/RL = 4 x 10 cm3,

Thus, under conditions (2.12)—2.15), i.e.,, when
internal helicon waves can be excited, we arrive at the
following expressions for the field components in the
plasmaregionr < R:

igw’
Ey = Cidy(kyr), Ef = 9% gy (2.16)
o kZ
where C, isgiven by formula (2.10).
During the excitation of internal helicon wavesin an

elongated plasma source, the field components Eg and

E? a resonance become fairly large because of the

weak dissipation of the helicon field energy in the
plasma. As a result, the helicon field (in particular, its

component EQ beginsto excite alow-frequency poten-
tial E wave (a Trivel piece-Gould mode). The potential
of the E waveis determined by Poisson’s equation with
asource term:

10 09 2 i
Farsmﬁ _kzsllq)

Theright-hand side of thlsequatlon isassumed to be
prescribed, so that we are dealing with a differential
equation for oscillations subjected to adriving force. In

9 0 =1 ~Ej).  (217)
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fact, substituting the field component EQ given by the
first of expressions (2.16) into Poisson’s equation
(2.17) yields the equation

2
o 100

21 = 19
gr2 ror ngDcD EDklcl‘]O(klr)- (2.18)

Solving this equation, we obtain the forced solution

CD(T) = —2i—gzclJ0(k1r). (219)

kign + k¢

The field components EZL and E,L of the potential

Trivelpiece-Gould mode excited by a helicon wave
have the form

00 _  —gkik, k,
EL = = CuJo(Kyr) = —=CyJg(Kyr),
z az kf£D+k22£” 1 0( 1 ) sze 1 0( 1 )
. kz
ErL = 00 = RA CiJi(kyr)  (220)
o Ke, +k’e
1¢0 rAd|
K, £
= %EE C1Ja(kqr).
Z

These expressions show that, along with the helicon
resonance described by dispersion relation (2.12), the
Trivelpiece-Gould resonance can, in principle, exist,
provided that the following condition is satisfied:

kien+kog, = 0. (2.21)

This is the condition under which a helicon wave
can excite internal potential E waves. Under resonance

condition (2.21), the field component EZL increases

substantially; consequently, the maximum operating
efficiency of a plasma source will obviously be
achieved under the double resonance condition, i.e.,

Refﬁ_Q
"L=10 n,=10"
100E e
10;
A NV
E - 2
- b
0. 1 1 1 1 1 1 1 1 1 1
0 20 40 60 80 100120 140 160 180 20

By, G

Fig. 2. Numerical results (1) obtained in [3] and (2) calcu-
lated from formula (2.24): (curve a) plasmaregion transpar-
ent to the helicon field and (curve b) region of applicability
of the helicon approximation.
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when helicon resonance condition (2.12) and condition
(2.21) for the resonant excitation of a potential Trivel-
piece-Gould mode are satisfied simultaneoudly. It
should be noted, however, that for an elongated helicon
plasma source for which inegqualities (2.4) are satisfied,
the second term in condition (2.21) is much larger than
thefirst term. In other words, in the helicon approxima-
tion, the Trivel piece-Gould resonance isimpossible, so
that in such a source, the double resonance cannot
occur.

In any case, the total field in the plasmais the sum
of the helicon and potential fields:

E,=E,, E =E+E=E, E, =E. (222

To conclude this section, we briefly discuss the
guestion of the amount of RF field power absorbed by
the plasma of the source,

R

P = Lrdr{ime|E, + Ime|E|>
o= G ormalES imede S

+Img(E,Ey —E4E7)}.
The last term in braces in this expression can be

ignored because of the smallness of Img.

Substituting the explicit expressions for the field
components E, and E; into formula (2.23) and perform-
ing integration in the resulting formula, we finaly
obtain

AP K1,

Py = 20
8c

WR’LK(K,R)

|k; 33 (k; R) K (k,R) —k,J; (k; R) K'l(sz)|2
(2.24)

X

K,
x %55 Ime (IR + 32(K,R))

0 2.0 O
+imeo+ L2002 + 35 -23333/k,R) 0= Relo,
0 ckO O

z

where Ry is the equivalent ohmic resistance of the
plasmain the source.

Figures 2—7 show the dependence of the resistance
Ry onthe magnetic field By for R=5 cm and for differ-
ent values of L and n.. In these figures, curves 1 are the
corresponding curvesfrom [3] and curves 2 were calcu-
lated from formula (2.24). We can see that, near helicon
resonances defined by approximate condition (2.14),
ohmic resistance increases abruptly by more than one
order of magnitude. Moreover, the field components

that are absorbed most efficiently are the E:’ field com-

ponent of the helicon wave and the EZL component of

TECHNICAL PHYSICS Vol. 49 No. 6 2004
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Fig. 3. Thesame asin Fig. 2.
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Fig. 5. Thesame asin Fig. 2.

the potential field of the Trivel piece-Gould mode. Note
also that the curves calculated in the helicon limit agree
qualitatively with those calculated exactly for a plasma
transparent to the helicon field. This qualitative agreement
concerns the positions of resonances and the magnitudes
of resistance a them. The plasmaregion transparent to the
helicon field and the region of applicability of the helicon
approximation are shown, respectively, by linesaand b at
the bottom of each of Figs. 2—7. It should be stressed,
however, that the curves obtained from the exact solu-
tion are smoother than those calculated from the heli-
con solution.

3. PLANAR DISK-SHAPED HELICON PLASMA
SOURCE (2R > L)

As in [1, 2], we consider an antenna carrying a
purely azimuthal current with the density

1oH3(2)

_ I'|:| —i ot
—_]
Jo = RII-3,(T

| (3.1)

= Zav(2)3 ™,
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Fig. 4. Thesame asin Fig. 2.
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Fig. 6. Thesame asin Fig. 2.

where Jy(X) isaBessdl function, J;(1) =0 (i.e., u = 3.8),
and q = /(1 —Jy(n)) = 2.7. We assume that the antenna
ispositioned at the top surface of the cyli nderl (Fig. 1b)
and that the side surface of the cylinder and its bottom
surfaceare metallic. Under inequalities (2.4) (i.e., inthe
helicon approximation), we take into account expres-
sion (3.1) and reduce the equation for the field compo-
nent

Ey = Eo(29: i

in aplanar disk-shaped source with 2R > L to theform

62E¢ p2 ~h W
— —SEo +—8eff(w)E¢ =0, (32
7 R ¢’

where ey = €5+ gisgiven by formulas (1.5). Note that,

since Imeg < Img, the small term €5 < gisretained in
order to provide a correct description of the absorption

1 To the best of our knowl edge, a systematic theoretical analysis of
plasma sources with a geometry of this kind and with such an
antenna has not yet been carried out in the literature.
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of the helicon field in the plasma. Under the conditions
in question, the radial component of the helicon field is

equal to Erh (zr) = iEg (r, 2. Equation (3.2) is valid
both inside (0 < z< L) and outside (z < 0) the plasma.
Accordingly, we solve Eq. (3.2) separately for these

regions and then match the solutions at the plasma sur-
face with the help of the boundary conditions

{Eo}2-r = 0,
[PEO 4mw (33
Da—;’D o{ Eo} 20 = 0.
09zno,_,

As aresult, we arrive at the following general solu-
tionto Eq. (3.2):

z<0

Eple

B =0 .. (34)
%bzeZ +Ce ©, 0O=<z<lL,
where we have introduced the notation
5 H2 0 T 02 |—12
kz = —-R—2+'—288ff, kO = —R—Z—EE:'R‘E. (35)

We insert solution (3.4) into boundary conditions
(3.3) to determine the coefficients C,, C,, and Cs:

c, = Cz(l—GZile), C, = _Czezile,
B 4miwgl, (3.6)
C, = 2 . 2ik,L_ "
Rc™(kg—ik,— (ko +ik)e )

Thus, the helicon electric field in the source plasma
is described by the formulas

Ep = 2iC,e " sin[k(z—L)],

i i (3.7)
E'(2) = iEy(2),
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where the amplitude C, is given by the last of expres-
sions (3.6).

Knowing the helicon field, we can repeat the above
procedure for determining the potential of the electric
field generated in the plasma. This procedure leads to
the equation [cf. Eq. (2.17)]

2
“—emd) + s”a @
R 0z

@“au) (39)

where

® = ®(2)J, F:D

From expressions (3.7) and Eq. (3.8), we obtain the
following expressions for the longitudinal components
of the potential electric field:

Er = E;(2)J,

R]
2ik,C ek
E:(2) = # cos[k,(z—-L)],
kze”+ :255
(3.9
E- = Es(2)J, Fﬂ
oilce’t

Er(2) = sin[k,(z—L)].
koe, + :—Zsm

We can now calculate the RF power deposited in the
plasma of a planar disk-shaped source. To do this, we
turn to general formula (2.24), inwhich thelast termin
the integrand can be neglected as before. Substituting
expressions (3.7) and Eg. (3.8) into this formula gives

R

= %_Jdr{ Ime [E;]” + 21me[E]]}

16w q°J2 412
_ 2wR’L 16T w'q Jo(K) % (3.10)

Rc’ kosm kL + kzcos k,L

Elms” 2

zII

The above analysis of a planar disk-shaped plasma
sourcein the helicon approximation, first of all, leadsto
the conclusion that, as in an elongated source, internal
helicon waves that can be excited in the plasma should
satisfy the condition

5+ 2Im£|E Rl O

k2sin’k,L + k>cos’k,L = 0, (3.11)
where k, and k, are given by formulas (3.5).
TECHNICAL PHYSICS Vol. 49 No.6 2004
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Since kg < k,, the roots of Eg. (3.11) coincide to a

good accuracy with the roots of the function cos?k,L;
i.e., wearrive a the solutions [cf. Eq. (2.14)]

L2m2 2 2 2
—g =1 (n+12)".
(o4

2,2

K2L? =

(3.12)

The quantity k, should be calculated with allowance
for the second of conditions (1.3), namely, w > kV,
so that we have L = 10 cm. The heliconfield is such that

EQ = Eg > ErL ; consequently, neither the longitudinal

resonance, which corresponds to the vanishing of the
denominatorsin expressions (3.9), nor the double reso-

nance can occur. Asfor the field component EzL , it con-

tributes substantialy to the plasma resistance. How-
ever, we did not analyze this case numerically because
we do not know whether experimental measurements
have been carried out in plasma sources with a geome-
try of thiskind.

ForL=10cm, R=10cm, B, =50 G, and n, =
10*? cm (far from resonance), the plasmaresistanceis
equal in order of magnitudeto Ry =1 Q. At resonance,
the resistance Ry; is higher by more than one order of
magnitude, asin the case of an elongated source.

The general conclusion of our study can be formu-
lated as follows. The above investigation of analytic
solutions for ahelicon plasma source in different limit-
ing cases has confirmed the correctness of the exact
general numerical solution to the problem that was
obtained in [3], according to which planar disk-shaped
plasma sources are capabl e of operating efficiently both
near the resonances and far from them.
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Abstract—Commercial CFDRC software (http://www.cfdrc.com/~cfdplasma) is used to self-consistently sim-
ulate the plasma of the positive column (PC) of adc discharge in argon. The software allows simulationsin an
arbitrary 3D geometry by using Poisson’'s equation for the electric potential and fluid equations for the heavy
components and by solving anonlocal kinetic equation for electrons. It is shown that, in calculating the electron
distribution function, the local approximation is almost always inapplicable under real conditions of a diffuse
PC usually met in practice (pR < (5-10) cm Torr). The influence of metastable atoms, which can substantially
affect the parameters of the PC plasma, is considered. It is shown that superelasic collisions play an important
role in enriching the fast component of the electron distribution function and that the Penning ionization
can result in an ascending volt—ampere characteristic of the positive column. © 2004 MAIK “ Nauka/ | nterperi-

odica” .

A fluid moddl (see, eg., [1-5]) based on the
assumption that the plasma electrons obey a Max-
wellian distribution is till widely used to simulate gas-
discharge plasma. However, it has long been known
(see, eg., [6]) that the electron distribution differs
markedly from Maxwellian (perhaps, except for the
case of Langmuir's paradox in the free-fall regime,
when the electron distribution function (EDF) isfairly
closeto Maxwellian[7]). Asarule, at moderate degrees
of ionization (n,/N < 107%), the EDF is highly nonequi-
librium and is depleted in the inel astic energy range € >
€*. For areal nonequilibrium EDF, calculations of the
reaction constants under the assumption of a Max-
wellian distribution have no physical sense, so it isdif-
ficult to estimate (even qualitatively) the errors intro-
duced by this assumption.

Nevertheless, in practice, a number of the main
plasma parameters are often consistent with calcula-
tions by the fluid model. This rather surprising result
was attributed in [8, 9] to the fact that, in gas dis
charges, both the electron energy balance, governed by
inelastic excitation processes, and the electron density
balance, governed by ionization, are usually deter-
mined by the tail of the EDF, i.e., by collisions with a

high energy threshold (or, in other words, by the tem-
perature of the fast electrons, T,). Therefore, the fluid
model is actually dealing with the temperature of the
fast electron component (T < T), rather than with the
mean electron temperature T, (the temperature aver-
aged over the entire EDF). It is this circumstance that
allows one to determine the ionization and excitation
rates with a sufficiently high accuracy.

To take into account the non-Maxwellian character
of the electron distribution and to determine the corre-
sponding constants for reactions with the participation
of electrons, the kinetic equation is usually solved in
the local approximation, e.g., with the help of the Bol-
sig package [10] or the Lookup Tables technique [11].
For this approach to be applicable, it is hecessary that
the characteristic diffusion length A (e.g., for a cylin-
der, A = R/2) exceed the €electron energy relaxation
length A, (A > A,) [12]. For A, > A, theresults of calcu-
lationswith the use of alocal EDF are physically unjus-
tified [12] and, as was shown in [13, 20], lead to crude
errorsin determining the parameters of the positive col-
umn (PC) of aglow discharge. An analysis of the trans-
port properties [14] also shows that, for a weakly ion-
ized plasmawith anonequilibrium EDF, aclosed set of
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fluid transport equations in the case of rare electron—
electron collisions can be constructed only for thelocal
regime, A > A.. Hence, to determine the PC parameters
using conventional methods, it is necessary to thor-
oughly analyze whether the local approximation for
calculating the EDF is applicable.

When determining the EDF by solving the kinetic
equation, it is necessary to know the longitudinal elec-
tric field E/p, which imparts energy to electrons. For
this reason, when analyzing the EDF in plasma (see,
e.g., [15]) and when creating a software for computing
the EDF (see, e.g., [10]), the EDF is usually calculated
in agiven field. However, in plasma physics problems,
neither the fields nor the particle motion can usually be
considered given, because the fields are governed not
only by the external conditions, but aso by the charged
particle motion, which in turn is governed by thefields.
Therefore, al such problems should be solved self-con-
sistently: only the fields needed to maintain a steady-
state plasmaare allowed by the plasmato penetrate into
the discharge volume. Theionization rate is determined
by the shape of the EDF that is formed by fields in the
plasma. On the other hand, it is necessary that the pro-
duction of charged particles by ionization compensate
for their diffusion loss (v;t, = 1), which depends prima-
rily on the discharge geometry and pressure pA. There-
fore, the heating field E/p (in contrast to the discharge
current) is also determined by the parameter pA [8, 9];
i.e., for a given geometry, it cannot be specified arbi-
trarily.

Hence, the use of non-self-consistent models can
lead to uncontrollable errors in determining the param-
eters of agas-discharge plasma. In turn, the accuracy of
self-consistent models is restricted by a “bottleneck,”
i.e., by the most uncertain element of the model. There-
fore, even if the most advanced and reliable methods
are used in some computational blocks of a code,
whereas other its elements are known poorly (or insuf-
ficiently), the use of these methods does not improve
the accuracy of the results abtained. In other words, in
practice, it is desirable to use computational elements
that are known with equal accuracy. Let us illustrate
this with some typical examples.

It is usualy believed (see, eg., [16]) that the
descending volt—ampere characteristic (VAC) of adis-
charge is associated with volume processes, for
instance, with atransition from direct to step ionization
or with an increase in the effect of electron—electron
collisionson theformation of aMaxwellian EDF. How-
ever, in low-current (especialy, capillary) discharges,
the descending VAC can also be caused by an increase
in the lifetime of charged particles due to adecreasein
the thickness of the space-charge sheath with increas-
ing current [17, 18]. Therefore, ignoring the finite
thickness of the wall sheath (i.e., the extrapolation of
the quasineutral plasma approximation up to the cham-
ber wall) canresult in significant errorsat low discharge
currents. The possibility of a descending (due to a
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change in the sheath thickness) VAC was also demon-
strated in [19], in which direct ionization was only
taken into account because step ionization can be
ignored at low currents. However, at a relatively high
density of metastable atoms, the Penning ionization of
these atoms can predominate over direct ionization
(see, e.g.,[20]). This, inturn, can result in an ascending
VAC [21]. In other words, a PC can possess both
descending and ascending VACs. It is also well known
that impacts of the second kind in collisions of slow
electrons with metastable atoms can substantially
enrich the high-energy part of the EDF and can thus
substantially increase the direct-ionization constants
and the excitation constants for high-lying levels [22].
Although the important role of the processes with the
participation of metastable atoms has long been known,
their influence on the characterigtics of the PC plasmais
usually considered within non-self-consistent models.

In this paper, the role of these processes is consid-
ered within a comprehensive self-consistent model. As
asubject of studies, we have chosen the PC of adc dis-
charge in argon, which has received the most study in
the literature.

The discharge parameters were simulated using a
commercial software developed in the CFD Research
Corporation, Huntsville, AL, USA [11, 23]. A detailed
description of the self-consistent model of a discharge
plasma, the iteration numerical scheme, and the meth-
ods for solving the set of equationsisgivenin[11, 23].
In simulations, the main input parameters may be the
geometry of the discharge volume, the pressure and
composition of the working gas, and the specific power
W deposited in plasma. A dc discharge is an exclusive
case where the simple relation W = jE allows one to
specify the discharge current instead of W. The self-
consistent electric field wasfound from Poisson’s equa-
tion. Heavy particles were described in the fluid model.
The parameters of the electron gas could be found by
solving either the nonlocal or local kinetic equation for
the EDF.

Some of the most detailed cal culations of theforma-
tion of the EDF in aPC are presented in a series of stud-
ies [24-26] for an Ar-like gas with the same set of
model cross sections for elastic and inelastic processes
of the excitation and direct ionization and with allow-
ance for the escape of electrons onto the wall. The den-
sity of charged particles was calculated taking into
account direct ionization only; i.e., the density of meta-
stable atoms and the processes with their participation
were not considered. To test the code, we compared our
results to the calculations performed in [24-26] for
NR > 10 cm3 (the tube radius was R = 1 cm) with the
use of the same set of volume processes. The results
obtained are in good agreement with data of [24—26] on
the values of the EDF, E/p (the VAC), thewall potential
@,,, the mean electron energy T, the electron density
n,, €tc. Some of these results are presented in Table 1.
It can be seen that the data obtained with the CFDRC
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Table 1. Comparison of the employed CFDRC code with the results from [24—-26]
(NgR, 1) E,, Vicm o,V TLr =0), eV ng(r =0), cm™3
101 cm, 10 mA 2.3 2.8 20.5 224 6 6.2 3.5x10° 1.8 x 10°
10 cm, 1 mA 6.2 20.5 53 4.6 - 7.6x108
10'% cm, 10 mA 6.50 6.1 17 199 52 4.6 1.1x10° 6.7 x 10°

Note: Theleft columns for each parameter show the results from [24-26], and the right columns show the results of our study.

code are in good agreement with the data of test calcu-
|ations. Below, wewill consider the influence of anum-
ber of the above effects on the results of simulations of
aPC in an argon discharge.

As was noted above, dmost al of the available
methods for calculating the parameters of a PC use a
solution of the kinetic equation for electronsin thelocal
approximation. This means that the EDF is factorized
asfollows:

fo(w, 1) = ng(r) fo(w, E/p); )
i.e, it is assumed that the distribution over the kinetic
energy w at afixed point r depends on thelocal value of
the reduced longitudinal field E/p and on other param-
eters (the gas temperature, the density of excited parti-
cles, etc.). This method is applicable when the charac-
teristic diffusion length of the discharge exceeds the
electron-energy relaxation length: A > A, [12]. If the
energy balance is determined by eastic collisions, then
for atomic gases in the energy range € < €*, in which
most electrons are concentrated, thislengthis

A =\//d = 100\ 2)

and the inequality A, > A holds up to relatively high
pressures, pR < 5-10 cm Torr (here, €* is the threshold
energy for inelastic processes and & = 2nYM). Therefore,
under actual PC conditions, the loca approximation for

102
B
< 1077
—12
10 0 5 10 15
w, eV

Fig. 1. Normalized EDFsfor pR = 5.4 cm Torr as functions
of kinetic energy: r = (1) 0, (2) 0.2R, (3) 0.4R, (4) 0.6R, and
(5) 0.8R.

atomic gases (as well as the methods using this approxi-
mation to calculate the EDF) is dmost always inapplica
ble. Thisisillustrated by Fig. 1, which showsthat, even at
relatively high values of pR (pR = 5.4 cm Torr), the EDF
cannot be factorized in form (1), because the normal-
ized EDFs plotted asfunctions of kinetic energy are dif-
ferent for different radii r. The EDF of this kind is of
nonlocal nature; i.e., it depends on the values of the
physical parameters (primarily on the field strength) in
the region determined by the inequality A, > A (where
A is the electron mean free path), rather than on their
values at a given point. Since at A, > A, the energy of
an electron during its single pass across the tube
changes only dightly, the integral of motion of such
electronsisthe total energy

€= w+ed(r) = mvV/2+ed(r) 3)
(the kinetic energy plus the potential energy) [12].
Therefore, from the physical standpoint, the most
appropriate arguments for describing a nonlocal EDF
are the variables € and r. The behavior of the trapped
(e < ed,) and transit (€ > ed,) electronsin the nonlocal
regime is quite different (here, ®,, is the potential dif-
ference between the discharge axis and the tube wall).
For (¢ < ed,), after averaging the Boltzmann equation
over the volume accessible to electrons possessing a
given total energy, we find that the functionsfy(€) coin-
cide without any shift that could be caused by the space
potential and normalization [12]. This substantially
simplifiesthe anaysis of the formation of the EDF. The
fact that the EDF of the trapped electrons f,(€) does not
depend on radiusis used in practice to detect the nonlo-
cal features of the EDF (Fig. 2). For transit electrons
that can overcome the transverse potential drop and
escape onto the wall, the nonlocal EDF in the colli-
sional regime can depend onboth € and r [12]. Itisaso
necessary to take into account that the relation between
the volume processes and the escape of electrons onto
the wall can be different for different energy ranges.
Thus, as the pressure increases, the nonlocal EDF fy(€)
for trapped electrons in the inelastic energy range also
becomes dependent on radius. The reason is that, for
€ > ¢*, the corresponding el ectron relaxation length

NS = AN 4
TECHNICAL PHYSICS Vol. 49 No. 6 2004
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Fig. 2. EDFs over the tota energy for pR = 5.4 cm Torr.
Curves 1-5 correspond to the same radii asin Fig. 1.

is much shorter than that given by Eq. (2) (here, A* is
the electron mean free path related to inelastic pro-
cesses), so the inequalities A, > A > A} may hold at
higher pressures. At first glance, it would seem that, in
this situation, the EDF consists of a nonlocal compo-
nent at € < €* and alocal component at € > €* (asmall
local “tail” is attached to the nonlocal “body”). How-
ever, thisis not the case because the fast component at
€>¢* isnot factorized inform (1). When being normal -
ized at some point at w>¢€* (atw=20¢eV inFig. 3) and
recalculated as functions of kinetic energy, the tails

fg(w) turn out to be different for different radii r

(Fig. 3). As was noted above, the use of the local
approximation for determining the EDF is restricted to
the case where this function is factorized in form (1).
We prefer to consider the EDF to be nonlocal when the
termswith spatial gradientsin the kinetic equation can-
not be omitted. Depending on total energy (3), the com-
ponents of this nonlocal EDF may be either dependent
on or independent of the radius (see, e.g., [24], where
the concept of anonlocal EDF was considered in anar-
rower sense and by nonlocal functionswere meant only
the functions fy(€, r) that were independent of the
radius).

In [24-26], anumber of effectsinfluencing theVAC
of adischarge (in particular, a change in the thickness
of thewall sheath and the dependence of theion mobil-
ity on the field strength b;(E)) were pointed out. As an
illustration of these effects, Fig. 4 showsarelative (with
respect to calculations by the fluid model) changein the
VAC of adischarge at a pressure of p = 100 mtorr and
a tube radius of R = 1 cm; the VACs were calcul ated
with (curve 1) and without (curve 2) allowancefor vari-
ations in b, (E). The set of plasmochemical reactions
was chosen according to [24—26], and the ion mobility
was calculated by the formula by Frost. As was noted
above, the fluid model gives a temperature T, < T, SO
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Fig. 3. Fast components of the EDFs over kinetic energy,
joint at wy = 20 eV, for pR= 5.4 cm Torr. Curves 1-5 corre-
spond to the same radii asin Fig. 1.

the field strength in the fluid model islower than that in
kinetic simulations. Taking into account the depen-
dence b;(E), which leadsto an increase in the time dur-
ing which electrons escape onto thewall, also decreases
the longitudinal heating field (Fig. 4). In the case at
hand, we took into consideration the ionization mecha-
nism aone; consequently, the calculated VAC that
descends at low currents can be attributed to a narrower
wall sheath. This effect should be taken into account in
simulations of low-current (especialy, capillary) dis-
charges. As the current increases and the sheath thick-
ness becomes sufficiently small, the VAC becomes sat-
urated and the field depends only dightly on the cur-
rent. TheVACssimilar to those presented in Fig. 4 were
aso computed both with and without taking into
account electron—electron collisions in calculating the
EDF. The calculations showed that, in the case under

|
0.01 0.1 1
I,A

|
1E-3

Fig. 4. VACs calculated for the set of reactions from [24—
26] for p = 100 mtorr and R = 1 cm and normalized to E*
(the electric field calculated in the fluid model under the
same conditions at a current of | = 1 A): (1) without and
(2) with alowance for the dependence b;(E) by the Frost
formula
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Table 2. The set of reactions for the three-level scheme of terms of an argon atom

No. Reaction g, eV Constant Comment
1 |e+tAr—e+Ar - Cross section [27] Elastic scattering (momentum transfer)
2 |e+Ar——=e+Ar, 1155 | Cross section [28] Excitation and deexcitation of the
3 |e+tAr—2e+Ar* 159 | Cross section [27] Direct ionization from the ground state
4 le+Ary, —=2e+Art 4.35 | Cross section [28] %Veg lonization from the metastable
o * _ 13 a3 el Quenching of the metastable level viathe
5 |etAr, e+ Ar 007 | ky=2x10"m" s [29] trangition to aresonant level (11.67 €V)
6 |e+Ar—e+Ar 11.55 | Cross section [28] Total excitation by electron impact
* A6 el Resonant emission with allowance
7 | Ar;, —=Ar+hyv - Ar=10"s for self-absorption (A = 106.4 nm)
[e+Ar + Ar o
8 |2Ar;, — O . - ko =6.2x 101 m3 s [29] | Penning ionization
Ce+Ar, + Ar

study, electron—electron collisions play an important
role only at high currents (>1 A). Since, under such
conditions, the gas is heated and a transition to an arc
can occur, the corresponding curves are not presented
in Fig. 4. It should also be noted that, because of the
high values of E/p at low pressures, the EDF was far
from Maxwellian up to the degree of ionization n /N <

102

Asin the test calculations [24-26], the above simu-
lations were performed with alowance for direct ion-
ization only. It iswell know, however, that the parame-
ters of a PC in noble gases are significantly affected by
the processes with the participation of long-lived meta-
stable states, whose densities n,,, can be fairly high and
usually exceed the electron density n.. For this reason,
we performed simulations with the use of the tree-level

n,(r)/ny(0)

1
0 0.5 1.0
r,cm

Fig. 5. Normalized electron density profiles for a gas den-
sity of Ng = 3 x 101> em™: (1) without and (2) with allow-
ance for the dependence of the ion mobility on the radial
field (the Frost formula). The dashed line shows the Bessel
function Jo(2.4r/R).

model of an argon atom with alowance for eight reac-
tions listed in Table 2. The constants of the processes
with the participation of electrons were calculated by
convoluting the corresponding cross sections with the
calculated EDF. Aswas expected, the usein [24—-26] of
thethree-level schemewith allowancefor direct ioniza-
tion only restricts the applicability of the results to a
low-pressure range NgR < 3 x 10% cm Torr, i.e., to the
free-fal regime (A 2 R). Table 3 presents the results of
some our simulations of a PC in argon with allowance
for three and eight reactions (with and without account
taken of the processes with the participation of the
metastable level). The results obtained show that, asthe
pressure increases (at NoR > 3 x 10 c¢m Torr), the step
ionization and Penning ionization become dominant.
As aresult, the field decreases, while the electron den-
sity increases, thisleadsto achangein the other param-
eter sensitiveto the density n,,,. We notethat the electron
density profiles in the nonlocal case decrease almost
linearly with radius, in contrast to the conventional
(Bessel) profiles obtained in the fluid model (Fig. 5).
The reason is the competition of two effects. First, ion-
ization occurs predominantly near the tube axis, result-
ing in a narrower profile of n, [12, 13]. Second, the
dependence b;(E) ~ E™¥2 results in a smoother density
profile in comparison to a Bessel profile.

At the same time, a number of the parameters, such
as the temperature T, (the electron energy averaged
over the entire EDF), the wall potential @, etc., vary
dlightly. An insignificant change in T, is explained by
the fact that, in the case where the energy balance is
governed by inelastic processes, the shape of the body
of the EDF in the energy range € < €*, where most of
the electrons are concentrated, depends slightly on the
field [9, 12]. These electrons, gaining the energy from
the field in the range (0, €*), merely transfer the
required energy flux to the tail of the EDF [9, 12]. At
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Table 3. Comparison of the results of simulation of a PC in argon with three (3R) and eight (8R) volume reactions

E, V/cm o,V T(r =0), eV n(r =0), 10° cm
No. Parameters (NgR, 1)
3R 8R 3R 8R 3R 8R 3R 8R
1 3x10%cm™?, 1 mA 35 37 20.7 21.6 5.1 5.2 0.44 0.43
2 3x10% cm, 10 mA 32 33 19.9 20.6 5.1 5.2 4.0 4.0
3 3x10% cm, 100 mA 32 31 19.5 19.9 5.1 5.1 36.7 37.4
4 3x10%cm?, 1 mA 16.6 6.2 21.8 19.8 4.0 39 0.7 1.6
5 3x10% cm, 10 mA 16.4 3.8 20.4 17.6 4.0 3.8 5.9 21.6
6 | 5.76x10%cm™, 10mA 30.4 33 21.3 17.5 3.9 35 55 47.6
7 | 10¥ cm™?, 1 mA 55.4 4.0 255 18.2 3.8 36 0.6 6.9
8 | 10 cem™?, 10mA 52.3 347 | 228 17.6 3.8 34 5.2 73

€ < g*, the EDF acts merely as a peculiar kind of a
“pipeling” from a source in the low-energy region to a
sink inthetail region (€ > €*), so that the electronswith
€ < &* make an insignificant contribution to the total
energy balance of the electron gas. The electron distri-
bution along this pipeline is determined by the condi-
tion that the energy flux inflowing near the zero energy
is equal to the energy flux outflowing at the threshold
energy €*, no energy islost on the way, and the energy
flux does not depend on the “fall.”

Thefast component of the EDF, f,, isdetermined by
the total frequency v* of inelastic collisions involving
the excitation of all atomic states. The function fy, isfit-
ted well by the exponential dependence [9]

€

Tet
fo(e) = cne ®)
with the temperature
Te = JV*/Dg, (6)

where D = 2(eEN)V/3 is the coefficient of diffusion
over energy in the electric field (see, eg., [9, 12] for
details). It can be seen from Eq. (6) that T, depends
substantially on the choice of the excitation cross sec-
tions.

Our simulations revealed an interesting (but little-
known) effect consisting in the replication of the shape
of the body of the EDF in its fast component due to
impacts of the second kind in collisions of slow elec-
trons with metastable atoms. Figure 6 shows the EDFs
calculated for p=1Torr, R=1cm, and | = 10 mA with
(curve 1) and without (curve 2) allowance for impacts
of the second kind. One can see that a gently sloping
pedestal fy,, replicating the shape of the slow compo-
nent (the body) of the EDF is added to the usual EDF f,
(5), which is sharply decreasing above the threshold
excitation energy (€* = 11.55 eV for argon). Asaresullt,
the fast component of the EDF can be represented as
the sum f, = fy, + fy,. This shape of the EDF can be

TECHNICAL PHYSICS Vol. 49 No. 6 2004

explained by the fact that the kinetic equation includes
the source of fast electrons that is associated with
impacts of the second kind and is proportional to the
low-energy component (body) of the EDF, f(w — €*).
Roughly speaking, a partia solution taking into
account inhomogeneity is added to the rapidly decay-
ing solution of the homogeneous kinetic equation fy
derived without allowance for this source (Fig. 6,
curve 2). At high metastabl e densities, the approximate
expression for fg, can be found by setting to zero the
integral of inelastic collisions:

v*(e—ed(r))ve—ed(r)

;
ngo(s)—%nfo(e—e*)g. @

Thus, an additional fast component fy, replicating
the shape of the body of the EDF has the form

Nm0a

fo(e—€%). ©)

fon(€) = Nog

0Ym

1012

107

for eVY2 3

10?

1073 I I I I
0 10 20 30

w, eV

Fig. 6. EDFs at the axis of a discharge (r = 0), calculated
(2) with and (2) without allowance for impacts of the sec-
ond kind for p=1Torr, R=1cm, and | = 10 mA.
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Table 4. Ratiosof the excitation and direct-ionization constants
calculated with an EDF cal culated with and without allowance

for impacts of the second kind for Np = 10" cmi, R=1cm, and

I =10mA
Ratio of the
No. Level £, eV | excitation
constants
1 | 3dj” 14.01 15
2 | 3d3?, 555° 14.06 1.7
3 | 3d3”, 5s;” 14.09 1.9
4 | 3d;” 1415 21
5 | 3d,” 1421 23
6 |3dy7,3dy ", 55y, 35,0 | 14.23 24
7 | 3dy”, 1430 27
8 | 3d;” 1471 19
9 |6p,”, 6pr, 6py° 1520 | 109
10 |Ar 1576 | 2670

Although the amplitude (absolute value) of the addi-
tiona fast component is lower by a factor of ~n,,/N,
than the low-energy component of the EDF at € < €*, it
exceeds fy, at energies of severa electronvolts above
the threshold energy €*. Thisis because the value of T
(6) issmall and fy, (5) sharply decreaseswith increasing
energy. Since fy(€ — €*) near the threshold energy €*

3.75F
3.50- 1

305 V
3.00
275
2.50

2.25

200 it
1E-3 0.01 0.1 1

I, A

E,, V/cm
T T
)

Fig. 7. Caculated VACs of the PC of a discharge in argon
for p=1Torr, R=1cm, and the two values of the Penning
ionization constant: k, = (1) 6.2 x 107° and (2) 1.2 x
105 m3st
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varies dlightly and is fitted well by the linear depen-
dence[9]

fo(€) = C %l 51+T D

the high-energy component of the EDF increases sub-
stantialy asaresult of the replication of the body of the
EDF into this energy range. In turn, this results in a
change in the constants for direct ionization and the
excitation for high-lying levels. Knowledge of the pop-
ulations of these statesis of interest for mass spectrom-
etry and optical emission spectroscopy sources[30]. As
an illustration, Table 4 show the relative change in the
constants for direct ionization and the excitation of
high-lying excited states when the EDF is calculated
with and without allowance for impacts of the second
kind of dlow electrons with metastable atoms for N, =
107 cm3, R=1cm, and | =10 mA. It can be seen from
the table that the results differ markedly; hence, this
effect should be taken into account in calculating high-
lying excited states in gases that have long-lived meta-
stable states.

The results of calculations also show (see Table 3)
that the contribution from the Penning ionization to the
production of electrons can be substantial at low cur-
rents. As was noted above, such an interesting and
unusual phenomenon as an ascending VAC of aPC can
be observed in this case. Recall that, in actual practice,
the VACs are usually descending [16]. For this reason,
to maintain astable PC, it isnecessary to useload resis-
torsconsuming an additional electric power. Obviously,
the search for operating conditions with an ascending
VAC, which make it possible to exclude energy lossin
ballast resistors, is of importance for applications.
Physical reasons for the ascending VAC can be eluci-
dated by separating out the dominant terms in the par-
ticle balance equation [21]. The density of metastable
atomsn,,in the PC at moderate pressures (when the dif-
fusion loss of these atoms on the wall can be ignored)
is determined by the two processes: their production by
the excitation from the ground state (the constant k*)
and the quenching viaatransition to a neighboring res-
onant level (the constant k,):

N = Nok* 7Kg 9)

Accordingly, if the dominant ionization mechanism
is the Penning ionization with the constant kp, then for
the electron density we have

Ne = KoNinTa = KyTa(Nok*) /K2,

where 1, is the ambipolar lifetime.

It can be seen from Eq. (10) that, for the electron
density to increase with current, the constant k* should
increase; i.e., thefield should somewhat increase (all of
the other coefficientsin Eq. (10) depend slightly on the
field). Since such regimes are of great practical interest,
we carried out special model calculations. These calcu-

(10)
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lations showed that, for pR > 1-3 cm Torr and currents
of | =1-100 mA, conditions exist at which the contri-
bution of the Penning ionization is significant. Figure 7
shows the calculated VACsfor p=1Torrand R=1cm.
A decreaseinthefield at low currentsisattributed to the
above decrease in the thickness of the wall sheath. For
the chosen set of reactions from Table 2 (curve 1), a
dlight increase in the VAC is observed beginning from
currents of about 5 mA. A comparison of the termsin
the balance equation for n, shows that this effect is due
to the dominant contribution from the Penning ioniza-
tion. An analysis of the literature data shows that the
value of the Penning ionization constant k, = 6.2 x

10719 cm?® st from [31], which was used in our calcula-
tions (Table 2), is half as high as that corresponding to
the literature data: k, = 1.2 x 10° cm?® s (seg, eg.,
[32]). If we usethis value of k;, then theincrease in the
field at currents of 5-50 mA is more pronounced in the
calculated VACs. At higher currents, the VAC levels
out; this is attributed to an increased contribution of
step ionization. Indeed, if the dominant ionization
mechanism is step ionization with the constant kg, then
substituting Eg. (9) into the electron density balance
equation, by analogy with Eg. (10) we have
Ne = KstNmNe Ty = NeKg ToNoK* 7K. (11)
The right- and left-hand sides of this equation show
the same dependences on the electron density. There-
fore, it followsfrom (11) that the current isindependent
of the field; i.e., the VAC is a horizontal line (Fig. 7).
Unfortunately, the results are sensitive to the choice of
the constants of the step ionization and Penning ioniza-
tion, so that it is now difficult to make certain conclu-
sions for each specific situation. In particular, it is nec-
essary to estimate the contribution of step ionization
[32]; for this purpose, it is hecessary to solve the set of
balance equations for a great many excited states.
Therefore, to unambiguously answer the question as to
the possibility of the formation of an ascending VAC in
a PC (which is dso of practical importance), it is nec-
essary to carry out additional numerical and laboratory
experiments.

In summary, self-consistent simulations of the PC of
a dc discharge in argon have been carried out. It is
shown that the local approximation for calculating the
EDF is amost aways inapplicable under rea condi-
tions of adiffuse PC. Consideration has been givento a
number of important effects with the participation of
metastable atoms; these effects can substantialy influ-
ence the parameters of the PC plasma. In particular, the
values of the direct-excitation constants of high-lying
levels increase substantially because the population of
the fast component of the EDF increases due to impacts
of the second kind. It is shown that, at low currents, a
decrease in the thickness of the wall sheath resultsin a
descending VAC, whereas the Penning ionization can
lead to an ascending VAC.
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Abstract—The method of forced flexural vibrationsis used to obtain the amplitude dependence of theinternal
friction (Q(gp)) in the Pb—62% Sn alloy, which exhibits superplasticity at room temperature. A phenomeno-
logical model of theinternal friction, in which the platicity of alloysis considered as ahybrid relaxation—hys-
teresis process, is proposed. The numerical values of the cyclic-strain-hardening exponent n of the Pb—62% Sn
alloy are determined in the microplastic and superplastic states, and the nature of the experimentally detected
asymmetric maximum in Q7Y(g,) is discussed. © 2004 MAIK “ Nauka/|nterperiodica” .

INTRODUCTION

Deformation in the bulk of polycrystals is almost
always nonuniform and inhomogeneous. The only
exclusion is superplastic deformation, since it occurs
along grain boundaries. However, al grains are uni-
formly involved in the deformation process (without
any statistical distribution of stresses in them), which
partly causesthelimiting plasticity of materials. Never-
theless, superplasticity mechanisms are till poorly
understood [1]: composites [2] and even ceramics [3],
including superconducting ceramics [4, 5], exhibit all
characteristic features of a superplastic flow under cer-
tain temperature—rate loading conditions.

Materials having superplastic properties are mainly
studied using the only particular type of loading—
uniaxial tension. The internal friction method is rarely
applied. From the experimental standpoint, the case of
an alternating stress is more complex, which resultsin
more complex behavior of the materia to be studied.
However, with this technique, one can imitate the
superplasticity conditions (temperature, load, and |oad-
ing rate) in materials and simultaneoudly (in situ)
record their elastic and inelastic properties during a
plastic flow. Therefore, the application of thistechnique
for studying internal friction in superplastic materials
can give new specific information on the superplasticity
mechanisms.

EXPERIMENTAL

The eutectic Pb—62% Sn alloy, which has superplas-
tic properties at room temperature, was melted from
pure components in a laboratory furnace and then cast
onto a massive copper base. After long-term (up to two
years) aging in air, the ingots were subjected to =75%
reduction on a hydraulic press. The workpieces were

then used to cut samplesintheform of a2 x 2 x 20-mm
rectangular prism. The dependences of theinternal fric-
tion on the resonance amplitude g, of the flexural vibra-
tions of a cantilever sample (Q7(g,)) were obtained at
room temperature across the amplitude—frequency dis-
placement peak [6]. The amplitude strain was recorded
with an inductive sensor, which was calibrated visually
using a remote microscope with an eyepiece microme-
ter. The error of measuring the amplitude strain was
+5%. The dstrain ¢, was varied in the range (0.53-
3.75) x 10 These values of &, provided the range of
stresses applied to a sample that certainly included the
stresses inducing the superelastic behavior of the sam-
ple. The static Young modulus of the aloy is E =
25 GPa[8]. At thisvalue, an optimum stressto produce
superplasticity (o = Eeg = 7 MPa[7]) is obtained at a
strain g, = 2.8 x 10, The dynamic Young modulus of
the aloy is connected with the resonance frequency of

sample vibrations f, by the quadratic relation E ~ fg :

RESULTS AND DISCUSSION

The experimental QX(g,,) dependence of theinternal
friction for the Pb—62% Sn alloy has a maximum at a
strain amplitude €, = 2.2 x 10 (Fig. 1). The classic
Granato—L ticke mechanism of the breakaway of dislo-
cations from pinning atoms does not produce a maxi-
mum in the Q(gy) curve. However, its modification
can predict such an extremum. For example, in the
Rodgers mechanism of the athermal breakaway of dif-
ferent-type dislocations from impurities, an asymmet-
ric maximum in Q7(g,) corresponds to the case when
all highly mobile dislocations have broken away; then,
the amplitudeinternal friction decreases. Thefollowing
increase in the internal friction is related to the break-

1063-7842/04/4906-0707$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 2. Time variation (scaleless) of the normal components
of (a) thestrain (g(t)) and (b) the stress (o(t)) in the near-sur-
face layer of avibrating sample.

away of didocations of another type [9]. The micro-
scopic models of internal friction that imply breakaway
of dislocations from pinning impurities can be applied
to relatively pure materialsin alimited range of applied
stresses. At higher stresses, dislocations multiply in
each loading cycle, break away from all barriers, and
travel substantial distances within a grain. Then, the
effect of internal friction can be caused by the interac-
tion of dislocations with any obstacles to their motion
that are located in their dip plane. For single disloca-
tionsto overcome different-type barriers at low temper-
atures, it is necessary to apply a stress ¢ that is higher
than the dry-friction stress o; (¢ > o) [6, 10, 11]. The
stress o; acquires a certain physical meaning, depend-
ing on the type of abarrier to be overcome by disloca
tions. The effect of the dry-friction stress on internal
friction in materials can be taken into account using a

ARZHAVITIN

phenomenological dislocation-free approach; it reflects
more general dependences of microdeformation and
hysteresis.

As the mathematical model for the behavior of
materials under quasi-static loading, we choose the
empirical equation of state [12], which is widely
applied in engineering calculations. In this eguation,
the flow stress is sensitive to both the degree of strain
(strain-hardening exponent n) and the strain rate (rate-
hardening exponent m):

o = n(e+e)"e, (1)

where n) is the effective viscosity of the material, € is
the plastic-strain rate, and e is a material constant
reflecting the fact that the plastic strain € begins only
after exceeding a certain critical stress.

Atn =0, Eq. (1) describes a viscous flow in materi-
als, including a superplastic flow [1, 12, 13].

For metals deformed under quasi-static conditions,
the strain-hardening exponent n is always smaller than
unity; that is, the stress ¢ increases not directly propor-
tiona to the strain.

Let ahysteresisloop a(g) be described by the equa
tion

o = Eexn(ld +le)"El", 2

in which the nonlinear correction to Hooke's law (1)
specifies the shape of a hysteresis loop. Here, |e|, ||,
and || arethe absolute valuesof the preliminary strain,
the time-independent current strain, and the plastic-
strain rate, respectively (Fig. 2). Curve (2) of cyclic
loading describes the behavior of metals upon steady-
state cyclic deformation after several early vibration
cycles. Then, the parameters of loop (2) can be called
the coefficient n and exponent n of cyclic strain harden-
ing [14]. Quantitatively, they differ from the corre-
sponding parameters of quasi-static loading. In particu-
lar, the exponent n of the relative strain € in Eq. (2) can
exceed unity [15].

Loop (2) isshown in Fig. 3. Hysteresis loop (2) dif-

fers from that proposed in [15] mainly in the factor ™.
The algebraic dependence of the stress on the strain is
a discontinuous function at € = €,. The hysteresis loop
can be discontinuous (broken) only at o > o; [6]. For
example, at room temperature, the loop o(g) with a
break at the point €, = 5 x 10 is experimentaly
observed in the Cu-38% Zn polycrystalline aloy [16].

In the general case, the stress and strain make up a
second-rank tensor. Upon cyclic bending of the thin
(2 x 2 x 20-mm) rods, the state of stress can be charac-
terized only by the normal tensor component, since the
other components are negligible. Therefore, the stress
and strain can be taken as scalar quantities, without
considering their tensor character.

TECHNICAL PHYSICS Vol. 49
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The amplitude dependence of the internal friction
can be calculated by the general formula[6]

Q—l _ AW _ AW

2T[W T[Eeg’
where AW = §ode isthe area of the hysteresisloop in
the coordinates o—. Then, we have

€

0

Q = sfode = 5
TiEE, TiEE,

©)

n+1 n+1ly-m

_anl(etey) e
n(n+1)Es§ '

Relation (3) describesinternal friction of the hyster-
esis (amplitude-dependent) and relaxation (frequency-
dependent) types at the same time, since it depends on
both the strain amplitude €, and the rate ¢ The latter
depends somewhat on the frequency f, of cyclic defor-
mation (Fig. 2). Then, we have a hybrid of relaxation
and hysteresis [17] when the difference between them
becomes insignificant.

It is necessary to distinguish the true and average
values of the parameters of the hysteresis loop. Their
true values are recorded upon testing under the condi-
tions of a uniform state of stress (bending or torsion of
hollow samples or longitudinal vibrations of solid sam-
ples). Otherwise, AW [6, 14] and, apparently, the index
n [14] are averaged over the nonuniformly stressed vol-
ume of asample. They are weight-average properties of
amateria for acertain test type.

Taking into account that the yield strength of the
Pb—62% Sn alloy is low, we can assume that its plastic
flow starts from the very beginning of deformation, at
an arbitrary small strain. In this approximation, the pre-
liminary strainise =0 and Eg. (3) can be smplified to
the form

ot = 4ngge™
m(n+1)E’
At n =0, we have from (4)

(4)

ot = 4ng™.
TEe,’

that is, theinternal friction can decrease with increasing
strain amplitude €. A similar amplitude dependence of

theinternal friction (Q* ~ €/¢,, where € isthetensile
strain rate) was detected in a certain amplitude segment
during creep [18].

From the standpoint of internal friction, asuperplas-
tic flow is often considered as a relaxation process
[12, 19-22]. However, relaxation phenomena are usu-
ally observed at small applied loads, which do not
cause plastic deformation in samples. This contradic-
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Fig. 3. Leonov—Bezpa’ ko hysteresis loop o(g).

tion can be resolved if we assume, as above, that rel ax-
ation and hysteresis processes occur simultaneously.

Of course, strain hardening is absent (n = 0) or
extremely small during a superplastic flow. Upon
uniaxial loading, the whole volume of amateria isina
superplastic state, whereas, upon bending, stresses are
distributed over the thickness of avibrating rod and are
maximum near its surface. Then, superplasticity is
localized in the near-surface layer of the material at the
instants of amplitude strains. The sample retains its
stiffness and can withstand increasing alternating loads
upon testing because of aquasi-elastic “ core.” Sincethe
amplitude-dependent internal friction Q7Y(gy) is a vol-
ume-averaged dissipative quantity, its contributions
from the quasi-elastic core and the near-surface layer
(superplasticity) cannot be distinguished. This appara-
tus specific feature made us choose the hysteresis loop
o(€) initsgeneral shape (2). Then, Egs. (3) and (4) have
to describethetotal internal friction, which allowsusto
compare the results of calculation by Egs. (3) and (4)
with the experimental data.

As applied to the Pb—62% Sn alloy, the cyclic-
strain-hardening exponent n is calculated by Eq. (4)
using the ascending and descending branches of the
experimental dependence of the internal friction on the
amplitude (Fig. 1). When approximating (fitting) the
ascending branch of Q(g,), we obtained n = 1.75 +
0.03. Therefore, the ascending branch of the internal
friction is approximated by an amost linear depen-

dence Q1 ~ 88'75 (Fig. 1, curve 1). The stage of alinear
increase in the internal friction with g, in alloys is
caused by microstrains inside grains, when the mecha-
nism of strain transfer from grain to grain has not been
operative [10]. The procedure of approximating the
descending branch of Q(g,) gives n = 0.19 + 0.05,
which is close to zero. Therefore, the cyclic deforma-
tion of the Pb—62% Sn alloy proceeds in stages: in the
first stage (n = 1.75), the internal friction increases due
to microplastic strains in grains [10], whereas, in the
second stage (n = 0.19), a superplastic state is actual-
ized in the near-surface layer of the sample. Inthiscase,
the hardening stages are clearly pronounced, since a
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transition from one stage to another is accompanied by
ajumpinthevalue of n. Thus, the cyclic-strain-harden-
ing exponent n plays a specific role as an indicator of
the deformation stages. A change in the mechanisms of
plastic deformation at the maximum of the Q(g)
dependence is also accompanied by a stepwise
decrease in the elastic modulus with increasing vibra-
tion amplitude (Fig. 1, curve 2).

According to (4), the Q7(g;) dependences in poly-
crystalline materials always have the shape of an asym-
metric maximum when the rheological parameter n> 1
sharply changesinto 0 < n < 1 upon changing hardening
stages. In these cases, an asymmetric peak in Q7(gy)
can also be detected in aloys without superplastic
properties.

CONCLUSIONS

(1) The amplitude dependence of the internal fric-
tion in the Pb—62% Sn alloy has a maximum in the rel-
ative-strain-amplitude range (0.53-3.75) x 104, which
includes the strains at which this alloy exhibits super-
plastic behavior.

(2) A phenomenological model of the internal fric-
tion, in which the plasticity of polycrystalline alloysis
considered as a hybrid relaxation-hysteresis process, is
proposed. Thismodel has been used to show that, inthe
strain range under study, the plastic deformation of the
Pb—62% Sn aloy is a two-stage process. When going
from the first stage of microplastic deformation of
grains to the stage of superplastic behavior in the near-
surface layer of the material, the strain-hardening expo-
nent n decreases sharply fromn= 1.75to n= 0.19.
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Abstract—The influence of irradiation by 2-MeV electrons at integral doses of 0.1, 0.3, 1.5, and 3.0 MGy on
the physicochemical processesinYBa,Cu;04 . « polycrystalline samplesisinvestigated. At different stages of
irradiation, processes occurring in the samples exert an opposing effect on the matrix and near-surface regions
of the material. Irradiation with doses D < 1.5 MGy strengthens bonds in the intergranular spacer, which
weaken because of areduction in the potential surface barrier for oxygen migration to vacant sites. This results
in ordering of the oxygen sublatticein near-surface regions. Irradiation with doses D > 1.5 MGy causes damage
on the grain surface, which enhances oxygen diffusion from the bulk and, thus, leads to material degradation.

© 2004 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Radiation-induced defects in high-temperature
superconductors have been studied in many works. In
[1-3], it has been shown that irradiation greatly modi-
fies the properties of high-temperature superconduc-
tors. In particular, irradiation of Y Ba,Cu;Og ., (YBCO)
ceramics stimulates physicochemical processes with
the participation of volatile compounds, which may be
either introduced into or released from this material.
These volatiles, some of which are present in ambient
air, affect the electrophysical and superconducting
properties of the ceramics. Therefore, investigation into
the influence of these substances (in combination with
irradiation) on the properties of HTSC materials is of
importance for protecting such materials from del eteri-
ous effects.

EXPERIMENTAL

In this study, physicochemical processesin YBCO
ceramics that are induced by irradiation with 2-MeV
electronsat integral dosesof 0.1, 0.3, 1.5, and 3.0 MGy
areinvestigated by the methods of IR, Raman, and ther-
mal desorption spectroscopy.

The material studied was KIB-1commercial poly-
crystallineY BCO ceramicswith adensity of 5.2 g/cm?.
The samples were virtually one-phase (98%). Pellets
measuring 2 x 2 x 0.5 cm were cut into four parts. One
of them was used as a reference, and the others were
irradiated by electrons with different doses. 2-MeV

electrons have a“ soft” yet tangible effect on the ceram-
ics, causing small displacements of oxygen atoms and
atoms of other constituent elements from their sitesin
the lattice. The samples were placed in special holders
and irradiated with an ELU-6 electron accelerator
(5-ps-wide current pulses with a repetition rate of
200 Hz) inar at 393 K.

Introduction and evolution of volatileswereinitialy
studied by thermal desorption. This method is widely
applied for energy characterization of surface pro-
cesses, as well as for studying the kinetics of sorption—
desorption processes occurring on solid surfaces. In[4],
gas evolution from Y BCO samples after they had been
heated in avacuum wasinvestigated by thermal desorp-
tion spectrometry. The same method was used in this
work to study gas evolution from irradiated YBCO
ceramic samples into avacuum. Further, the intensities
of several peaks from the mass spectra recorded at a
certain temperature for different irradiation doses were
digitized. Next, the data obtained were interpolated by
using a cubic spline and, thus, the intensities of each of
the peaks at a given time were found. In this way, we
estimated the rates of evolution of gases from the sam-
ple into a vacuum vs. the irradiation dose at a given
temperature.

DISCUSSION

We experimented with as-prepared YBCO ceramic
samples and samples irradiated by 2-MeV electrons at
integral doses of 0.1, 0.3, 1.5, and 3.0 MGy. For the as-
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Fig. 1. Thermal desorption spectra of oxygen (1) in the as-
prepared Y Ba,CuzOg +  Sample and in the Y BayCuzOg + i
samplesirradiated by 2-MeV electrons at dosesD = (2) 0.3
and (3) 3.0 MGy.

T, %

| | | |
1800 1400 1000 600
cm™!

| |
4000 3200 2400

Fig. 2. IR absorption spectrataken from the (1) as-prepared
yttrium-based ceramic and from the ceramic irradiated by
2-MeV electrons at doses of (2) 0.3 and (3) 1.5 MGy.

prepared sampleswith the orthorhombic phase, thermal
desorption spectra of oxygen were recorded when the
temperature was linearly varied in the interval 283—
1200 K and the heating rate was varied between 0.1 and
0.5 K/s. As is seen from Fig. 1, oxygen evolution
becomes appreciable at temperatures above 650 K. For
al the samples, the oxygen evolution is the most
intense in the temperature range 770-1000 K. For the
samples irradiated with doses increasing from 0.1 to
3.0 MGy, the spectraexhibit two extra peaksin thetem-
perature range 773-950 K. The intensities of both
peaks grow with increasing irradiation dose.

It should be noted that, as the irradiation dose
increases, the intensity of the high-temperature peak at
Trax = 1025 K remains nearly unchanged, while the
intensities of the two most intense peaks with T, in
the temperature range 773-950 K grow. The thermal
desorption peak lying in the range T = 1000-1070 K
was also observed in [5].

The samples irradiated by an integral dose of
3.0MGy undergo the orthorhombic-to-tetragonal
phase transition. Irradiation of the sample containing
some amount of CuO causes this impurity to decom-
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pose by the reaction 2CuO — Cu,O + 1/20,, so that
an additional amount of oxygen is released. Decompo-
sition of CuO isresponsible for the thermal desorption
peak at T, = 1025 K. The variation of the thermal des-
orption spectra for oxygen leads us to conclude that
oxygen from the orthorhombic phase diffuses through
oxygen vacanciesin the basal plane ab. During irradia-
tion, the oxygen leaves Cu-O chains located along the
crystallographic b axis. The oxygen in the Cu—O chains
has an increased mobility, which causes ordering of
vacancies in the 60° superconducting phase and the
orthorhombic-to-tetragonal phase transition during
irradiation of YBCO ceramics. The rate of oxygen
release from the YBCO structure is limited by the rate
of its diffusion.

Subsequent investigation of oxygen diffusion [6, 7]
revealed asymmetry of the diffusion process: the data
on the electric conductivity suggest that oxygen evolu-
tion proceeds more slowly than oxygen absorption. The
authors of [6, 7] explain this asymmetry by the pres-
ence of an energy barrier on the surfaces of individual
grains. Overcoming of this barrier is the limiting stage
of the process of oxygen release from the ceramic sam-
ple.

As follows from Fig. 2, the IR spectrum of the as-
prepared samples does not contain absorption bands.
However, upon irradiation by 2-MeV electrons at inte-
gral doses of 0.1 and 1.5 MGy, peaks at 470, 520, 780,
1080, 1630, 2900, and 3420 cm appear. In this spec-
tral range, the absorption bands are due to the vibra-
tions of Cu—O bonds. The peak at 470 cm™? isrelated to
deformation vibrations in Cu—O chains and the peak at
520 cm™, to antisymmetric axial valence vibrations of
Cu-O chains in the planes of the tetragonal structure.
The peaks at 780 and 1080 cm™ correspond to barium
and copper carbonates; at 1630 cm?, to H,O; and at

2900 cmt, to CH. Finally, the wide band covering the
interval 3300-3500 cm™ is related to Cu, Y, and Ba
crystalline hydrates. The absorption bands of hydroxyl
groups are absent because of a high coverage of the
molecule surface [8].

These absorption bands are related to the oxygen
evolving from the lattice and to ordering of oxygen
vacancies in the Cu(1)-O(1) chains along the b axisin
the Cu(2) planes. The latter effect is usually observed
after irradiation by gamma rays and neutrons [9, 10].
Electron irradiation damages the ceramic layer and
modifies the complex composition of the sample. By
the method of IR spectroscopy, it was established that
the modified composition cannot beidentified asamere
mixture of thetetragonal and “ green” phases. The max-
imum observed at 620 cm is likely to be associated
with atmospheric water molecules incorporated into
crystallographic voids with the formation of Cu—O(H.)
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Fig. 3. Raman spectra taken from the (1) as-prepared
Y BayCu30g .+  Ceramic and from the ceramic irradiated by

2-MeV electrons at doses of (2) 0.1 and (3) 3.0 MGy.

complexes. Such absorption bands were observed and
discussed in [11].

In[9], whereY Ba,Cu;04 , , Samples wereirradiated
by gamma-ray photonsin air, the conclusion was drawn
that copper radicals interact mainly with nitrogen
oxides to form copper nitrates. From our IR spectra of
yttrium-based ceramics, it follows that irradiation of
theYBCO ceramicsin air produces largely copper car-
bonates.

Such modifications in the YBCO structure suggest
that electron irradiation generates active centers that
interact with ambient air. The Raman spectra (Fig. 3)
make it possible to establish the nature of defect-
induced bands observed in the Y Ba,Cu;05 ., Crystals.
Electron irradiation partially breaks theinitial structure
of the sample, causing irreversible changes in the
Raman spectra. As aresult, the Raman spectrum in the
range 200-400 cm* becomes similar to the spectrum of
c-polarized vibrations of the O(2) and O(3) sublattices.
O(2) vacancies arising in this case are responsible for
the band at 220 cm in the Raman spectrum of the elec-
tron-irradiated crystals. In the Raman spectra of the
samplesirradiated at integral dosesof 0.1 and 1.5 MGy,
other additional bands appear. The band at 223 cm
may be explained by disordering of the oxygen sublat-
tice, which results in the formation of uncorrelated
“glowing” defects. The second defect-induced peak
with amaximum at 270 cm isrelated to IR vibrations
with a large wavevector. The intensity of these bands
grows with increasing irradiation dose; therefore, they
may be assigned to scattering by oxygen vacancies.
Electron irradiation induces irreversible changesin the
Raman spectra: the intensities of the defect-induced
bands do not decay to theinitial values. The weak band
at 600 cm is related to active IR stretching vibrations
of Cu(1)-0O(1) bonds in one-dimensiona CuO chains.
By virtue of the exclusion principle, this vibration
mode in Raman processesis forbidden as applied to the
ordered orthorhombic phase. However, it becomes
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Raman-active if lattice periodicity is disturbed by oxy-
gen vacancies present in CuO chains [12]. Therefore,
the intensity of the mode at 600 cm™ may serve as a
measure of the concentration of these vacancies.

CONCLUSIONS

Our results indicate that fast electrons and YBCO
ceramics interact in air in acomplex manner. At differ-
ent stages of irradiation, processes that have an oppo-
site effect on the matrix and near-surface regions of
yttrium-based compounds occur simultaneously.

It is established that oxygen absorption and oxygen
release in polycrystaline YBCO samples proceed
asymmetrically. Absorption takes place in the entire
volume of the material and is accompanied by surface
diffusion, dissociation of molecules at specific surface
centers, and diffusion of oxygen atomsinto the lattice.
At the same time, oxygen evolution from the sampleis
limited by a potential surface barrier on the grain sur-
faces.

Atlow irradiation doses (D < 1.5 MGy), weak bonds
in intergranular spacers strengthen, because the poten-
tial surface barrier for oxygen migration to vacant sites
decreases. In addition, the oxygen sublattice in near-
surface regions becomes ordered.

High-dose (D > 1.5 MQGy) irradiation damages the
surface layers of the grains. Accordingly, oxygen diffu-
sion from the bulk is enhanced and, thus, the ceramic
material degrades. Grain boundaries become enriched
by copper carbonate, which adversely affects the con-
ductivity of intergranular spacers, decreasesthe critical
current. Eventually, the material losesits superconduct-
ing properties.

IR spectroscopy data, as well as thermal desorption
spectra and Raman spectra taken from electron-irradi-
ated polycrystalline YBCO samples, indicate that the
degradation of the ceramics is related to oxygen diffu-
sion from the crystal lattice. The diffusion process is
accompanied by ortho-I — ortho-2 — tetra phase
transitions, as well as by incorporation of atmospheric
moisture into crystallographic voids with the formation
of Cu—O(H,) complexes.
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Abstract—A two-dimensional model is used to simulate drift of photogenerated carriers in the active region
of high-speed photodi odes (metal—semi conductor—metal (M SM) rectifying contacts) that are made as a conven-
tional planar structure and a structure with a heterojunction. These two types of photodiode structures are com-
pared in terms of the impulse response and quantum efficiency. Variation of the planar MSM diode response
with decreasing size of the interdigitated contact system is analyzed. The possibility of improving the speed
of response of the MSM diode is discussed. It is shown that the structure with an InP/GalnAs heterojunction
considerably modifies the transport of photogenerated carriers and remarkably improves the response speed.

© 2004 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Photodiodes based on rectifying MSM contacts
have recently become the subject of extensive scientific
and applied research [1-7]. The structure of such
diodes is quite simple: interdigitated contacts (fingers)
are formed by photolithography means on the surface
of an active semiconductor layer grown on a semi-insu-
lating substrate. Light incident on the MSM diode sur-
face generates electron—hole pairs within the absorp-
tion depth, which are separated by the internal electric
field, inducing a photocurrent in the external circuit. A
decrease in the spacing between the interdigitated con-
tacts, along with thinning of the diode active layer, is
viewed asthe primary way of improving the speed of an
MSM detector [1-5]. Owing to advancesin fabrication
technology, the contact spacing in MSM diodes has
shrunk to the submicrometer or even nanometer scale.
Recently [4], an MSM detector with the smallest con-
tact sizes reported to date (the finger width and finger
spacing are as small as 25 nm) was fabricated using
electron-beam lithography. In order to achieve a
tradeoff between the effect of carrier transit time and
that of the capacitance in an MSM diode with a finger
spacing of 25 nm, the size of the active region was
reduced to 1 x 1 ym. Such a fine geometry poses the
stubborn problem of focusing incident radiation when
such structures are used in real experiments. The
impulse response of such a diode has not been mea-
sured, and simulation by the Monte Carlo method using
a one-dimensional model gives a bandwidth of
400 GHz (-3 dB) and aFWHM value of 0.25 ps. Using
a two-dimensional model, we shall show that mere
scaling down of the dimensionsto improve the speed of
the detector should be applied with care. The impulse
response of a planar MSM diode will be studied with
emphasis on limitations associated with the reduction

of theinterdigitated contact array. Unlike other models
(see, e.g. [3-5]), our simulations take into account non-
uniformity of the 2D electric field distribution in the
active region of the detector. The simulation program
has recently been successively used for simulating the
impulse response of photodetectors based on
GalnAs/GaAs superlattices [6] and GalnAs MSM pho-
todiodes[7]. Here, thismodel is extended for el ectron—
hole transport processes in heterojunction MSM struc-
tures. We show that the presence of the heterojunction
in the light-absorbing region considerably influences
the transport of photogenerated carriers and improves
the speed of the InP/GalnAs MSM photodiode.

SIMULATION OF THE IMPULSE RESPONSE
OF AN MSM DETECTOR

The response of an MSM detector to a short optical
pulseis studied by simulating transport of photogener-
ated carriersin the active region of the diode. The spac-
ing between adjacent contact fingers and the penetra-
tion depth of incident radiation specify the active region
of the diode.

In general, asthefinger spacing shrinks, carrier tran-
sit time decreases. However, the transit time depends
essentially on the drift velocity of carriers and, thus, on
the electric field strength in the active region of the
diode. In order to achieve a high response speed, the
active region of the diode must be completely depleted
of carriers and the electric field in it must be high
enough to provide near-saturation drift velocities[1, §].
In this case, a time of carrier drift to corresponding
interdigitated contactsis given by [9]

t
T, = 2—>\</, (1)
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where
1 101l | 1
= =588, )
V2R
t isthe finger spacing; X is a correcting factor; V isthe
average drift velocity; and V,and V,, are the saturation
drift velocities of electrons and holes, respectively.

Such a 1D approach to carrier transport analysisis
valid only if the finger spacing in the MSM diode struc-
tureislarge (on the order of several micrometers). This
is due to the fact that the penetration depth of radiation
into GaAs at awavelength of 750 nm is approximately
1pm. Simulation shows that, if the finger spacing
exceeds the penetration depth of incident radiation, the
electric field in the active region of aplanar MSM diode
isuniform and its strength is high enough to ensure drift
at near-saturation velocities for the majority of photo-
generated carriers. However, such an approach fails if
the finger spacing islessthan =1 pm. In this case, near-
saturation drift velocities for most photogenerated car-
riersaredifficult to achieve; therefore, a2D approachto
analyzing the electric field distribution and transport of
carriersisnecessary for such structures. Our model was
described in detail in [6, 7]. Simulation is two-dimen-
sional in the sense that the distributions of photogener-
ated carriers, potential, and electric field are considered
along the X and Y coordinates of aunit cell of the active
region of an MSM diode. The effect of the heterojunc-
tion is taken into account via the field induced by the
potential difference between two semiconductor layers.
At each simulation step, the heterojunction field is
added to theinternal field dueto the potential difference
between interdigitated contacts, as well as by photoge-
nerated carriers. The two-dimensional model enables
usto reveal limitationsrelated to a decreased efficiency
of electric field penetration into the active region of the
diode in the case of a sub-micrometer finger spacing.
The relationship between the electron and hole drift
velocities and the electric field for GalnAs is taken

r— e
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Fig. 1. Electric field distribution in a unit cell of the planar
GalnAsMSM diode. The bias voltage across the contactsis
1.5V (the figures by the curves are given in V/um).
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from [8]. It is assumed that surface and volume recom-
bination effects cannot be a controlling factor at short
time scales like those considered in this analysis [10].
The photocurrent due to carrier transport is calculated
using the Ramo theorem [11]. The analysis is carried
out under the assumption that the maximal carrier
velocity in GalnAsisequal to 2 x 107 cm/s, whichisa
conservative estimate for MSM diodes with a contact
spacing of 100 nm because of the drift velocity over-
shoot [5]. This effect should be taken into account in
rigorous analysis of drift processes in structures with
nanoscale spacings [5, 12]. However, rather good
agreement between cal culated and experimental values
of the speed allows us to apply this model to dynamic
analysis of such structures.

INTERNAL FIELD AND CARRIER TRANSPORT
DYNAMICS

Figure 1 shows the calculated electric field distribu-
tionin aunit cell of the MSM photodiode with afinger
spacing of 0.1 um. It is seen that the electric field isrel-
atively high near the surface but decays sharply inward
to the diode. In particular, at abiasvoltage of 1.5V, the
electric field strength is about 2 V/um at a depth of
0.1 um, decreasing 20 times at a depth of 0.3 um. Such
asevereinterna field nonuniformity in asmall-spacing
planar MSM diode affects the rate of spatial separation
of the carriers: their drift velocity begins to depend on
the electric field strength, with heavier holes moving
more slowly than electrons [8]. As a result, the elec-
trons quickly collect at the contacts, since they drift
with high velacities both in the high-field region near
the surface and in the low-field region in the bulk of the
diode. Unlike holes, whose drift velocity drops contin-
uoudly as the field decreases, the electrons acquire a
maximal drift velocity inarelatively low field [8]. Such
behavior is due to the specific band structure of
GalnAs: namely, intervalley electron transfer from the
lower I valley of the conduction band to the higher L
and X valleys causes a reduction of the electron drift
velocity [8]. At the sametime, the electric field strength
in the active region of the diode is too low for most of
holes to reach the saturation velocity; as a result, they
move much more slowly. At depths between 0.5 and
1 um, the electric field is rather weak for electrons as
well, so that their drift velocity in thisrangeisa so very
small. Yet, the electrons leave the active region of the
diode (which depends on the penetration depth of the
radiation) much faster than the holes. Simulation shows
that even 3 ps after al electrons have left the active
region, many holes still remain inside the diode, caus-
ing an extended “tail” in the impul se response of planar
MSM diode and reducing the quantum efficiency
(Fig. 2). Thus, problems associated with fabrication of
submicrometer MSM diodes are not only the complex
technology and difficultiesin focusing of incident radi-
ation on small photosensitive areas but also alow effec-
tive penetration of the electric field into the active vol-
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Fig. 2. Impulse response of the planar GalnAs MSM diode
to radiation with a wavelength of 750 nm. The finger width
and spacing are both of 100 nm; the bias voltageis 1.5 V.

ume of the photodiode. As aresult, the drift velocities
are far from saturation, are unstable, and depend on the
location of carriers.

It should also be noted that the drift path length of
photogenerated carriers in submicrometer and nano-
meter planar MSM structures depends on the penetra-
tion depth of incident radiation, rather than by the fin-
ger spacing, and is roughly equal to the finger spacing
only for those carriers generated near the surface
(Fig. 3). Theremaining carrierstravel much longer dis-
tances before they reach the corresponding electrodes.
Although the finger spacing is small, the impulse
response of the detector slows down because of the
slow hole component of the current. Thisisillustrated
in Fig. 2, where the FWHM is equal to 2.8 ps and the
decay time of the response (from 90 to 10% of the
amplitude) is 5.5 ps.

An increase in the bias voltage improves the situa-
tion insignificantly. Although the drift velocity of holes
increases with increasing bias, the electron velocity
somewhat decreases relative to its peak value [8]. A
much higher bias voltage should be applied to compen-
sate for the sharp drop of the field strength in the sub-
micrometer structures and to rise the velocity of most
carriersto the saturation value. However, ahigh voltage
applied to the reverse-biased Schottky barrier generates
a high electric field at the ends of interdigitated con-
tacts, which causes avalanche breakdown of the junc-
tion. For these reasons, photogeneration must occur
only in the near-surface region of the semiconductor
(i.e., in the high-field region) to take full advantage of
the submi crometer-spacing structures.

MSM diodes based on the multilayer semiconductor
structures are widely used as detectors of optical radia-
tion at wavelengths between 1.3 and 1.6 pm [13-15].
Usualy, a thin layer of a wide-gap semiconductor is
sandwiched in the light-absorbing GalnAs layer and
Schottky contact metal to reduce the dark current of an
MSM diode, which is high because of the low native
barrier in the GalnAs-based structures. This additional
layer does not absorb long-wave optical radiation, and
the resulting heterojunction has an adverse effect,
because it suppresses the effective penetration of the
electric field into the active GalnAslayer [ 14]. Our goa
2004
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Fig. 3. Distribution of the electrons (holes) in a unit cell of
the GalnAs MSM diode at the time of arrival of an optical
pulse with awavelength of 750 nm.

Fig. 4. Cross section of the InP/Gal nAs heterojunction pho-
todiode. (1) Interdigitated contacts, (2) 100-nm-thick InP
layer, (3) 800-nm-thick GalnAslayer, (4) 300-nm-thick InP
buffer layer, and (5) semi-insulating InP substrate.

wasto demonstrate the feasibility of high-speed optical
signal detection with a technique that uses an
InP/Gal nAs heterojunction for effective confinement of
carriers generated in the low-field region. The hetero-
structure of such a photodiode consists of a 800-nm-
thick GalnAs layer covered by a 100-nm-thick top InP
layer (Fig. 4). Metdllic interdigitated contacts are
formed on the InP layer. Simulation shows that the
presence of the heterojunction, its location, bias volt-
age, incident radiation density, all to a great extent
influence drift of photogenerated carriers. On the one
hand, the active InP layer must be as thin as possible to
provide the maximal possible rate of carrier extraction;
on the other, this layer must be sufficiently thick to
absorb most of incident radiation for the detector effi-
ciency to be high. The optical absorption coefficients of
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Fig. 5. Distribution of the (a) electrons and (b) holesin the
active region of the InP/InGaAs MSM heterojunction pho-
todiode 3 ps after the arrival of an 0.01-pJ optical pulsewith
awavelength of 750 nm.

these semiconductors are different [8]. The thickness of
the InP layer was taken to be 100 nm. In this case, 30%
of radiation at a wavelength of 750 nm incident on the
diode is absorbed and; thus, a reasonable tradeoff
between the response speed and the internal quantum
efficiency of the detector is achieved.

To substantiate the validity of such an approach, we
simulated the impulse response of an MSM diode with
a InP/GalnAs heterojunction. The presence of the het-

AVERINE

Fig. 6. Impulse response of the MSM heterojunction photo-
diode to an 0.01-pJ optica pulse with a wavelength of
750 nm. The bias voltageis 1.5V.

erojunction shows up as a step in the electric field dis-
tribution due to the difference in the band structures of
InP and GalnAs:. the energy gap of InP is 1.35 eV,
whereas that of InGaAs is 0.73 eV. The barrier height
between the InP and InGaAs layers is large enough to
reduce the drift path length in the MSM heterojunction
photodiode and to make it equal to the thickness of the
INP layer. The time variation of the distribution of elec-
trons and holesin the active region of the detector illus-
trates the effect of the heterojunction (Fig. 5). Simula-
tion shows that the heterojunction to a great extent pre-
ventsthe accumulation of slow carriersgenerated in the
low-field region near the contacts. Indeed, 3 ps after the
arrival of the optical pulse, aimost al carriers left the
InPlayer. Only the carriers generated in the upper semi-
conductor layer collect at the contacts of the MSM
diode, providing a very fast detector response (Fig. 6).
The photogenerated carriers either concentrate at the
interdigitated contacts or recombine in the narrow-gap
semiconductor for a time much exceeding the time of
transport from the active layer to the contact; in this
way, they make a minor contribution to the photocur-
rent. Carrier trapping by recombination centers in the
narrow-gap semiconductor extends the detector band-
width, since the tail in the photodiode response
decreases in this case. However, such an approach
imposes certain limitations on the bias voltage of the
MSM heterojunction photodiode: under these condi-
tions, the bias voltage must be relatively low in order to
reduce the transport of electrons and holes from
GalnAsthrough the heterojunction to the Schottky con-
tacts. At high bias voltages, the blocking action of the
heterojunction is less effective.

With such an approach, one can easily shrink the
MSM diode active layer and, thus, the drift path length
TECHNICAL PHYSICS Vol. 49
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down to the submicrometer level. Note that the latter
parameter depends on the thickness of the InP layer in
our case, while in conventional planar MSM diodes, it
isrelated to the finger spacing (i.e., to the resolution of
lithographic tools) and to the depth of light penetration
into the diode base. Note also that, asthe InP layer gets
thinner, the diode’s capacitance does not increase, but
the efficiency dightly drops. However, the response
speed improves considerably in this case. Simulation
shows that the heterojunction MSM structure enables
ultrafast detection of photons with energies exceeding
the energy gap of InP. The FWHM value calculated for
the response of an MSM heterostructure with an inter-
digitated contact spacing of 0.1 um and a contact sur-
faceareaof 10 x 10 um? isequal to 0.6 ps (Fig. 6). This
isfivetimes shorter than the response of a conventional
MSM detector of similar geometry (Fig. 2) and compa-
rable to the response of an MSM diode based on low-
temperature GaAs [16, 17]. The improvement of the
speed of response of the detector is achieved at a sacri-
fice in its efficiency. As follows from simulation, the
guantum efficiency of the heterojunction MSM photo-
diode equals 0.1. Such structures are of interest in the
case when the speed of response of the detector is of
greater importance than its efficiency.

Our calculations are supported by experiments. Ear-
lier, using the el ectrooptic gating technique, we studied
the electrical response of a heterojunction InP/GalnAs
MSM diode. When this detector was matched to a
coplanar microwave transmission line, the FWHM
value was 0.6 ps[18]. However, it should be noted that,
in the experiments, the energy of an incident optical
pulse was 3-10 pJ. Optical pulses with a high energy
may considerably modify the internal electric field
[19, 20]. The effect of internal field screening should be
taken into account in detailed dynamic analysis of
MSM diode structures at high intensities of incident
radiation.

CONCLUSIONS

The impulse response of an MSM photodetector to
ashort light pulse was studied in terms of the distribu-
tions of generated carriers and internal electric field.
Limitations imposed by scaling down the dimensions
of the interdigitated contact system of planar MSM
diodes were considered. It wasfound, in particular, that
severe electric field nonuniformity in the active region
of submicrometer MSM structures adversely affectsthe
speed of the detector. The heterojunction in the active
region of an MSM diode influences drift of carriers
photogenerated in the diode and considerably increases

TECHNICAL PHYSICS Vol. 49 No. 6 2004
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the speed of response of an InP/GalnAs MSM diode.
Such an approach may be successively used in design-
ing ultra-high-speed optoel ectronic devices.
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Abstract—A theory of drift step-recovery diodes as current interruptersin inductive-storage generatorsiselab-
orated. The theory includes the nonlinear dependence of the base resistance and barrier capacitance on the cur-
rent passing through the diodes. Simple relationships are obtained for the diode parameters (the thickness and
doping level of the base, the charge of nonequilibrium holes extracted from the base for the time Tg of high-
reverse-conductivity phase, and the surface area and number m of series-connected diodes) and parameters of
the loop (the capacitance and inductance of the energy storage and the initial voltage U across the capaci-
tance) that provide the generation of a voltage pulse with a desired rise time tg and amplitude U,,, on the load.
For agiven diode efficiency k, the maximal values of the overvoltage factor U,,,/U g and pul se sharpening coef-
ficient Tg/tg are shown to depend on afactor proportional to k(1 — K)Eg/E,, where w = 0.27 (for U,,,/U) or
-0.3 (for Tg/tg); Eg isthe breakdown field; Eq = v¢/l; and vgand [ are, respectively, the saturated drift velocity
and mobility of holesin weak fields. The maximum rate of rise of voltage obtainable with asingle-diode (m= 1)
structure equals 0.3vEg. The characteristics of the Si and 4H-SiC diodes are compared. Numerical simulation

of the recovery process substantiates the theory. © 2004 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Silicon drift step-recovery diodes (DSRDs) have
been used to advantage as current interruptersin induc-
tive-storage nanosecond pulsers for more than 20 years
[1, 2]. The operation of such interruptersis based on the
effect of “hard” recovery of the blocking capacity of the
diodes, which was qualitatively described in the 1960s
[3]. Conditions under which this effect shows up most
vividly were first established in [4] and then were
repeatedly refined [1, 2, 5-7]. However, a quantitative
theory of DSRD operationisstill lacking. The only the-
oretical description known thus far [5], first, considers
only thefinal stage of fast current interruption and, sec-
ond, applies to only inductance-free loops, while cur-
rent interruption in high-inductance loops is of most
practical interest. The problem has become still more
topical after the recently discovered effect of subnano-
second current interruption by GaAs [8, 9] and SIC
[10, 11] diodes. The lack of areliable theory makes it
impossible to either adequately design the devi cel or
access the potential of new materias for current inter-
rupters. This paper is an attempt to solve this problem.

1. PROBLEM DEFINITION

The equivalent circuit of aloop where the current is
to be interrupted is shown in the inset to Fig. 1. It
includes the inductance L and capacitor C of energy

1 The problem of designing silicon current interrupters has been
solved after long-term laborious semiempirical selection of the
parameters of the diodes and conditions for their operation in
pulsers.

storage; resistor R,, which specifies losses in the loop;
loading resistor R;; the nonlinear capacitance C,/m of
the space charge regions (SCRs) of midentical series-
connected diodes; and the resistance mr of quasi-neu-
tral regions of the diodes [1, 5]. The recovery process,
starting at the time (t = 0) the diode current reverses
sense, may be divided into three stages[3]. Early in the
process, the slightly doped d-thick base regions of the

1.0k

0.8

0.6

rlry

04

0.2

Fig. 1. Resistance of SIC and Si DSRDs vs. the charge
extracted at the HRC phase. Symbols (0) and (®) refer to
the simulation of the recovery process for SIC and Si
devices, respectively. Calculation by formula (4) at n = 2
and 3 is shown by the respective solid and dashed curves.
The DSRD and loop parameters are listed in the table. The
inset showsthe equivalent circuit of theloop where fast cur-
rent interruption by semiconductor diodes takes place.

1063-7842/04/4906-0720$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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diodes are filled with a nonequilibrium high-density
electron—hole plasma, which has been accumulated for
the time of forward current passage. The plasma shunts
the capacitances C4 and resistancesr; therefore, at this
early stage (of duration T), both switches in the equiv-
alent circuit are closed. This stage is completed when
one or both emitters are recovered and touch the base
regions of thicknesses|, , that are free of the nonequi-
librium plasma and have an appreciable resistance (at
thistime, the switch K, becomesunclosed). At the second
stage, the plasma boundaries gpproach each other, so that
thethicknesses|, , and the resistancesr grow. Of funda-
mental |mportance for DSRD operation is correct
matching between the parameters of forward and back-
ward current pulses and the diode characteristics. They
must be selected such that the plasma boundaries meet in
the plane of the p—n junction [1, 2, 7]. Only then does the
base remain eectroneutral during the second stage and
resistancer (hence, lossesin the diodes) minimal.

If the plasmaregions shrink in this way (we assume
that such isindeed the case), the switch K breaks at the
end of the second stage at atime Tg. From this point on,
current passage may be provided only via charging of
the diode barrier capacitances Cy4 and the third stage,

fast current interruption, sets in.2 At the third stage, a
voltage pulse with a rise time tg and amplitude U,
across the load is formed.

The process of recovery depends on many factors
(the doping level of the base regions; the emitter effi-
ciency; and the shape, amplitude, and duration of for-
ward and backward current pulses), but the basic gov-
erning factor isthe difference between the electron, .,
and hole, p,, mobilities [12]. Since W, > W, |, grows
faster than |, [3]; therefore, in order for the plasmato be
confined in the p—n junction plane, the thickness d,, of
the n-base must be smaller than the thickness d, of the
p-base (all other things being equal) [1, 7]. Moreover,
in a number of practically important cases where the
ratio W,/M, is high, it may so happen that the p-base
breaks free of the plasma almost simultaneously with
the recovery of the n*-emitter or even before [12]. In
this case, the diodes of the interrupter must not contain
n-type bases. Such a situation arises, in particular, in Si
and SIC DSRDswhich are considered as an example at
the end of the paper. It is this DSRD design (d, = 0
d, = d) that will be considered below under the simpli-
fying assumption that the base is uniformly doped by
acceptors with a concentration N.

Our goal isto theoretically calculate the parameters
of the interrupter (the thickness d and the doping level
N of the base, aswell asthe surface area Sand the num-
ber m of the diodes) and of the loop (the inductance L
and capacitance C of the energy storage and the initial

2 Other situation is observed in SOS diodes [1, 2], where slow
interruption of a very-high-density current proceeds well before
plasma extraction.
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voltage U, across the capacitance). Also, it is neces-
sary to estimate the charge Q, of nonequilibrium holes
accumulated in the base for the time of forward current
passage, which will provide the formation of avoltage
pulse with desired t; and U,,, across the load R. As a
performance index for the diode, we take the values of
the overvoltage factor U,,,/U, and the sharpening coef-
ficient Tg/tg that are achievable at a given pulser effi-
ciency k. Bearing in mind ultimate values of the DSRD
parameters when calculating k, we will take into
account losses due to only the recovery process, assum-
ing that other components of the pulser are lossless

(i.e,R=0).

2. PHASE OF HIGH REVERSE
CONDUCTIVITY

At this phase, including thefirst two stages of recov-
ery, the DSRD resistance mr is much lower than R
(mr < R) and the time dependence of the charge Q that
passed through the loop after the forward current had
changed sign is found from the equation

LOQ+mrQ+Q/C = Ug, (1)
with theinitial conditions
Q(0) = 0, Q(0) =0, @)

The problem liesin the fact that the functional r(Q,

Q) depends, in general, on many factors[3, 6] and can
be found with a sufficient accuracy only in one case,
namely, if the concentration p of nonequilibrium holes
in the plasma region is x independent, T, << Tg, and the
thickness A of the plasmaregion is much smaller than d
(A < d). In this casg, |, is proportional to Q almost
throughout the high-reverse-conductivity (HRC) phase;
S0, we have

r=m%u», 3

where J= Q isthe current in theloop, Qg = Q(Tg), rg=
d/quNS(1 —n) isthe base resistance at thetime t = Tg,

n = Jg/qv NS Jz = Q(Tp) is the current being inter-
rupted, q is the elementary charge, and v, is the satu-
rated drift velocity of electrons.

If, at the HRC stage, charge losses due to recombi-
nation in the base regions and emitter nonideality may
be neglected, Qg = Q,,. The dimensionless function f(J)
is defined by the dependence of the drift velocity v of
the holes on the field strength E. If this dependenceis

- E _
approximated as v (E) = vSE TE.’ , Where Eg = v/l
we get
- _1-n
fJ) = 1-nJd/Jg
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The conditions given above under which formula
(3) isvalid are not necessarily met. It is evident, how-
ever, that r grows with Q supralinearly and (provided
that the base remains quasi-electroneutral) tends
toward ryat t — Tz. Numerical simulation of DSRD
recovery under various conditions has shown that the
approximation

= 5 @

with 2 < n < 3 gives a reasonable accuracy (Fig. 1). In
subsequent estimations, we will use the value n = 2.5.
Phenomenological formula (4) does not embody the
current dependence of r, r O f(J) in explicit form, since,
when the diode operates in the high-efficiency regime,
theinequality n < 1isusually fulfilled (see Section 4)
and asmall (no greater than the error of approximation)
difference between f(J) and unity may be neglected.

Using (4) and introducing new variables

2 2 1/(2n+1)

¢ - Remri Y

“UULE
= 0 UCOL |:|n/(2n+1)-rr—]r—d

t,
smr ] L

one can easily reduce Eq. (1) and initial conditions (2)
to theform

d’Y  _ndY _
F+Ydr+EY_l’ 5
Y(0) = 0, dY(0)/dt = O, (6)

where & = (Qgm?r; /U L)@+ DLinPr C.

20+
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Fig. 2. Dimensionless charge (continuous curve), current
(dashed curve), and efficiency (dash-and-dot curve) vs. the
dimensionless duration of the HRC phase at n = 2.5 and
£=0.1

KYUREGYAN

Sincethe HRC phaseiscompleted at thetimeT = 1g,
whichisfound from the condition Q = Qg, wehave Y; =

Y(Tg) = (QgMPr5/Ucol)V@+ D and &Yy = Qg/CUc. TO
reach the current interruption phase, the initial charge
CU, on the capacitance must exceed Qg; therefore,
Yg < 1€.

Desired relationships between Tg, C, U, Qg, and k
for givenrg, Jg, and L (it will be shown in the next sec-
tion that these three parameters depend on the voltage
pulse parameters and load) can be derived parametri-
cally through solutions Yg = Y(1g) and Yg = dY(tg)/dt
to Eq. (5), which contains only one undefined parame-
ter C:

Tg = TgYpl/mry, (7

C = LY Im’r, )
Ueo = Jamry/YgYa, (9)
Qs = JoLYY Yimr Yy, (10)
k= Y5 IYa(2—EYg). (11)

Atthetimeof interruption, thevoltage Uz = U(Tg)
across the capacitance Cis

Ucg = Ugo(1—-€Yg). (12)

In the important limiting case § — 0 (or C — oo,
which is the same), we obtain the first integral of
Eq. (5):

n+1

Y
n+1

For n = 1, the substitution Y = 2u'/u reduces (13) to
the known Airy equation. Its solution satisfying initial
conditions (6) can be represented through the Kummer
degenerate hypergeometric functions M(a, b, 2) [12]:

Y'+

=T. (13)

T°M(7/6, 7/3, 2./21%°13)
2 M(u6, U3, 2./2t%%13)

At other values of ¢ and n, the solution to Eq. (5) is
not reduced to known specia function and can be
derived only by numerical integration, which istoday a
routine procedure. An example of such a solution that
will be used below is shownin Fig. 2.

Y(1) =

(14)

3. STAGE OF FAST CURRENT
INTERRUPTION

It can be shown that, at this stage (both switchesin
the equivalent circuit are broken), the time variation of
the charge Q4 on the capacitances is described by the

TECHNICAL PHYSICS  Vol. 49
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equation
d mrdQq
ailt RO dt |
m mr . R dQq
+[Rlcd(Qd) *TOYROT dJ (15
dQq

+_{%L RO p UC} = 0.

Here, the dependences Cy(Q) and r(Qq, Qq) are arbi-
trary if the bias current in the quasi-neutral diode
regions is much lower than the conduction current and
n < 1. Thisinequality is needed for the SCR be localized
in the diode areas where free charge carriers are totaly
absent [5]. Equation (15) with the initial conditions

Qu(0) = Qo,  dQqy(0)/dt = Jg (16)

(in this section, the zero time is the time of onset of the
current interruption stage) describes all possible sce-
narios of fast current interruption by the diodes with an
arbitrary doping profile. In the general case, this equa-
tion is hard to analyze. However, the problemis grestly
simplified under the assumptions made above. For the
case under consideration (the uniformly doped p-base),
we have

Cd(Qd)

C4(Qq) = qENS'Q, (17)

where € is the permittivity of the semiconductor, and
r =ryf(J), aswas shown in [5]. The voltage U- may be
considered constant and equal to U by virtue of the
inequality tg < Tg. The condition that the base remains
quasi-neutral up to completion of the HRC phase means
that Q4(0) = 0. Then, putting R, = 0 (see Section 1) and
introducing new variables

2mLQy g = Rt

Z= : = =, (18)
geNS’R*(1+X) 2L
we can recast Eq. (15) and initial conditions (16) as
d’z 2X 92, 2,2 _
Olez+ +1+de9 Z"-Z; = 0, (29
dz(0) _ 435L%m
Z(0) =0, —— =y= , (20)
do quSZR,S(1+X)
where
X =mry/R,

2L /2mUCB
SR (1+X)

When deriving (19), we also assumed that the resis-
tance r is constant and equal to its maximal value ry
throughout the current interruption stage (actually, r =
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rq only at the beginning of interruption, when J = Jg;
subsequently, the current through the diode decreases
andr <rg ). Thisassumption hel ps usto make the upper-
bound estimate of how losses in the diode influence the
current interruption dynamics. Such an estimate is nec-
essary, because early in the processthe derivative dZ/do
is maximal and Z < 2x/(1 + x) for any finite r (see
(20)), sothat itisunclear a priori whether the latter cir-
cumstance is significant. The estimation will be per-
formed below; for the moment, we will consider the
current interruption process without alowance for
losses. Analytical solutions to (19) at x = 0 may be
obtained in two limiting cases.

Under the open-circuit conditions (R —» ), we

disregard the second term in (19) and obtain a solution
in parametric form:

-1/2
0 = 1- l1-u)-u du,
N ZZmI [ ( )= } (21)
Z = 7Z,U,
where Z,, = maxZ is a positive root of the equation
273 = ¢’ +27%7, 22)

3

The charge on the diodes (and the voltage acrossthe
load) reaches amaximum at u = 1; therefore, for Ugg =
0, the di mensonl%s leading edge duration 65, pulse
duration Gpu,, and pulse amplitude Z,,, are calculated
from the respective formulas

1/3
0, = ;Eizqu B% é’%~ 16197
B (23
7]
Y0
where B(X, y) isthe beta function [13].

It is easy to check that Zé/Zf1 = Ugp/U,,; therefore,
at high overvoltage factors (when Ucg < Uy < Uy,
which alone are of applied interest, correctionsto Uqg
making it nonzero must be negligible. In fact, using
(21) and (22), one can show in a first approximation
that the relative increment of Z,, equals Ug/U,,, while
B decreases but much more slowly (roughly by afactor
of 20 for Y = 3).

In the current generator regime (L —» o), the third
and fourth terms in (19) may be neglected and we
obtain the solution in explicit form:

Z= «/ﬂtanh%A/%D;

3t is assumed that the pulse is terminated when the voltage across
the SCRs of the diodes changes sign. Thereafter, a formal solu-
tion to Egs. (15) or (19) is obviously physically meaningless.

Opu = 205, Zg =

(24)




724

Qd/Qm

t/ty

Fig. 3. Time dependences of the charge on the diodes that
are obtained by numerically solving Eq. (5) at X =0, Ucg =
0, and Y = (1) 0.01, (2) 0.1, (3) 1.0, (4) 10, and (5) 100.
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()]
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Fig. 4. Dimensionless (square) amplitude Z,,,, leading edge
time (black circle) Bg, (O) pulse duration t,, and the frac-
tion of the energy Jz(tpm)/ Jé that is left in the inductance

by the end of the pulse (continuous curve) vs. the parameter
Y at X =0and Ucg = 0. The dashed and dash-and-dot curves

show theresults of calculation by formulas (23) and (25) for
the limiting cases.

hence,

Z, = J24, (25)
and the characteristic dimensionless rise time of the
voltage across the load equals /2y . Thus, the parame-
ter Ug does not influence the pulse parameters in this
case; accordingly, the approximation Uz = 0 may be
used to calculate Z,,and B;.

Theresults of numerical solution of Eq. (19) for x =
0, Ugg =0, and different Y are shown in Fig. 3, and the

KYUREGYAN

 dependences of Z,,,, B, and 6, aregiveninFig. 4. As
was expected, the analytical and numerical calculations
coincide at small (open-circuit conditions) and large
(current generator regime) . For intermediate values
of Y, the curves Z,({) and B5(y) can be approximated
by the power functions

—a

eB = a.lIJ ’ Zm = (26)
In particular, in the interval 0.1 < Y < 10, approxi-

mation (26) provides an accuracy of 1% or higher when

a=145,a=0.36,b=0.88, and 3 = 0.60.

Now we can evaluate the loop parameters L and Jg,
aswell asthediode parametersm, S, N, and d,,, that will
provide the generation of avoltage pulse with given U,
and tz acrossthe load R. Since for the diode with auni-

formly doped base N = mQZ /2geSU,, and the SCR
thicknessw = eSCg, one easily finds that

Rt « 2U,, (1-2B)
L=—— ) B — TLIJ y (27)
2a bR,
_ 2aU, (1-a-p) _ 2Uptg @-p)
bn vSEBtBLIJ » S= absEBRlLIJ ’(28)
_b (@+B-1) _ aeEg (-a-p)
d ar| vtgl , N = —bl’]quthJ .

When deriving (27) and (28), we used formulas
(17), (18), (20), and (26) and assumed that, at the time
t = tg, the maximal field strength in the SCR, Qy/eS
reaches the breakdown value Eg and the SCR occupies
the entire base (i.e., that the SCR thickness w = d).

From (27) and (28), we derive aformulafor the base
resistance:

Es , (28-1).

mry = bz‘ﬂ“RFE—BlIJ ;

-1 (29)
hence, x < nE./(1—n)Eg for thetypical case P = 3 (see
below). In most semiconductors, E;< 0.1E; [14]; there-
fore, x < 0.1 even at n < 1/2. At such ¥, the amplitude
and duration of the pulse decrease by less than 2 and
0.5%, respectively, asfollows from the numerical solu-
tion of Eq. (19). This validates the use of the approxi-
mation X = 0 in describing the current interruption pro-
cess and deriving formulas (27) and (28).

Strictly speaking, the breakdown field Eg in (27)—
(29), which depends, athough dlightly, on the doping
profile, is undefined. In our case, this dependence may
be approximated by the power law: Eg = E(N/N)",
where E, N, and y are material constants[14, 15].

TECHNICAL PHYSICS Vol. 49 No. 6 2004
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It is easy to see that this dependence is taken into
account if

[ d-a-B) c
|:l]J acE (30)

y/(1-y)
Eg = E =
N bgNv,

is substituted for Eg.

4. ULTIMATE VALUES OF THE DIODE
PARAMETERS

From formulas (7)—(12) and (27)—(30), one can cal-
culate all the parameters of the diodes and loop that
provide desired characteristics of the pulser; however,
these formulas involve four undefined parameters
(¢, 15, W, and n). The definition of these parameters
callsfor special consideration.

(i) As was noted in Section 1, the quality of the
pulser is characterized by the overvoltage factor
U,,/Ug, and sharpening coefficient Tg/tg. Expressions
for these parameters are easy to derive from (9), (10), and
(27)H29):

Un 1-nEs

—1 = YgY; : 31
UCO B'B r.] ZES ( )
TB N lIJ(1+o(—2[3)1 n EB
By —5 2
tB B'B a 2 r] 2ES (3 )

Numerical integration of Eq. (5) shows that both
guantities decrease monotonically with increasing & at
any constant ), 1), and k. Therefore, it is desirable to
take & assmall as possible, all other things being equal.
The value of & depends (see (8)) on the capacitance C
of the capacitor that can be achieved when the voltage
across the capacitor exceeds U, and the stray induc-
tanceisbelow L.

(ii) As the dimensionless duration 15 of the HRC
phase increases, the efficiency k decreases monotoni-
caly (Fig. 2); therefore, specifying this most important
parameter of the pulser, one uniquely specifies (at a
given &) the value of 15. When selecting k, one should
bear in mind that both the overvoltage factor and the
sharpening coefficient decrease rapidly with increasing
k. For the limiting case £ = 0 and n = 2 and 3, the nor-
malized dependences (Fig. 5) of the quality indices are

governed by thefactors YgYg and YgTg. Thesefactors
can be approximated by the function

F(k) = AK°(1—K). (33)

For n = 2.5, the error of this approximation in the
interval 0.1 <k <0.95iswithin5% at A=4and w =
0.27 (for the sharpening coefficient) or w=-0.3 (for the
overvoltage factor). Function (33) also provides agood

fit to the k dependence of the factor Yg1 Yy Yg (accord-
ing to (10), this factor defines the charge Qg extracted
TECHNICAL PHYSICS  Vol. 49
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Fig. 5. Normalized (1) sharpening coefficient and (2) over-
voltage factor vs. the efficiency k for x =0 and n = 2 (con-
tinuous curve) and 3 (dotted curve). Symbols, approxima-
tion by formula (33) for n=2.5.

at the HRC phase) if one putsA=2 and w=-0.72 a
n=25.

(iii) The parameter Y characterizes pulser—oad
matching: as Y grows, the fraction of the energy that
remains in the inductance by the time t,; of pulse ter-

mination (this fraction equals J%(t,,)/ Jé decreases and

tends toward zero at P — oo (Fig. 4). Therein liesthe
radical difference of aloop with the nonlinear capaci-
tance C4/m, which varies according to (17), from anor-
mal linear loop, for which “exact matching” is known

to take place at afinite value of R = 0.5./L/C. Such a
situation may aso occur in the case under consider-
ation: the singular point (Z = Z, dZ/d6 = 0) of Eq. (19)
isastable node; that is, the diode current decays aperi-
odically if Z. = 8 (in dimenson form, R <

0.5,/L/C4(Uc)). Inthiscase, however, if U,/Ucy > 1,
the Z.-related parameter

P = Fc U_”DI/B> 1
Ub yud

and the leading-to-trailing edge time ratio (t,, — tg)/ts
grow sharply, asfollowsfrom (27) and (28) (Figs. 3, 4).
Because of this, when selecting the value of (, one
should keep in mind the shape of the pulse. For most
applications, the value = 3 seems reasonable. At this
value, more than 90% of the energy stored in the induc-
tanceisdissipated by theload for the pulsetime and the
trailing edge time exceeds tz insignificantly.

(iv) The parameter ) characterizes the pulser quali-
tatively in accordance with formulas (31) and (32).
Basically, decreasing n one may obtain the overvoltage
factor and sharpening coefficient as high as desired
evenif k — 1. Inthis case, however, both the number



726

KYUREGYAN

Parameters of the p-type base semiconductor and loop

Si 4H-SIC
eleg 11.8 10.0
Ve, CMV/S 8.5 x 100 8.0 x 108
E,, V/cm 1.9 x 104 8.0x10%
E Viem 4.0x 10° 2.6 x 108
y 0.18 0.16
N o3 106
Ja A 103.7
L, nH 25.61
C,nF 367.0
Ugo V 82.2
Tg, NS 50.0
n 0.282 0.443
m 13 1
Eg, V/cm 2.75x 10° 2.43 x 106
S cm? 0.217 0.028
N, cm= 1.24 x 101° 6.53 x 101°
d, um 14.0 20.6
mrg, Q 1.26

m of diodes in the interrupter and the mean concentra-

tion ./p,, of nonequilibrium holesin the base grow:
b > 28 _ 1-0 eEs Ew(a—u—tlﬁ)Yénﬂ) (39)
m_qu I’]z 2qVStBEsb4 Yé .

As a result, the injection capacity of the emitters

500 +

-3000 1 1 1 1 1
48 49 50 51 52 53

t,ns

Fig. 6. Time variation of the voltage and current passing
through the Si (dashed lines) and SiC (continuous curves)
DSRDs that is obtained by numerical simulation of current
interruption. The diode and loop parametersarelisted in the
table.

decreases and the charge losses AQ at the stage of for-
ward current passage and the HRC phase grow. At the
same time, the scatter in the value of AQ must be much
less than Qgts/Tg; otherwise, the recovery of all m
diodes of the interrupter becomes asynchronous. When
the sharpening coefficient is high, this condition
imposes very stringent requirements on the reproduc-
ibility of the surface area and parameters of the diodes,
which sometimes cannot be satisfied.

Two features of the results discussed above are note-
worthy. First, for given &, k, |, and n, the quality indi-
ces of DSRDs areindependent of the pulse parameters:
they depend only on the single parameter of the semi-
conductor, namely, on the ratio between the breakdown
field strength Eg and the field Eg at which the curve
v4{E) tends to saturate. Hence, the ratio Eg/E; may
serve to estimate whether a material is a candidate for
DSRD technology. In these terms, silicon is “worse”
than 4H-SiC roughly twofold (see table). However, this
drawback can be compensated for by taking smaller
values of n, as exemplified below.

Second, from the formula for m (see (28)), one can
find the ultimate rate of rise of the voltage achievable
with aone-diode (m = 1) interrupter:

Mg _ b @es-D N
maty = S V.Ex=03v.Es (35)

This quantity also depends on the material parame-
ters alone. For silicon DSRDs, the ultimate rate of rise
of the voltage equals roughly to 6.4 x 10* V/cm; for
SiC devices, it is amost ten times higher. A further
increase in the rate of rise is only possible through an
increase in the number of diodes in the interrupter.
However, the number of diodes may be raised as long
asthe current interruption processin all of them occurs
simultaneoudly. In silicon DSRDs, the relative charge
losses AQ/Qg arerelatively low, so that synchronization
presents no problem [5]. In DSRDs made of wide-gap
semiconductors with a high dielectric strength, the
mean concentration p,,, of nonequilibrium carriers in

the base (see (34)) may exceed the concentration of
charged impurities in the emitters, even if the dopant
concentration in them is high, because of high donor or
acceptor ionization energies. This results in a severe
degradation of the emitter efficiency and drastically
increases the charge losses (AQ = Qg). Accordingly,
requirements for the uniformity and reproducibility of
the emitter parameters become still more stringent. In
view of the aforesaid, the fabrication of multielement
SiC interrupters seems problematic.

By way of example, let us estimate the parameters

of the Si and 4H-SIC DSRDs and loops that generate a
voltage pulse of amplitude U,,, = 2.5 kV and aleading
pulse time tz = 1.0 ns across a loading resistance R, =
50Q. Weput =3, & =0.1, and k= 0.5. The parame-
TECHNICAL PHYSICS  Vol. 49
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ters of the semiconductors® used in cal cul ations and the
results of calculations are listed in the table. It is seen
that identical characteristics of the pulser are obtained
with one SIC diodeand 13 Si diodeswhose surface area
is7.7 timeslarger. With the same thickness of the chips,
the overall amount of silicon turned out to be 100(!)
times greater. Yet, it remains unclear whether even such
a great difference in material consumption will com-
pensate a high price of the SiC devices.

To verify our simple theory, we performed numeri-
cal simulation of current interruption by silicon and sil-
icon carbide DSRDs with the parameters listed in the
table. The diodes were n*—p—p* epitaxia structures
with a step doping profile. The emitter thickness was
taken to be 10 pm; the concentration of donors and
acceptorsin the emitters, 2 x 10%° cm=; and the carrier
lifetimeinthebase, 10 us. Thelast two values are asyet
unattainable for SiC: wejust consider the perfect mate-
rial in order to access its potentialities. At the stage of
direct pumping, a sinusoidal current pulse of width
300 ns was applied to the diodes. The pulse amplitude
was taken in such away that the charge Q, calculated
by formula (10) was equal to 3.5 uC at the time of cur-
rent reversal in both cases. The results of simulation
performed using the Issledovanie computer program
[16-18] aregivenin Fig. 6. All the preset parameters of
the voltage pulse are seen to be provided by the pulser
whose parameters were calculated from formulas (7)—
(12) and (27)—«32). The losses at the HRC phase were

also found to be closeto the calculated value LJé (kt-

1)/2 = 13 mJ. In the SiC device, current interruption
was accomplished earlier presumably because of
higher charge losses.

Note in conclusion that qualitatively our results
apply to more sophisticated DSRDs, e.g., to those with
bases of p- and n-type conductivity and/or to those pre-
pared by diffusion methods (i.e., with highly nonuni-
formly doped bases). In any case, the indices of mate-
rial suitability for DSRD technology are the quantities
Eg/E; and v Eg. Also, al the relationships between the
parameters of the pulse, loop, and current-interrupting
diodes remain valid, although the values of the coeffi-
cientsa, b, a, B, etc., may change. The only exception
is formula (28) for the acceptor concentration, which
becomes meaningless when the base is doped nonuni-
formly. DSRDs with nonuniformly doped bases are of
interest, since doping profile optimization is bound to
appreciably reduce lossesin the diodes and improve the
efficiency of the pulser.

4The values of Egand v, for Si and 4H-SiC were taken from [14]

and [16], respectively; the values of E, N,and y for both materi-
als, from [15].
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Abstract—A simple device for image scanning and storage based on a semiconductor structure is proposed.
The scanning and storage involve laser-beam reading. A video signal is represented by the photoel ectromotive
force generated by the structure. Simple experiments demonstrating that the structure proposed works asavid-
icon and a storage device capabl e of the data storage for at least two hours are presented. A physical interpre-
tation of the effects observed is proposed. © 2004 MAIK “ Nauka/Interperiodica” .

DEVICE CHARACTERIZATION

The purpose of this work is to describe a device for
image scanning similar to a TV vidicon, in which an
optical beam is used instead of the electron beam. Fig-
ure 1 shows the scheme of the device. Two dielectric
layers 1 and 2 are deposited on a conducting substrate 3,
so that the band gap of layer 2 is narrower than that of
layer 1. A transparent conducting layer O (transparent
electrode) is deposited on the wideband-gap layer 1.
This structure is series connected to a load resistor R
and a power supply (Fig. 1). The wideband-gap layer 1
and the narrowband-gap layer 2 are transparent and
absorbing, respectively, in the spectral interval of the
image projected on the structure from the side of the
transparent electrode. The photoconductivity distribu-
tion emerging in the narrowband-gap layer 2 repro-
duces the distribution of dark and light spots in the
image (Fig. 1). The image does not affect the conduc-
tivity of layer 1 that is transparent to the image. There-
fore, this layer retains the isolating properties, and the
current in the circuit is absent. We illuminate the struc-
ture using atightly focused beam, whose wavelength is
short enough to induce the photoconduction in the
wideband-gap layer 1. A small conducting region 4
appears at the point of the beam incidence in layer 1.
The resulting current in the circuit depends on the con-
ductivity of layer 2 related to the local brightness of the
image. If we scan the short-wavelength beam over the
surface of the structure, the video signal at the resistor
R corresponds to the image. For this reason, the short-
wavelength beam is referred to as the reading beam.
Apparently, the reading beam penetrates inside layer 2
and affects its conductivity, which gives rise to a back-
ground photocurrent for even absolutely black frag-
ments of the image. To suppress this effect, one can
choose a strongly absorbing material for layer 1. Then,

the reading beam induces photoconduction in layer 1
and dlightly affects the conduction of layer 2. The
absorbing properties of layer 2 must ensure a complete
absorption of the reading beam at distances shorter than
the length of thislayer. The device under consideration
can be called an optical vidicon. Note that one can
detect a video signal measuring the photoconductivity
of asingle layer in the presence of the image projected
onit. Inthiscase, the variation in the photocurrent upon
scanning is related to the nonlinear dependence of the
photoconductivity on the intensity of light.

S
il

RQ_&

Fig. 1. Schematic circuit of the optica vidicon: O transpar-
ent conducting layer, 1 wideband-gap dielectric layer,
2 narrowband-gap dielectric layer nontransparent for the
image (dark and light stripes show the brightness distribu-
tion and the corresponding distribution of the photoconduc-
tivity), 3 conducting substrate, and 4 conducting region
(created by a short-wavelength reading beam) that closes
circuit.

1063-7842/04/4906-0728%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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EXPERIMENTAL ILLUSTRATION

To roughly test the results of the above analysis, we
perform an experiment, whose scheme is shown in
Fig. 2. The specific scheme of the aforementioned
deviceis presented in the inset to Fig. 2. A water layer
represents the transparent electrode O (see notation for
Fig. 1). An epitaxia Al,sGaysAslayer (theband gap is
about 1.9 V) with athickness of 3 um and a semi-insu-
lating GaAs substrate with a thickness of 300 yum serve
as wideband-gap layer 1 and narrowband-gap layer 2,
respectively. A water electrode is used as the conduct-
ing substrate 3. The reading beam is the focused beam
of ahelium—neon laser incident on the device 3 (Fig. 2)
after passing through a deflecting system consisting of
amirror 1 connected to a loudspeaker diaphragm. The
vibrations of the diaphragm lead to the reading beam
motion along aline segment in the plane of the device 3.
Theimagerepresentsalight spot created by the focused
beam of a neodymium laser (1.06 ym) in the plane of
the device 3. Using mirror 2, we can place the light spot
at the trgjectory of the reading beam. In this case, cur-
rent pulses are generated in the circuit. Note that in
spite of the fact that GaAs is transparent for the radia-
tion of neodymium laser, the photoconduction in this
material emerges owing to impurities and intrinsic
defects.

This simple experiment only illustrates the general
principles for the operation of an optical vidicon.
Below, we demonstrate that the proposed scenario of
the generation of current in a system of two layersis
inaccurate and qualitative. If the layers are relatively
thin, we cannot represent them as a composite resistor,
since the motion of chargesin the layersis rather com-
plex. On the other hand, we can expect that the spatial
resolution of the optical vidicon will increase with the
decrease in the layer thickness.

Below, we describe experimentswith thin layersand
present their qualitative interpretation.

EXPERIMENTS WITH THIN LAYERS

For the further experiments, we employ the follow-
ing structure. A Ga,;AlgsAs layer with a thickness of
1 pm (wideband-gap layer 1 in Fig. 1) is grown on a
GaAs layer with the same thickness (narrowband-gap
layer 2) that is grown, in turn, using molecular beam
epitaxy on an n-doped (~10'® cm=®) GaAs substrate
(conducting substrate 3). The layers are directly grown
on the n-GaAs substrate in the absence of a decoupling
superlattice at a temperature of 600°C. We sputter a
transparent conducting layer of tin oxide SnO (con-
ducting electrode 0) on top of the epitaxial layers. The
first test experiments demonstrate that the illumination
of such a structure induces an electromotive force
(EMF), and that an additional external source con-
nected to the circuit does not give rise to significant
effects. For this reason, we do not use the external
source in the further experiments and measure the pho-
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He—Ne 5 6

GaAs
AlGaAs

Fig. 2. Demonstration setup. The inset shows the scheme of
vidicon 3. He-Ne laser 5 isthe source of the reading beam.
Scanning mirror 1 is mounted on a loudspeaker 6. A light
spot of the neodymium laser 4 serves astheimage. The spot
can be placed on the scanning line of the reading beam with
the aid of mirror 2.

toelectromotive force (PEMF) at various illumination
conditions. Experiments are carried out at room tem-
perature. The structure is illuminated from the side of
the transparent electrode. Below, we present the exper-
imental results obtained. The qualitative interpretation
is presented in the next section.

(A) Measurement of the PEMF Spectrum

The radiation of an incandescent lamp modulated at
a frequency of about 30 Hz is spectraly filtered by a
monochromator. Thisradiation isincident on the trans-
parent electrode of the structure connected to a 500-kQ
resistor. The PEMF signal from thisresistor isrecorded
asafunction of theincident wavelength (Fig. 3a). Then,
we additionally illuminate the structure using acw He—
Ne laser, whose intensity is attenuated to about
100 pW/cm?, and record the PEMF spectrum (the vari-
ation in PEMF related to the modul ated nonmonochro-
matic light) (Fig. 3b). It is seen that in the absence of
He—Nelaser illumination, PEMF sharply decreases and
changes sign at wavelengths greater than 700 nm (cor-
responding to Ga, ;Al,sAs band gap) and virtually van-
ishes at wavelengths greater than 870 nm (GaAs band
gap at room temperature). I n the presence of the He-Ne
laser illumination, the PEMF signal increases in the
range 700-870 nm. At wavelengths less than 700 nm,
the signs of the PEMFs at the transparent el ectrode and
substrate are negative and positive, respectively. Note
that the sign of PEMF at the substrate changes in the
interval 700-870 nm.
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Fig. 3. Spectral curves of PEMF Uy, (a) in the absence and
(b) in the presence of the He—Ne laser illumination.
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Fig. 4. PEMF kinetics in the presence of IR and He-Ne
laser illumination: Uy, is PEMF, HeNe is the He-Ne laser
illumination, IR isthe IR illumination.

(B) PEMF Measurements in the Presence of IR
and He—-Ne Laser Radiation

In the first experiment, we preliminarily illuminate
the structure using a He—Ne laser (the power is about
50 UW at aspot areaof about 0.5 cm?) and detect aneg-
ative PEMF at the transparent electrode and a positive
PEMF at the substrate. Then, we add IR illumination
created by an incandescent lamp with a filter transpar-
ent at wavelengths greater than 900 nm. PEMF changes
sign, so that the positive sign corresponds to the trans-
parent electrode. After switching off the IR illumina-
tion, PEMF slowly (in 1-2 s) returns to theinitial level
corresponding to the He-Ne laser illumination
(Fig. 4a). Therecovery timeincreaseswith the decrease
in the He—Ne laser intensity.

In the second experiment, we switch on the IR illu-
mination for a time of about 5 s in the absence of
He-Ne laser radiation. The corresponding photore-
sponse is relatively low (Fig. 4b). Then, we switch off
the IR illumination, switch on the He—Ne |laser with a
delay of 3-5 s, and observe the time dynamics of
PEMF. PEMF is qualitatively the same asin the previ-
ous experiment: a positive voltage at the transparent
electrode decreases, the PEMF passes zero and returns
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to the level corresponding to the He—Ne laser illumina-
tion (Fig. 4b). Thus, the IR illumination generates a
long-lived electric field inside the structure that is
destroyed by the radiation of He-Ne laser. The sign of
thisfield isoppositeto the sign of thefield related to the
PEMF induced by the radiation of He—-Ne laser.

(C) Experiments on Image Scanning and Storage

The first experiment from section (B) shows that
one can employ the structure under study for image
scanning using the aforementioned scheme. It follows
from the PEMF spectra (Fig. 3) that in the wavelength
interval 700870 nm, the He-Ne laser illumination
makesit possibleto reveal the corresponding PEMF. In
the experiment on image scanning, we use the scheme
shown in Fig. 2 without the power supply and the
neodymium laser. The incandescent lamp filament is
imaged in the plane of the structure by alens. When the
beam of He-Ne laser crosses the filament image, a
PEMF pulse is generated at the load resistor owing to
the joint action of the image and the reading beam of
HeNe laser.

The second experiment points to the possibility of
image storage. We record an image in the following
way. In the absence of the radiation of He-Ne laser, we
project the filament image through the same IR filter as
in the second experiment. Then, we switch off the lamp
and storethe structurein darkness during acertain time.
After that, we read the image using the radiation of
He-Nelaser. At the moments when the beam passesthe
place where the filament was imaged, we observe
PEMF pulses at the load resistor. The pulse duration is
1-2 s (the higher the intensity of the reading He-Ne
laser, the shorter the pulse). These experiments show
that if the structure is not exposed to light after record-
ing and prior to reading, an image can be stored for at
least 1-2 h.

QUALITATIVE INTERPRETATION

(A) Interpretation of the Experimental Spectra
of PEMF

We start from interpreting PEMF in the long-wave-
length (700-900 nm) range (Fig. 3). In our opinion, the
reason for PEMF in this spectral range is the Dember
effect [1]. The essence of the effect is as follows.
Assume that the energy of aphoton incident on the sur-
face of a semiconductor is greater than the band gap,
and the absorption length L of this light is much less
than the thickness of the semiconductor. Thus, light
absorbed in alayer with a thickness of about L gener-
ates a large number of electron—hole pairs. Electrons
and holes diffuseinto the depth of the semiconductor. If
the diffusion coefficients (or mobilities) of electrons
and holes are different, the particles diffuse at different
rates, and the resulting charge separation gives rise to
an electric field and the corresponding EMF. The
appearance of such EMF is known as the Dember
No. 6
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effect. The greater the difference between the diffusion
coefficients of electronsand holes, the greater the Dem-
ber EMF. This EMF vanishes when the diffusion coef-
ficients are equal.

In the structure under study, the Ga,-AlysAS layer
becomes transparent at wavelengths greater than
700 nm. Electron—hole pairs are created and the Dem-
ber EMF is generated only in the GaAs layer. It is
known that the electron mobility in GaAs is greater
than the hole mobility. Therefore, eectrons diffuse to
the depth faster than holes, and the GaAs layer appears
to be positively charged at the interface with the
Gay,Alg5As layer, which is in agreement with the
experimental results (Fig. 3a). At wavelengths greater
than 870 nm (GaAs band gap at room temperature),
electron-hole pairs are not created in the layers under
consideration and the Dember EMF is absent.

A relatively low signal at wavelengths greater than
700 nm (Fig. 3a) can be interpreted in the following
way. The necessary conditions for the current in the
external circuit (measured current) are the existence of
the internal fields in the structure and the presence of
carriers in all layers of the structure. At wavelengths
shorter than 700 nm (Ga, 7Al 3AS band gap), the carri-
ers are photoexcited electron-hole pairs in the
Gay,Alg5As and GaAs layers. At wavelengths greater
than 700 nm, electron—hole pairs are not created in the
Gay,Alg5As layer. Electrons and holes from the GaAs
layer cannot penetrate inside the Gay,Aly5AS layer
owing to a barrier at the interface of the layers that
depends on the difference of the Ga, /Al ;Asand GaAs
band gaps. Thus, the Ga,,Al,5AS layer becomes insu-
lating, and the signal current sharply decreases. The
illumination with the cw short-wavelength radiation of
He—Ne laser leads to the recovery of the Ga,,Aly3AS
layer conductance and the corresponding increase in
the signal (Fig. 3b).

It is still unclear what the mechanism is for the
PEMF generation at wavelengths shorter than 700 nm.
In this spectral range, the Ga,;Aly3As layer is non-
transparent, and the incident light is predominantly
absorbed in this layer. Therefore, we can assume that
PEMF is related to the internal fields generated in the
Gay/AlgsAs layer or at the interface with the GaAs
layer. The Dember effect can hardly be the reason for
the PEMF in this spectral range, since to interpret the
PEMF sign change, we must assume that the electron
mobility in the Gay;Aly3AS layer is less than the hole
mobility, which is almost improbable. We can assume
that in this spectral range, PEMF isrelated to apossible
internal field of the space charge at the Ga,,Al sAS—
GaAs heteroboundary emerging owing to an uncon-
trolled doping of layers (this field exists in the absence
of light). The sign of the corresponding potentia barrier
(Fig. 5) can be such that the heteroboundary works as a
photodiode generating EMF, whose minus is applied
from the side of the transparent el ectrode in accordance
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Fig. 5. Qualitative scheme of bandsin the structure showing
the barrier at the interface between the epitaxial GaAslayer
and the doped GaAs substrate resulting from the diffusion
of electrons from the n-doped substrate to the epitaxial
layer; filled deep levelsin the GaAs layer; and the mation of
photoexcited carriers.

with the experimental results. At wavelengths greater
than 700 nm, this EMF is suppressed by the Dember
effect in the GaAs layer that increases in this spectral
range, sincethe Ga,-Al,sAs layer becomes transparent
and the intensity of light in the GaAs layer increases.

(B) Interpretation of the Experimental Results on
PEMF Induced by IR and He-Ne Laser Illumination

In the presence of IR illumination with a photon
energy less than the GaAs band gap, PEMF can be
related to the excitation of impurities whose levels are
lower than the bottom of the GaAs conduction band.
The PEMF signisindicative of the fact that these levels
arefilled with electrons. Thelifetime of carriersat these
levelsisrelatively long, which meansthat the levelsare
relatively deep. Consider a scenario when the impurity
with such levelsis contained in the GaAslayer (Fig. 5).
The results of the previous experiment show that a neg-
ative voltage appears at the transparent electrode in the
presence of the He—-Ne laser radiation. The radiation of
He-Nelaser weakly affectsthe GaAslayer owing tothe
absorption in the Ga,,Aly3ASs layer and the intrinsic
absorption of the GaAs layer, where the depth corre-
sponding to an e-fold decrease in the intensity is about
0.25 um. Therefore, we can assumethat the effect of the
He-Nelaser radiation on theimpurity inthe GaAslayer
is strongly suppressed. On the contrary, IR radiation
easily penetrates inside this layer and excites the deep
impurity in the GaAslayer. The excitation of thisimpu-
rity leadsto the electron transitionsfrom the deep levels
in GaAs to the conduction band. Then, electrons pre-
dominantly move to the right-hand side to the depth of
the structure, since the barrier related to the difference
between the Gay,Aly sAs and GaAs band gaps repre-
sents an obstacle for the motion to the left-hand side
(Fig. 5). Thus, the GaAs layer acquires a positive
charge, and the sign of the corresponding contribution
of PEMF is opposite to the sign of the contribution of
the Gay;Al sAslayer. At asufficiently high intensity of
IR radiation, the sign of the total PEMF at the structure
can change, which isin agreement with the experimen-
tal data.

A gradua discharge of the deep impurity in the
GaAs layer starts after switching off the IR illumina-
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tion. Thelevelsof thisimpurity depleted by the IR radi-
ation are populated by electrons from the conduction
band of the GaAs layer that appear owing to the He-Ne
laser illumination (or illumination with any other light
source with a relatively short wavelength). Therefore,
the discharge time of the deep impurity in the GaAs
layer depends on the He-Ne laser intensity (the dis-
charge timeincreases with decreasing intensity), which
is in agreement with the experimental results. Experi-
ments on the image storage prove that in the absence of
light, the discharge time of the centers can be aslong as
afew hours or even greater.

For the second experiment described in subsection (B)
of the previous section, the scenarioisasfollows. At the
first stage (IR illumination), the excitation of the deep
impurity in the GaAs layer takes place, and the internal
field appears. The absence of asignificant current in the
circuit is related to the absence of carriers (free elec-
trons or holes). The radiation of He-Ne laser generates
the carriers and gives rise to the current, whose direc-
tion depends on the sign of the total PEMF that is the
same as in the previous case. The discharge dynamics
of the deep levelsis also the same.

What is the reason that we do not observe PEMF
related to the presence of the deep levels in the GaAs
layer in the spectral measurements? Recall that PEMF
virtually vanishes in the presence of illumination at a
wavelength greater than 870 nm (Fig. 3). It follows
from the aforesaid that even in the case of the He-Ne
laser illumination the discharge time of deep levelsisa
few seconds, whereas the modulation period of light is
1/30 s. Hence, the PEMF signal of the deep levelsis
strongly suppressed.
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(C) Interpretation of the Experimental Results
on Image Scanning and Storage

We can easily interpret the results obtained based on
the above analysis. For example, in the storage experi-
ment, the IR image of the lamp filament induces deep
charged centers and the local electric field at the places
where the image brightness is relatively high. If the
structure is stored in darkness, the centers discharge
very slowly owing to alarge depth, alow probahility of
population by the conduction band electrons, and alow
amount of electronsin the conduction band (the sample
is stored in darkness). The reading beam of a He-Ne
laser locally generatesfree carriers. If thisbeamisinci-
dent on an area with the internal electric field, we
observe current in the circuit of the structure. As was
mentioned, the corresponding increase in the discharge
rate of the impurities makes the reading procedure
destructive.

Finaly note that we present a few hypotheses,
which must be verified in additional experiments,
rather than acomprehensive interpretation of the exper-
imental results. The main purpose of this work is to
describe experiments on image scanning and storage
using the simple semiconductor structure.
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Abstract—Recording of adiffraction grating in a photopolymerizable material in the presence of aliquid crys-
tal is studied theoreticaly in terms of the polymerization equation with alowance for diffusion. A model
explaining the occurrence of recording delay time (dead zone) by the presence of oxygen or other impurities
that prevent the formation of free radicals is put forward. The dead zone duration versus the writing radiation
intensity is derived. © 2004 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

In recent years, photopolymers have been viewed as
promising materialsfor optical datawriting in the near-
IR range [1-9]. Of special interest are polymers with
dispersed liquid crystals (PDLCs) [7, 10, 11]. These
materials, combining the mechanical properties of
polymers and electrically controlled anisotropy of lig-
uid crystals (LCs), offer a number of advantages over
other recording media, such as photographic films,
photoresistors, gelatin, etc. One basic advantage is the
possibility of real-time monitoring of hologram record-
ing. The anisotropic properties of LC molecules
embedded in the polymeric matrix make it possible to
control the parameters of diffraction gratings by appli-
cation of electrostatic fields, which change the orienta-
tion of LC molecules [12, 13]. In addition, the charac-
teristics of diffraction grating recorded in PDLCs are
temperature-controllable [7], since the refractive index
of LCs depends strongly on temperature. Note that
there are many publications concerning another no less
promising recording composition: photoconductor +
LC [14-16].

However, there are a number of as yet unclear
effects attendant on hologram recording, such as delay
time of polymerization (dead zone), the dependence of
the diffraction efficiency on the radiation intensity pre-
ceding polymerization, etc. [2, 6, 17].

In this work, we consider a polymer—monomer—
LC—impurity (oxygen) four-component composition,
where oxygen serves as a polymerization inhibitor. A
cuvette with this composition is illuminated by the
interference pattern of two coherent waves (beams).
During polymerization, the third (probing) beam tests
the diffraction efficiency of aholographic grating being
recorded. In more illuminated areas, the monomer
polymerizes and its concentration decreases. Simulta-
neously, the monomer diffuses from less to more illu-

minated areas. Thus, diffusion fluxes arise and the den-
sity (hence, the refractive index) of the final polymer is
modulated. The solution of the diffusion equation of
polymerization with two components, polymer and
monomer, has been considered in [18, 19]. However,
experiments show that, during polymerization, the spa-
tial modulation of the density, aswell as of the diffrac-
tion efficiency, starts increasing only after preliminary
illumination of the monomer solution. Thetimeinterval
within which the solutionisilluminated by periodically
modulated light but the diffraction efficiency does not
grow (i.e., polymerization is absent) is called the dead
zone. In this paper, we suggest a model for explaining
the dead zone effect. In terms of this model, impurity
molecules (oxygen in our case) inhibit polymerization
early in the process. Polymerization starts when the
impurity concentration drops below a certain critical
value.

DIFFUSION MODEL

To prepare PDLC compositions, the LC must be
readily soluble in the initial monomer. However,
because of phase separation between the LC and poly-
merizing monomer, the latter displacesthe former from
areas of polymerization. Since the LC does not take
part in the polymerization process and has a minor
effect on the polymer’sfinal distribution, its concentra-
tion does not enter into the diffusion equation. If the LC
concentration is low, as in PDLCs, the monomer and
L C may occupy the same volume, since they are misci-
ble with each other. However, the polymer and LC can-
not occupy the same volume at any concentration of the
latter because of phase separation. Since the LC mobil-
ity is much higher than the mobility of the polymer, the
polymer displaces the LC from the space of polymer-
ization, with the polymer distribution remaining
unchanged.
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Consider the equation of polymerization dueto peri-
odically modulated light with allowance for diffusion.
Let U(r, t) and N(r, t) be the monomer and polymer
concentrations, respectively. It is assumed that the
polymer concentration grows in proportion to the
monomer concentration:

AN(r, t)/at = F(r,)u(r, 1), (1)

where F(r, t) is the proportionality coefficient (the so-
called local order of polymerization).

The space-time variation of the monomer concen-
tration is described by the standard diffusion equation
with an extra term on the right, which takes into
account a polymerization-rel ated decrease in the mono-
mer concentration:

ou(r,t) _  ON(r,t)
5t +V O(r,t) 5 2

Here,
j(r,t) = =D(r,t)VU(r,t) 3

isthe monomer diffusion flux density and D(r, t) isthe
local diffusion coefficient.

In recording conventional holograms, the cuvette is
illuminated by the interference pattern of two plane
coherent symmetrically incident waves (beams). The
light distribution in this case is periodic and is
described by the expression

[(x) = 15(1+ Vcos(Kx)),

where |, is the mean radiation intensity, V is the depth
of modulation, K = 217A, A = (A/2)sin(a/2) is the mod-
ulation period, and a is the angle between the beams.
The x axis is directed along the line of intersection
between the plane of beam incidence and the PDLC
film plane.

The function F(x, t) can be represented as a product
of time- and space-dependent parts:

F(x,t) = Fo(t)(1+Vcos(Kx)). (@]

Note that oxygen inhibits the polymerization pro-
cess. Activated dye molecules react with oxygen, and
the polymerization reaction cannot proceed if the oxy-
gen concentration is high. To elucidate the influence of

oxygen, let us turn to the basic scheme of photopoly-
merization:

hv + Pl — PI*  (PI stands for photoinitiatir),

PI*+M —A+R* (M, monomer),

(R* (i = 1,2,...), radica with i bonds),

RF¥+M —~R} e,

It is significant that the photoinitiator takes part in
the reaction only once. Then, it turnsinto the product A.
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The oxygen present in the solution may, at the early
stage, deactivate the photoinitiator (i.e., carry it from
the excited triplet state into the ground state). In this
case, the formation of radicals ceases and the chain
reaction isterminated [17]:

PI* + O, — A + O} —» chain termination.

If, however, the phaotoinitiator concentration is suffi-
ciently high, radicals will form in a certain amount.
These radicals will also combine with the oxygen, giv-
ing rise to the peroxidation reaction:

R. "'024> ROé,
RO, + RO, — chain termination,

RO, + R — chain termination.

Each of the above polymerization or polymerization
termination mechanisms has acertain probability. If the
total probability of chain termination is higher than the
probability of polymerization (i.e., the total polymer-
ization reaction coefficient is smaler than unity), the
polymerization reaction decays. If the probability of
polymerization is higher than the chain termination
probability, the total polymerization coefficient
exceeds unity. This means that the rate of radical pro-
duction by illumination is greater than the rate of radi-
cal loss due to the presence of oxygen or other impuri-
ties.

Thus, whether the photopolymerization reaction
will work or not depends on the concentrations of the
monomer, photoinitiator (dye), and oxygen. It follows
from the aforesaid that the photoinitiator concentration
must exceed a certain critical value. With this condition
satisfied, the polymerization process is independent of
the dye concentration. Therefore, we will assume that
the dye concentration is sufficiently high. Then, the
result of the reaction depends on the monomer-to-oxy-
gen concentration ratio. The same to a great extent is
true for oxygen. As long as the oxygen concentration
exceeds a certain value, polymerization does not occur;
that is, the order of polymerization Fy(t) = 0. Assoon as
the oxygen concentration drops below this value, the
usual polymerization process begins. Let us find the
function F(t) in explicit form. It depends on a number
of parameters, such astheinitial oxygen and monomer
concentrations, illumination intensity, etc. Since oxy-
gen causes dye | osses, the critical oxygen concentration
above which the reaction stopsisfound from the condi-
tion that the concentration of oxygen molecules equals
acertain monomer concentration. With thisin mind, we
write Fy(t) as an explicit function of the oxygen con-
centration and initial monomer concentration:

0
Folt) = 000 —p(t)] (6)
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where p(t) isthe oxygen concentration, 6 isastep func-
tion, f, = kly, kisaconstant, and U, is the initial mono-
mer concentration. The quantity iy indicates how many
times the oxygen concentration must be below the
monomer concentration, and the ratio U%y is the
threshold oxygen concentration below which the pro-
cess goes (this parameter will be caled the dark thres-
hold).

The subsequent description of the oxygen concen-
tration evolution is based on a series of assumptions.
Since the diffusion coefficient of gaseous oxygen is
high, the oxygen concentration remains uniform upon
illumination of periodically modulated light. The
amount of oxygen decreaseswith illumination time, the
decrease being directly proportional to the amount of
oxygen. The oxygen—dye reaction yields an inert prod-
uct, which subsequently does not influence the poly-
merization process. The differential equation for the
oxygen concentration has the form

dp(t) _ _

G = ~Be), 7)
where (3 is the proportionality coefficient, which is a
function of light intensity, type and activity of the dye,
temperature, etc.

The solution to this equation has the form p(t) =
pPoexp(—f3t), where p, is the initial oxygen concentra-
tion. Eventually, the local order of polymerization will
take the form

0

Fo(t) = ToBF- —poep (-t ®

The spatial dependence of the functions U(r, t) and
N(r, t) isreduced to the 1D dependence of the x coordi-
nate, since the light intensity varies only along the x
axis. Substituting Egs. (1), (3), and (8) into (2) yields
the set of equations

oU(xt) _ d oU(x, 1)
. ax[D(X’t) ox }
0 9

— foegiJ—d — poexp(—Bt)%(l + Vcos(Kx))U(x, t),

0
o) = 1o0F- - poep(-tH

x (1 +Vcos(Kx))U(x,1).

The initial condition for diffusion equation (9) can
be written as U(x, 0) = U°. The solution to Eq. (9) can
be represented as a Fourier series. In view of the fact
that polymerization is initiated by the sinusoidal light
field and diffusion nonlinearities are neglected, the
function U(x, t) (and N(x, t)) is periodic and odd in t;
consequently, the Fourier expansion of this function

(10)
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involves only cosine terms.
U(x,t) = Z U, (t)cos(iKXx). (11)
i=0

Similarly, the Fourier expansion of the diffusion
coefficient D(x, t) is

(<)

D(x,t) = ZDi(t)cos(in).

(12)

Hereafter, the Fourier coefficients D;(t) are called
diffusion coefficients of order i. Substituting (8), (11),
and (12) into (9) yields

Zduit)
TCOS(I KX)

i=0

= [ S ijKzDi(t)Uj(t)sin(iKx)sin(ij)}

ij=0

£y (iK)*D;(t) cos(jKx)U;(t) cos(ikx) ~ (13)
ij=0

o~ Poexp(-BUE(L + Veos(Kx))

x Y U;(t)cos(iKx).
iZO

Expanding Eqg. (13) termwise and performing
appropriate transformations [18], we arrive at a set of
differential equationsfor the Fourier components of the
monomer concentration. Fourth- and higher order har-
monics are neglected, since the related correction is
~10° times smaller than the third- and lower order com-
ponents. In Fourier expansion (12), it is reasonable to
leave only two first terms. Such an approach, being
invalid only if diffusion nonlinearities are included,
means in effect that the diffusion coefficient varies
exactly as does the polymerizing light intensity:

D(x,t) = Dy(t) + D,(t) cos(Kx). (14

The diffusion coefficient decreases with polymer-
ization time, since the penetrability of the diffusant
drops as polymerization proceeds. Then, according to
[18], the Fourier components are given by

Do(t) = S[Da(t) + Drso(D)]

= Dj,exp(—uFqt)cosh(aFyVt),

(15)

Da(t) = S[Dpun(t) = Doy (1)

= —Dj,exp(-uFot) sinh(aFyVt),

(16)
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where D, istheinitial diffusion coefficient and p isthe
exponential decrease constant.

Substituting (15) and (16) into the equations for the
Fourier components of the monomer concentration and
introducing the variable § = f.t according to [ 18], we get

dUy(§) _ 1
e —H(&)Uo(8) —5H(E)VUL(E),  (17)

du,(€) _
_HLE— = —H(&)VU,(¢)

—[H(&) + Rexp(—p&)cosh(uVE)] Uy (8)

_[%H(E)V— Rexp(—uE)sinh(uVE)}Uz(E),

(18)

dUL§) _

T [%H(E)V— Rexp(—uE)sinh(uVE)}Ul(E)

~[H(E) + 4Rexp(—E) cosh(UVE) U,(E) (19)
~[GHEV - 3Rexp(-H8)sinh(uVE) [Us(E),

where R = (D;,K?)/fo, H(E) = 8(U%i4 — poexp(—(BE)/fy)).-
At atime &, the polymer concentration is given by
3

N(x, &) = IF(X, &)U (x, &)de’. (20)
0

Let us substitute (4), (8), and (11) into Eq. (20) and
represent N(x, &) as a sum of its harmonics. In terms of
diffraction, we are interested in only two initial terms.
First, higher harmonics in the expansion of N(x, &) are
small; second, the Bragg angles for gratings with peri-
ods 2K, 3K, etc., differ from the Bragg angle for agrat-
ing with aperiod K [20] and, additionally, higher order
gratings drop out of monitoring. Therefore,

N(X,t) = Np(t) + N,(t) cos(Kx). (21)
For the Fourier components, we have
3 0
No(®) = [OF- —poexp 5]
A d 0 (22)
<[Uoe) + 3vuLe e
& 0
N(®) = [oFk- —poexpl-E]
5 d 0 (23)

<[ VUo(@) + U,(@) + 3VULE) e

Consider now the LC distribution. We have noted
that the polymer and L C phases are separated (the poly-
mer displaces the LC from an area of polymerization,
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since the latter has a higher mobility). Next, we men-
tioned that the polymer (liquid crystal) concentrationin
illuminated areasis higher (lower) than in the dark. Let
L(x, t) be the LC concentration and ¢ = Ly/N, be the
ratio between the LC and polymer mean concentra-
tions. In afirst approximation, we may assume that the
modulating concentration of the LC is c times lower
than the modulating polymer concentration (c=L,/N,),
much as the LC mean concentration is c times lower
than the polymer mean concentration. Hence, the LC
concentration at atime & and at a point x can be written
as

L(x, &) = Io—1,cos(Kx) = Nzl—N?Zcos(Kx). (24)

Knowing the polymer, monomer, and L C concentra-
tions, one can find the refractive index distribution.
According to the Lorentz—Lorenz formula, the refrac-
tive index of a medium depends on its density, molar
weight, and molar refractive index:

n2—1

2 :gln
n +2

M mol »

(25)

where ¢ is the density, M is the molar weight, and
Ny 1S the molar refractive index.

According to [19], formula (25) yields
Z_1 n

n —
n,+2

2
ne—1
L LC

2
p_l_
2
np+2

12

Nc+2

) (26)
nic—10

2 ki
n_c+ 21

- Ch’-1
—— +N;OH5—-c
[hy, +2

where n; is the modulating refractive index, n,, is the
refractive index of the monomer, n, is the refractive
index of the polymer, and n,¢ is the refractive index of
the liquid crystal. The latter parameter is obviously
anisotropic and depends on the incident light polariza-
tion.

Let us find the orientation of LC molecules. We set
diffusion fluxes along the x axis during polymerization.
It is known that LC molecules are extremely sensitive
to hydrodynamic flows, and most of them are aligned
with the flow direction, producing an anisotropic LC
lattice, with the crystal director being aligned with the
x direction [21]. Thus, if the incident light polarization
isnormal to the plane of incidence (s polarization), the
LC permittivity € will be independent of the angle of
incidence. If the light is polarized in the plane of inci-
dence (p polarization), the LC permittivity €, depends
on the angle of incidence: £™%¢g = g;Sin?0 + £;€0s%6,
where 0 is the angle between the light propagation
direction and normal to the surface.
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7
;

Fig. 1. Fourier components Uy(€), U4(§), and U,(&) for V=
1,B=10, R=5,py =1, ig = 10, and Ug = 100.

RESULTS AND DISCUSSION

Numerically solving Egs. (17)—<19), (22), and (23)
with the use of the Mathematica 4.0 computer program,
we obtained the Fourier components of the monomer
concentration U(r, t) and polymer concentration N(r, t).
Figure 1 shows the curves for the Fourier components
Uo(€), U1(§), and Uy(§) for V=1, =10,R=5,p, = 1,
and iy =10 (it isassumed that the concentration of oxy-
gen or other inhibitors must be one order of magnitude
lower than the initial monomer concentration in order
for thereaction to beinitiated). Figure 2 showsthe Fou-
rier components for the polymer concentration. From
formula(24), wefind the L C concentration distribution,
i.e., the Fourier components L, and L;. Using formula
(26), we find the modulating value of the refractive
index for the PDLC composition. According to the
Kogelnik theory of coupled waves [20], the diffraction
efficiency of a holographic grating can be estimated by
the formula

_ . 2[tAndg
N = SN N cose (27)

where d is the grating thickness, A is the light wave-
length, An is the modulating value of the refractive
index, and 6 isthe Bragg angle.

Montemezzani and Zgonik [22] generalized the the-
ory of coupled waves for the anisotropic case. For inci-
dence at the Bragg angle, the value of Aniseasy to cal-
culate for specific polarization. In our case, al the
parameters, except for An, are time-invariable; there-
fore, we can construct (accurate to a constant) the evo-
lution of the diffraction efficiency during polymeriza-
tion. Therelated curve constructed up to aconstant nor-
malized to unity is given in Fig. 3. It is seen that the
diffraction efficiency starts growing after preliminary
illumination of the monomer solution for atime.

TECHNICAL PHYSICS Vol. 49 No. 6 2004

No» N¢
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Fig. 2. Fourier components Nq(§) and Ny (§) of the polymer
concentration for V=1, 3 =10, R=5, pg =1, iy = 10, and
Ug = 100.

Fig. 3. Diffraction efficiency vs. & during polymerization up
to a constant normalized to unity.

1 2 3 4 5 6 7 8 9 10
Iy

Fig. 4. Dead zone duration t; vs. mean intensity of the poly-
merizing light 1o for k' = 1, pg = 1, ig = 10, and Ug = 100.
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Consider the dependence of the dead zone duration
(recording delay time) on the light intensity. Thetimet;
of onset of polymerization can be found from the
expression

UO
Ta —Poexp(-Pt;) = 0. (28)

If the concentration of aphotoinitiator is sufficiently
high, each photon is certain to activate oneits molecule,
which causes deactivation of one oxygen molecule.
Since the light intensity is proportional to the photon
density, the coefficient B is proportional to the mean
radiation intensity: 3 = K'l,, where k' is a constant fac-
tor. Since the diffusion coefficient of oxygen is high, it
does not respond to light modulation. Solving Eq. (28)
for t; gives

_In(U°/(i4po))

: kI I O
Figure 4 plots the dead zone duration versus the
mean intensity of the polymerizing light. When the
intensity is zero, the process obviously is not initiated;
when the intensity is very high, the dead zone duration
tendstoward zero. Notein conclusion that the curvesin
Figs. 3and 4 arein qualitative agreement with avail able
experimental data (see, e.g., [2, 6, 17]).

(29)

CONCLUSIONS

We suggest a model that explains the dead zone
effect. It is assumed that diffusion nonlinearities are
absent and the polymerization coefficient is propor-
tional to the intensity of the light incident on the poly-
mer. The photopolymerization schemeisasfollows: the
dye absorbs a photon and is activated, this activity is
transferred to the monomer, and the chain polymeriza-
tion reaction starts. The dead zone arises when the
medium contains oxygen, which combineswith excited
dye molecules, suppressing the activation of the mono-
mer. After the oxygen concentration decreases, the dye
activates the monomer, initiating the reaction. In terms
of this model, we calculated the dead zone duration as
afunction of the writing radiation intensity. The results
obtained with this model are in good agreement with
experimental data[2, 6, 17].
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Abstract—Experimental results on the interaction of nanosecond optical pulses at the wavelength of 0.53,
0.65, and 1.06 pm with nanoparticles of crystalline materials with a bandgap of 3 to 7 eV are reported. It is
shown that the threshold for the nanoparticlesto exhibit anonlinear response can be aslow as 0.05 to 0.5 nJcm?
and that the response can manifest itself as limitation of the radiation or as blooming of the medium. A theoret-
ical model is proposed, which associates these effects with single-photon generation of charge carriers from
deep impurity levels produced by defects |ocated near the nanoparticle’s surface. © 2004 MAIK “ Nauka/ I nter-

periodica” .

INTRODUCTION

Heterogeneous media with nanoparticles demon-
strating nonlinear optical properties are of interest for
designing optical switches and optical controllers in
information technol ogies. Unlike homogeneous media,
which exhibit nonlinear optical response mostly due to
optically induced changes in the refractive index and
attenuation constant, in heterogeneous media, the non-
linear response can a so occur dueto aninduced change
in the optical scattering properties. An advantage of
heterogeneous media is the possibility of varying their
linear and nonlinear optical properties over a wide
range by selecting their components and concentration,
size, and shape of the nanoparticles. Additional possi-
bilities for controlling the media characteristics appear
with the use of structured nanoparticles, in particular,
nanoparticles that have a core and shell (shells) with
different properties. For example, nanoparticles with a
dielectric core and metal shell under plasma resonance
conditions locally intensify the field [1, 2], which
increases the effective nonlinearity of the medium and
lowers the energy threshold above which nonlinear
response is observed. In this situation, modulation of a
medium’s optical properties may occur due to variation
in absorption and scattering of light asaresult of ashift
in frequency of the plasma resonance and a change in
its amplitude [3-5]. The low-threshold nonlinear opti-
cal response also occurs in media with nanoparticles of
wide-bandgap semiconductors, whose shells have deep
dopant states [6]. For example, the response of TiO,
and BN particles to a nanosecond pulse of visible or
near-infrared radiation appears at the incident energy
density of Q, < 1 nJcm? and exhibitsitself in limitation
of radiation associated with increasein thelight scatter [6].

The goal of this work is to experimentally study
low-threshold nonlinear optical effects observed in
nanoparticles of wide-bandgap semiconductors and
insulators (TiO,, Al,O;, MgO, BaO, MgF,, CaF,,
BaF,, CaCO;, and BN) and to devel op theoretical mod-
elsthat account for these effects.

LINEAR AND NONLINEAR OPTICAL
PROPERTIES OF NANOPARTICLES:
EXPERIMENTAL RESULTS

In the experiments, we studied crystalline nanopar-
ticles of oxides (TiO, (rutile), Al,O5, MgO, and BaO)
and fluorides (MgF,, CaF,, and BaF,) of metals and
also of calcium carbonate (CaCO;) and hexagonal
boron nitride (BN). The bandgap E of all these materi-
alsiswider than 3 eV. Nanoparticles 50-100 nmin size
were extracted from commercia or specialy prepared
powder by elutriation[7]. To do this, we prepared asus-
pension of the powder in acetone and allowed it to settle
for a long time, after which we separated the upper
almost transparent layer containing the smallest parti-
cles. Subsequently, the acetone was removed through
evaporation. Figure 1 shows nanoparticlesof TiO,, sep-
arated by this technology, obtained with the help of a
transmission electron-beam microscope. The shape of
most of the particles resembles a weakly prolate ellip-
soid. Particles of other materials had a similar shape
except for BN, whose particles had the form of planar
flakes with a thickness-to-width ratio of approximately
1:10. As the transparent medium for nanoparticles, we
used VM-4 vacuum oil (water white viscousliquid with
refractive index of ~1.4). The volume concentration of
nanoparticles in the medium varied within 0.05 to
0.5%. The width d of the samples was 6 to 10 mm.

1063-7842/04/4906-0739$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Image of TiO, nanoparticles obtained by an electron-
beam microscope.

10
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4 1
04 06 08 10 12 14 16 18
A, Um

Fig. 2. Transmission spectra of (a) TiO, and (b) CaF, nano-
particles deposited onto a quartz glass substrate.

As a source of radiation, the experiments used a
YAG : Nd laser (A = 0.53 and 1.06 pm and T = 10 ns)
and an L8331 light-emitting diode (A = 0.65 pmand 1 =
150 ns). In both cases, the light spot on the sampleswas
6 mm in diameter.

Figure 2 shows transmission spectra of TiO, and
CaF, nanoparticles deposited onto quartz glass sub-
strates. The spectra exhibit wide absorption bands: in
the spectruminterval of 0.4 to 1.6 um for TiO, hanopar-
ticles and from 1 to 1.6 um for CaF, nanoparticles.
Spectra of pure bulk single crystals of these materials

MIKHEEVA, SIDOROV

do not have these features. Nanoparticles of other materi-
ds studied aso exhibit either wide absorption bands or a
number of relatively narrow bands in the visible or near-
infrared region. For example, BN nanoparticles feature
two absorption bands with maxima at A = 0.75 and 0.9
pm, while a wide absorption band of BaF, nanoparti-
cles occupies the 0.5- to 0.95-um spectrum interval.

Figure 3 shows power density of the transmitted
radiation (E,,) versus incident power density (E,)
obtained experimentally for media with (a) TiO, and
(b) BaF, nanoparticlesat A =0.53 and 1.06 pmand 1 =
10 ns. The samples were 6 mm thick. As is seen from
the figure, at low intensities, the transmitted power
shows a linear behavior. In the linear region, the trans-
mission coefficient is 50 to 55% at A = 0.53 ym and 80
to 85% at A = 1.06 um. Beginning at a certain threshold
power density (E4), an optica nonlinearity is
observed, which manifests itself as limitation of the
radiation. For TiO,, the limitation threshold is

0.15n¥cm? a A = 0.53 pm and 0.1 nJcm? at A =
1.06 um. As the incident power increases further, the
E.u(Ein) functions become linear again. The nonlinear
region is strongly pronounced at A = 1.06 um. At
0.53 um, deviation of E,,(E;,,) from alinear functionis
small. For BaF, nanoparticles at A = 0.53 um, Ey, =
0.1 nJcm?. At A = 1.16 um, no optical nonlinearity is
observed. The dynamic range of the limited radiation
D = E /B (Emax 1S the maximum incident power at
which the limitation is till observed) varies for TiO,
and BaF, nanoparticles from 50 to 300.

Similar effects are observed in mediawith the nano-
particles of the other materials studied (seetable). Note
that nanoparticles that have no absorption band in the
spectrum region above 1 um do not feature the low-
threshold nonlinearity. It should aso be noted that
refractive indices of al the nanoparticles are higher
than the refractive index of the transparent medium,
and the bandgap widths of the materials of nanoparti-
clesexceed (in anumber of cases, by more than afactor
of 2) the photon energy of the incident radiation. The
nonlinearity thresholds vary from 0.1 to 0.5 nJcm?,
while the limitation dynamic range lies in an interval
between 20 and 300.

To increase the dynamic range, one can use multi-
stage or multipass schemes. In an experiment with a
two-stage limiter and Cal, nanoparticles, the limitation
threshold of 0.05 n¥cm? and dynamic range of 10°
were obtained at a wavelength of 1.06 um. Each stage
had the form of a quartz glass cell with a 10-mm gap
thick medium containing the nanoparticles. The dis-
tance between the cellswas 10 cm. Thelinear transmis-
sion coefficient of each cell at 1.06 pm was 80%.

To check for the effect of the refractive index of
nanoparticles on their nonlinear optical properties, we
carried out experiments at 0.65 pm (Tt = 150 ns) and a
pul se repetition rate of 100 Hz. The measurementswere
averaged over a sequence of 20 pulses. Studied were

TECHNICAL PHYSICS Vol. 49
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Fig. 3. Power density transmitted through a sample versus
incident power density for (a) TiO, and (b) BaF, nanoparti-
clesatd=6mm,1=10ns,and A =(1) 0.53 and (2) 1.06 pm.

nanoparticles of TiO, (n = 2.55), CaF, (n = 1.42), and
MgF, (n = 1.38) with a 0.1% volume concentration in
the medium. Nanoparticles of MgF, (Eg= 7 €V) havean
absorption band in the wavelength interval from 0.5 to
1 um. The samples were 10 mm thick. The experiments
have shown that the optical responses of nanoparticles
with different refractive indices exposed to radiation
differ significantly (Fig. 4). The effect of limitation is
only observed in nanoparticles of TiO, and CaF,,
whose refractive indices are higher than that of the
transparent medium. For TiO, nanoparticles, which
have a higher refractive index, the limitation effect is
more pronounced than for CaF, nanoparticles. For
MgF, nanoparticles, whose refractive index is lower
than that of the transparent medium, the optical
response manifestsitself asan increasein transmittivity
with increasing intensity (blooming of the medium).
Thresholds of the optical response for the nanoparticles
studied ranged from 0.1 to 0.25 nJcm?.
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Fig. 4. Power density transmitted through a sample versus
incident power at d = 10 mm, T = 150 ns, and A = 0.65 pum:
(8 TiO,, (b) CaF,, and (c) MgF,.

Test experiments aimed to find out the role of the
bandgap width of ananoparticle material in creating the
low-threshold nonlinearity used nanoparticles of semi-
conductor materialswith E; < 3eV: ZnSe(E;=2.4 eV),
V05 (Eg = 1.5 eV), and a-Fe,0; (E; = 1.5 €V). The
wavelength of the incident radiation was 0.53 um. The
experiments have shown that media with nanoparticles
of these materials do not exhibit the nonlinear response
when E,, < 1 pJcm?.

Thus, media with nanoparticles of wide-bandgap
semiconductors and insulators, being exposed to a
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Limitation of visible and near-infrared radiation by nanopar-
ticles of wide-bandgap semiconductors and insulators

Nero- [ 0.53 um 1.06 pm
hateid| & | n g D | on | Jtro| D
TiO, | 305| 265| 0.15 | 50| 248| 0.1 |100
Al,O, | 36 | 177| 025 | 50| 175 - | —
MgO | 7.3 |~18 | 01 |120| 172| - | -
B&O |~43 | 20 | 05 | 20| 19 | - | -
BaF, |~6 | 147| 01 |300| 147| - | -
CaF, |~6 | 144| 0.1 |100| 142| 05 | 30
CaCO; |5 | 155/ 02 | 50| 153| 05 | 20
BN | 48 |2 |01 [10|~2 | - | -

nanosecond pulse of visible or near-infrared radiation,
show alow-threshold nonlinear optical response with a
threshold no higher than 0.5 nJcm?. The nonlinear

1017

2
O-ab’ cm

3x 1071

2
O, cm

0 20 40 50
I, W/cm?

Fig. 5. () Absorption and (b) scattering cross sections of a
spherical nanoparticle with a dynamic absorbing shell ver-
susintensity of the incident radiation calculated at n. = ng=
(1)2,(2)18,(3) 1.5,and (4) 1.3; n, =15 and 1 = 10 ns.
The inset models the nanoparticle.
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optical response occurs due to absorption bands, which
are present in nanoparticle spectra and are absent in
spectra of pure single crystals. Depending on the nano-
particle refractive index, the nonlinear response may
manifest itself as a limitation of the radiation or in
blooming of the medium.

A MODEL OF LIMITATION OF RADIATION
BY NANOPARTICLES OF WIDE-BANDGAP
SEMICONDUCTORS AND INSULATORS

The fact that absorption bands appear in a nanopar-
ticle spectrum in the visible and near-infrared regions
indicates that deep levels are present in the bandgap of
the nanoparticle material, these levels being caused by
defects in the crystal structure, because the nanoparti-
cles were produced from pure single crystal materials.
We can naturally suppose that the defects concentrate
on the surface of nanoparticles. Thisis associated with
methods used to produce the nanoparticles and with
properties of the surface, which itself isasingle-crystal
defect capable of accumulating the defects that diffuse
from the bulk of the crystal and which also hasits own
specific defectsthat create surface (Tamm's) levels. The
wide absorption band observed in the spectra of some
nanoparticlesindicates that concentration of defects on
the surfaceis very high and they can create an impurity
band inside the bandgap. Thus, the nanoparticle struc-
ture can be represented as a core consisting of single-
crystal material, which features a very low absorption
due the large width of the bandgap, and a shell, which
contains deep impurity levels. If the photon energy is
higher than the energy gap AE between the bottom of
the conduction band and the impurity level, the photon
produces nonequilibrium electrons. The changein con-
centration of the nonequilibrium carriers adds nonlin-
ear components to the refractive index and absorption
coefficient of the nanoparticle’s shell. The increase in
the carrier concentration in the shell producesaconcen-
tration gradient between the shell and core, which ini-
tiates carrier diffusion deep into the core. Thisindicates
an increase in the thickness of the layer in which the
nonequilibrium charge carriers exist and, therefore, the
presence of the nonlinear addition to the refractive
index and absorption coefficient. Thus, the model of the
limitation process can use nanoparticles of the follow-
ing structure: a nonabsorbing core and dynamic shell,
whose thickness, refractive index, and absorption coef-
ficient depend on the radiation intensity (seetheinset to
Fig. 5a).

Our numerical simulations used the following
assumptions.

The nanoparticles have aspherical shape and consist
of a nonabsorbing core and thin defective shell, in
which deep impurity levels with AE < hv are concen-
trated. The concentration of defects in the shell is
higher than 10%* cm3; i.e., there is no saturation of the

TECHNICAL PHYSICS  Vol. 49
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impurity absorption observed at intensities of the inci-
dent radiation considered.

Photogeneration of nonequilibrium charge carriers
occurs only in the defective shell of a nanoparticle.

Because the shell isthin, we disregard carrier diffu-
sioninthe shell itself. Concentration of the nonequilib-
rium carriers in the dynamic shell and its thickness
scale increase linearly with the radiation intensity due
to carrier diffusion into the core.

The nonlinear addition to the refractive index is
caused by a change in the carrier concentration; the
addition to the absorption coefficient, by absorption of
the radiation on nonequilibrium carriers.

The absorption and scattering cross sections of a
spherical nanoparticle with a shell can be represented

as[8]
3
Q= %”\A(6)' (1)
12810erd
= 1B s 2
o |9] 2

Here, €, is the medium’s permittivity, rg is the shell
radius, d is the nanoparticle's polarizability
- Es€a—EnEp

€&t 2‘Eh‘gb, (3)
€2 = €(3—-2P) +2¢,P, g, = .+ &.(3—-P),

_ o’

P=1 00 4
where €, and & are the permittivities of the nanoparti-
cle’'s core and shell, respectively, and r is the radius of
the nanoparticle’s core.

Calculations were performed at A = 1.06 um, T =
10 ns, r, = 0.05 pm, and r = 0.05005 pm. Refractive
indices of the nanoparticle’'s core and shell were n, =
n,= 1.3-2.0, the refractive index of the nonabsorbing
medium was n,, = 1.5. The equilibrium carrier concen-
tration in the defective shell was 107 cm3. Carrier pho-
togeneration in the defective shell was modeled using
the continuity equation for photogeneration and recom-
bination in the presence of impurity absorption [9].

Figure 5 shows the nonlinear additions to the nano-
particle's absorption and scattering cross sections ver-
sus the intensity of the incident radiation. Cross sec-
tions o, and o, change with intensity. The function
o(l;,) isamost linear except for itsinitia part. At n, >
1.5, the function a((l;,) is linear in its initial part and
saturates at 1, > 30 W/cm? (Fig. 5b, curves 1 and 2).
The effect of saturation is associated with the behavior
of function P(r.) of (4) and exhibitsitself when the vol-
ume of the nanoparticle's absorbing shell becomes
comparable to the core volume. For real nanoparticles,
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the effect of saturation can also be caused by saturation
of the impurity absorption at a small concentration of
impurity centers. It isworth noting that, at the nanopar-
ticle radius considered, the scattering cross section is
greater by approximately four orders of magnitude than
the absorption cross section. Because the extinction
coefficient is determined by absorption and scattering,

Oeq = N(Oa+0y), ()

where N is the particle concentration, the nonlinear
addition to the absorption cross section at the given
nanoparticle radius affects the optical properties of
nanoparticles insignificantly and variation in the scat-
tering exerts the dominant effect.

Within the approximation of single scattering, the
intensity of the radiation that passes through the
medium containing nanoparticles is given by the
expression

Iou’[ = Iinexp(_ae)(td)' (6)

Thus, at n, > n,, the change in the thickness of the
nanoparticle’'s absorbing shell causes an increase in the
light scattering and, consequently, limitation of the
radiation. The presence of a pronounced threshold in
the optical response observed experimentaly is due to
the exponential intensity behavior of the transmitted
radiation versus extinction coefficient (6).

The nanoparticle’s refractive index weakly affects
the nonlinear addition to the absorption cross section. It
only insignificantly changes the slope of the function
o (l;n). At the same time, al;,) significantly changes
with therefractiveindex (Fig. 5b). At n. > n,, adecrease
in n decreases the scattering cross section and does not
affect the behavior of o(l;,) (curves1 and 2). At n.<ny,
aminimum appearsin ol;,) (curve 3). Thismeansthat,
as the intensity increases, at first the medium blooms
and subsequently, limitation of the radiation occurs.
The minimum in the characteristic corresponds to a
zero value of the real part of the nanoparticle's polariz-
ability. In this situation, the nanoparticle becomes
invisible from the viewpoint of light scattering. The
case of complete invisibility of a nanoparticle with a
shell when the real and imaginary parts of its polariz-
ability are zero is addressed in [8]. At n, > n,, an
increase in the radiation intensity decreases the scatter-
ing cross section (curve 4). Thus, a decrease in the
nanoparticle’'s refractive index decreases the efficiency
of limitation of the radiation, while at n, < n,, the
blooming effect is observed in the medium, which is
corroborated experimentally (Fig. 4).

The magnitude of the nonlinear addition to the
absorption and scattering cross sections for the effects
described above is very small. Therefore, a noticeable
nonlinear response can only be observed when intrinsic
absorption in the nanoparticle’s coreisvery small. This
circumstance explains the fact that this optical nonlin-
earity was not recorded in experiments with nanoparti-
cles of materials whose bandgap is narrower than 3 eV.
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In these materials, either their fundamental absorption
band itself or itsfuzzy edge creates anoticeable absorp-
tion in the core. Though the processes described above
may evolve in such nanoparticles, the low-threshold
nonlinearity cannot be recorded in the presence of
absorption in the core. A similar role can be played by
impurity absorbing centers in the nanoparticle’s core
when their concentration is high. The low-threshold
nonlinear response can therefore be observed in media
with nanoparticles of pure undoped wide-bandgap
semiconductors and insulators.

For checking, we also numerically simulated nano-
particles without shells, but with photogeneration of
carriersin the entire bulk of the nanoparticle, and nano-
particles with photogeneration of carriersin the shell,
but without their diffusion into the bulk of the core. In
both cases, our calculations yielded a significant
change in the absorption cross section with increasing
incident radiation intensity, while the scattering cross
section changed by a few fractions of a percent. At the
same time, the average magnitude of the nonlinear
addition to the absorption cross section for these types
of nanoparticleswas 3 to 4 orders of magnitude smaller
than for nanoparticles with a dynamic absorbing shell,
which makes the limiting effect impossiblein the range
of incident intensities studied.

CONCLUSIONS

The results reported above show that nanoparticles
of wide-bandgap semiconductors and insulators can
exhibit alow-threshold optical nonlinearity in the visi-
ble and near-infrared regions. This nonlinearity is asso-
ciated with photogeneration of charge carriers from

MIKHEEVA, SIDOROV

defects near and on the nanoparticle's surface. The con-
dition for the nonlinearity to occur isthat absorptionin
the bulk of the nanoparticle be negligibly small.
Depending on values of refractive indices of the nano-
particle and transparent medium in which it resides, the
nonlinear response may manifest itself as limitation of
the radiation or as blooming of the medium. These
effects can be used to develop low-threshold optical
switches and limiters with an operation threshold of
0.05 to 0.50 nJ/cm?.
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Abstract—A new mechanism of motion of high-absorptivity domains under the action of Gaussian beams
without allowance for diffusion of the material characteristics along the direction of beam propagation is stud-
ied by computer simulation. The essence of this mechanism is the dependence of the absorption factor growth
rate on theradiation intensity. Asaresult, high-absorptivity domains may drift from heavily toweakly irradiated
regions of the medium. © 2004 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Reliability is known to be a key property of optical
data storage and processing devices. Information may
be recorded, e.g., by initiation of chemical reactions
[1-3], and data processing devices use various bistable
circuits (see, e. g. [4-6]). Typica of both processesis
the presence of local areas where the material proper-
ties differ considerably from those of the environment.
These may be high-temperature domains or domains
with an enhanced concentration of the chemical reac-
tion product that arise owing to the optical bistability
(OB) effect. It isimportant to study the motion of these
domains, the possibility of an additiona domain
appearing (along with the basic one), and related phys-
ical mechanisms.

It is known from available publications that, in opti-
caly bistable systems with longitudinal diffusion,
domains may move into the bulk of the material as a
conseguence of beam focusing [5]. In this study, we
show that a diffusionless mechanism of domain motion
is aso a possibility. The term “diffusionless’ empha
sizes the absence of longitudinal diffusion, while diffu-
sion in the directions perpendicular to the beam axisis
taken into consideration. Note also that several types of
motion of high-absorptivity domainwallsin cavity-free
systems without longitudinal diffusion have been
already described [7, 8]. For example, when the input
intensity grows continuously, the rear domain wall may
travel a considerable distance along the medium [4]. If
optical radiation has a constant intensity at the entrance
to a nonlinear medium, the propagation of the rear
domain wall toward the radiation occurs even in the
process of domain formation. However, the displace-
ment typically does not exceed severa percent of the
longitudinal size of the domain being formed. A spe-
cific feature of the domain motions that follows from
published datais noteworthy: the invariable position of
the front domain wall, which is fixed and located near

the entrance to anonlinear medium. Here, we are inter-
ested in the possibility of displacing both walls of a
high-absorptivity domain by distances on the order of,
or larger than, the longitudinal domain size. Such a sit-
uation takes place, for example, under the action of a
beam with an elliptic profile. The beam may arise when
aninitially axisymmetric beam interacts with an optical
data storage system because of inaccurate focusing
onto agiven pit or asaresult of its propagation through
an inhomogeneous medium.

The dlliptical profile of optical beams makes it pos-
sible to set the bistable dependence, for example, of the
temperature of the medium on the beam radius [9].
Bistability arises due to the fact that the variation of the
beam intensity and material cooling viatransverse heat
removal depend on the beam radii in adifferent manner.
As a result, high-temperature (high-concentration)
domains are formed not only by the absorption mecha-
nism but also due to the bistable dependence of the
material properties on the beam radii. It isimportant to
bear in mind that the light intensities necessary to
switch domains from one state to another by the latter
mechanism of bistability are lower than those in the
case of an axisymmetric beam, when only absorption
bistability exists. However, since the heating rate
(growth of concentration) depends on the radiation
intensity, domain formation due to the ellipticity of the
beam usually lags behind domain formation dueto non-
linear absorption. Depending on relationships between
the beam—medium interaction parameters (ellipticity of
the beam profile, beam intensity, time of heat removal,
time of change of the concentration, etc.), additional
domains may appear both before and after the beam
waist [9-11]. In terms of dynamics, the dependence of
the rate of domain formation on the beam intensity and
the difference in switching intensities in these bistabil-
ity mechanisms suggest that a considerable displace-
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ment of domainsis possible. Analysis of this possibility
isthe aim of thiswork.

An important point is that our consideration of the
particular case of optical radiation—gas interaction does
not restrict generality of the results: they are also valid
for semiconductors and other media. The basic condi-
tion for wide applicability of the resultsisthe nonlinear
dependence of the absorption factor on temperature
and/or concentration of the product of acertain reaction
(for example, polymer reconfiguration reaction), free-
carrier concentration in semiconductors, etc. Previ-
ously, we studied in detail the formation of multido-
main structures in gases [9-11]. Here, interaction of
optical radiation with layered and continuous gaseous
mediais considered.

STATEMENT OF THE PROBLEM

Aswas mentioned above, we are dealing with inter-
action between optical radiation and a chemicaly
active medium. Let a reversible chemica reaction
A — Ctakeplace, where Aistheinitial substance and
C isthe reaction product. We also assume that the opti-
cal energy is absorbed by the vibrational levels of the
molecules. In a layered medium, the thicknesses of
absorbing and transparent layers are denoted as |, and
I, respectively. Then, an element of the periodic layered
structure has alength | = I, + .. Under the assumption
that the vibrational levels are nonequidistant and the
time of V-V relaxation is much shorter than both the
pulse duration and the time of VT relaxation, the prop-
agation of a Gaussian pulse in the ith layer of the
absorbing medium near the beam axis can be described
by the following system of dimensionless equations:

9E = GB(E)(0N + 0/(1-N)) ~ (E-Eo(T)),
e 2l = Te(E-Eo(T) - B(T-To),
W = (1-N)exp(-T,/T)

—kNexp(=Ty/T) —Dy(N —Ny),

1
o+ 5,5(E) (0N + G(1-N)) = 0, 1>0, @

I(i-1)<z<I(i—1)+1,
T(zt) =Ty, do(zt) = qo(I(i-1) +1, 1),

1(i—1)+1,<z<]li,
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where
_ Y% 1n
q - axay’ B BO%Z ’
2
2= (P (Lr ), Ty,
Eo(T) = exp(=1/T), &(E) = EY(1+E)""?

In the transparent layers, the temperature is con-
stant, the absorption is absent and the beam radii vary
by the same law as in the absorbing layers. The initial
conditions for system (1) have the form

0o(0, t) = gp(t), qO|Z:|i = Qo
i=1 .., N,

Tli=0 = To, El=0 = Eo(To), dofi=o = O,

Njizo = No = L/(1+kexp(H(Tp—Ta)/To)).

These conditionsimply that the incident pul se shape
is specified by qy(t) and that the medium isin equilib-
rium before irradiation. In formulas (1) and (2), E(z, t)
is the vibrational energy of a unit gas volume for a
given mode, Ey(t) is its equilibrium value a a given
tranglational temperature T, N O [0, 1] isthe concentra-
tion of the reaction product normalized to maximum, t
isthe time normalized to the characteristic time of V—T
relaxation, and q is the dimensionless intensity of radi-
ation near the beam axis. Note that, between the active
layers, the radiation intensity varies due to diffraction
alone. The parameter n specifies the number of avibra-
tional transition that absorbs the radiation energy. The
difference in the populations of levelsnand n + 1 is
defined by the function 6(E). The parameter T takes
into account, in particular, the fraction of the absorbed
energy that is spent on heating. The coefficient 3 takes
into account the amount of the heat transversely
removed into the environment with a temperature T,
zis the longitudinal coordinate normalized to a given
length, &, istheintensity absorption factor over the nor-
malization length, and gy(z, t) is the peak intensity of
the beam. The functions a, and a, describe variation of
theinitial beam radii a, in the x and y directions as the
beam propagates along the z axis. The parameters T;
and T, have the meaning of the activation energies of
the forward and backward chemical reactions, respec-
tively. The parameters o; and o, (0; + 0, = 1, 0; > 0,
0, > 0) are the cross sections of absorption by mole-
cules of the reaction product and initial substance,
respectively. The coefficient Dy allows for diffusion of
the reaction product from the region occupied by the
beam (taken to equal to zero). The parameter E, charac-
terizes beam focusing along the coordinates.

To conclude this section, we note that system (1),
which describes interaction between an initially Gaus-
sian beam and a nonlinear medium, is adequate only if
the radiation intensity profile does not become *“tubu-

|z=|(i—1)+|a'

©)
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DIFFUSIONLESS MOTION OF HIGH-ABSORPTIVITY DOMAINS

lar” (i.e., if the beam has no dip of the intensity at the
axis).

SCENARIOS OF THE DOMAIN MOTION

First, note that the foll owing discussion of motion of
high-absorptivity domains is based on the above
assumption that the initially Gaussian beam does not
transform into atubular beam, which, in turn, becomes
Gaussian again due to diffraction. Otherwise, complex
diffraction-related processes of generation and collapse
of high-absorptivity domains may be observed (as was
demonstrated by Vysloukh and Trofimov in [7, 8] and
other works).

In domain motion by the diffusionless mechanism,
a decrease in the radiation intensity behind a high-
absorptivity domain being formed plays a major role.
The influence of thisfactor istwofold. First, absorption
of radiation results in the self-action of a domain: the
leading (respective to the pulse propagation direction)
part of a domain being formed changes the conditions
for trailing part formation. Second, these conditions
also change when new domains located closer to the
entrance section of the medium appear. Evidently, the
self-action of a domain persists at al times. When
domain formation takes place near the front wall of a
vessel or crystal, the rear wall of the domain shifts. If,
however, domains form deep in the bulk, the conditions
for beam—medium interaction are so that they occupy
only a small space of the medium. In both cases, the
displacement due to self-action isinsignificant.

For high-absorptivity domains to travel a consider-
able distance, it is necessary that, first, domainslocated
in different sections of the medium form with different
rates. This condition is aways met. Another necessary
condition isthe existence of acertain interval along the
zaxisin apart of which the conditionsfor switching the
medium—beam system from the lower to the upper state
are met and, at the same time, the incident intensity is
insufficient for such switching to take place throughout
this interval. In practice, such a situation arises, for
example, under the action of elliptical beams[9, 10]. In
this case, additional domains appear at intensities much
lower than those in the case of axisymmetric beams,
which cause optical absorption bistability. Since the
switching rate depends on the radiation intensity,
domain formation due to ellipticity occurs at a later
time. Therefore, the appearance of such an dlipticity-
related domain “in the wake” of adomain that is form-
ing in the region of peak intensity changes the forma-
tion conditions of the latter, making it move oppositely
to the direction of beam propagation in the absence of
longitudinal diffusion. In contrast, if the intensity pro-
file becomes elliptical after the beam has passed
through alayer where a domain forms under the action
of an axisymmetric beam, another domain, associated
with the ellipticity, starts moving because of a change
in the intensity induced by the formation of the first
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domain. Such a motion proceeds in the direction of
beam propagation.

COMPUTER EXPERIMENTS

The different scenarios of domain motion are illus-
trated graphically. The parameter values T, = 0.125,
Te=5¢e=1T;=1T,=01,k=050;=1,and 0, =
0 arethe samein al plots.

Note that, under the assumption of fast V-T relax-
ation (i.e., that only the trandational temperature and
the concentrations of chemicals change), optical bista-
bility is absent for the values of Ty, T;, T, Kk, 05, and o,
specified above. Therefore, only bistability due to non-
linear absorption at vibrational transitions is observed
under this assumption.

Figure 1 shows that, first, an intense laser beam
focused into the bulk of the medium produces a high-
concentration domain in the waist region (t = 40, 50).
As the reaction product concentration at the leading
edge of the domain (and in front of it) grows, the
domain dlightly shifts (t = 60, 70). Then, a domain
related to beam profile élipticity originates in the nar-
rowing part of the beam far away from itswaist (t = 80).
This results in the disappearance of the domain that
appeared first (t = 110). Thus, Fig. 1 illustrates the
motion of domains along the z axis: it nucleates at z =
0.28, disappearsat z=0.18, and eventually formsin the
range z < 0.1. We distinguish two stages in domain
motion. For 40 < t < 70, the first domain moves,
whereas the second domain is as yet unnoticeable,
athough the reaction product concentration in the
region z< 0.2 increases steadily. The reason for the evo-
lution of the first domain is the influence of its front
edge on the parts formed earlier. The decrease in the
intensity near the beam waist because of absorption in
the region in front of the domain plays a minor role: it

0.5

0.4

0.3
=

0.2

0.1

0 0.1 0.2 0.3 0.4 0.5
4

Fig. 1. Motion of a concentration domain in a continuous
medium with the parameters a,g = 0.07, 3,0 = 3.271, F, =0,
Fy = —2.5, By = 0.0006, and &y = 185. The figures by the
curves indicate dimensionless times.
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0.5

Fig. 2. Motion of a domain in a continuous medium (the
moving domain merges with another domain). ¢y = 0.095,

a,g = 0.07,a,=3.271, F,=0, F, = -2.5, By = 0.0006, and
dg = 100. The figures by %/he curves indicate dimensionless
times.
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0.3
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merely rises the rate of disappearance of the domain’s
rear part. For t = 80, 110, the domain moves and col-
lapses during the ellipticity-related formation of the
second domain.

Consideration of thefirst stage enabl es us to suggest
the following mechanism of domain motion. During
the formation of the domain’s leading edge, the beam
intensity in the partsthat have already formed decreases
and these parts disappear. The leading edge forms later
on, since the intensity at the site of its formation is
lower than in the waist region. As a result, the domain
moves opposite the direction of beam propagation in
the absence of longitudina diffusion of the material
properties. At thefirst stage, the second domain is visu-
ally aimost unnoticeable; nevertheless, it forms and has
an effect on the situation.

For other relationship between the parameters of
interaction, the domain formed earlier may merge with
the following one (Fig. 2) or stop (Fig. 3), having trav-
eled a considerable distance. Figures 3e and 3f illus-
trate how the rear part of the domain near thewaist dis-

(b)

/\ )

0.5
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0.3

t=100
0.2

0.1

(

J\ =130
1 1

0.5

04 ©

0.3
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t=400

N
N

0.1 0.2 0.3 0.4
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I 1 1 1
0 0.1 0.2 0.3 0.4 0.5
z

Fig. 3. Motion of adomain in a continuous medium (the moving domain stops). dg = 0.085, 8,9 = 0.07, a9 = 3.271, F, = 0, F =

2.2, By = 0.0006, and & = 50.
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Fig. 4. Motion of a domain in alayered medium. gy = 0.15, a,5 = 0.07, ao = 3.271, Fy =0, F,=-2.2, By = 0.0006, &5 = 1500,

I,=0.01, and I, = 0.11.

appears, while its front part near the waist remains
almost unchanged, as the domain forms near the mate-
rial boundary

Of practical interest is application of this mecha-
nism of domain motion to datarecording in 3D layered
media. By way of example, |et us consider the action of
optical radiation on alayered medium with the param-
etersof interaction givenin Figs. 2and 3 (Fig. 4). It fol-
lows from Fig. 4 that the early domain made an errone-
ous record in three layers. From the fina pattern
(Fig. 4d), it is hard to judge whether a single domain
split by a transparent layer asin Fig. 2 was left or the
domain stopped asin Fig. 3. However, therecord in two
layers hereis clearly seen. Should the reaction be irre-
versible, afour-layer record would be observed.

Figure 5apresents another illustration of the domain
motion under the action of axisymmetric laser beams.
A dynamic two-domain structure may also arise as a
result of adecreasein the beam intensity due to absorp-
tion (Fig. 5b). The curve at t = 50 in Fig. 5b has two
peaks: near the boundary and in the bulk of the

Fig. 5. () Motion of a domain under the action of an axi-
symmetric beam. gg = 0.01, a,g = ao = 0.2, Fy =Fy =-1,
Bp= 0.001, &y = 150 (the figures by the curves indicate
dimensionless times). (b) The dynamic two-domain struc-
ture formed under the action of an axisymmetric beam; gg =
0.1,a,=a,=05,F,=F,=-25, 3y =0.0006, and 3, = 500
(the figures by the curves indicate dimensionless times).
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medium. However, redization of the domain motion
under the action of axisymmetric beams requires that
the conditions of switching to the upper state be met
within most part of the medium and the absorption fac-
tor be high. These conditions are obviously interrel ated
and imply that, if the absorption islow, thelongitudinal
size of the domain is much smaller than the linear size
of amedium whereit arises.

CONCLUSIONS

Theresults presented above substantiate adiffusion-
less mechanism of high-absorptivity domain motion
that is distinct from the known mechanisms related to
longitudinal diffusion of the material properties or dif-
fraction of the beam. The new mechanism is based on
the fact that different parts of adomain are formed with
unequal rates. Thiseffect istypical of optically bistable
absorbing systems and takes place when the length of
domain formation region exceeds the longitudinal size
of adomain produced by an axisymmetric beam. Such
asituationismost likely to occur in 3D optical memory
devices subjected to eliptical beams. In this case, the
intensity profile retains dlipticity both in front of and
behind the beam waist. Accordingly, additional
domains that satisfy the condition for high-absorptivity
domain motion may appear in both regions. Similar
effects may be favored by the dependence of the V-T
relaxation time on the vibrational energy of molecules.
It is important that the domain motion thus induced
proceeds for a much shorter time in comparison with
the case considered above, since the conduction-related
change in the trandational temperature takes a time
appreciably exceeding the characteristic time of vibra-
tiona energy variation.

TROFIMOV, TROSHCHIEV

Similar effects may be observed in semiconductor
memory devices if the relaxation time of free charge
carriers as a function of the carrier concentration is
taken into account. Therefore, the results of this work
are useful for avariety of applications.
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Abstract—Absorption of centimeter waves in LaygY g g7Bay 33MNO5; manganite powder is studied under the
conditions of ferromagnetic resonance and antiresonance. It isfound that interaction between different compo-
nents of the microwave fields and the manganite distorts the shape of resonance lines and changes the reso-
nance-to-antiresonance amplitude ratio. In the range of ferromagnetic resonance fields, great (up to 25 times)
changes in the transmitted microwave power are observed. © 2004 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Investigation of the properties of ultradisperse mate-
rials has become an expanding area of exploration in
the physics of condensed matter. The dynamic perme-
ability of small metal particles has been the subject of
extensive experimental and theoretical research (see,
e.g., [1]). The permeability of submicron one-domain
spherical particleswas studiedin [2], where the unusual
frequency dependence of its imaginary part (severa,
instead of one, narrow peaks) wasrevealed. In the same
work, the permeability versus the size of conductive
particles was studied. Exchange resonance modes of
ultrasmall ferromagnetic spherical bodies were theoret-
icaly investigated in [3]. The effect of dipole-dipole
interaction on the magnetic properties of ultrathin fer-
romagnetic particles was touched upon in [4], where
the temperature dependence of the susceptibility of an
ensemble of particles cooled with and without a mag-
netic field applied was simulated by the Monte Carlo
method. A method of cal culating the dynamic suscepti-
bility of one-domain particles with cubic anisotropy
was developed in [5]. An algorithm for calculating the
relaxation time and frequency dependence of the imag-
inary part of the susceptibility was suggested, and fac-
tors responsible for the peaksin the |oss spectrum were
considered.

In recent years, the emphasis has been on ferromag-
netic resonance in sets of ultrafine particles. It has been
shown that, as the particle size grows, the field of reso-
nance decreases because of a change in the effective
field, while the resonance linewidth varies insignifi-
cantly [6]. The effective field approximation yields rea-
sonabl e results for the resonance field and linewidth, as
demonstrated by numerical calculations for an ensem-
ble of particles [7]. Experimental study of ferromag-

netic resonance (FMR) in y-Fe,O4 particles was under-
taken in [8]. The authors of [8] took the dependences of
the resonance field and linewidth on the particle size
and measured the anisotropy of the resonance field for
an ensemble of particles frozen under a permanent
magnetic field. The conclusion was drawn that surface
magnetic anisotropy exists in that given system. It was
also shown that this anisotropy isbiaxial and the constant
of surface magnetic anisotropy was calculated based on
data obtained [9]. Ferromagnetic resonance for asingle
micrometer-size particle was considered in [10].

Lanthanum manganites have recently attracted
much attention owing to the colossa magnetoresis-
tance effect. These are complex perovskite-like oxides
[11]. Their electromagnetic properties exhibit anumber
of intriguing features. First, polycrystalline manganites
have a granular structure, the conductivity of the intra-
granular material differing drastically from that of the
intergranular space and of grain boundaries [12]. Sec-
ond, the manganites demonstrate the metal—insulator
phasetransition and itstemperatureis closeto the Curie
point T.. Third, along with FMR, ferromagnetic anti-
resonance (FMAR) is observed in the metallic conduc-
tion range [13]. To date, agreat number of studies have
been devoted to FMR and FMAR in manganites
[14-16]. Using the FMR technique, the authors of [17]
studied the magnetic uniformity of La,;Ba;sMnO;
manganite in a wide temperature range, including the
Curie point. FMR measurements were made on both
bulk samples and films. In this work, we are dealing
with manganite powders.

It was shown [18] that the FMAR amplitude in
L&y, ;,CaysMnO; powder drops sharply as the particle
size increases. At the present time, the main object of
research is FMR manganite powders where the condi-
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POUI

(b)

Fig. 1. Microwave measurements: () bulk samplein ares-
onant cavity, (b) composite samplein aresonant cavity, and
(c) composite sample in awaveguide.

tiond < disfulfilled, whered isthe mean grain size and
0 is the skin depth. With this condition met, the influ-
ence of the skin effect is insufficient. For
LaysPh,sMnO; manganite with severa-micron-size
grains, it was demonstrated that an asymmetric FMR
lineis observed below the Curie point, whereas a more
symmetric and narrower EPR line appears above the
Curie point [19]. In highly doped manganites, the reso-
nance line above the Curie temperature was studied in
[19, 20] by invoking the concept of charge carriers
localized near phase or structure inhomogeneities[11].
The study of FMR in L&y3Sr;,3sMnO; powder with 0.1-
to 0.2-um grains at a microwave frequency of 344 GHz
detected only a symmetric FMR resonance line. In the
sample with 1- to 2 um grains, thislineis highly asym-
metric and includes both FMR and FMAR components
[21]. Estimates based on these measurements gave
microwave conductivity values several hundreds of
times lower than dc conductivities.

Resonance frequencies of cavity modes

Mode Eo1o Hzio0 | Bi10 (Hoo) | Eq11 (Hor)
feaer GHZ 7.41 9.41 11.26 11.72
fo, GHz 7.47 9.38 10.62

RINKEVICH et al.

In this work, we study FMR and FMAR in moder-
ately doped LaygY o0,Bay3sMNO; manganite powder
under the condition that the skin depth is comparable
to, or exceeds, the grain size (=10 um or less). In the
absence of amagnetic field, the particles consist of sev-
eral magnetic domains. We suppose that such condi-
tions are the most appropriate for comparing the inten-
sities and shapes of the resonance and antiresonance
lines in bulk samples and powders. Also, these condi-
tions may reveal the difference in efficiency of interac-
tion between various components of the microwave
field and the magnetic moments of the particles (earlier,
this interaction was considered only in bulk polycrys-
tals [16]). We report results on the electromagnetic
power absorption in resonant cavities at different oscil-
lation modes for powders and bulk polycrystals of
LaysY 007Ba3sMNO; manganite. In the powder sam-
ples, the transmission coefficient was measured with
the technique used in [13].

EXPERIMENTAL

Ferromagnetic resonance and ferromagnetic anti-
resonance in bulk samples and powders were studied
with three techniques. First, we investigated bulk sam-
ples measuring 10.5 x 6.7 x 4.5 mm, 2.6 X 6.7 x 1. mm,
and 4 x 1 x 1 mm. The sample was placed near the end
face of acylindrical resonant cavity inserted in cascade
into the microwavetransmission line (Fig. 1a). Aninput
power P;,, was applied to the entrance of the measuring
cell and an output power P, is extracted from the exit
of the cdll to the transmission line. The magnitude of
the transmission coefficient A = A,(H)/A;, as a func-
tion of the magnetic field strength H was measured (A,
and A,; are the respective oscillation amplitudes at the
input and output of the cavity). The measurementswere
performed at severa cavity modes in the frequency
interval f = 7.4-10.7 GHz. Note that an external mag-
netic field was directed along the larger side of the sam-
plein al our experiments. Then, the bulk sample was
powdered and the powder was embedded in a paraffin
matrix to prepare a composite. After molten paraffin
had been cooled, the composite was placed in the cylin-
drica cavity, entirely filling it (Fig. 1b). In the second
technique, we also measured the transmission coeffi-
cient A as a function of the external magnetic field at
several oscillation modes. Here, the cylindrical cavity
was 32 mm in diameter and 48 mm high. Thetablelists
the calculated, f,., and measured, f,, values of the res-
onance frequencies of severa modes.

In the third measuring technique, the composite
(LaggY 0.07Bay3sMnO; powder + paraffin) was placed in
a28.5 x 12.6-mm waveguide in such away that it com-
pletely occupied the cross section of the waveguide and
its length along the waveguide axis was 40 mm
(Fig. 1c). An external magnetic field was directed nor-
mally to the wavevector of the electromagnetic wavein
the microwave transmission line.

TECHNICAL PHYSICS  Vol. 49
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Fig. 2. Electron micrograph taken from the surface of the
bulk polycrystal. x800.

The fields in which the transmission coefficient
magnitude reaches a maximum and minimum were
taken asthe resonance and antiresonance fields, respec-
tively. The measurements were made in a magnetic
field of up to 10 kOe at room temperature. The accuracy
of measurement of the magnetic field strength
was +3%.

The initial powder of rated composition
LaygY 007Ban3sMNO; was prepared by codeposition
from melt [22]. Then, bulk samples of the polycrystal-
line manganite were made by isostatic pressing. The
samples were annealed in oxygen flow at 1200°C for 6
h. The density of the samples were 40% of the density
measured by the X-ray method. In the electron micro-
graph taken from the surface of the bulk sample (Fig.
2), pores and voids are distinctly seen. After microwave
measurements, the bulk samples were subjected to dry
grinding in aball mill using Al,O4 balls. The density of
the material thus obtained was 78% of the X-ray value.
Grain-size analysis of the powders was accomplished
with an ANALIZETTE laser diffraction analyzer
(FRISCH Co.) with an accuracy of 0.002 pm. It was
found that 82% of the grains were from 5 to 10 pm in
size; 17%, from 3to 5 um; and 3%, lessthan 3 um. The
increased density of the powder compared with the
density of the initial bulk sample is probably due to a
reduction of the void content. For the bulk samples, the
Curiepointwas 342 K and theresistivity, 1.6 Q cm. The
skin layer estimated for the unit relative permeability
was found to be 0.62 mm at a frequency of 10 GHz.

RESULTS AND DISCUSSION

Consider first the results for the bulk samples. The
field dependence of the transmission coefficient magni-
tude for the samples placed in the resonant cavity is
shown in Fig. 3. In Fig. 3a, the sample measures 10 x
6.7 x 45 mm; that is, the associated dimension far
exceeds the skin depth 3. As the external field strength
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Fig. 3. Relative variation of the amplitude of the signal
transmitted through the cavity with the bulk polycrystalline
sample inside vs. the magnetic field. The sample dimen-
sions are (a) 10.5 x 6.7 x 4.5 and (b) 12.6 x 6.6 x 1 mm.
(@) 7.48, (a) 10.62, (©) 9.38, and (») 10.61 GHz.

H grows, the transmission coefficient first reaches a
maximum associated with FMAR and then a minimum
due to electromagnetic wave absorption under the FMR
condition [14]. Figure 3a shows the results for two
modes: Ey, (f = 7.48 GHz) and E;;, (f = 10.62 GHZz).
The mode E,,, is degenerate: its resonance frequency
coincides with that of the mode Hg,y. It seems that
mode degeneracy affectsthefield dependence A(H): the
maximum narrows, while the minimum broadens. For
the 12.6 x 6.6 x 1-mm sample, the results of measure-
ment are shown in Fig. 3b. Here, the skin layer is com-
parable to one of the dimensions. The dependence
obtained at f = 10.61 GHz (the same degenerate modes
Eq10 and Hy, Of the cavity) showsamaximum (FMAR)
and a minimum (FMR). At the same time, the depen-
dence taken at the lower frequency f = 9.38 GHz (the
mode H,,,) has only a distinct minimum without signs
of amaximum.
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(A(H) - A(0))/A(0)
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Fig. 4. Relative variation of the amplitude of the signal
transmitted through the cavity with the bulk 4 x 1 x 1-mm
polycrystalline sample inside vs. the magnetic field.

The absence of antiresonance at the lower frequency
may be explained by two reasons. First, the FMAR cut-
off frequency is found from the relationship Wag min =
v4TiM, where y is the gyromagnetic ratio and M is the
magnetization. This relationship follows from the con-
ventional relationship wy = yB,, Where B, istheinduc-
tion for the sample face magnetized tangentially [23].
Estimates made in [24] and measurements made on
similar samples[16] showed that FMAR isbound to be
observed and was actually observed even at astill lower
frequency, 7.4 GHz. The measurements[16] were made
for the mode E,;o. The other possible reason isthat one
of the sample dimensions is comparable to the skin
depth. Therefore, it is reasonable to compare the above
results with those obtained for manganite powders,
where the grain size is much smaller than 8, and with
those measured on rodlike samples where two dimen-
sions are comparable to the skin depth. The related
resultsfor the 4 x 1 x 1-mm sample and mode Eg,, (f =
7.47 GHz) are given in Fig. 4. Here, both FMR and
FMAR lines are distinctly seen. It than becomes evi-
dent that detailed theoretical analysis of how the elec-
tric and magnetic field components interact with the
magnetic fields of cavity modeswith allowancefor spin
pinning is necessary to elucidate these anomalies.

RINKEVICH et al.

(A(H) - A(0))/A(0)

0 2 4 6 8
H, kOe

Fig. 5. Relative variation of the amplitude of the signal
transmitted through the cavity with the composite sample
inside vs. the magnetic field. (0) 8.20, (») 10.40, and
(@) 8.02 GHz.

Figure 5 shows the results obtained for the compos-
ite placed in the cavity. At high frequencies of 8.19 and
10.43 GHz, the usual pattern is observed: as the field
strength H rises, the transmitted signal amplitude A first
reaches a maximum (FMAR) and then a minimum
(FMR). For the frequency f = 8.02 GHz, the run of the
curve is different. The resonance frequencies of the
cavity with the composite inside are difficult to assign
to any of the cavity modes, since the permittivity of the
composite is hot known exactly. Taking for paraffin € =
2.05, we find that the frequency f = 8.02 GHz corre-
sponds most probably to the degenerate modesE,4; and
Hy.1. The field configurations of these modes differ
greatly (Fig. 6); therefore, one may assume that simul-
taneous excitation of these modes and the interference
of their fields affect the field dependence at 8.02 GHz.

For applications, the wide variation of the micro-
wave signal is of interest. For example, Fig. 5 shows
that the transmitted signal amplitude at 10.43 GHz and
H = 4.2 kOe is only 4% of the zero-field amplitude
under the FMR condition. In the interval between 3 and
4 kOe, the mean value of the derivative dA(H)/dH is
roughly —0.11%/Oe.

The FMR and FMAR conditions were aso studied
by the technique used in [13]. A 4-cm-long part of the
waveguide was filled with the composite, and the field
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dependence of the transmitted signal amplitude was
measured (Fig. 7). Here, the relative variation of the
transmitted signal is noticeably smaller than in the mea-
surements performed in the cavity (see above). The
minimain these dependences are rel ated to el ectromag-
netic wave absorption under the FMR conditions. In
this case, the transmission coefficient depends on two
factors. Thefirst isthe composite-to-waveguide imped-
ance ratio Z(w, H)/Z;o(w) at the mode H,,. The differ-
ence between the impedances causes reflections from
the sample boundaries. The second factor iswave atten-
uation due to absorption. In the FMR caseg, the field-
dependent real part u'(H) of the permeability changes
sign, passing through zero at the point of FMR, whereas
the imaginary part 1" of the permeability has a mini-
mum under the same conditions. The non-Hermitean
imaginary part of the permeability tensor isresponsible
for electromagnetic wave absorption. Therefore, under
the FMR condition, the transmitted signal amplitude
goes through a minimum when the signal passes
through both the cavity and the waveguide.

Under the FMAR condition, p'(H) aso changessign
but, inthiscase, at asmall u" away fromitspeak. Inthis
case, the absolute value of the transmission is bound to
have a maximum. This maximum is realy observed
when the sample is in the cavity. It may also be
observed when the sampleisin the waveguide provided
that the length of the sample is much greater than the
skin depth, L > &. The classical skin depth is given by
d = ¢(2nwio)~2. Our composite has an extremely low
conductivity o, so that the inverse inequality L < dis
valid. The attenuation in the sample is proportional to
exp(—L/d). In spite of the significant change in & under
the FMAR condition, the transmitted signal amplitude
changes insignificantly.

Figure 8 shows the field dependences of the reso-
nance and antiresonance frequencies, as well as of the
FMR linewidth, for the powders. The dependences are
nearly linear, with the straight linefitting the data points
for the linewidth passing through the origin. If the mag-
netic field isaligned with one of the axes of abulk ellip-
soidal homogeneous sample, the resonance frequency
can be found from the formula [23]

@ = V’[H = (N2 =N )M [H + (Ny = Nz)Mg], (1)

where M, is the saturation magnetization (M, =
39 emu/g in our case) and Ny, Ny, and N are the diago-
nal elements of the demagnifying factor tensor.

For one-domain particles, the field dependence of
the resonance frequency is also amost linear; however,
the approximation does not pass through the origin
[25], determining the least possible frequency of uni-
form precession. In our particles of about 5 um in size,
which consisted of several domains at H = 0, this fea-
ture, typical of ultrafine particles, was not observed.

Intheearlier studies of bulk polycrystalsof the same
composition [16, 24], it was noted that the porosity
TECHNICAL PHYSICS  Vol. 49
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Fig. 6. Microwave field configurations for (a) the mode
Ho11 and (b) the mode E, 1, of the cylindrical cavity.

makes amajor contribution to the FMR linewidth. This
contribution can be estimated from the relationship

AH, = 4ttMyv, (2
where v isthe porosity [23].
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Fig. 7. Relative variation of the amplitude of the signal
transmitted through the waveguide with the composite sam-
pleinside vs. the magnetic field. (0) 7.50, (») 8.50, and (®)
10.65 GHz.
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Fig. 8. Frequency dependence of the (0) FMR field Hyin
and (@) FMR linewidth AH for the waveguide with the com-
posite sampleinside.

For the samples whose density equal s 40% of the X-
ray value, AH, is estimated as 1.0 kOe. The full FMR
linewidth measured in the bulk samples ranged from
1.1 and 1.2 kOe. Clearly, the linewidth depends almost
exclusively on the porosity. The density of the pow-
dered manganite was raised to 78% of the X-ray value.
Accordingly, the contribution of the porosity was
expected to decrease to ~0.4 kOe (that is, the FMR lin-
ewidth was expected to narrow appreciably), which
was the case, as follows from Fig. 8, where this value
equals 0.5-0.6 kOe.

CONCLUSIONS

Absorption and transmission of electromagnetic
waves in a composite material consisting of
LaysY 0.07B&33sMNO; manganite powder and paraffin
are studied. When placed in acylindrical resonant cav-
ity, the composite exhibitsferromagnetic resonance and
ferromagnetic antiresonance. The former significantly
affects the amplitude of the transmitted signal: at f =
10.43 GHz, the resonance amplitude is as low as 4% of
the amplitude at H = 0. Such a strong dependence
makes it possible to use lanthanum manganite—based
composite powdersin controllable microwave el ectron-
ics.

The transmitted signal amplitude does not show fer-
romagnetic antiresonance when the composite manga-
nite sample is placed in a waveguide. This is because
the skin depth in the poorly conducting composite is
much smaller than in the bulk polycrystal.
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Abstract—Nanocrystalline tungsten specimens are examined by the method of transmission electron micros-
copy, aswell as by field-emission and field-ion techniques. The electron energy distributions taken from nanoc-
rystalline tungsten are shown to differ significantly from those taken of the coarse-grain polycrystal. Analysis
shows that the differences are associated with a change in the work function when the metal is transferred to
the nanocrystalline state. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The great interest in nanocrystalline (with grains 10
to 100 nm across) materials [1-3] stems from the fact
that their physical properties are far different from
those of normal coarse-grain polycrystals. This offers
considerable scope for production of materials with
desired properties. The properties of nanocrystaline
materials are dueto alargefraction of grain boundaries,
which are in a specific nonequilibrium state [3, 4].
Obviously, one may aso expect specific features in
their electronic structure.

Field emission spectroscopy as atool for examining
nanocrystalline metals was first applied to nickel [5].
Qualitative and quantitative nanocrystallinity-related
changes in the electron energy distributions have been
detected. It is noteworthy that two types of the electron
distributions depending on the emitting area of the tip
have been observed. However, the results of [5] are dif-
ficult to analyze, because the area of the microstructure
that is responsible for the energy spectra (the bulk of a
grain or its near-boundary region) remains unclear.

In this work, we examine the micro- and nanostruc-
ture of nanocrystalline metal by transmission electron
microscopy, as well as by field-emission techniques,
and perform a qualitative analysis of the experimental
data.

2. EXPERIMENTAL

The material under investigation was 4N-pure tung-
sten, arefractory material suitable for emission studies.

It was transferred to the nanocrystalline state by apply-
ing severe plastic deformations (up to atruelogarithmic
strain e = 7) via torsion under quasi-hydrostatic pres-
sure on a Bridgman anvil. The microstructure of the
nanocrystalline specimen was examined with a JEM-
2000EX transmission electron microscope [6].

Test specimens that were to be examined in afield
ion microscope were prepared by electrochemically
etching nanocrystalline tungsten rods to produce emit-
ting tips with a radius of curvature of 30-50 nm. The
tips were welded to a nickel ear. The field-ion micro-
scope was equipped with a microchannel ion—electron
converter, which enhanced the contrast of surface
micrographs 10* times. Liquid nitrogen (T = 78 K) was
used as a coolant, and spectral-grade neon served as an
image gas.

Emitters certified for field emission investigation
had an atomically smooth near-spherical top, which
was prepared by in situ evaporation of surface atoms.
Surface atoms were controllably removed until agrain
boundary was visible in the field-ion image.

A tip thus obtained with a grain boundary in the
emitting area was placed in afield-emission spectrom-
eter to study the electronic structure of the material.
M easurements were performed in an ultrahigh vacuum
(the pressure <1078 Pa). The spectrometer consists of a
field-emission microscope for continuous monitoring of
the emission pattern and an energy dispersive electro-
static analyzer with aresolution of 30 meV or higher [7].

The emission current at the exit from the analyzer
was detected with a secondary-emission electron mul-

1063-7842/04/4906-0758%$26.00 © 2004 MAIK “Nauka/ Interperiodica’



IDENTIFICATION OF COMPLEX FIELD EMISSION SPECTRA

Fig. 1. Field-ionimage taken from the nanocrystal line tung-
sten surface (V = 12 kV) with a grain boundary (indicated
by the arrows). Circles 1 and 2 outline surface areas from
which thetotal electron energy distributionsshowninFig. 2
are taken.

tiplier operating in the counting mode. Emission direc-
tion selection and tuning to the optical axis of the
energy analyzer were accomplished with a specia
manipulator. The size of an exposed areaon thetip sur-
face (=10 nm) was limited by the size of the holein the
screen (anode). Dedicated software was used to control
measurements and data processing with the use of a
CAMAC-configured PC. Immediately before measure-
ments, the tip was cleaned by field desorption.

For comparative analysis, measurements were also
performed with the tip annealed at 800°C for 20 min by
passing the current through the nickel ear.

Deformation working of the tungsten resulted in the
homogeneous nanocrystaline structure with a mean
grain size of about 100 nm. Tips made of the nanocrys-
talline tungsten by electrochemical etching had the
same structure.

Figure 1 shows the field-ion image of the nanocrys-
talline tungsten surface with a grain boundary. This
image was obtained after 106 atomic layers had been
evaporated from the (110) face. The atomic structure of
grain boundaries was studied in the course of evapora-
tion of 43 layers. As an object of further field-emission
investigation, we used a large-angle boundary (indi-
cated by the arrows in Fig. 1). The structure of this
boundary in the bulk was studied by controllable evap-
oration of surface atoms, and it turned out that it differs
from the structure of grain boundaries in plastically
undeformed tungsten. According to our estimates based
on the field-ion images of different surface areas, the
width of an individual grain boundary fals into the
interval 0.6-0.8 nm. In undeformed tungsten, thisvalue
ranges from 0.3 to 0.4 nm.
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Fig. 2. Total electron energy distributionsfor different emis-
sion voltages. The distributions are taken from different
parts of the emission image shown in Fig. 1.

The surface of the tip smoothed in the field-ion
microscope to the atomic level was then examined in
the field-emission spectrometer. The energy distribu-
tion of field-emitted electrons was taken from different
areas of the emitting tip surface, which were selected
from the emission image. While the resolution of a
field-electron image is one order of magnitude poorer
than that of a field-ion image, the two images, when
combined, alow one to uniquely identify the micro-
structure of the areas from which the electron energy
distributions were taken.

Three typical total electron energy distributions
depending on the emitting area on the emitter surface
were obtained. The spectra taken from the areas with
the grain boundary either exhibit an extra peak in the
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(2) N(x, Y2, @y, dy), and (3) N(x, y3, ag, dg).

low-energy range or have a kink in the high-energy
range (Fig. 2). As the emission voltage grows, so does
the extra peak (Fig. 2a), while the kink smoocths out
(Fig. 2b).

In the areas away from the grain boundary, the shape
of the distribution is close to that of the normal distri-
bution. However, the FWHM of the related spectrum
far exceeds (roughly by 0.4 €V) the FWHM of the con-
ventional spectrum [8] and equals 0.58-0.64 eV.

As was shown previously [9], annealing of nanoc-
rystalline specimens recovers their physical properties
and microstructure. In our work, in situ annealing at a
temperature of 800°C for 20 min resulted in partial
recovery of the energy distribution of the electrons
emitted. Only one-peak spectra were detected, their
FWHM narrowing to 0.45-0.60 eV.

Thus, the energy characteristics of the electrons
emitted from the nanocrystalline metal were found to
differ substantially from those of the electrons emitted
from the coarse-grain polycrystal. This difference may
berelated to adifferencein the material microstructure,
particularly, to an increased fraction of grain bound-
aries, which are in the specific nonequilibrium state. It
was shown [10] that grain boundaries have an effective
physical width of about 10 nm, which far exceeds their
crystallographic width, and atoms within the physical
width have a decreased Debye temperature and an
increased energy [11]. In general, nanocrystalline
material may be viewed as consisting of two, grain and
grain-boundary, phases. The former has the properties
of normal single crystals or coarse-grain polycrystals.
The properties of the latter differ from those of the
former, and their values are fixed.

LITVINOV et al.

3. TREATMENT OF EXPERIMENTAL DATA

To treat our experimental data, we will proceed as
follows. We represent, following [5], the experimental
total energy distribution of emitted electrons in the
form

N = lsix ), )
where
y
(0y) = { 2B @
/ 3
T 81./2mbn D?TEE
y= === kT. 4
2T, 2ehE

Here, j isthefield-emission current density, eisthe ele-
mentary charge, Sisthe effective emitting surface area,
gr isthe Fermi energy, kisthe Boltzmann constant, Tis
the absol ute temperature, h isthe Planck constant, mis
the electron mass, ¢ isthe work function, E isthe elec-
tric field strength, T, is the inversion temperature, and

r](A/e3E/¢) isaslowly varying function [12].

We assume that, at a grain boundary in the nanoc-
rystalline material, emission takes place from two areas
with differing work functions and Fermi energies:

N = N+ N, = 25150 y) + 28,1, y)

| ()
= ElSl[fl(x, y) +af,(x, y)l,
where
_ 1S
TS ©
_ (exp(x))’
L0 Y) = 35 000" @
— &y
fax,y) = (GBS ®
_ €, Ngg
b= =7 T ©
_ T8 (10)

Ti, @

Thevalues of Agz and ¢, = ¢, + Ap will befoundin
terms of the following model. Conduction electrons
TECHNICAL PHYSICS  Vol. 49
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that may be emitted are in a potential well with Cou-
lomb ion—€electron interaction:

b = €07, (11)
where ¢, is the total work function in the process of
electron emission and n is the concentration of conduc-
tion €lectrons or ions.

The Fermi energy is given by

_ g3
o= ot @

and the emission work functionis
b = O —Er (13)

A change in the parameters ¢, € and ¢ is related
to a change in the concentration n due to deformation.
Then,

1, An
Dby = éq)totF’ (14)
_ 2, 4n
Agg = SSF ol (15)
= Lop AN
Ap = 3(9 &) (16)

Without going into the physics of the process, we
will study the functionsf,(x, y), f(x, y), and f(x,y) =f, +
af, formally under certain assumptions concerning ¢,
€, and An.

() Let ¢ —ex <0and An > 0; then, Ag- > 0, Ad <0,
aincreaseswith increasing electric field strength E, b >
O,andc<l Fory=0.2,a=0.9b=45 andc=0.9,
the functions f;(X) and f,(x) are comparable in ampli-
tude, f,(X) is shifted to the right along the energy scale,
and the sum f(x) + af,(x) yields a right-hand broaden-
ing (the right-hand hump in Fig. 2b). The contributions
of the areas with lower and higher work functions are
comparable to each other.

(i) d —e-<0,An< 0, A < 0, Ad > 0, a decreases
with increasing electric field strength E, b< 0, and c >
1.Fory=0.2,a=0.3,b=0.9 andc=1.1, thefunction
f,(X) is shifted to the left, and the sum fi(X) + afy(X)
yields an extraleft-hand peak (Fig. 2a). The areawith a
higher work function makes a small contribution.

(iii) ¢ —e->0,An >0, Age > 0, Ad > 0, a decreases
withincreasing E,b>0,andc=1. Fory=0.2,a=0.9,
b =45, and ¢ = 1.01, the contributions from the areas
with lower and higher work functions are comparable
to each other, and the sum yields aright-hand broaden-
ing (Fig. 2b).

(iv)d —e->0,An <0, Ae- <0, Ad <0, aincreases
withincreasing E,b<0,andc< 1. Fory=0.2,a=0.3,
b =8, and c = 0.9, the contribution of the area with a
lower work function issmall. The sumf, + af, yieldsan
additional left-hand peak (Fig. 2a).
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Experiment shows that, as E grows, the left-hand
peak becomes more pronounced, a grows slightly, and
the factor d = (j,/€)S; grows significantly:

y, = 022, y, =021, y;=0.2,
a, =01, a,=02 a; =03, b=-8,
c=09, d, =02 d,=05 d;=1,

fo(%, y1) = %’ fx¥2) = iefeT(;)():;’
fi(X, ys) = ﬁz—%)();’
fo(X, y1) = %’
fo(X, ¥2) = %’
fo(X, ¥s) = st

1+exp(x—b)’

Ni(X, Y ag,d1) = (F1(% y1) +afa(x y1))dy,

Nao(X, Y2, 82, 05) = (F1(X, ¥2) + @ f5(X, y,))da,

N3(X, Y3, 83, d3) = (f1(X, y3) +asf,(X, y3))ds;
y, = 022, vy, =021, y; =02,

a, =097, a, =095, a; =093, b=25,

c=101, d, =02 d,=05 d;=1,
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a0y = {801, (x, ) = (2RO
(X, ya) = ﬁ?T(g)()x)
(%, ) = %
fax, v = ERUEILS
Falx ¥s) = &efpe(xxp(f ))by;

Ni(X Y, aq,d1) = (F1(X y1) +a, (% y1))dy,
NZ(X! y21 a21 dZ) = (fl(xl y2) + aZfZ(X! y2))d21

N3(X, Y3 a3,d3) = (f1(X, y3) +asf,(X y3))ds.

According to definition, the parametersy, a, and d
might be taken as function of E. However, such an
approach seems unreasonable, since the local work
function and possible E dependences of S, and S, are
unknown. The data listed above are obtained from the
numerical experiment aimed at finding a set of param-
eters that adequately characterize the physical experi-
ment.

The numerical data suggest that set (iv) is the most
adequate. This set corresponds to the grain boundary.
At a small distance from the boundary, the right-hand
kink, corresponding to set (iii), appears. Sets (iii) and
(iv) meet the condition ¢ —e- > 0. Asfollowsfrom [13],
the emission work function of tungstenis ¢ = 4.52 eV,
di = (125-10.35) eV, n = 1.05 x 102 cm3, and ¢ —
€< 0. Thus, the isotropic model for work function
comes into conflict with experimental data. The contra-
diction can be removed as follows. Suppose that defor-
mation resulting in the nanocrystalline structure causes
the concentration to vary only in a certain crystallo-
graphic direction:

an™” = an,, (17)
where n, isthe linear concentration.
Then,
b = €1, (18)
_ h |:|3 DZ?:
€ = 5B nanyns . (29
Next,
An
Ady = ¢totn_z1 (20)

z
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2 An,
Agp = Fee—, (21)
z
1 An,
Ap = p+3 FE . (22)

Relationship (22) meets cases (iii) and (iv). It should
be noted that expressions (17)—(22) clearly, while not
rigorously, demonstrate the effect of this anisotropy on
thework function. A correct model of this effect should
be elaborated [14].

The question may arise as to whether it is possible
to speak of electron emission from different Fermi lev-
elswhen emitting metal areas arein electric contact. In
our opinion, one may draw on the concept of “spots,”
which assumes that the work function is nonuniformly
distributed over an emitting surface and depends on an
external electric field [15]. Next, the work function has
the irreversible component, which is related to Joule
dissipation of surface currents (these current generate
the image force potential) [15]. An emitting surface is
not equipotential, but nonuniformities do not affect the
integral emission characteristics. We estimate the spot
field at alevel of E < 10° V/cm. External fields used in
practice are evidently higher. This validates the above
reasoning. An electron |eaving acertain area of an emit-
ting surface is either accelerated or decelerated by the
contact potential difference, then it isaccelerated by the
external field, and finally again decelerated to theinitial
energy to satisfy spectrum recording conditions. Thus,
prior to detection, electrons emitted from different
areas gain different energies, which reflects on the
spectrum and can be characterized as above.

The conclusionsthat can be drawn from our analysis
are as follows. In the nanocrystalline material, current
filaments with a decreased (grain boundaries) and
increased (regions at a small distance from grain
boundaries) work function arise. Such a pattern forms
when deformation changes the packaging density in
different crystallographic planes. Our investigation
opens up the way to searching for materials where this
effect shows is more pronounced, making them prom-
ising for efficient emitting arrays.

The investigation technigue suggested in this work
may be helpful in studying the electronic properties of
novel materials.
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Abstract—The Landau-Lifshitz equation is numerically solved to study the nonlinear dynamic behavior of
domain walls with the 2D vortexlike magnetization distribution in magnetically uniaxial films that have in-
plane anisotropy and are exposed to a pulsed magnetic field. It is shown that a pulsed magnetic field H, may
induce transitions between various steady wall motions that differ in magnetization distribution. Solitary rect-
angular pulses, aswell as aregular train of rectangular pulses, may be used to control the period of nonlinear
dynamic transformations of the wall internal structure and the related period of variation of the wall velocity.

© 2004 MAIK * Nauka/Interperiodica” .

INTRODUCTION

Asymmetric domain walls (DWSs) featuring the vor-
texlike magnetization distribution are known to formin
magnetically uniaxial film with the easy magnetic axis
paralel to their surface [1-3], as well asin films with
cubic anisotropy [4, 5]. Studies indicate that such a
structure is present in awide range of film thicknesses
and magnetic parameters. The vortexlike structure of
DWs in magnetic films seems more redlistic than the
structure of simple Bloch walls, since the former makes
it possible to completely close the magnetic flux in the
sample. To date, aseries of experimental dataindicating
the presence of such walls have been obtained [4-8].

Under dynamic conditions, a vortexlike DW
behaves as a topological soliton with intrinsic degrees
of freedom. In higher-than-critical (H.) constant mag-
netic fields aligned with the easy magnetic axis (EMA),
the motion of DWs causes the dynamic reconfiguration
of their internal structure, which, in turn, causes the
oscillatory behavior of the DW velocity in time. Such
behavior has been predicted in [8], and the discovery of
thiseffect iscertainly agreat stride forward in the phys-
ics of nonlinear phenomena.

Deep insight into the nonlinear dynamics of DWsis
necessary for an understanding of the genesis of practi-
cally important magnetic properties, such as electro-
magnetic 10ss, noise intensity, magnetization reversal
time, etc. Estimation of these parameters based on the
early idea of Bloch wallsis currently inadequate. It has
been shown in particular [9] that, if the vortexlike struc-
ture of DWSs istaken into account, the effective mass of
the walls differs by two orders of magnitude from the
estimate based on the 1D magnetization distribution
(Bloch walls). To date, much progress has been made
toward understanding the nonlinear dynamics of DWs

with the asymmetric vortexlike structure [9-13]. How-
ever, the motion of DWs was considered only in con-
stant external magnetic fields.

From the practical standpoint, nonlinear dynamics
of thewallsin pulsed magnetic fieldsis of greater inter-
est. Under dynamic conditions, one can estimate, e.g.,
the parameters of pulsed magnetization reversal or the
dynamic properties of sensing heads.

These studieswill undeniably discover new physical
effects of practical value.

To date, papers considering the effect of a pulsed
magnetic field on the nonlinear dynamics of vortexlike
DWs and on the nonlinear dynamic reconfiguration of
their internal structure in magnetic films are lacking.
Thiswork is an attempt to fill this gap.

PROBLEM DEFINITION AND SOLUTION
METHODS

Consider amagnetically uniaxial film of thicknessb
whose surface is paralél to the plane xz and the EMA
isaligned withthe zaxis (Fig. 1). Let the film have two
domains with magnetizations +M directed aong
+2(-2) at X > a/2 (x < —a/2). We assume that the DW is
located in avolume V of rectangular cross section D in
the xz plane and has a dimension a along the x axis. Let
the magnetization in D be M = M (X, y); that is, we are
dealing with a2D model of magnetization distribution.

The nonlinear dynamics of the DW was studied by
numerically solving the Landau-Lifshitz equation
(1+a)2 = {uxhy] -afux[uxhgd], (1)

where T = yMd; yisthe gyromagnetic ratio; t isthe real

1063-7842/04/4906-0764%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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time; a isthe Gilbert damping parameter; and

hg = ho+h™ —k,(u k)c+h, )
isthe effective dimensionless field with
2
.= aLi au Ch™ = HyM
o0& 6r]
h = H/M,, u= M/M,
ko, = 2K/M,, & =x/by, n =Yy/b,, by= (A/MS)

Here, K isthe constant of uniaxial magnetic anisotropy,
Mg = |M| is the saturation magnetization, A is the
exchange interaction parameter, H™ is the field
strength determined from the equati ons of magnetostat-
ics, and c is the unit vector along the anisotropy axis.
Equation (1) was solved subject to the boundary condi-
tions[10, 11]

=0, ©)

= 11 Uyyosap = U =0. 4

|"|Z|><:J_ra/2 y|x:ta12

The domain of calculation D is covered by a fine-
mesh rectangular grid so that the volume V is parti-
tioned into parallelepipeds extending along the z axis
with their side walls running parallel to the planes xz
and yz. The meshes are assumed to be macroscopic but
small enough, so that the direction u may be considered
constant at any point of each of the parallelepipeds.
Also, u = const aong the z axis (the modd is two-
dimensional). The orientation of u in D changes from
mesh to mesh (for details, see [9-11]). When solving
the equation, we used the predictor—corrector method
[14]. AtthetimeT =0, theinitial distribution of u, is set
by numerically minimizing the DW energy functional,
which involves the exchange, magnetically anisotropic,
and dipole-dipole (in a continuum approximation)
components [10-13]. At the first stage, the iterative
term u, . ; is given by the formula (predictor)

Up.q = U, +Atf(t, U, (5)
where
1
1+a’
X ([ughes Hug)] +a[u, % [u, X heg]]).

At the second stage, the final form of u,,, ; isfound
(corrector):

1:(Tnv un) = -

Un+1 = Uy +ATF(T, Ufyq). (6)

The time step At is taken to be variable, and the
maximal angle of rotation of the vector M in the
meshes is limited by a certain small value.
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Fig. 1. Problem geometry and equilibrium configuration of
a vortexlike asymmetric Bloch wall (the film thickness is
0.05 pm). The arrowsindicate the projections of therelative
magnetization u onto the plane xy. (1) EMA and
(2) domains.

The application of random perturbations of any
amplitude at any time t, as well as the possibility of
starting from any configuration of M, allowsusto judge
the stability of solutions obtained.

In order that the wall does not appear at the bound-
ary of thevolumeV, allowancefor ashift of thisvolume
as the wall moves is provided. Simultaneoudly, the

movement of the DW central line, where u; + uj
reaches a maximum, is traced.

The above procedure, which allows for the determi-
nation of theinitial distribution of u, rapidly gives sta-
ble solutions. As the initial configuration, we always
took the configuration of M showninFig. 1 (aDW with
such amagnetization distribution is called an asymmet-
ric Blochwall). Gridswith different numbers of meshes
and different ratios a/b were used. The maximal num-
ber of mesheswere 90 x 30, and theratio a/b wasvaried
intheinterval 1< a/b < 6.

Figure 1 shows the distribution of u in the plane xy,
which is perpendicular to the surface of the film and
EMA. The vortexlike magnetization distribution is
observed. In going from one domain to the other, the z
component of u also changes. At the central (dashed)
liney =yy(X), u,= 0 (the DW center). Thus, the position
x of the DC center depends on the depth. It isthe asym-
metry of this line about the y axis that gives grounds to
call thiswall asymmetric. Two other linesarelinesu, =
const between which the direction of u changes by
approximately 60°.

The basic parameters of the films were A =
1078 erg/lcm, K = 1072 erg/cm?, and M = 800 G. These
values are typical of Permalloy films.
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V, 10> m/s

Fig. 2. The time dependence of the wall velocity averaged
over the film thickness (continuous curve) and (a—d) instan-
taneous wall configurations, which illustrate the nonlinear
dynamic reconfiguration of thewall at the pulse width At; =
Aty in the 0.05-pm-thick films with o = 0.1.

Fig. 3. Thesame asin Fig. 2 for the pulse width At, = Aty,.

RESULTS AND DISCUSSION

We studied the dynamic behavior of DW's subjected
to both solitary magnetic pulses of amplitude H, and a
regular (periodic) train of pulses. The pulsed magnetic
field was applied along the EMA (the z axis). Two situ-
ations were considered: (i) the pulsed field is imposed
on aconstant magnetic field H, which is above or below
H.) and is also aligned with the z axis, and (ii) H = 0.
Films under study had different thicknesses, magnetic
parameters, and damping parameters.

Aswas mentioned above, at fields somewhat higher
than H,, the wall moves in such a way that its internal
structure and velocity vary periodically [9, 10]. Itissig-
nificant that two, rather than one, types of motion take
place a H < H. They differ in internal dynamic struc-
ture of the wall. For H < H,, the structure is similar to
that shown in Fig. 1 but the vortex shifts toward one of
the film surfaces. For Hy < H < H,, the dynamic struc-
ture of thewall isan asymmetric Néel structure (see[2]
and the discussion which follows). That is, the field H,
is the field of wall reconfiguration. Then, it might be
expected that the behavior of thewall will considerably
depend on whether or not the total field H, = H + H,
exceeds H, evenif H < H..

FILIPPOV et al.

We will concentrate on the most interesting situa-
tions, which arise when (i) H < H, but H, > H, and
(i) H>H..

Consider case (i). Figures 2 and 3 demonstrate the
time variation of the film-thickness-averaged velocity
of thewall for two different pulse durations At, and At,
and the respective instantaneous magnetization config-
urations. Either of the pulses was applied after the
steady (i.e., uniform) motion of thewall inthefieldH =
90 Oe has been established. The fixed distribution of M
in the wall moving with a certain constant velocity will
be called the steady state of the wall.

Seemingly, after the action of the pulse, the structure
of the wall must relax to the initial steady state shown
in Fig. 2b. Actually, however, this takes place only
under certain conditions (see below). Figures 2 and 3
describe a more intriguing situation. Specifically, it is
distinctly seen that, first, the transition to the steady
motion depends on the pulse duration and, second, the
final state (the magnetization distribution after the
pulse-induced transient is completed) also depends on
the pulse duration. Thus, transitions from one steady
state to another are observed. During these transitions,
the considerable nonlinear dynamic reconfiguration of
the internal structure of the walls occurs. Consider this
point in greater detail. When an external magnetic field
(H =90 Oe) is applied upon the completion of the short
(about 0.18 ns) transient associated with the shift of the
intrawall vortex toward the lower surface of the film
(transition 2a — 2b), the steady motion of the wall
with avelocity roughly equal to 155 m/sis established
(Figs. 2, 3). Then, after the application of arectangular
pulse with an amplitude H, = 90 Oe and duration At; =
0.25 ns, the vortex continues moving to the lower sur-
face and the wall reconfiguresinto an asymmetric Néel
wall asshownin Fig. 2c. At this step, the vel ocity of the
wall turns out to be the lowest and the swing Aa of its
central line (the distance between the projections of the
extreme points onto any of thefilm surface), the largest.
If the pulse is switched off at this time (the width At;
corresponding to this time will be referred to as mini-
mal and designated by At,,), the swing Aa, along with
the velocity, starts oscillating. A new steady state of the
wall with the structure shown in Fig. 2d (Aa; < Aa) is
gradually established. In this new state, the velocity of
the wall is other than that of the wall with the structure
shown in Fig. 2b.

If a pulse of amplitude H, = 90 Oe and duration
At, = 0.65 ns is applied after the steady motion of the
wall with the structure shown in Fig. 2b has been
reached, the dynamic reconfiguration of the internal
structure proceeds in adifferent manner. After the pulse
has been switched on, thewall turnsinto an asymmetric
Néel wall (Fig. 3a), as in the previous case. When the
pulse is switched off, the wall structure becomes simi-
lar to the structure of anormal Néel wall (Fig. 3b). The
corresponding value of At, isdesignated by Aty,. Thisis
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the minimal value for At, and, at the same time, the
maximal value for At,. According to Fig. 3, the wall
experiences profound reconfiguration: the structure
shown in Fig. 3b turnsinto the structure shown in Fig.
3c. The latter also represents an asymmetric Nédl wall
but with opposite chirality and an opposite slope of the
central line. Near the upper surface of the film, an
asymmietric vortex originates. Itschirality is oppositeto
the chirality of the initial asymmetric vortex (Fig. 2b),
and the wall turns into an asymmetric Bloch wall with
a vortex shifted toward the upper surface of the film
(Fig. 3d). Finally, asthisvortex moves through the cen-
ter of the film (Fig. 3e) toward the lower surface, the
wall switchesto the steady state (Fig. 3f), with its struc-
ture differing from the initial structure (Fig. 2b) in
chirality. Thus, here, unlike the previous case, after the
pulse has been switched off, the wall structure relaxes
viaa series of complex nonlinear dynamic transforma-
tions of the intrawall magnetization distribution.

The reason for such a difference in the relaxation of
the wall structure after application of short and long
pulsesisassociated with the mechanism of DW motion,
whichwaselucidated in[9, 15]. According to theworks
cited, the motion arises only when the resultant magne-
tization AM, normal to the wall surface appears or, in
terms of 1D Bloch walls, when the magneti zation starts
deflecting (on average over the thickness) from the
plane of the wall. For H > H,, these partial deflections
are nongtationary (because of violation of the torque
balance [9, 15, 16]), and the magnetization M starts
precessing about the EMA. Accordingly, AM, starts
oscillating, causing the dynamic reconfiguration of the
wall (for details, see [9-13]). It follows from the afore-
said that, if AM, does not reach its maximal value
(AM,) .« (certainly, this value is always lower than the
saturation induction) after the pulse has been switched
off, the magnetization will relax to the last steady state.
If the pulse is switched off after (AM,),.. has been
reached, the magnetization will continue precessing
until the wall passes into the nearest steady state via a
series of transformations. The magnetization configura-
tion corresponding to the maximal value of AM, is
shown in Fig. 3b. Note that this configuration is
unsteady. Only asymmetric Bloch walls (specifically,
those where vortices have different chirality and are
shifted toward any of the film surfaces) and asymmetric
Néel walls (also with different chiraity and different
slopes of the wall central line in the general case) are
steady. This statement, however, istrue if H = 0. Other-
wise, only the configuration depicted in Fig. 3a is
steady, while the configuration in Fig. 3c isnot (for the
given (parallel to the z axis) field direction). The latter
will be steady in the field H of opposite polarity. Thus,
it turns out, in particular, that the internal structure of
DWs may be controlled by application of short mag-
netic pulses. Thisopensup possibilitiesfor new designs
of magnetic storages. In the case considered, three sta-
ble magnetic states can be provided. Thefirstistheini-
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Fig. 4. Minimal pulse widths (+) At,,, and (@) Aty vs. the
total magnetic field H;. The symbols are numerical experi-
ment data. The continuous curves are drawn for clarity. The
films have the same parameters asin the previous figures.

tial state shownin Fig. 2b, which is established after the
application of the magnetic field and completion of the
transients. Here, the intrawall vortex is shifted toward
the lower surface of the film and the magnetization
chirality corresponds to the counterclockwise rotation
of M. If the pulse applied is At; long, the wall reconfig-
uresinto the structure shown in Fig. 2d. Wallswith such
adistribution of M are called asymmetric Néel walls
[2]. One can recognize the transformation of an asym-
metric Bloch wall into an asymmetric Néel wall, e.g.,
by a change in the velocity. It is seen that the velocity
of thelatter ishigher. In our specific case, the difference
issmall, 16%. However, this difference will increase if
the field H = Hy, in which the wall moves steadily
before the application of the pulse, is decreased below
thefield H = H,, in which the wall moves steadily after
the termination of the pulse.

According to Fig. 3, after the termination of a pulse
At, long, theinitial asymmetric Bloch wall reconfigures
into another asymmetric Bloch wall but with opposite
chirality. These two walls may be discriminated by
applying alow external field H, < H, (H, is the anisot-
ropy field) along the direction of wall motion. In fields
H, directed oppositely, vortices tend toward opposite
surfaces. For a given H, and given parameters of the
film, the pulse duration At; must satisfy the condition
At,, < Aty < Aty, and the duration At,, the condition
Aty < At, < At + T/2, where T isthe period of dynamic
reconfiguration of the wall at H = 180 Oe (see the
explanation above). The minimal pulse durations At,,
(for Aty) and Aty (for At,) are related to the times the
field H, is switched off, i.e., to the occurrence of the
configurations shown in Fig. 3a and 3b, respectively.
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Fig. 5. Wall steady configuration appearing in the 0.1-um-
thick filmswith o = 0.001.
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Fig. 6. Time dependence of the film-thickness-averaged
wall velocity (continuous curves: the upper curve, no pulsed
field; the lower curve, pulsed field of amplitude H, =
0.50¢€). (ad) Instantaneous wall configurations in the
0.1-pm-thick films with a = 0.001. The constant field H =
1 Oe. Change of scaleis marked by 1.
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Fig. 7. Period of wall dynamic reconfiguration vs. the rela-
tive pulse width. The pulsed field of amplitude H, = 20 Oe

and frequency 5 x 10° s™L. The parameters of the films are
thesame asin Fig. 6.

The time of application of the pulse H,, is quite imma-
terial. Figures 2 and 3 corresponds to the pulse dura-
tionsAt,, and Aty,. Asfollowsfrom Fig. 4, the higher H,,
the smaller these durations. In addition, they depend
heavily on the magnetic parameters and film thickness.

Note first of al that numerical experiments were
carried out for damping coefficients a = 0.001-0.1. At
low a (say 0.01 or 0.001), the situation remains basi-
caly the same. However, long-term velocity oscilla-
tions [10] are observed during the establishment of the
steady states both before and after the application of the
pulse. Radical changes arise when the film thickness or
saturation induction is varied. If, for example, the basic
thickness of the film is varied in the interval 0.04—
0.065 pm, the pattern described above remains qualita-
tively the same. For b > 0.065 pm, two of the three
states (asymmetric Bloch walls with opposite chirali-
ties) remain the same, while the third one changes
markedly: its asymmetry has opposite sign compared
with the initial asymmetry (cf. Fig. 5 and Fig. 2a).
Moreover, in this case, the state corresponding to an
asymmetric Néel wall (Fig. 2d) cannot be established at
all (Fig. 2d). The sameistrue for the case when the sat-
uration induction Bg = 41V is varied. For B; = 0.5—
1.4 T, the situation corresponds to Figs. 2 and 3. How-
ever, when B;= 1.4 T, one of the statesisaDW with the
structure shown in Fig. 5instead of an asymmetric Néel
wall. At high inductions and large thicknesses, the dif-
ference in the dynamic states of the wall is due to a
reduction of stray fields, aswas shownin[11, 12].

This study, as well as the previous data [11, 12],
indicate that the duration or period (if H > H,) of the
dynamic transformations of the wall structure depend
primarily on the time of establishment of the wall con-
figurations, for example, that shown in Fig. 3b. This
suggests that the period of dynamic intrawall transfor-
mations can be controlled by applying relatively short
magnetic pulses (At < T) at certain timeinstants. More-
over, in such a pulsed field, motion of the wall and,
hence, dynamic transformations of its structure may
take placein subcritical fields H. Thismakesit possible
to control the wall velocity without changing the film
parameters.

By way of example, Fig. 6 demonstrates the near-
periodic behavior of the wall velocity in the 0.1-um-
thick film with a damping parameter of 0.001. For H =
1 Ceand H, = 0, upon completion of the transient (last-
ing about 120 ns), the wall with the configuration of M
shown in Fig. 6¢c moves with a constant velocity of
about 230 m/s (the upper curvein Fig. 6). If 60-ns-long
pulses of amplitude H, = 0.5 Oe are now periodically
imposed on the field H at times t,, corresponding to the
onset of the structure shown in Fig. 6¢c and then are
switched off for 60 ns at times t, corresponding to the
onset of the structure shown in Fig. 6b and 6d, the
behavior of the velocity becomes almost periodic with
aperiod T equaling 120 ns. Such periodicity is associ-
ated with b — ¢ — d periodic reconfiguration of the
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wall. When the pulsed field amplitude grows, the period
T decreases. Similarly, the period T decreases astherel-
ative width AB = (At),/(At), of the pulse increases
(here, (At), isthe absolute pulse width and (At) . isthe
sum of the on and off times of the pulse, i.e., the pulse
period).

Using a pulsed field, one may also control the wall
motion parameters in the case H, > H, (at H = 0). We
recall that, if a constant field H > H, is applied instead
of H,, the motion of the wall is accompanied by the
nonlinear dynamic transformation of its internal struc-
ture and the vel ocity of thewall oscillates[9]. The same
effect may be achieved in a pulsed field of different
durations. However, the process in this case will be
near-periodic if the field H, differs considerably from
H. and grows with decreasing AB. In addition, in acon-
stant field H whose amplitude equals the peak field Hy,
it is desirable that (At),e be shorter than, or closeto, T.
Then, the period of the near-periodic process of nonlin-
ear intrawall transformation will vary with (At),. Figure
7 shows the variation of the dynamic transformation
period in the field of amplitude H, = 20 Oe and fre-
quency 1/(At), =5 x 10 s in the film with the basic
parameters and a = 0.001. It is seen that the wall trans-
formation (velocity oscillation) period varies substan-
tially with the relative pul se width. Hence, one can con-
trol the trandationa velocity of the wall by applying
pulsed fields.

Finally, applying a pulsed field at certain times, one
can retard the dynamic transformation of the walls and
thereby rise their translational velocity.

CONCLUSIONS

(i) Using a pulsed magnetic field, one may control
the transitions between various steady regimes of DW
motion, which isinduced by a constant magnetic field.

(i) Relaxation of thewall velocity and structureto a
new steady state depends heavily on the pulse width.
The minimal width of the pulse variesin proportion to
the pulse amplitude. Relaxation is accomplished via
profound nonlinear dynamic transformations of the
wall internal structure. Such behavior isassociated with
the gyroscopic properties of the elementary magnetic
moments constituting the wall.

(iii) Application of magnetic pulses makes it possi-
ble to eiminate a dynamic reconfiguration delay in
fields lower than the critica field H, and favors
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unsteady periodic motion of the walls. For H < H, the
pulsed field may alter the wall dynamic reconfiguration
period. The period decreases with increasing pulse
width.

Thus, it appears that a pulsed magnetic field allows
for effective control of the nonlinear dynamics of DWs
moving in a constant magnetic field.
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Abstract—A REMMA 102 scanning €l ectron microscope equipped with semiconductor and wave spectrome-
tersis applied to measure the copper and zinc concentrations in the surface layers of an M 161 brass sample and
the same sample subjected to afocused laser radiation. The results are compared with the results obtained with
an MS3101 laser mass spectrometer having alaser—plasmaion source. The laser-assisted erosion of the surface
layer in the brassis shown to significantly change the copper and zinc concentrations. It is found that, when the
craters produced by laser pulses on theinitial surface do not overlap, the copper and zinc contentsin the laser-
induced plasma correspond to their contents in the sample. © 2004 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

In the stage of atomization, a focused Q-switched
laser pulse affects atoms or molecules that are tightly
bound in solids and transforms them into a gas phase
(atomic vapor). In the second phase of the laser pulse,
the atomic vapor is ionized to form a plasma bunch,
which expands in a vacuum under pressure. The com-
positions of the vapor and the plasma ion component
can differ from the elemental composition of a target
because of different degrees of atomization and ioniza-
tion of different elements. Discrimination can appear in
the stages of melting, boiling, drop formation, liquid-
phase diffusion, ionization, and so on. These processes
were studied in many experimental and theoretical
works [1]. However, the behavior of the surface sub-
jected to a focused pulsed radiation was beyond the
scope of theseworks. It isassumed that, dueto different
degrees of evaporation of elements, the surface erosion
layer is enriched in nonvolatile and depleted of volatile
elements until equilibrium in this process is achieved
[1]. This behavior can cause additional discrimination
in the methods that apply interaction of laser radiation
with solids. This discrimination can mainly lead to a
change in the surface composition of a specimen and,
hence, to an increase in the discrepancy between the
composition of the initial specimen and the composi-
tion of the products of evaporation and ionization from
the irradiated surface. For example, a focused laser
radiation is often used in laser mass spectrometry to
preliminarily clean the surface of a specimen to be ana-
lyzed. Moreover, when irradiated, a specimen is
scanned in laser mass spectrometry with photographic
recording. In this case, the choice of a scanning mode
and the effect of erosion of a specimen on its composi-
tion are very important.

EXPERIMENTAL

We studied the copper and zinc concentrationsin the
surface layer of M 161 brass repeatedly subjected to a
focused laser irradiation. The atomic masses of copper
and zinc are similar; therefore, the effect of apparatus
on their relative sensitivity coefficientsis minimum [1].
Moreover, the standard concentrations of the #4Zn and
85Cu isotopes are virtually the same. As will be shown
below, this fact significantly simplifies examination of
the surface with a mass spectrometer having a laser—
plasma ion source. Experiments were performed on a
REMMA 102 scanning electron microscope equipped
with semiconductor and wave spectrometers and on an
MS3101 laser mass spectrometer with photographic
recording (both devices are produced at the AO SELMI,
Sumy, Ukraine). Erosion craters on the polished sur-
faces of two M 161 standard brass specimens were pro-
duced by thefocused radiation of an LTI 215 light emit-
ter in theion source of the laser mass spectrometer. The
radiation wave was 1.064 pm, and the laser pulse dura-
tion was ~10-8 s. The angles between the laser radiation
and the normal to the specimen surfaces were 30° and
60°. The specimen, irradiated at an angle of 30°, was
analyzed onthe REMMA 102 device, and the specimen
irradiated at an angle of 60°, on the MS3101. Figure 1
shows the places analyzed with the REMMA 102. In
each place, five analyses in different sites were per-
formed. To decrease the error, measurements were car-
ried out in the integrated mode by scanning an electron
probe acrossa 0.3 x 0.3-mm areafor the energy disper-
sive spectrometer and a0.1 x 0.1-mm areafor the wave
spectrometer. The results were processed on a com-
puter, and, as a standard, we used the M 164 standard
brass specimen, whose composition is close to that of
the M 161 brass specimen. The REMMA 102 scanning
electron microscope operated under the same condi-
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EFFECT OF LASER EROSION ON THE COPPER AND ZINC CONCENTRATIONS

tions in all irradiated places. The energy dispersive
spectrometer had a probe current of 3 nA and operated
at an accelerating voltage of 20 kV and acounting time
of 200 s. The accelerating voltage of the wave spec-
trometer was 20 kV, the probe current was 10 nA, and
the counting time was 100 s. Using the MS3101 laser
mass spectrometer, we detected the ionic component of
the laser plasma for the initial and eroded surfaces as
the ratio of theion massto the ion charge at a photode-
tector. When measuring the initial and eroded surfaces
with MS3101, we recorded mass spectra on the same
photographic film, which alowed us to eliminate the
effect of the development of films on the results. The
speed of the table with a specimen and the laser fre-
guency were chosen for both surfaces so that to avoid
crater overlapping. The conditions of laser operation
(the pumping voltage, frequency, and delay time) were
the same during measurements. As analytical lines, we
used the spectral lines of the #*Zn and %°Cu isotopes. As
noted above, their isotope concentrations are virtually
the same (C%Zn/C%Cu = 0.998). For data processing,
we used lines of the Zn and %Cu isotopes recorded at
the same exposure time. Exposure times were chosen
so that the analytical lines 84Zn*, 84Zn?*, 84Zn3*, 85Cu*,
85Cu?*, and %Cu® were located in the linear region of
the photodetector. This approach allowed us to signifi-
cantly improve the measurement accuracy. The analyt-
ical lines were processed with an MD 100 microdensi-
tometer (Carl Zeiss, Jena, Germany) and an AIS com-
puter-assisted specter meter [3, 4]. The areas of the
recorded lines were taken to be the measures of analyt-
ical signals. One photographic film was used to detect
four measurementsfrom different sites of theinitial and
eroded surfaces for ions with different charges.

RESULTS AND DISCUSSION

Table 1 gives the results for the initia surface
(m1, ..., m5) and the eroded surface (cl1, ..., cb)
obtained with the energy dispersive spectrometer. Here,
C is the element concentration, %; t is the Student cri-
terion; s is the standard deviation; y is the number of
degrees of freedom; and P is the probability [5]. The
concentrations on the eroded and initial surfaces were
processed statistically [5]. Asaresult, for each set of Cu
and Zn concentrations, we determined the relative sys-

tematic error A, the relative standard deviation 6(A),
and the confidence bounds for C,,, and C,,, a a 1%
significance level and a 0.99 confidence level. As is
seen, al experimental results fall within these bound-
aries. Theratios of the average copper and zinc concen-
trations on the eroded surface to these values on theini-
tial surfaceare 1.11 and 0.826, respectively. Such asig-
nificant discrepancy can be caused by two factors:
discrimination processes during irradiation and the
scatter of the experimental data. The Student criterion t
was applied to check the hypothesis that two indepen-
dent partial small sets of the experimental data belong
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Fig. 1. Specimen.

to the same normally distributed population [5]. Analy-
sis of the experimental data according to [5] showed
that the two independent sets Ccl, ..., Cc5 and Cml,
..., Cmb do not belong to the same normally distributed
general set, since the Student coefficients that charac-
terize the normalized deviations of the average values
of the partial sets from the average value of the normal
genera set aret, ,, = 12.01 for Cu and t. ,, = 11.97 for
Zn. This means that, at a degree of freedom y = 8 for
both partial sets, this Student coefficient t gives P <
0.001, which meansthat t <t_ ,,,= 11.97 in lessthan one

Table 1
Eroded surface Initial surface

parameter | Cu Zn |parameter| Cu Zn
Ccl,% |66.01 | 31.143|Cml, % | 59.02 | 38.38
Cc2,% |66.39 | 30.89 |[Cm2,% | 59.46 | 37.21
Cc3,% [6593 | 31.33 |Cm3,% | 59.7 37.55
Cc4,% |6659 | 3082 |[Cm4,% | 60.86 | 37.07
Cch, % |66.84 | 30.37 |Cmb,% | 60.08 | 36.76
Cc,% [6635 | 3091 |[C m,% | 59.8 37.39
Cer % |59.5 37.65 | Coer %0 59.5 37.65
A, % 1151 |-179 | A % 0.545 | —0.681
&(A), o | 0579 | 1.17 E;(A), % 1.16 1.65
S 0.384 | 0.364 | s, 0.695 | 0.62
t(Po.01s 4.6 4.6 tr(Po.o1s 4.6 4.6
y=4) y=4)
Crin % 6556 | 30.16 | Cypin % | 5837 | 36.11
Chac % 6714 | 3166 | Chao % | 61.23 | 38.66
Se.m 0.862 | 0.856 | sy c 0.862 | 0.856
te m 1201 |-11.97 |ty -12.01 | 11.97
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Table 2
Analyses
Parameter | Element Cos %0
c m p w k
C, % Cu 66.35 59.8 61.26 60.43 62.28 60.94 59.5
Zn 30.91 37.39 36.18 37.07 35.29 36.59 37.65
A, % Cu 1151 0.545 297 157 4.67 242 -
Zn -17.89 —-0.681 -391 -154 —6.26 -2.81 -
a(h), % Cu 0.579 1.16 121 117 2.05 0.837 -
Zn 1.176 1.65 2.24 2.03 3.87 1.425 -

case per thousand. Therefore, the differences in the
copper and zinc concentrations on the eroded and initial
surfaces are substantial and cannot be attributed to one
genera set. In other words, these differences can only
be caused by discrimination processes that occur dur-
ing the irradiation of the specimen surface. The erosion
of this surface results in a 6.74% decrease in the Zn
concentration and a 6.85% increase in the Cu concen-
tration in the upper layer, which leads to an increase in

the relative systematic error A for copper and zinc to
=11 and =18%, respectively. The differences between
the copper and zinc concentrations on theinitial surface
and the corresponding standard values do not exceed

0.3%, and the maximum value of A does not exceed
0.7%. As noted above, the energy dispersive spectrom-
eter of the REMMA 102 was used to perform five anal-
ysesin each region at the edges of an erasion zone. The
average copper and zinc concentrations in each of the
four edges are given in Table 2. The same discrimina-

Fig. 2. Crater produced by five laser pulses; the angle
between the normal to the specimen surface and the laser
beam is 60°.

tion is detected at the edges of the erosion zone: a
decrease in the Zn concentration and an increase in the

Cu concentration. The relative systematic error A var-
iesfrom 1.54 to0 6.24% from region to region. When the
focused laser radiation affects a specimen, the con-
densed phaseis sputtered onto the neighboring regions.
The sputtering of the condensed phase is nonuniform
from the center of interaction, which is clearly visible
in Fig. 2. The material is mainly sputtered toward the
projection of the laser beam and a certain angle to this
direction. Boriskin et al. [6] analyzed the composition
of the drops sputtered from the radiation zone in an
M 161 specimen and found that they are depleted of Zn
and enriched in Cu. The sputtering of the drops of the
condensed phase onto the edges of the erosion zone can
cause the discrimination. Moreover, during long-term
erosion of a scanned area, copper and zinc selectively
evaporate from the surface layer of a specimen. The
total effect of these processes can account for the differ-
ence between the average concentrations on the eroded

K,
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Fig. 3. REMMA 102: (A) eroded surface and (B) initial sur-
face. K is the concentration ratio. The wave spectrometer:

(d) CepCu/Cy,.Cu and (€) CpZn/Cy, . ZN. The energy dis-
spectrometer: ()  CyCWCqCu,  (h)
CehZN/C ey ZN, (K) CooeZNCooeZN, and (M) CgeeCU/Cee Cu.
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Table 3 Table4
Initial surface Eroded surface
£ £
3 3
N N
] ]
& % = & % >
+ > + >
Parameter 3 & < 8§ Parameter 3 & < 8§
e W £ o 9 W £ o
< g ? Q 2 < 3 S
ol | e | § R N B~
N N N & N N N &
% % % ) % % % 3
< < < ) < < < )
Analysis 1 0.999 0.976 0.99% | 0.998 Analysis 1 0.819 0.805 0.818 | 0.998
Analysis 2 0.984 0.999 0.987 | 0.998 Analysis 2 0.871 0.839 0.868 | 0.998
Analysis 3 1.06 0.947 1.04 0.998 Analysis3 0.816 0.806 0.815 0.998
Analysis4 0.98 0.966 0.976 0.998 Anaysis4 0.897 0.805 0.889 0.998
K 1.01 0.972 0.998 | 0.998 K, 0.848 0.814 0.845 | 0.998
A, % 0.858 | —264 | -0.012 - A, % -1507 | -1851 |-15.35 -
G(A), % 3.86 227 2.68 - G(A), % 471 2.05 4.4 -
Ki min 0945 | 0937 | 0956 - Ki min 0784 | 0787 | 0786 -
Ki max 1.07 1.01 1.04 - Ki max 0.912 0.84 0.904 -

surface and the edges of the erosion zone and the aver-
age concentrations measured on the initial surface. The
specimen was also analyzed with the wave spectrome-
ter; the thus-obtained results are in good agreement
with the results obtained with the energy dispersive
spectrometer. Some of these results are givenin Fig. 3.

After processing the photographic film containing
spectra taken from the initial and eroded surfaces with
the MS3103 mass spectrometer, we collected a data
bank for the analytical signals (As) of the #Zn and 5°Cu
isotopes for the ions with the charges Z = 1 and 2. As
noted above, the analytical signals of the isotopes with
the corresponding charge Z for copper and zinc were
processed at the same exposure time. Discrimination
processes during the surface erosion were estimated as
the difference between the ratio of analytical signas

AS¥Zn"/ASSSCU" and the ratio of standard concentra-
tions C4%*Zn/C%Cu. In the ideal case (in the absence
of discrimination), these values must coincide. The
results of measurement with MS3101 for four analyses
on theinitial and eroded surfaces are given in Tables 3
and 4. The data processing after [5] showed that the two
sets of the ratios of analytical signalsfor theinitial and
eroded surfaces do not belong to one genera set and
that their differences are specified by the laser radia-
tion-induced erosion of the surface. The same specific
features are seen here, namely, asignificant decreasein
the Zn concentration and an increase in the Cu concen-
2004
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tration. It isinteresting to estimate the charge composi-
tion of the analytical signalsfromtheinitial and eroded
surfaces. Table 5 gives the ratios of the analytical sig-
nals for the double- and triple-charged ions of the 5°Cu
and %Zn isotopes to the corresponding signals of the
single-charged ions. These data indicate that the ratios
of the analytical signals for the double- and triple-
charged ions to the analytical signals of the single-
charged ions are the same for Cu and Zn on each sur-
face. However, theyields of the double-charged and tri-
ple-charged ions from the initial surface are =3.5 and
ten times, respectively, greater than the corresponding
yields from the eroded surface. This indicates that,
although the laser operating conditions are the same,
the laser radiation power densitiesin these two variants
are different. As follows from the fact that the yield of
the multicharged ions from the radiation zone s higher
for theinitial surface, the laser radiation power density
here is higher than at the eroded surface. The decrease
in the power density at the eroded surface can be
explained by its roughness, which increasestheinterac-
tion area of the eroded surface as compared to theinitial
surface at the same sizes of the radiation spot. Usually,
when laser mass spectrometry is applied to calculate
the element concentration, the analytical lines of sin-
gle-charged ions are used. This significantly decreases
the data processing time and simplifies the processing.
This approach can be grounded if the total contribution
of all multicharged ionsto an analytical signal issmall.
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Table5
Parameter Eroded surface | Initial surface
A Cut/ASeCut 0.013 0.047
ASPCUBASECUt 27%x10% 2.1x10%
ASHAZnZt A4 ZN* 0.014 0.046
ASHZn3 A4 ZNT 31x10% 2.0x107%

As is seen from Table 5, this contribution is insignifi-
cant and can be neglected at a certain value of the laser
radiation power density.

CONCLUSIONS

The study of the eroded surface of the standard
M161 specimen has shown that the discrimination of
the copper and zinc concentrations is substantial. As a
result of laser radiation, the zinc content in the surface
layer decreases and the copper content increases. How-
ever, the analysis of a similar surface with an MS3101
mass spectrometer under the conditions when craters
that are formed by individual laser pulses do not over-
lap with each other shows no substantial differencesin

the ratio As®*Zn"/As®Cu” and the standard ratio
C#Zn/C4#Cu. The measurements show that the pre-
liminary erosion of the surface of the standard M 161
specimen results in significant changes in the copper
and zinc contents in the surface layer. These discrimi-
nation changes are caused by different physical proper-
ties of the elements that make up the specimen. This
finding can be important for not only laser mass spec-

BORISKIN et al.

trometry but also other physical methods where amate-
rial is excited by afocused laser radiation. We assume
that the discrimination can be decreased by excluding
crater overlapping in order that a sample for analysisto
be evaporated with a laser pulse from only the initial
surface of a material. These conditions can easily be
realized by scanning a specimen and choosing its speed
of motion along the x and y coordinates and the laser
frequency. However, additional investigations are
required to find out whether this assumption isvalid for
various matrices whose elements have strongly differ-
ent physical properties. It isaso interesting to study the
effect of surface erosion on the concentrations of these
elements.
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Abstract—The performance of athermionic converter module with an emitter made of oxygen-containing sin-
gle-crystalline tungsten and a collector made of oxygen-containing niobium is studied. Both materials are pre-
pared by chemical vapor deposition. Comparison with previous results for similar modules with the collectors
made of other materialsis carried out. © 2004 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

It is known that oxygen introduced into the elec-
trode gap of an arc cesium thermionic converter (TC)
through the use of oxygen-containing collector [1-3] or
emitter [4] materials considerably improvesthe TC out-
put. The output characteristics of TC prototypes with
the emitter made from oxygen-free single-crystalline
CVD tungsten and collector made from oxygen-con-
taining CVD niobium were studied in [3]. It was con-
jectured that use of an oxygen-containing collector in
TCs with the emitter made of oxygen-containing sin-
gle-crystalline CVD tungsten [4] may raise the TC out-
put power. In this work, we check this assumption by
studying the output characteristics of TCswith both the
emitter and collector made of oxygen-containing mate-
rials. The results obtained here are compared with the
performance of TC prototypes with the collector made
of polycrystalline tungsten, which does not absorb oxy-
gen from the electrode gap, and with the collector made
of Cb=1 (Nb+ 1 wt % Zr) oxygen-free niobium alloy.

EXPERIMENTAL

The objectsunder study were cylindrical monomod-
ular TC prototypes. The emitters of al the TCs were
made by the chloride CVD technique [5], which pro-
vides tubular tungsten single crystals faceted by six
(110) planes and containing an elevated amount of oxy-
gen (103102 wt %) in the form of quasi-solid solu-
tion. Such emitters show steps and steeply ascending
portions on the work function polytherms. In particular,
the work function amounts to 5.6-5.7 eV at tempera-
turesabove 2000K [5, 6]. In order for single-crystalline
tubes be used in cylindrical TCs, they are spun on a
lathe and then electrochemically polished in an akaline
etcher to remove adamaged layer (about 100 pm thick)
from the surface. After processing, the work function
declinesto 5.2 eV.

Also, three-layer cermet collectors for TCs were
made by gas-pressure compacting [7, 8] using oxygen-
containing (0.76 wt%) CVD niobium [9]. Modules
being compared in this work differ only in collector
material. The fabrication technology and bench tests
are detailed elsewhere. Note only that test conditions
were the same asin [3]. The system was evacuated to a
residual pressure of 10 Pa, and cesium vapor was
applied to the electrode gap. The performance of the
module was optimized by varying the cesium pressure.
After the module had operated as a converter for about
100 h, the -V characteristics were taken at different
emitter (T,) and collector (T,) temperatures. From the
envelopes of the |-V characteristics, the maximal out-
put power P was determined at each temperature.

RESULTS AND DISCUSSION

Figure 1 compares the dependences P = f(T,) at dif-
ferent collector temperatures for the module with the
collector made of oxygen-containing niobium (Fig. 1a)
with similar curves for the modules where the collec-
tors are prepared from oxygen-free polycrystaline
tungsten (Fig. 1b) [10] and Cb = 1 niobium alloy
(Fig. 1c). The run of the curvesin Fig. 1 is typica of
TCs with emitters made of single-crystalline oxygen-
containing tungsten [10]. Namely, starting from a cer-
tain (relatively high) temperature, the curves steepen
sharply. The fact is that, in this material, the electron
work function rises significantly at temperatures from
1700 to 1900 K (depending on experimental condi-
tions) as a result of intense oxygen evolution from the
bulk to the surface [4—6]. At amaximal emitter temper-
ature of 2100 K, the output of the module equals
17.5W/cm?. It is immediately obvious that the output
of the module under study is appreciably lower
(roughly by 37%) than that of the modul e with the poly-
crystalline tungsten collector, while being much higher

1063-7842/04/4906-0775%$26.00 © 2004 MAIK “Nauka/ Interperiodica’



776

KOBYAKOV, KALANDARISHVILI

- a - b - C
(a) (b) 3 ©
4
20 - 2 -
5 s
4 6
g 6
=z 3
Al 2
10F - - 2
E
3 4
3
4,2 B 5
4,27 ¢ 5
5 5 D_/E‘/D/D
6
O 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1650 1850 2050 1850 2050 1850 2050
T..K

Fig. 1. Curves P = f(T) for modules with the collector made of (8) oxygen-containing niobium, (b) oxygen-free polycrystalline
tungsten, and (c) Cb = 1 aloy. The collector temperatureis (1) 800, (2) 900, (3) 1000, (4) 1100, (5) 1200, and (6) 1300 K.

(by more than 80%) than the output power of the mod-
ule with the Cb = 1 collector.

Figure 2 shows the dependences P = f(T,) at differ-
ent emitter temperatures. In general, they do not differ
at al from normal curves of the TC output optimized in
terms of the collector temperature and reflect TC oper-
ation under conditions when many variables take
steady-state values. The increase in the collector opti-
mal temperature in going from the Cb = 1 collector
(900 K) to the polycrystalline tungsten collector
(1050 K) and then to the oxygen-containing niobium
collector (1200 K) catchesthe eye. In thefirst case, the
optimal collector temperature does not depend on the
emitter temperature, whereas in the two others, the
optimum temperature shifts toward lower values as the
emitter temperature declines. This trend is the most
pronounced in Fig. 2a. Note that high collector temper-
atures are of great importance in terms of the heat
removal effectiveness when TCs are designed for space
applications. It is aso noteworthy that the run of the
curves P =f(T,) in Fig. 1 isnaturally related to the col-
lector temperature. The position of the curves relative
to the vertical axis correlates with the collector optimal
temperature in Fig. 2. However, a number of features
deserve attention. In Fig. 1c, al the curvesruninasim-
ilar manner. Curves5and 6in Figs. 1laand 1b (collector
temperatures above 1100 K) run smoothly without
inflections. In the case of the oxygen-containing nio-
bium collector, these curveslie below curves 2—4 at low
emitter temperatures but then (1900-1950 K) intersect
the other curves and reach high power values. For the

tungsten collector, curves 5 and 6 go under al others
throughout the temperature range. At collector temper-
atures of 110 K or below, curves 2—4 exhibit more or
less distinct inflections.

These features may be related to different amounts
of oxygen present in the el ectrode gap, aswell ason the
surface and in the bulk of the electrodes of the modules
being compared. It can naturally be expected that the
total amount of oxygen is the highest when both elec-
trodes are made of oxygen-containing materials. How-
ever, oxygen comes to the gap largely from the bulk of
the emitter throughout the emitter temperature range.
Asfor the oxygen-containing niobium, intense oxygen
evolution from the collector is hardly probable in the
collector temperature range used in this work: it was
shown [11] that oxygen evolution from this material
becomes tangible at temperatures above 1700 K.

In the module with the collector made of Cb =1 nio-
bium alloy, the amount of oxygen isinsignificant. This
aloy is an oxygen getter, so that most of the oxygen
evolving from the emitter during operation is absorbed
by the collector. The only indication that oxygen does
evolvefrom aninternal source, which the emitter mate-
ria is, istheinflection inthe curves (Fig. 1¢). However,
as the emitter temperature is raised within the interval
studied, the steady state is established and the output
grows smoothly. The position of the curves along the
vertical axis in Fig. 1c totally correlates with the dis-
tance of one or another point from the peak in Fig. 2c
(within the collector temperature interval considered).

TECHNICAL PHYSICS  Vol. 49
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Fig. 2. Curves P = f(T,) for modules with the collector made of (a) oxygen-containing niobium, (b) oxygen-free polycrystalline
tungsten, and (c) Cb = 1 aloy. The emitter temperatureis (1) 2100, (2) 2000, (3) 1900, (4) 1800, (5) 1700, and (6) 1600 K.

In this respect, the module with the polycrystalline
tungsten collector holds an intermediate position, since
tungsten does not dissolve oxygen owing to its elec-
tronic configuration [12]. Quasi-solid oxygen—tungsten
solutions, from which oxygen may evolve only at high
temperatures and with low diffusion rates, can be pro-
duced solely by CVD of single-crystalline tungsten
under specia conditions [4, 5].

In the light of the aforesaid, one could expect that a
TC module with an oxygen-containing emitter and col-
lector is more efficient than the module where the col-
lector is a good oxygen adsorbent (Cb = 1 aloy in our
case). At the same time, we see that the output parame-
ters of the module with the oxygen-containing emitter
and collector are lower than those of the module where
the collector is made of the oxygen-free tungsten. Pre-
sumably, this is associated with the fact that, in the
given collector temperature range, the niobium is still
capable of absorbing a part of the oxygen from the
emitter. In this case, the oxygen coverage of the emitter
decreases and the emissivity and adsorptivity of the
emitter surface degrade. At the sametime, an increased
amount of oxygen on the collector surface raises the
related work function and shifts the most efficient oper-
ating conditions toward higher collector temperatures
as the emitter temperature rises. As a result, when the
temperatures of both electrodes are high, the collector
contribution become appreciable and curves5and 6 in
Fig. 1aintersect the others. Simultaneously, however,
the situation on the emitter isimpaired, which isamore
significant factor. Eventually, the output characteristics

TECHNICAL PHYSICS  Vol. 49

No. 6 2004

of the tungsten-collector modul e turn out to be the high-
est. At the same time, the modul e where both el ectrodes
are made of the oxygen-containing materials offers the
highest optimal collector temperature, 1200 K.

As was mentioned above, the temperature curves of
the output have steps throughout the collector tempera-
turerange only in the case of the module wherethetotal
amount of oxygen is the lowest (Fig. 1c). This is a
sound indication of an internal oxygen source (the oxy-
gen-containing tungsten emitter) present in the system.
In the other two cases, where the oxygen content is a
fortiori higher, steps persist only at low collector tem-
peratures (up to T, = 1100°C). At higher T, the steps
smooth out; that is, the steady state on the electrode sur-
faceis not reached.

CONCLUSIONS

From our investigation it follows that use of elec-
trodes both made of oxygen-containing materias
(tungsten and niobium) is appropriate if a thermionic
converter isdesigned for energy sources that must meet
stringent requirements for weight and dimensions even
at a sacrifice in the output power. In this case, a high
optimal collector temperature (1200 K versus usua
900 K) alows for a substantial reduction of the weight
and overall dimensions of atemperature radiator.

If the goal isto achievethe maximal possible output,
then, as follows from the data currently available ([10]
and this work), the module must have the emitter made
of oxygen-containing single-crystalline tungsten and
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the collector made of oxygen-free polycrystalline tung-
sten. Whether oxygen-containing tungsten will be effi-
cient as a collector material remains unclear.

1
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Abstract—The sensitivity o of an optically pumped quantum magnetometer is measured directly by compar-
ing the output frequencies of #Rb and 8’Rb magnetometers integrated in a single two-isotope cell. The result

g7 =59.6 + 6 fT HZ /2 agrees well with the value oo™

=53.7 + 2fT Hz V2 obtained indirectly by measuring

the ratio of the resonance steepness to the shot noise of light. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In the last few decades, a great step forward has
been madein thefield of quantum magnetometry [1-4].
New types of optically pumped quantum magnetome-
ters (OPQMs) that demonstrate a low-field short-term
sensitivity on the order of several tenths of afemtotesla
have been designed [5]. The parameters of conventional
OPQM s that operate in the geophysical range of mag-
netic fields (2080 UT) have also been improved. The
most vivid example is a potassium-vapor OPQM,
which combinesasensitivity of 10fT Hz Y2, abase-line
stability of the order of 10 pT, and an absol ute accuracy
of 0.1 nT [2]. Similarly high sensitivities may be
reached in still lower fields (<15 uT) with Cs and Rb
magnetometers operating on the unresolved Zeeman
structure. Magnetometers with a high sensitivity in this
range are needed, for example, for the fundamental
experiment on detecting the permanent dipole moment
of aneutron [6].

The sensitivity of OPQMsisusually estimated indi-
rectly by measuring the resonance steepness-to-noise
ratio [7]. This approach is based on the assumption that
aminimal change in the magnetic field detectable by a
magnetometer in a given frequency band (for example,
1 Hz) can be expressed as

Buin = (LIY)N/(AS/AF)[, -

D
= (1/y)KN/(SIT).
Here, yisthe gyromagnetic ratio, f = f, is the magnetic
resonance frequency, k= 1 isthe resonance form factor,
I" is the resonance line width, N is the rms noise level
measured in the same frequency band, and Sisthe sig-
nal amplitude. The parameters k, S ', and N can be
measured directly in experiments; otherwise, the exper-
imentalist can measure the resonance steepness S =

(dSdf)|; - 5, at the center of the resonance line and the

noise level away from the resonance and then calculate
the sensitivity as 0B, = (1/y)/N/S.

The latter approach, however, implies that the
OPQM noise is completely determined by the shot
noise of light. This, in turn, means that (i) the noise
inside and outside the resonance line is the same and
(i) the noise in the closed feedback loop is also defined
by the shot noise of light. In other words, this approach
implies that atomic fluctuations are negligible com-
pared with the shot noise (which is the case for
OPQMs) and that any type of technical noise may be
reduced to the shot noise of light.

These assumptions, while quite plausible, have
never been substantiated experimentally. Difficulties
associated with experimentsin thisfield are the follow-
ing: to measure the inherent noise of the magnetometer,
which is responsible for the ultimate sensitivity, it is
necessary to eliminate the contribution of magnetic
field variation to the measurand (the frequency of dou-
ble radiooptical resonancein fields on the order of sev-
eral femtotedas). To stabilize the field with such an
accuracy is a challenge at least in the geomagnetic
range.

Under normal conditions, the noise of the terrestrial
magnetic field exceeds the OPQM noise by four or five
orders of magnitude. Moreover, the magnetic field gra-
dient variation cannot, as a rule, be suppressed below
several hundreds of fT/HzY/2 per meter.

For many fundamental reasons, the magnetic field
variation in a set of Helmholtz rings and/or multilayer
magnetic shields is also difficult to suppress below a
certain level. It is obvious that any system suppressing
magnetic field variations based on readings of asingle
detector may reduce the variation only to the sensitivity
level of this detector and only near its location. Sup-
pression of first- or second-order magnetic field gradi-
ents calls for much more sophisticated multidetector
equipment. There are also other fundamenta limita-

1063-7842/04/4906-0779$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Magnetic field gradient recorded under ultraquies-
cent magnetic conditions (Georgina island, Canada) when
two potassium OPQMs were compared (the cell volume

1800 cm?®).

1 3

Fig. 2. Schematic of the experimental setup: (1) lamp con-
taining the mixture of 8’Rb and &Rb isotopes; (2) magnetic
shield; (3) cell containing the mixture of 8’Rb and 8°Rbiso-
topes; (4) photodetector; (5) wide-band amplifier; (6, 7)
narrow-band amplifiers tuned to the self-oscillation fre-

quencies of 8’Rb and 8Rb, respectively; (8, 9) frequency
multipliers; and (10) balanced mixer. The intermediate and
terminal narrow-band amplifiers, microwave lamp-exciting
generator, temperature stabilization loops of the lamp and
cell, and magnetic field stabilization loops are omitted.

tions, such as therma current noise in the metallic
shield, etc.

Thus, the only way to directly measure the sensitiv-
ity of the magnetometer isto compare its readings with
those of a device with the same or higher sensitivity
provided that achangein the gradient between theloca-
tions of two devices does not exceed the sensitivity
expected. In the case of OPQMs, this is difficult to
accomplish: two similar OPQMs cannot be placed
closer than 50 cm, since crosstalk between rf channels
may be a problem.

That is why a sensitivity as high as 100 fT Hz Y2 or
better calculated from the measured resonance steep-
ness-to-noise ratio is so difficult to demonstrate experi-
mentally (unlessthefield isultralow [5]). To our knowl-
edge, the highest OPQM sensitivity 60 fT HzV2in the
terrestrial field was demonstrated as a result of cooper-
ation between GEM Systems Co., Inc. (Toronto, Can-
ada) and the authors of thiswork (Vavilov State Optical
Institute, St. Petersburg, Russia). Such ahigh valuewas
obtained under extremely quiescent magnetic condi-
tions by comparing two potassium OPQMs with a cell
volume of 1800 cm?® (Fig. 1). However, even in this
case, the actual relative noise of the two magnetometers
was higher than estimated by a factor of 8 to 20. It
therefore becomes clear why metrologists and geo-
physicists are sceptical about high sensitivities thus
obtained and continue to insist on direct measurements.

ALEXANDROV et al.

In this work, we report direct measurements of the
OPQM sensitivity at a level of several fT HzY2in a
finite (nonzero) magnetic field. Our data are in good
agreement with those obtained from the resonance
steepness-to-shot noiseratio.

2. EXPERIMENTAL

We eliminated the effect of magnetic field gradient
variation by integrating two rubidium-isotope magne-
tometers in a single cell and taking the difference
between their readings. The experimental setup is
showninFig. 2. Inalaboratory shield exposed to afield
B = 1170 nT, two single-beam self-oscillatory magne-
tometers were made. They operated on the unresolved
structure of linesin the F = 2 state of 8’Rb and ®°Rb iso-
topes, were pumped with an rf gas-discharge lamp, had
amutual feedback loop, and shared a cell with walls of
diameter 70 mm covered by an antirelaxation coating.
The cell contained adrop of arubidium isotope mixture
intheproportion 1 : 1. Pumping was accomplished with
circularly polarized light from the Rb D, and 8Rb D,
lines of the spectroscopic lamp filled with the sameiso-
tope mixture. Near-optimal conditions for self-oscilla-
tion at both spectral lines were set by appropriately
selecting the signal phase and amplifier gain. The setup
was placed in the trilayer magnetic shield, and the sig-
nal from one magnetometer was used to stabilize the
magnetic field 1170 nT inside the shield.

The use of the mutual cell made it possible to com-
pletely eliminate the gradient variation problem, since
atoms of both isotopes in the given configuration are
subjected to the same field averaged over the cell vol-
ume. Such aconfiguration of the magnetometers cannot
provide a record high sensitivity that is comparable,
e.g., tothe sensitivity of potassium magnetometers (this
issue will be touched upon below). Here, we would like
to stress that our primary goal was to experimentally
check the validity of determining the sensitivity by
measuring the steepness-to-noise ratio, rather than to
achieve arecord high sensitivity.

The gyromagnetic ratios for 8Rb (F = 2) and ®Rb
(F =3) are given by

Y = Wg(9;—21g))/(21 +1). 2

For 8Rb, | = 5/2, g, = 2.002331, and g, = 0.294745 x
103, for 8Rb, | = 3/2, g; = 2.002331, and g, = 0.998823 x
102 [8]. The vaue of g equals 13.99624624(56) Hz/nT
[9]. Then, Ve = 4667415HZINT and vy =
6.995795 Hz/nT.

Using the proximity of the ratio yg;/yss to the rational
number 3/2, we devised a simple measuring scheme
that effectively suppresses residual magnetic field fluc-
tuations. To thisend, the self-oscillation signal fromthe
two isotopes that was detected by the same detector and
amplified by the same amplifier was applied to two res-
onant amplifiers, each separating the self-oscillation
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signal at the frequenciesfgs and fg; corresponding to the
isotopes. Simultaneously, the self-oscillation signal of
8Rb was used to stabilize the field in the cell volume
with a precision reference oscillator. Then, the fre-
guency fgs = 5465 Hz was multiplied by three and the
frequency fg; = 8192 Hz, by two. In this way, the field-
to-frequency conversion coefficients became equal to
each other up to the contribution from the nuclear mag-
netic moment Afy, = 8 x 10~#gs. Next, the differencefre-

quency Af = (3fgs — 2fg7) = (3Yes — 2V57)B = Hg(3/ 29?7 -

5/295°)B = 12.47 Hz was separated with a balanced

mixer and measured in the field B = 1170 nT (Af =
12.47 Hz). The frequency Af differsfrom zero only due
to the contribution from the nuclear moments (Af may
be dightly different from the above value because of
imperfect phase tuning in the self-oscillation circuits),
and its dependence on the magnetic field isthree orders
of magnitude weaker than the field dependence of fg
and fg;. Thus, the effect of residual magnetic field vari-
ation on the difference frequency is suppressed by a
factor of 1000 with this measuring scheme. At the same
time, crosstalk between the rf channels of the magne-
tometersis completely eliminated.

To evaluate the suppression of magnetic field fluctu-
ations, we, along with difference frequency measure-
ments, recorded the light intensities at the entrance to
and the exit from the cell. In such away (Fig. 3), we
were able to trace the contribution of a frequency shift
varying asthe light intensity to the output frequency of
the magnetometer.

The signa at the difference frequency Af was
recorded with a 14-bit analog-to-digital converter
(ADC). The value of Af averaged over 1 s was calcu-
lated from 512 counts by using fast Fourier transforma:
tion.

The value of the magnetic field in the shield (B =
1170 nT) was chosen from the following consider-
ations. On the one hand, the field must be taken suffi-
ciently low so that the Zeeman split of the Rb spectrum
and the line broadening due to magnetic field nonuni-
formity in the shield contribute insignificantly to the
resonance line width. On the other hand, the measurand
Af, which varies as the magnetic field, must be suffi-
ciently high in order that be measured with a relative
accuracy of 10 for atime of about 1 s. Note that an
accuracy of 10-5, with which the difference frequency
was measured, corresponds to an accuracy of 102 in
measuring the carrier frequency, since the difference
frequency was three orders of magnitude lower than
both carriers.

It is significant that, despite both magnetic reso-
nance signals being detected by the same photodetec-
tor, the noise levels in the two magnetometers are not
mutually correlated. The self-oscillation circuit of
either of the magnetometers separates out from the
wide-band noise spectrum a narrow spectral band of
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Fig. 3. Magnetic field (B) records in the 8’Rb and 8°Rb
magnetometers and the difference between the records.

width I (I' = 14 Hz is the magnetic resonance width)
around the resonance frequency fgs or fg;. Since these
frequency bands are 2.7 kHz apart, the shot noiselevels
in them are mutualy independent. However, extra
noise is present in each of the channels, because the
radiation of one isotope is parasitic for the radiation of
the other. In our case, this effect increases the radiation
intensity roughly twofold, increasing the rms noise in

each of the channels by afactor of /2.

The measurementswere carried out at acell temper-
ature of 30°C and a total photocurrent of 21 pA. To
eliminate the residual dependence of the self-oscilla-
tion frequency on the radiation intensity and cell tem-
perature, we stabilized the temperature of the lamp pro-
jection, which contained the drop of the metal, and the
cell temperature. The cell temperature was kept con-
stant accurate to 2°C. The dark linewidth was 1 Hz; the
operating linewidth, 3.5 Hz (Fig. 4).

A series of difference frequency measurements
were made over given times of up to 6000 s, and then
the difference frequency variance o,; was estimated. To

relate this variance to the variances of the 8’Rb and 8°Rb
channels, we must know the ratio of the channel
weights, 05,/0g5, and the inherent noise N5 of the mea-
suring system:

2 _ 2 2 2
Oar = Ogz + O0gs + Nys. (3)

To measure theratio of the channel weights, we first
measured the short-term sensitivity in the broken feed-
back loop of each of the channel for 1 s. Resonance was
excited in a stabilized field, the variance component of
the signal was detected with a synchronous detector,
and the response of the synchronous detector to a small
(compared with the resonance width) frequency offset
from the resonance was recorded. In other words, the
resonance steepness S = ASAf and the noise signd
amplitude were measured. The ratio of the variationa
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Fig. 5. (a) Record of the difference frequency Af = (3fggs —
2fg7), fg = 12.868 Hz; (b) (») Allan variance of the differ-
ence frequency Af, (0) Allan variance of the frequency fg7

(including the measuring system noise), (@) Allan variance
of the frequency fg; (the measuring system noise sub-

tracted), and (+) sensitivity of the8’Rb channel that isfound
from the resonance steepness-to-shot noise ratio.

sensitivities of the channels was found to be

d3B% /13BY  =1.44 + 0.08. Since the amplitudes, line-

widths, and spectral densities of the noise for both sig-
nals turned out to coincide within 5%, one can argue
that theratio of the variational sensitivitiesis consistent
with the theoretical predictions and depends on the dif-
ference in the gyromagnetic ratios of the Rb isotopes

(Yo7l Yas = 1.499).

ALEXANDROV et al.

Using the ratio measured and formula (3), we can
relate the difference frequency variance o, to the fre-

quency variances of the 8’Rb and #Rb channels. ag; =
(04 — N2)/1.78 and Ggs = (0 — Noys)/1.26.

The fluctuations in the frequency synthesizer and
frequency meter were measured by application of sig-
nals from G3-110 reference frequency generators to
their inputs. The sensitivity threshold of the ADC was
found to be 20 fT HZz Y2 (including the noise component
due to fast Fourier transformation). When estimating
the inherent noise of the entire measuring channel,
including the frequency synthesizer, by the same
method (i.e., by application of the signals from the ref-
erence generators instead of the real signal), we faced
the problem of the inherent noise of the generators. We
were not able to improve the measurement accuracy:
this would require reference generators with an inher-
ent noise of lower than 108 Hz Y2, The value measured
with the G3-110, 105 + 20 fT Hz Y2, should, therefore,
be viewed asthe upper level of the fluctuationsinherent
in the measuring scheme (the lower one is thus
20 fT HZY?).

We tried to narrow the range of estimates, assuming
that, under aconstant level of illumination, theinherent
noise of amagnetometer isinversely proportional to the
resonance steepness (as follows from (1)), while the
noise Ny, of the measuring system is additive and inde-
pendent of the resonance parameters. An attempt was
made to isol ate this resonance-independent component,
varying (under constant illumination) the rf field ampli-
tude and tracing the dependence of the resonance steep-
ness S on the channel noise ag;, measured directly.
Approximating this dependence by the model formula
0g/(S) = [(A/S)? + NZs]¥2, we obtained Ny, = 71 +
20 fT Hz™2. Such an estimation is certainly based on
the same assumption as the method of finding the sen-
sitivity from the steepness-to-noise ratio. Therefore,
this estimate, strictly speaking, may be used if the
validity of this method is proved. It will be shown
below that this method provides good agreement with
experimental data even without taking into account the
noise of the measuring system.

An example of calculating the ultimate sensitivity of
the magnetometer from the steepness-to-shot noise
ratio is given in Fig. 4. Figure 5 shows the results of
direct measurements:. the time series of the difference
frequency and the Allan diagram for the difference fre-
guency Af. The symbols are data points; the curves
approximate the dependence of the noise on the time of
measurement.

From Fig. 5, it follows that the sensitivity of our
magnetometers depends on the shot noise over averag-
ing times shorter than 50 s. The Allan variance reaches
aminimum of =4 fT over times of 60 to 100 sand then

grows as T¥2: g9 = (0.33 fT sV?) T2,
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EXPERIMENTAL DEMONSTRATION OF THE SENSITIVITY

TheAllan variance of the difference frequency Afin
the time interval 1-50 s is 0, = 118.4 + 4 fT HZ 2
Converting it to the frequency variance of the 8Rb
channel, we get og; = 66.4 + 2 fT HZz"Y2. With regard to
our estimate of the noise Ny of the measuring system,

the corrected valueis og' =51+ 9fT Hz Y2 Thelatter
result almost coincides with that given by the steep-

ness-to-noise ratio method: opd™ = 53.7 + 2 fT Hz 12

(Fig. 4). Thus, the procedure of determining the sensi-
tivity of amagnetometer from theratio of the resonance
steepness to the shot noise of radiation has been sub-
stantiated experimentally for thefirst time.

Note in conclusion that the sensitivity demonstrated
in this work is lower than the ultimate val ue expected
for OPQMs. The basic factors limiting the sensitivity in
our case are as follows.

(i) The cell used in the experiments was relatively
small (180 cm?) to avoid line broadening due to mag-
netic field nonuniformity in the shield.

(if) As was mentioned above, the radiation of one
isotope is parasitic for the radiation of the other in a
two-isotope configuration. Because of this, the sensitiv-

ity was reduced by afactor of /2.

(iii) In a two-isotope configuration, the line of one
isotope is excessively broadened, since atoms of one
i sotope experience spin-exchange collisionswith atoms
of the other isotope.

(iv) In the case of rubidium, the efficiency of optical
detection of optical orientation is roughly twice as low
as in the case of potassium, because the hyperfine split
of the ground and excited states in the former case is
much higher.
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Our experimental verification of the procedure of
finding the sensitivity from the resonance steepness-to-
short noise ratio supports its validity at sensitivity lev-
els achieved today. It seems quite possible that new
noise sources, for example, the magnetization noise of
theworking medium, will show up when the noiselevel
is reduced further.
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Abstract—Experimental data for two- and three-component compositions (dyes embedded in gelatinous and
polymeric matrices) that are Weigert-sensitive to polarized radiation in awide spectral range are reported. It is
shown that the matrix considerably affects the photoani sotropic properties of the compositions. © 2004 MAIK

“ Nauka/Interperiodica” .

It is known that polarization holography applica-
tions need media that become anisotropic under the
action of polarized light—the effect discovered by
Weigert in 1919 [1]. In developing atheory of polariza-
tion holography, Kakichashvili showed [2] that the
holographic medium and the polarized wave field
equally take part in imaging. Thus, having an appropri-
ate light-sensitive photoanisotropic medium at hand,
one can detect (write) and reproduce all characteristics
of an electromagnetic field, including the state of polar-
ization. A variety of light-sensitive media are available
today where polarized light induces photophysical and
photochemical processes resulting in photoanisotropy
and photogyrotropy. Among these media are composite
materials consisting of organic dyes embedded in poly-
meric or gelatinous matrices [3-6].

In organic-dye-based polarization-sensitive media
considered previously, photoanisotropic absorption
was observed in arelatively narrow range depending on
the properties of the dye. It is known that the photo-
chemical behavior of dyesin the free state usually dif-
fers greatly from their behavior in mixtures, specifi-
cally, the absorption spectra of dyes in mixtures may
change. A decreasein the dye absorptivity issometimes
accompanied by a shift or broadening of the absorption
peak or by appearance of new absorption bands[7].

It would be natural to assumethat the photoani sotro-
pic properties of dye mixtures will be different from
those of the dyes incorporated into these mixtures.
Based on these assumptions, two- and three-component
compositions Weigert-sensitive in the spectral range
400-750 nm have been formulated.

The two-component composition consists of amor-
dant yellow azo dye, which is Weigert-sensitive to the
blue—green spectra range (component A), and a dye
from the triphenylmethane group, which is Weigert-
sensitive to the red range (component B). The three-
component composition also contains a dye from the
fuchsin group (component C), which has a maximum
absorptivity in the green range. The absorption spec-

trum of fuchsin has along-wave peak between 500 and
550 nm [8].

Mordant yellow azo dyes (MYADSs) (component A)
are Weigert-sensitive to polarized light in the interval
325-550 nm, and their spectral sensitivity ismaximal at
420 to 440 nm. They exhibit anisotropic absorption
from 350 to 510 nm and photoinduced birefringence
throughout the visible range[9]. It is believed that pho-
toinduced anisotropy in mordant dyesis due to confor-
mation cis- and trans-isomerization.

Triphenylmethane dyes (TPMDs) (component B)
are not Weigert-sensitive: even intense radiation from a
He—-Ne laser (632.8 nm), which is actinic for these
dyes, causes uniform bleaching of theregion irradiated.

Asearly asin 1976, it was shown [10] that treatment
of TPMD-colored gelatinous layers in aqueous solu-
tions of potassium, sodium, or ammonium bichromate
causes a drastic rise in the optical sensitivity of the
material and pronounced anisotropy. When TPM D-col -
ored bichromate-tanned gelatinisirradiated by the con-
tinuous spectrum of a xenon lamp, the area irradiated
by 400- to 550-nm-wavel ength radiation blackens uni-
formly; however, at wavel engths from 550 nm up to the
visible range boundary, the color changes nonuni-
formly. This is because the uniform darkening at 400—
550 nm takes place in the bichromate-tanned gelatin
itself, while the optically induced anisotropy results
from photochemical reactions between chromium com-
pounds and active functional groups of the dye and gel-
atin [11] (comparison was made with bichromate-
tanned dye-free gelatin). In other words, bichromate
has the opposite effects on componentsA and B: it sen-
sitizes component B (and partially component C),
while reducing the sensitivity of component A to the
polarized light from the short-wave part of the spec-
trum. Since the MYAD entersinto the composition asa
basic component (component A), adecreasein its sen-
sitivity, which shows up as uniform blackening, is
extremely undesirable. Keeping in mind that the
bichromate-tanned gelatin is responsible for the black-
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Fig. 1. Transmission curves of the samples: (1) two-compo-
nent and (2) three-component composition.

ening, we carried out additional experiments where
other matrices not as sensitive to bichromate were
employed. It turned out that a polyvinyl pyrrolidone
(PVP) matrix is promising for the multicomponent
composition. Irradiation by a He-Cd laser (441.6 nm)
does not cause uniform blackening, while leaving all
the advantages of component B unchanged. Thus, using
PVP as a matrix, we could formulate two- and three-
component compositions Weigert-sensitive to basic
wavelengths of 441.6, 488.0, 514.5, and 632.8 nm.

The dyes considered in this paper differ in physico-
chemical properties and mechanisms responsible for
anisotropy. Therefore, special techniques are needed to
make the most of their photoani sotropic properties. The
concentrations of each of the dyes involved were
selected empirically, and the component ratio was
determined from spectrophotometric measurements.

Figure 1 shows the transmission curves for the two-
and three-component compositions. Component A is
chromeyellow “K” (c = 3.28 x 102 mol/l); component
C, fuchsin (c = 1.33 x 102 moal/l); the matrix, PVP
(5wt %) and ammonium bichromate (2.5 wt%). The
degree of induced anisotropy was measured gquantita-
tively. To this end, the samples were irradiated by light
with different wavelengths. The exposures were kept
the same (=48 Jcm?) by varying the irradiation time
(Figs. 2, 3). The anisotropy was measured with a mod-
ified SF-10 spectrophotometer. The reference channels
of the instrument contained focusing systems and
polarizers, which could be tuned parallel and perpen-
dicularly to the plane of polarization of probing light.
Thefocusing systems served to narrow the exit pupil of
the measuring beam in order that small areas of the
material under test be illuminated. A dial holder
allowed usto place the material parallel, perpendicular,
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and at an angle of 45° to the polarization of the actinic
radiation.

Asfollowsfrom Fig. 2 (curve 3), illumination by the
He—Ne laser causes absorption anisotropy throughout
the visible range. The sign of the anisotropy does not
change. This suggests that the composition responds to
the radiation of the laser differently than component B
(TPMD) entering into it, for which aternating-sign
anisotropy is observed (curve 4).

Figure 3 shows the absorption anisotropy distribu-
tions for the three-component composition. The anisot-
ropy curves taken under irradiation by the He-Cd and
Ar lasers (curves 1-3) differ substantially from that
obtained for the MYAD (curve 4). Photoanisotropy
arising under irradiation by the He-Cd laser coversthe
entire visible spectrum, exhibiting two maxima: onein
the interval 420440 nm and the other (long-wave)
between 620 and 630 nm. At the same time, for the
MYAD, the absorption is anisotropic between 350 and
510 nm. Thus, our experiments lend support to the
validity of the assumption that the photoanisotropic
properties of the dyesin mixtures and in free state dif-
fer.

As follows from the figures, the samples are aniso-
tropic throughout the visible part of the spectrum (400—
750 nm) and are Weigert-sensitive to polarized light at
different wavelengths (365632 nm).

Since our multicomponent compositions are
Weigert-sensitive in a wide spectral range, they may
find application in color Weigert photography, color
polarization holography, novel holographic polariza-
tion components, etc.

PETROVA, SHAVERDOVA

Works are now under way on formulating new com-
positions. Specifically, new dyes and polymer binders
to further sensitize the material are being looked for.
Results of these investigations will be reported in sub-
sequent publications.
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Abstract—Operation of a new photovoltaic detector of X-ray bremsstrahlung based on GaAs epitaxia struc-
tures at room temperature without biasis studied. The efficiency of the absorbed energy conversion into short-
circuit current is calculated from the measured photoresponses for the photon energiesin the range from 12 to
120 keV. In this energy range, the absorption in GaAsis governed by photoel ectric effect. The efficiency of the
X-ray bremsstrahlung energy conversion in GaAs peaks at 80 keV. It is suggested that the X-ray absorption of
a thin 50-um detector can be enhanced by applying an inclined irradiation scheme. The effect is most pro-
nounced in the region of hard X-rays. © 2004 MAIK “ Nauka/Interperiodica” .

In the previously proposed photovoltaic X-ray
detector fabricated on the basis of GaAs epitaxial struc-
tures, the collection of photoinduced charge carriersis
realized with zero bias voltage at room temperature [1].
The absorption of X-ray photonswith energiesfrom 12
t0120 keV in GaAs is defined by photovoltaic effect,
which resultsin the photoemission of electronswith the
kinetic energy E,, = E — E, where E is the photon
absorption energy and E, = 12 keV is the binding
energy of electrons at K-shells of Gaand As atoms.

The quantum yield of the internal photoelectric
effect can be taken proportional to the electron energy:

N = KEp, 1)

where K is the efficiency factor of the absorbed energy
conversion to photoelectrons, which depends on the
properties of the detector material.

This coefficient can be determined experimentally.
The amount of X-ray photons absorbed in the active
region of the detector is given by the Lambert law [2]:

N = No[1-exp(-ud)], @)

where N, is the number of X-ray photons falling per
unit area of the detector surface, p is the linear absorp-
tion coefficient of the detector material, and d is the
photon absorption depth.

The short-circuit current produced by the detector
per unit area can be expressed as

J=gnN = IS (©)]
where q is the electron charge, | is the X-ray radiation
intensity, and Sis the photoresponse of the detector.

From (1)—3), the dependence of photoresponse on
the energy of the X-ray photons can be written in the

form
S = (kaNo/I)(E-Eg)[1—exp(—ud)].  (4)

This expression is adso vaid for the X-ray
bremsstrahlung with the efficient energy corresponding
to E. The absorption coefficient p as a function of the
X-ray radiation energy for GaAs can be taken from
tables[2].

The X-ray sensitivity of this detector ranges from 8
to 120 keV. For the absorption thicknessd = 50 pum, the
short-circuit current peaks at 35 keV; the experimental
valuesof Sinthiscasewere obtainedin[3]. Using these
guantities and formula (4), we caculated (kgqNy/I),
whichisshowninFig. 1a. The peak value at E = 80 keV
correspondsto the most efficient conversion of the pho-
ton energy to photocurrent, when the transformation of
the initial high-energy electrons into the secondary
low-energy electrons occurs with the minimal losses
for the “by-product” formation of phonons and plas-
mons. Under the assumption of monoenergy radiation,
the maximum of conversion efficiency in GaAsfals at
60 keV [1]. In our study, we used a mixed X-ray
bremsstrahlung beam, where in the beam with the
effective photon energy 80 keV the number of photons
with E < 80 keV is greater than that with E > 80 keV.
The range from 20 to 60 keV is characterized by alin-
ear dependence, which can be presented in the form

(kqNy/1) = KE, ®)

where K J0.2 [UA min Gyt cm? keV2] isthe propor-
tionality factor.

Substituting (5) into (4), we calculated the depen-
dence S = §E) within the linear range of the photon
energies for various d (Fig. 1b). It is seen that an
increase in the absorption layer thickness leads to the
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Fig. 1. (a) Theefficiency of the energy conversion to photo-
current and (b) the photoresponse of a GaAs detector vs. the
effective energy of X-ray radiationfor d = (1) 25, (2) 50, and
(3) 100 pm.

growth of photoresponse and to a shift of the peak
toward harder X-rays.

Photoresponse can be increased by irradiating
detector at adliding angle of incidence. In this case, the
effective absorption thickness becomes

de = d/cos8, (6)

where 0 is the angle between the incident X-ray beam
and the surface normal.

An increase in 0 leads to the growth of the photon
absorption depth dg in the active layer. With the substi-
tution of (6), formula (4) suggests similar behavior of
short-circuit photocurrent as that illustrated by curves
inFig. 1b. However, if thelinear length L of the detector
is limited, the induced photocurrent is proportional to
the aperture L cosB and corresponds to the value

Jo = jLcosB. @)

It is seen from Fig. 2 that, with agrowing angle, the
signal drops (according to (7)), whereas the photore-
sponse grows (according to (4)). By increasing the
angle of incidence, the signal from photodetector can
be enhanced by several times depending on the photon

100

S, UA min/Gy cm?
e )
S 3 S

\®}
(==}
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Fig. 2. The photoresponse of a GaAs detector vs. the angle
of incidence for the photon energy E = (1-3) 20 and (4-6)
40 keV and the detector thickness d = (1, 4) 25, (2, 5) 50,
and (3, 6) 100 pum.
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Fig. 3. The photocurrent of end-on-irradiated detector with
L =(1-3) 1and (4-6) 4mmand d = (1, 4) 25, (2, 5) 50, and
(3, 6) 100 pm.

0 20 40 60 80
0, deg

Fig. 4. The detector current vs. the angle of incidence for
ud = (1) /3, (2) 2/3, (3) 1, (4) 2, and (5) 4. Squares corre-
spond to E = 23 keV, i = 130 cm™, d = 50 pum; circles, to
E=30keV, p=62cmt, d=50pm.
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energy with the aperture being the same. This effect is
appreciablefor harder X-rays. Thus, the detector with a
thin active layer of photon absorption can be efficient
for the detection of harder X-rays, when the response at
normal incidenceis only weak.

It is interesting to consider the situation when the
detector is irradiated end on. In this case, the signa is
proportional to the detector aperture d and the absorp-
tion layer thicknessis defined by thelength L. Theratio
between the end-on- and the normal-incidence signals
is

Jo-00/Jo=0 ©)
= (d/L)[1—exp(-puL)]/[1-exp(-ud)],

which tends to /(uL) for a thin (ud < 1) and long
(UL > 1) detector and to unity for a detector with low
absorption, which takes place in the case of hard
X-rays. The dependences of ratio (8) on the photon
energy for different detector thickness d are plotted in
Fig. 3.
Figure 4 presents the quantities

Jo/Jg=0 = COSB[1—exp(—pde)]/[1—exp(-ud)] ©)
as a function of the angle of incidence (at 6 <
arccos(d/L) . Note that formulas (8) and (9) depend
neither on the origin of photoelectrons nor on the quan-
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tum yields and are valid within the entire sensitivity
range of the detector. Figure 4 also shows the experi-
mental values of photocurrent obtained in a detector
with the absorption layer thickness 50 pm under the
irradiation by photons of different energies. It is seen
that, measuring the angle dependences of the detector
signal, one can determine the active absorption layer
thickness by choosing avalue of din (9) that yieldsthe
closest correlation between calculation and the experi-
ment.

The irradiation of the detectors with a dose of
6000 R did not noticeably deteriorate the sensitivity S
which indicates their applicability for long-term opera-
tion.
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Abstract—The dynamics of formation of the steady-state regime in KrCl and XeCl double-barrier excimer
lamps excited by a pulsed-periodic discharge is studied. Diffusive microdischarges in the form of two cones
with joint vertices are shown to appear for about 1 s. Over thistime interval, the initially volume exciting dis-
charge (within several early pulses) transformsinto a spark (immediately before the formation of the coniform
microdischarges). It is demonstrated that the spark—diffusive discharge transition may be associated with fast
electron generation. © 2004 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

At present barrier-discharge-excited sealed off
lamps are viewed as the most promising sources of
ultraviolet and vacuum ultraviolet. Operation and
application of these lamps have been the subject of
extensive investigation (see [1, 2] and references
therein). Emphasis has been on the discharge and out-
put radiation characteristics under the steady-state
operating conditions, when the parameters of exciting
and output pulses remain unchanged. However, the
dynamics of formation of the steady-state regime
(steady discharge) is very complex and has been thus
far poorly understood. It was shown [2] that barrier dis-
charge glow in coaxial KrCl and XeCl lamps varies
with pulse repetition rate. At low repetition rates (from
several hertz to severa tens of hertz), a volume dis-
charge is observed. As the repetition rate increases,
small-diameter diffusion channels are produced. Sub-
sequently, when the repetition rate reaches =1 kHz, the
discharge splits into coniform diffusive microdis-
charges with joint vertices. The number of such micro-
discharges growswith increasing excitation power (that
is, with increasing repetition rate) and eventually they
occupy the entire volume of an excimer lamp (the bases
of the cones completely cover the surface of the quartz
tubes). It should be noted that the average radiation out-
put reaches amaximum at the devel oped stage of diffu-
sive microdischarges, while the radiation efficiency
becomes maximal in the intermediate range of repeti-
tion rates (=1 kHz), where early coniform microdis-
charges start arising on the background of diffusive
cylindrical microdischarges. It was conjectured [3] that
fast electrons generated in an enhanced electric field
play an important role in formation of diffusive cones.

Theaim of thiswork isto study the dynamics of for-
mation of the barrier discharge steady stage, where the
average power of radiation due to KrCIl* and XeCl*
molecules is the highest, and find reasons behind the
formation of coniform microdischarges.

EXPERIMENTAL SETUP AND TECHNIQUES

We experimented with an excimer lamp (for details,
see[1, 2]) composed of two coaxia quartz tubes. The
outer diameter of the outer tube 2.5 mm thick was
65 mm, and the outer diameter of theinner tube 1.5 mm
thick was 43 mm; accordingly, the discharge gap was
8.5 mm long. The length of the excimer lamp was
60 cm. The outer electrode was made of agrid and had
alength of 10 or 57 cm. The inner electrode was made
of aluminum foil. The inner quartz tube and the inner
electrode were cooled by running water. The lamp was
excited by pulses of amplitude up to 8 kV, duration
=1.5 us, and repetition rate 75 kHz. Under the steady-
state conditions, such a pulse rate provided a suffi-
ciently high average output and efficiency for both mol-
ecules (35 mW/cm? and 11%, respectively, for KrCl*
(A =222 nm)).

To trace the dynamics of barrier dischargeinitiation,
the lamp was excited by pulse bursts with a variable
number of pulses. The pulse burst repetition rate was
1 Hz. Theduration of apulse burst wasgradually varied
from 10 ps to 0.5 s. Proceeding in this way, we could
observe variation of the discharge shape at the time the
lamp was switched on. During experiments, we
recorded voltage pulses across the lamp, the discharge
current, and radiation pulses from exciplex molecules
in the UV range. In addition, the discharge was photo-
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graphed at different durations of pulse bursts. Prior to
experiments, the pressure and composition of the gas
mixture were optimized. The best results were obtained
in the mixture Kr : Cl, 1200 : (1.0-0.5) at a pressure of
200 Torr and in the mixture Xe: Cl, 0120 : (1.0-0.5)
at 120 Torr.

EXPERIMENTAL RESULTS

The basic experimenta results can be summarized
as follows. Within 1 s after excitation, the steady-state
operating conditions in the lamp are formed in four
steps. At the early stage (0-0.02 ms), a volume dis-
chargeisinitiated in the electrode gap (Fig. 1a). At the
second stage (0.02-0.10 ms), filamentary channels
arise on the background of the volume glow (Fig. 1b).
Then (0.1-400 ms), the filamentary channels transform
into a few bright branched channels of low radiation
efficiency (Fig. 1c). At the final (fourth) stage (usually
0.4-1.0 s, Fig. 1d), only coniform microdischarges are
observed, the radiation efficiency being several times
higher than at the third stage.

The waveforms of radiation, voltage, and current
pulses were recorded at each of the stages. When the
lamp is switched on by the first pulse, the radiation
intensity is the lowest; then, it grows (initial pulses,
Fig. 28). During the first pulse, the voltage across the
gap isthe highest (U =8kV) and the currentisminimal.
Subsequently, the current amplitude grows and the volt-
age drops. At the third stage, the peak radiation power
islow and the discharge is contracted (Fig. 2b). At the
fourth (steady-state) stage, the radiation pulse ampli-
tude grows severalfold (Fig. 2c) but the voltage across
the gap (U = 5.5 kV) and the discharge current change
insignificantly. Figures 1c and 1d show that the appear-
ances of the discharge at the third and fourth stages are
much different. Of most interest in these experimentsis
the fact that the spark turnsinto the “ decontracted” dis-
charge without circulating the working medium and
changing its composition. When an exciting pulse burst
lasts about 1 s, bright sparks change to coniform micro-
discharges. It is should be noted that discharge decon-
traction was observed earlier in pulsed—periodic dis-
charges of transversely pumped flowing CO, lasers [4]
and longitudinally pumped pulsed—periodic metal-
vapor lasers [5]. This effect was explained by variation
of the gas mixture composition during laser operation.
In our case, the composition of the mixture remained
unchanged and all the four stages were reproduced at
each excitation of the lamp.

DISCUSSION

In our experiments, the transition of the contracted
discharge to the volume (diffusive) form can be
explained by fast electron generation. Although gener-
ation of runaway electronsin pulsed discharges at ele-
vated pressures had been known for long, runaway
electron beams with a current varying from several tens
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Fig. 1. Discharge glow in the Kr + Cl, mixture at stages
(@ 1, (b) 2, (c) 3, and (d) 4.

to several hundreds of amperes under atmospheric pres-
sure of air and helium in the discharge gap were pro-
duced only in 2003 [6-9].

As follows from the photos, early diffusive dis-
charges appear, as a rule, a the sites of the former
branched bright channels. It is clear that, between
pulses, the electron concentration is the highest at the
area of highest current density during a previous pulse.
This area is narrow and long. At its ends, the electric
field is enhanced. When a subsequent pulseis applied,
fast electrons, which cause volume preionization, are
emitted from the conducting area ends, where the
potential drop is high (see below). Preionization may
take place both throughout the plasma cone and in a
smaller volume. In the latter case, the transition region
of the diffusive discharge forms, which may serve asa
plasma cathode and expand the discharge area [10].
Since avoltage pul se changes polarity when an exciting
pulse is applied, both ends of the plasma channel turn
into the cones.

It appears that heating of the gas at the sites of high-
est current density at the third stage favors fast electron
generation. Plasma heating may also be a factor at the
fourth stage. At this (last) stage, the discharge splitsinto
diffusive coniform microdischarges with joint vertices
and brighter filamentary channels distinctly seen at
their axes (Fig. 3). During heating, the working
medium concentration at the sites of highest current
density decreases and the electrons are readily acceler-
ated to high energies. Since the mixture is heated to a
steady-state temperature by a large number of pulses,
the fourth stage is set with a certain delay. It is worthy
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Fig. 3. () Side and (b) top views of the diffusive coniform
microdischarge in the Xe + Cl, mixture at 120 Torr.

to note that, under optimal conditions, diffusive micro-
discharges usually remain unmoved or move very owly
(by no more than severd centimeters per second).

Let us estimate the probability of fast electrons
occurring under our conditions. The experiments show
that the discharge excited in the lamp is initially more
or less homogeneous. After several pulses, thin fila-
ments appear, which subsequently give riseto a smaller
number of spark channelswith abright bridge betweenthe
barriers. As the number of pulses increases further, the
radiation intensity from this bridge in the visible range
drops and the bridge expands at the edges with the for-
mation of two cones with joint vertices. Figure 3 dem-
onstrates the top and side views of an individual cone.

Aswas noted, the spark—cone transition isrelated to
fast electrons emitted from the ends of the plasma
bridge. These electrons ionize the surrounding gas and
favor the formation of diffusive cones. Generation of
fast electronsis due to field enhancement near the ends
of the bridge.

To clarify this statement, let us consider the well-
known electrostatic problem of potential distribution
when the cathode has a conductive tip in the form of an
oblong semidllipsoid of revolution whose axis is nor-
mal to the planes of the electrodes [11] (Fig. 4a).

The potential distribution has the form
-2

(€.0) = x(z Z)m L

5 E’L/l+2/a +e }
[ OJ1-g/a®—€ed J1+&/a°

793

2
$=0
0Ff.
S
= L
s 05
-1.0 1 1 1 1
0 0.2 0.4 0.6 0.8 1.0

x/d

Fig. 4. (8) Geometry of the problem and (b) potential distri-
bution along the x axis, which is an extension of the major
axis of the semidllipse. Calculation is made for d = 28 mm,
a=8mm, and b = 0.7 mm. (1) Anode, (2) cathode,
(3) plasma, (4) region of electron acceleration, and (5) tra-
jectory of an electron emitted.

Here, & and ( are the parabolic coordinates, Uy is the
potential difference between the plane €electrodes,

X(E, ) = (ale) (1 + E/a%) (1 + 1/a) is the coordinate
along the field, a and b are the major and minor semi-

axex of the elipse, and € = A/l—(b/a)2 is the eccen-
tricity. Thissolution isvalid for d—a > b.

From the exact solution (Fig. 4b), it follows that,
near the tip, the potential drops, as was expected, over
adistance on the order of the radius of the curvature of
the tip (~b). However, the potential drop magnitude
depends not on the curvature of the tip but on the tip—
cathode distance a: ¢(a + b) = —Uy(a + b)/d. In fact, if
the radius of curvature of the tip tends to zero, the field
strength become infinite but the potential drop remains
finite: ¢(a) = —-Uya/d. Thus, the value of ¢ depends on
the distance of the tip to the cathode.

The photos show that the channel length exceeds
half the electrode (barrier) spacing. Wewill assumethat
the electron density in the channel is high, so that the

Fig. 2. Waveforms of radiation, discharge current, and voltage pulsesin the Kr + Cl, mixture at stages (a) 1 and 2, (b) 3, and (c) 4.
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channel behaves as agood conductor. At the sametime,
the conductivity of the plasma around the channel is
assumed to be low. In this case, the potential distribu-
tion near the channel is close to that considered in the
above model problem.

Having traveled a distance (2-3)b from the tip, the
electrons emitted acquire an energy of =eU,y/2 = 3 keV
and ionize the ambient gas. The cross section of xenon
atom ionization by an electron of energy =3keV iso; =
0.8 x 107" cm?. At apressure p = 120 Torr (the particle
concentration is N = 4 x 10'® cm3), ionization occurs
when the e ectron travels adistance 1/(g;N) = 3 x 10 cm.
Before the electron stops, it will cover a length
eUy/(2E;o;N) =4 mm. Here, E; = 22 eV istheionization
energy or the energy of electron—ion pair generation.
This result is consistent with the size of the cones
observed in the experiment.

Having gained a high energy near the tip, the elec-
tron follows a curved trajectory. Curvatureisaresult of
scattering and acceleration in an electric field. The
direction of the electric field near the tip is such that
electron emission into the half-space between the tip
and anode is amost isotropic. Scattering events add to
electron path divergence. However, the field turns the
electrons toward the anode, thereby forming a cone.

Channdl formation is usualy related to various
types of instability [12, 13]. Under normal conditions
(in the absence of barriers), an ionized channel moves
toward the electrodes by ionizing the near-electrode
regions, which causes electrode short-circuit. In our
experiments, this effect is prevented by the insulating
barrier.

CONCLUSIONS

We studied the dynamics of discharge initiation in
KrCl (A =222 nm) and XeCl (308 nm) excimer lamps
excited by a barrier discharge. It was shown that the
steady stage of the discharge (which appears as a num-
ber of coniform microdischarges with joint vertices) is
established in four steps with various forms of dis-
charges within a second. Prior to forming the steady
(fourth) stage, which shows the highest radiation effi-
ciency, the spark stage (branched bright channels or

LOMAEYV et al.

sparks) is observed. It was demonstrated that fast elec-
trons generated in the discharge gap are responsible for
the transition from the spark discharge to the diffusive
discharge.
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Abstract—An accel erating resonator |oaded by current is analyzed based on an equation for normalized ampli-
tude of the oscillations obtained by the method of counterpropagating waves. An expression for the accelerating
voltage is derived with allowance for transients observed upon enabling the generator and beam. The effect of
transients on the particle energy spread is taken into account. A possibility of stabilizing the beam energy at an
arbitrary phase of the generator and without detuning the accelerating resonator in the process of transition to
the steady state is demonstrated. © 2004 MAIK “ Nauka/Interperiodica” .

Transients in standing-wave accelerating structures
(resonators) are one of the causes for the particle energy
spread occurring in accelerators excited by pulsed micro-
wave field. The energy spread on the trailing edge of the
microwave pulse can easily be diminated by interrupting
the beam injection. A method for eliminating the energy
spread on the leading edge of the microwave pulse was
addressed in [1]. The method relies on the possibility of
interrupting the transient at the moment when the beam
is enabled by detuning the cavity’s frequency and
delaying the beginning of beam injection with respect
to the beginning of the microwave pulse.

This work considers another possibility of stabiliz-
ing the beam energy on the leading edge of the micro-
wave pulse, which does not require the accelerator to
interrupt transientsin the resonator.

To evaluate the energy spread due to the transients,
it is necessary to take into account that the accelerating
resonator is excited by two sources: the external gener-
ator and beam. In the steady-state mode, thisproblemis
solved by representing the resonator as an equivalent
oscillatory circuit [2]. Transients in the resonators can
be better described in terms of the method of counter-
propagating waves [3] developed in [4-6]. Below, we
use this method to analyze the resonator with the beam
operated in various modes.

The method of counterpropagating waves yieldsthe
following equation for the normalized complex ampli-
tude of oscillations in the resonator:

dv , [wo(l+Kk) . _ [uk
E+[7@—+|Am}v—&a—dlo, (@)

where wy, is resonator’s natural frequency, k is the cou-
pling coefficient between the resonator and feeder line,

Aw is the difference between the generator’s and reso-
nator’s frequencies, Q, is the resonator’s unloaded Q
factor, and a isthe normalized amplitude of the wavein
the feeder line.

The load due to the current is taken into account by
the term al,, where | is the complex amplitude of the
fundamental harmonic of current and a is the positive
real number, which characterizes the effect of current
on oscillations in the resonator. The equation implies
that the particles are bunched and the bunches follow at
arate equal to the generator’s frequency.

The method represents the normalized amplitude of
the oscillations as a superposition of amplitudes of
counterpropagating waves at the center of the resonator
normalized in terms of the condition |v |2 = W, where
W isthe energy stored in the resonator. In the accelerat-
ing resonator operated in the fundamental mode Ey,,
the normalized amplitudeisin-phasewiththe accelerating
electricfield. Itisconvenient to choosetheoriginsothat |,
could further be regarded a positive real quantity.

If the frequency of the fundamental harmonic of
current equals the resonator’s eigenfrequency and the
resonator is excited by the beam aone, the following
expressions for a and effective voltage U can be
obtained:

wZ.L wWZL
a = |[2RLem oy o= [ 2Ly 2
(780, 2Q, @

Relation (2) is derived using definitions of the
unloaded Q factor (Q, = wW/P,) and effective shunting
impedance (Z, = U?%(P,L), where P, isthe power lossin
thewadlls of theresonator and L isthe resonator length) [7].
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In a beam grouped into short bunches, all particles
acquire the same energy proportional to the accelerat-
ing voltage

u(t) = /‘*"’Z Re{ v (1)} . 3

For abeam grouped mto short bunches, |, istwiceas
high as the average beam current |. Representing a in
terms of power P and phase ¢ of the generator (a =

J2P exp(i)), Eq. (1) can be written as

dv [000(1 +K)
at 20,

/2‘*’0 [Jkexp(id) - B,

where B = [ZLI1%/(4P)]¥? is the current-load factor
(beam current-to-critical current ratio at k = 1).
The genera solution to Eqg. (4) hasthe form
v(t) = v+ vaexp[—(LT+idw)t], 5)
where v, is the normalized amplitude of the steady-
state oscillations, v, istheinitial normalized amplitude
of the damped natural oscillations, and T = 2Q/[wy(1 +
K)] isthe time constant of these oscillations.

Each of the amplitudes v, and v, is a sum of two
terms, which refer to oscillations excited by the gener-
ator and beam.

When Aw = 0, the normalized amplitudes of steady-

state oscillations excited, respectively, by the generator
and beam are

Vo = Top | e(ie).

2B 2Qo
1+k

Due to their importance in practl ce, let us consider
steady-state oscillations (6) in more detail. By repre-
senting the sum of amplitudes in the exponential form,
the normalized amplitude of the steady-state oscilla-
tions can be written as

, -2 [P
O 14Kk o ©)

x (k= Bsin’ Yo — Boosw,) exp(iwy),

where ), is determined from the equality
Jkcosp —B

(k+B* 2B kcosp)
When the resonator isloaded by the beam, the phase
Y, of the resultant oscillations may significantly differ

from the phase of oscillations created by the generator.
The resonator gives energy to the beam if cosy, > 0.

+ iAw} v
(4)

(6)

Vy, = —

cosy, =

(8)
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This condition is met when |¢| < ¢., where ¢, =

arccos(Bk‘”z) isthe critical generator’s phase.

According to expression (3), normalized amplitude
(7) of the oscillations corresponds to the accelerating
voltage

2./Z.LP
Uy = 252 (k= Bsin' Wy — Beosi) costy. (9)

If the quantity B2sin?y), in (9) is neglected as being
much smaller than k, the following known approximate
formulafor the accelerating voltage is obtained [8]:

2, /Z,LkPcosy,—Z.LI cos’ qJO
Up = (10)
1+Kk
At a given y,, accelerating voltage (9) attains its
maximum when the resonator’s coupling factor takes
the optimum value

Kopt = (1+2B%) + 2B4/1 + B*cosy,. (11)

Then the accelerating voltage and efficiency n (n =
ul/P) of the resonator are, respectively,

JZ.LPcosy,

U, = ,
A/1+BZ+BCOSL|JO (12)
N, = 23 cosy,

J1+ B2+ Beosy,

For a superconducting resonator (Qy — ), Z
tends to infinity; therefore, the resonator’s efficiency is
determined by the characteristic impedance p, = Z./Qy;
its coupling to the feeder line, by the externa Q factor
Qe = Qu/k. Substituting 3 written in terms of p, (B =
[PLQol (4P)]¥?) into expressions (11) and (12), we
obtain at Q, — o the optimum values of external Q
factor, accelerating voltage, and efficiency for the
superconducting resonator:

= 2P _ _2Pcosyo
p.L1%(1 + cosyy,)’ 1(1+ cosyy)’

13)
_ __2cosy,
Ns = (1+ cosyg)’

It should be noted that n = 1isonly at Y, = 0; there-
fore, losses due to radiation into the feeder waveguide
are absent in this case alone.

To evaluate the energy spread caused by transients
on the leading edge of the microwave pulse, it is neces-
sary to calculate v, which depends on theinitial condi-
tions (making conditions).

If the generator and beam are enabled simulta-
neously at the moment t = 0, v(0) = 0. Then vy =-v,
and the accelerating voltage changes from zero to a
steady-state value.

If Aw= 0, and the beam is enabled when oscillations
produced by the generator have amost reached their

TECHNICAL PHYSICS Vol. 49 No. 6 2004
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maximum amplitude, then, taking the beam enabling
timeastheorigin, weobtain theinitial condition v (0) =
Vg Then v = —v,,and the accel erating voltage becomes

2B./Z.LP
1+k

At the optimum coupling coefficient, the accelerat-
ing voltage spread divided by u,, (relative energy
spread) is

u(t) = up+ exp(-t/1). (14)

Au _ B
— = — (15)
Un N1+ [3200311J0

For example, at B = 0.5 and Y, = 30°, the relative
energy spread is 0.51 and, a 3 = 0.5 and Y, = 0, it
equals 0.44.

The energy spread on the leading edge of the micro-
wave pulse can be eiminated by enabling the beam
with a certain delay after the generator is switched on.
In this case, the condition v4 = 0 (interruption of the
transient at the moment when the beam is enabled) can
be satisfied. This is achieved when the damped natural
oscillations excited by the beam and generator are
equal in amplitude and are in antiphase. For this situa-
tion to occur, the resonator’'s frequency must differ
from the frequency of the generator by a quantity
depending on the phase ¢ of the generator. This possi-
bility isaddressed in [1].

Let us consider how oscillations in the resonator
tuned exactly to the generator frequency (Aw=0) come
to the steady state. If the beam isenabled at t = 0with a
delay t, after the generator is switched on, v (0) =
V4(1 —exp(-t,/T)). At t = O, the initial amplitude of the
damped natural oscillationsis

Vg = —[vp+ veexp(-t,/T)]. (16)

The delay t,, can be chosen such that v, takes a pure
imaginary value. Then the accelerating voltage, given
by expression (3), isindependent of time and equals u,.
Thus, the energy can be stabilized by properly choosing
t, alone. At the optimum coupling coefficient (11), the
necessary delay of the beam engagement relative to the

microwave pulseis
A1+ BZCOSLIJO +f3
) .

Asfollows from expressions (6), when the phase of
the generator is¢ =0, theamplitudes v, and v, arereal,
therefore, the energy can only be stabilized at v, = 0.
When ¢ # 0, v can take pure imaginary values. In this
case, the transient is not interrupted at the moment the
beam is enabled. The phase and amplitude of oscilla-
tions in the resonator change so that the two factors
compensate for each other and the change in the parti-
cle energy isindependent of time.

t, = tin (17)
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Complex plane of the normalized amplitudes: (a) extinction
of oscillations produced by the generator before the beamis
enabled, (b) extinction of the oscillations after the beam is
enabled, and (c) evolution of the resultant oscillationsin the
resonator.

The figure gives a graphica interpretation of this
effect on the complex plane of normalized oscillation
amplitudes. At the moment when the generator isswitched
on, steady-state oscillations with amplitude v, and
antiphase damped natural oscillations with initia
amplitude —v,, build up in the resonator. After atimet,,
when the amplitude of damped oscillations excited by
the generator becomes v; = —v,exp(-t,/1), the beam is
enabled. Steady-state oscillations with amplitude vy,
and damped oscillations with initid amplitude —v,, are
excited in addition to those that already exist. The sum of
amplitudes of the damped oscillations at this moment is
theinitia amplitude v, for the subsequent time moments.
The damped oscillations, which have animaginary ampli-
tude, do not affect the accelerating voltage.

Thus, the general expression for the accelerating
voltage obtained in this paper can be used to evaluate
the energy spread caused by the transients. It is shown
that the energy spread can be eliminated in the process
of transition to the steady state.
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Abstract—Diffusion-doped layers with a green emission band dominating in the room-temperature lumines-
cence spectrum are obtained by annealing single-crystal zinc selenide substrates in tellurium and zinc vapors.
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Itisknown that any color sensation can be produced
using a proper combination of three monochromatic
colors, in the majority of cases—red, green, and blue
[1]. Zinc selenide (ZnSe) possessing the direct-gap
band structure and the value of E; = 2.7 eV at 300 K
makesit possible, in principle, to abtain effective lumi-
nescence in the entire visible spectral range. At the
same time, an anaysis of the available published data
shows that the samples obtained up to this point emit
mainly in the red—orange and blue spectral regions
[2-7], except for ZnSelAlOcrystals whose lumines-
cence spectrum exhibits awide yellow—green band [2].
The samples containing copper and oxygen [5], cad-
mium [6], or alkali elements [7] exhibit a compara
tively weak green band along with the red and blue
ones. In this study, we report on the observation of a
rather intense green luminescence in diffusion-doped
ZnSe layers and present the results of investigations of
the basic characteristics of this emission.

As initial substrates, we used the plates cut from a
ZnSe single crystal grown by the Bridgman method
from a stoichiometric melt. At room temperature, the
samples possess low electron conductivity (o, =
10?2 Ot cm™) and the photoluminescence (PL) spec-
trum shown in the figure. The red band (with a maxi-
mum at A, = 0.64 um) is caused by the recombination
on donor—acceptor pairs consisting of doubly charged

negative vacancies of zinc (V,) and singly charged

positive vacancies of selenium (V&) [2, 8]. The blue

band (A, = 0.48 um) results from the transitions with
participation of the levels of interstitial selenium atoms
and their vacancies[2, 8].

A diffusion-doped layer was obtained by successive
annealing of theinitial substratesin saturated Teand Zn
vapors. The process was performed in an evacuated
(residual pressure, 10~ Torr) and sealed quartz ampule,
where a sample and a weighed amount of a doping
metal were placed in the opposite ends. As a result of
the above operations, the layer formed on the sample
surface had a higher electron conductivity (o, =

102 Q*cm™) and a totally different emission spec-
trum (seefigure).

The PL spectrum of the diffusion-doped layer at
300 K displays a single asymmetric wide band charac-
terized by the following properties. (a) the emission
intensity | depends linearly on the excitation level L;
(b) the peak position corresponds to A, = 0.52 um and
isindependent of L; and (c) adecrease in the excitation
level reduces the fraction of long-wavelength emission
and has virtually no effect on the shape of the short-
wavelength “wing.” The above features are typical of
the emitting transitions with the participation of alocal
center interacting with phonons [9]. This is confirmed
by the luminescence spectrum measured in the regime
of A modulation [10], the long-wavelength wing of
which has two equidistant (2w, = 0.02 eV) bending
points in agreement with the LO phonon energy in
ZnSe crystals [2]. The most probable centers of radia-

N,, arb. units
1.0

0.5r

0.7
A, Um

Luminescence spectra of the initial (1) and Te- and Zn-
doped ZnSe samples (2 and 2/, respectively) for two excita-

tion levels: (1 and 2) 10%8; (2) 106 phvs.
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tive recombination are the neutral vacancies of zinc,
whose energy levelslie 0.17-0.20 eV above the top of
the valence band [11]. Note that the A-modul ated trans-
mission spectra of the annealed samples contain a sin-
gularity in the neighborhood of A = 0.52 um, which is
absent in the spectra of the initial substrates. Elucida-
tion of the nature of the green emission band callsfor a
specia consideration invoking experimental and theo-
retical investigations of the mechanisms behind the
defect formation in emitting diffusion-doped layers.

Thus, the results presented above convincingly indi-
cate that the obtaining of zinc selenide layers with the
dominating green PL band at 300 K is possible. The
presence of an isovaent Te impurity makes it possible
to hope for high radiation and temperature stability of
the parameters of thisemission, which is characteristic,
for example, of ZnSe crystals doped with Te during
growth [12].
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Abstract—The ion transverse velacity distribution functions and the fraction n of ions heated above a certain
energy W, are calculated as applied to the ion cyclotron resonance heating method of isotope separation. It is
assumed that the longitudinal ion velocity distribution in aplasmasourceis nonequilibrium. Under high heating
temperatures, the averaged ion transverse vel ocity distribution becomes essentially nonequilibrium and exhibits
two maxima. Theion heating efficiency n is calculated for W; = 40 eV and various values of the parameter p =
AL, where A is the wavelength of the electric field of an antennaand L is the heating zone extension. Therela-
tive contributions of the time-of-flight and Doppler broadenings are evaluated. © 2004 MAIK “ Nauka/ I nterpe-

riodica” .

INTRODUCTION

The ion cyclotron resonance (ICR) method of iso-
tope separation consists in selective resonance cyclo-
tron heating of target isotope ionsin mutually orthogo-
nal variable electric and constant magnetic fields [1-6].
Stable isotopes are today produced by the electromag-
netic technique [7] and by using gas centrifuge stages
[8]. In the latter case, only isotopes of those elements
producing volatile compounds with a sufficiently high
vapor pressure at room temperature can be separated.
The electromagnetic technique is well developed, but
itsyield isrelatively low. Provision of high ion currents
in an electromagnetic separator isachallenge, sincethe
current density is limited by electrostatic repulsion of
like-charged particles. The ICR method seems to offer
advantages over the electromagnetic technique as
applied to metal isotope separation, since virtually no
limitations areimposed on theion fluxes. At the present
time, the ICE method is under devel opment.

CALCULATION

The basic components of an ICR separator is a
plasma source, which produces an ion flux with a cer-
tain distribution of ions over transverse and longitudi-
nal velocities, and an rf antenna, which generates elec-
tromagnetic fields in the zone of ICR heating. As the
plasma passes through the heating zone, the transverse
velocity distribution changes noticeably. A number of
ICR separators (see, e.g., [3]) use inductive antennas,
which are twisted multiphase cylindrical helices (heli-
cal antennas). In the case of a four-phase antenna with
the current shifted by 172 in each subsequent phase, the

T Deceased.

electric field in the cylindrical heating zone can be rep-
resented as a vector rotating with an angular velocity w
and directed along the positive z axis:

E, = Ecos(wt-Kz-9), D
E, = —Esn(wt-Kz-¢), 2

where K = 217/ is the wavenumber, E is the electric
field amplitude, and ¢ istheinitial phase.

If the effect of plasma particle motion on the vac-
uum filed of the antenna can be neglected (which is
valid when the plasma density is low), expressions (1)
and (2) approximate the heating electric field in the
plasmaover adistancer < R/2, where R is the antenna
radius[9].

In the Cartesian system, the equations of mation of
singly charged ionswithamassmand chargeeinalon-
gitudina magnetic field B, imposed on the wave field
given by (1) and (2) (the electric field rotates with the
angular velocity w in the same direction astheionsin
the magnetic field) can be written as

dv

m dtx = eEcos(wt —KV,t) +eV,B,, ©)
dv, .

ma = —eEsin(wt —KV,t) —eV,B,. (4)

Here, V,, V,, and V, are the transverse and longitudinal
components of theion velocity.

Let V= A/Vf + VS be the ion transverse velocity
magnitude. We consider | CR heating of anion flux with
certain transverse and longitudinal velocity distribu-
tions, and our goal isto find the transverse velocity dis-
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tribution function at the exit form the heating zone,
which has afinite length L. It is assumed that the trans-
verse velocity distribution at the entrance to the heating
zoneis Maxwellian:

froo(Vp) =

m
kT gjeXpD KT o, (Vi Vil (

First, wewill take advantage of theresults[9] for the
transverse velocity distribution at the exit from the
heating zone when the ions have the same longitudinal
velocity V, and their initial transverse velocity distribu-
tion is Maxwellian (distribution (5)):

v = B

2 2 HnVOVg]
(Vo + Vo%' OD__kTom i
where Kk is the Boltzmann constant, T is the initial
transverse temperature of theionic component, and |, is
the modified zero-order Bessel function.

Under heating, when the transverse energy of the
ions far exceeds theinitial thermal energy, the parame-
ter Vyisgiven by

2Ew,
B,(w—KV,—wy,)

(6)

X expD_ m

Vo O

sm%w KV,— W)=

2v41

where wy, is the cyclotron frequency of an ion.
Function (6) is normalized to unity. It depends both
on the longitudinal velocity V, of the ion beam and on
the heating field frequency w. Actualy, theflux arriving
a the heating zone is a superposition of individual
fluxes, each having aparticular longitudinal velocity V,.
Let the longitudinal velocity distribution function be

1.0

0.8

5
o

o
~

TV (m[2KT )"

I
b

0 2 4 6 8 10

Fig. 1. Transverse velocity distribution functions for p =
0.5, T,=10eV, E=50V/m, and different n.
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designated as f(V,). Then, the tota distribution func-
tion can be represented as the product of two functions:

f(Ve Vo) = Ta(Vo) fAV)). (7)

L et us study the heating process using amodel non-
Maxwellian longitudinal velocity distribution f(V,) at
the exit from the plasma source. This distribution is a
linear function of the ion velocity when the velocities
arelow, and it decays exponentially when the velocities
are high:

D szD
O 2kT 7

where T, is the effective longitudinal temperature.

We assume that this function remains invariable
over the length of the heating zone and introduce the
parameter p = A/L, where A is the wavelength and L is
the length of the heating zone. If L is constant, p varies
with the wavelength A and, consequently, with the
wavenumber K; conversely, if A is constant, p varies
with the length of the heating zone. The distribution
function averaged over longitudina velocities is
defined as

mV
Z(VZ) kT

(8)

]JZ

F(y) = f(y)/@kT -

. 9)
= 4Iexp(—(y2 + Yo + X)) 6(2yYo) xydXx,

0

where
— VD _ Vz
(2KT o/ m)*> (2KT /m)*?

1.0F

FOM(m/2kT )"

Fig. 2. Transverse velocity distribution functions for p =
1.0, T,=10eV, E=50V/m, and different n.
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Fig. 3. Transverse velocity distribution functions for p =
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Fig. 5. Hesting efficiency n vs. frequency offset wwy — 1
for E=50V/m, T, = 10 eV, W; = 40 eV, and different p
(n=2).
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Calculations are performed for a model binary iso-
tope mixture with mass numbers of 6 and 7. Let us
introduce the dimensionless parameter n, which char-
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Fig. 4. Transverse velocity distribution functions for p =
10, T,=10eV, Tgg=5¢€V, and w—w,. = KV, E=(1) 0,
(2) 50, (3) 100, and (4) 200 V/m.

0.8

0.6

0.2

-3

Fig. 6. Heating efficiency n vs. dimensionless frequency
offset 6uw/KV,q for p=1, E=50V/m, W; = 20 eV, and dif-
ferent longitudinal temperatures (n = 2).

acterizes the detuning of the oscillator frequency from
the cyclotron frequency of the ions. n = 20WKV,,,
where 3w = w — w), and V,, = (TKT,/2m)¥? is the mean
longitudinal velocity of theions. With the offset param-
eter n thus defined, exact tuning to the maximal heating
temperature (“resonance”) in terms of the mean longi-
tudinal velocity correspondsto n = 2. Figures 1-3 show
the distribution function F(y) for the variable electric
field amplitude E = 50 V/m, longitudinal ion tempera-
ture T, = 10 eV, length of the heating zone L = 0.8 m,
and different values of p and n under off-resonance con-
ditions. Anincreasein p here corresponds to a decrease
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in the wavenumber K. Figure 4 plots the distribution
function F(y) for different heating field amplitudes E,
T,=10eV, Ty =5 eV, and p = 1 (one-wave antenna)
under the resonance conditions in terms of the mean
longitudinal ion velocity (w — wy = KV,; i.e, n = 2).
Curve 1 isplotted for the zero heating field (E = 0) and
has the Maxwellian form. Curves 2—4 are plotted for
E =50, 100, and 200 V/m, respectively. Thewidetrans-
verse energy range and the presence of two humps at
high heating levels are worthy of note. The nonmonoto-
nicity of the transverse vel ocity distribution, along with
heating anisotropy, may cause instabilities. From (5)—
(7), one can derive an expression for the fraction n of
particles heated to energies above a given energy W,

(V1= VW1 /KTqg):

n = 4fdx jxyexp(—(yz + Yo + X)) 16(2yyo)dy. (10)
0 Y1

Figure 5 shows the efficiency n of ion heating for
W, = 40 eV and different values of the parameter p =
ML, which characterizes the contributions from the
time-of-flight and Doppler broadenings. The length of
the heating zone L is set constant, L = 0.8 m, so that the
parameter p here varies as the wavenumber K.

When pislarge (large A, smal K), the time-of-flight
broadening prevails. In the case of small p, the Doppler
component makes a major contribution. For p = 5, the
linewidth depends solely on the time-of -flight broaden-
ing. The dashed line, constructed for p = 5, includesthe
wavenumber dependence of the electric field amplitude
in terms of approximations used in [9]. Figure 6 plots
the heating efficiency n against the dimensional detun-
ing 0KV, of the oscillator frequency from the cyclo-
tron frequency for a one-wave antenna (p = 1), E =
50V/m, W, = 20 eV, and different longitudinal temper-
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atures. The dashed line is the result of calculation [9]
for E = 50 V/m and the longitudina temperature T, =
10eV.
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