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Abstract—Recent studies of the atomic structure of the single-crystal silicon surface (both clean and covered
by adsorbates) that are performed by high-resolution core-level photoelectron spectroscopy using synchrotron
radiation are reviewed. The physical principles of the method, experimental techniques, the spectrum process-
ing procedure, and the procedure of determining the energy shifts of the core levels in the subsurface layer are
outlined. Emphasis is placed on the surface modes of silicon 2p spectra, which are observed for the main types
of silicon surface reconstruction (Si(111)-7 × 7 and Si(100)-2 × 1), and on a correlation between these modes
and the atomic structure of the (111) and (100) surfaces. Also, particular attention is given to the studies of the
Ge/Si system, which is viewed as a promising material of nanoelectronics, as well as to those concerned with
metal and gas adsorption on basic (low-index) silicon faces. These studies clearly demonstrate that core-level
photoelectron spectroscopy provides extremely detailed information on the structure of adsorbed layers and on
the adsorption-stimulated reconstruction of the substrate surface. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The binding energy (Ei) of core (inner-shell) elec-
trons is unique for each chemical element and is a basic
parameter characterizing the elemental composition of
solid surfaces [1–5]. Basically, the binding energy
depends on the physicochemical state of an atom;
therefore, measurement of core level energy shifts is
used for identifying chemical compounds [1]. The
amount of this effect may reach several (sometimes 10
or even more) eV. The detection of such shifts does not
require a very high energy resolution and is accom-
plished by means of standard X-ray spectrometers.

A finer effect is observed when the atoms are local-
ized in the subsurface region of a solid that is several
monolayers thick [6]. Because of translation symmetry
break at the crystal boundary, the state of the surface
atoms differs from that of the atoms in the volume and
is characterized by energy shifts lying in the interval
from several hundredths of an electron volt to ≈0.5 eV.
Analysis of such shifts requires a still higher energy
resolution and becomes possible owing to powerful
sources of synchrotron radiation. The systematic inves-
tigation of core electron spectra on solid surfaces with
these sources has got under way in the last decade.
Much progress in this field had been achieved to date,
and core-level spectroscopy is now viewed as a promis-
ing tool for studying the atomic structure of crystal sur-
faces.

The elementary semiconductors, silicon and germa-
nium, show the greatest distinction between the surface
and volume structures. Their surfaces are recon-
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structed, and the atoms occupying different sites in the
layer reconstructed are characterized by a set of lines
with different energy shifts. In this review, we analyze
a great body of publications devoted to photoelectron
spectroscopy of silicon atom 2p levels on both clean
and adsorbate-coated surfaces. In the latter case, we
also report the data for the energy shifts of electron lev-
els in the adsorbate atoms. Before considering these
results, we briefly present the physical principles of
core-level spectroscopy and describe the structure of
the Si(100)-2 × 1 and Si(111)-7 × 7 reconstructed sur-
faces. Among the adsorption systems, particular atten-
tion is placed on the Ge/Si one, which is of great inde-
pendent interest. Interaction of metals with the silicon
surface is also considered in detail. The adsorption of
gases, specifically oxygen, on the silicon surface is con-
sidered in the last section but one. Basic inferences are
drawn in the last section.

1. PHYSICAL BASIS OF THE METHOD

In the method of photoelectron spectroscopy, a test
material is irradiated with a beam of monochromatic
photons and then the energy spectrum of the photoelec-
trons is analyzed. Core-level spectroscopy, a variant of
this method, is based on the optical excitation of core
electrons. The spectrum of core electrons is discrete.
Each of its lines is related to an electron excited from a
particular atomic level. In a solid, unlike a free atom,
the binding energy Ei of a core electron is measured
from the Fermi level, rather than from the level of vac-
uum. An event of photoexcitation for this case is sche-
004 MAIK “Nauka/Interperiodica”
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matically shown in the left-hand side of the energy dia-
gram shown in Fig. 1. As follows from the diagram, the
kinetic energy of the photoelectron escaping from the
ith level that is ionized by a photon of energy hν is

(1)

where eϕ is the work function of the solid and E is mea-
sured from the level of vacuum.

Formula (1) implies that the binding energy Ei of a
core electron is uniquely related to its kinetic energy,
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Fig. 1. Energy diagram illustrating the photoexcitation of a
core electron.

103

102

101

100

100 101 102 103

λ,
 M

L

E, eV

Fig. 2. Energy dependence of mean path length λ of an elec-
tron [7].
with hν and eϕ being known. However, when energy E
is measured in the gap between the emitter and spec-
trometer, i.e., under the experimental conditions, the
field of contact potential difference Uc arises, which
changes the energy of the photoelectrons by eUc. It is
known that eUc = eϕ – eϕsp, where eϕsp is the work
function of the material which the spectrometer is made
of. With this in mind, formula (1) can be recast into the
form from which the binding energy of a core electron
is found:

(2)

where Ekin is the photoelectron’s kinetic energy being
measured (Fig. 1).

As follows from formula (2), Ei can be determined
without knowing the work function of the test speci-
men. As for ϕsp, it is usually found by calibration of the
spectrometer with a reference specimen for which the
binding energies of core electrons are known.

The model depicted in Fig. 1 assumes that the elec-
trons emitted from the solid do not experience energy-
decreasing inelastic collisions with the material. Such a
situation takes place if the electrons are emitted from a
sufficiently thin layer whose thickness d does not
exceed the inelastic scattering mean free path of the
electrons (λ). The value of λ depends on the electron
energy, this dependence being nearly the same for all
materials (Fig. 2): it features a dip at energies of several
tens of electron volts [7].

If the energy of the electrons emitted is such that
their lossless escape depth far exceeds thickness ds of
the subsurface layer that microscopically has a struc-
ture differing from the bulk structure, a major contribu-
tion to a specific spectral line is made by the electrons
of interior atoms. In this case, we are dealing with the
volume-sensitive spectrum. If thickness d of the subsur-
face layer is comparable to ds, surface atoms also con-
tribute significantly to the spectrum (the surface-sensi-
tive spectrum). Clearly, the surface sensitivity of the
spectrum will be the highest when the energy of the
photoelectrons corresponds to the minimum of the
dependence λ(E). This is achieved, as a rule, by prop-
erly selecting the photon energy. The volume-sensitive
spectrum is usually recorded using the descending
branch of the curve λ(E), where λ rapidly drops with
increasing energy. To switch to the volume-sensitive
spectrum, it is usually sufficient to decrease the photon
energy by only 20 or 30 eV. Also, the surface compo-
nents of the spectrum grow as the polar angle of depar-
ture θe of the electrons increases. The larger θe (mea-
sured from the normal to the surface), the smaller d and,
accordingly, the greater the contribution from the sur-
face atoms.

The implementation of the method requires sophis-
ticated equipment. First of all, a source of intense
monochromatic radiation that makes it possible to con-
trollably vary the photon energy is necessary. Today,

Ei hν Ekin– eϕ sp,–=
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only synchrotron radiation sources meet these require-
ments. Then, a high-energy-resolution electron spec-
trometer must be at hand. The overall resolution of the
instrument, which depends on the monochromatism of
synchrotron radiation and on the resolving power of the
energy analyzer, should be ≈100 meV or higher. Other-
wise, the spectral lines will be unacceptably broad.
Their starting breadth depends, first, on the lifetime of
the excited state (the lifetime of the hole on the core
level) and, second, on the phonon broadening. For
example, the natural breadth of silicon 2p lines, which
depends on the former factor, is usually assumed to be
equal to 70–80 meV. The phonon broadening is much
larger and varies between 140 and 350 meV, according
to the published data. The influence of this broadening
may be somewhat smoothed by taking the spectra at
lower temperatures. Yet, the starting breadth of the lines
is, as a rule, comparable to the energy shifts of surface
atom levels. Therefore, surface spectral modes can be
revealed by resolving the spectra into components
through computer-aided simulation.

It should also be noted that core-level spectra are
usually presented as the dependence of the electron
emission intensity on the binding, rather than kinetic,
energy. The binding energy of the bulk electrons is
taken as the zero energy, and only a narrow spectral
range near a line selected is depicted. In this case, the
surface atoms for which the absolute values of the bind-
ing energies of core levels are higher (lower) than the
corresponding binding energies of interior (volume)
atoms show positive (negative) energy shifts.

2. SINGLE-CRYSTAL SILICON SURFACE

(i) 2p spectra for Si(111)-7 ¥ 7 and Si(100)-2 ¥ 1.
The works concerned with the study of the single-crys-
tal silicon surface, emphasis is on the 2p spectral line
(Ei ≈ 100 eV), which is the most intense. This level is a
spin–orbit doublet consisting of the 2p3/2 and 2p1/2 sub-
levels. This doublet was first resolved in 1973, when a
small dip between the components was detected [8].
The further refinement of the experimental technique
allowed the researchers to reliably resolve the sublevels
(Fig. 3a) and determine the amount of the spin–orbit
split (∆E ≈ 0.6 eV) [9]. The intensity of one component
is twice as high as that of the other, according to the
populations of the sublevels.

The majority of recent works used synchrotron radi-
ation at photon energies from 105 to 150 eV. The pho-
tons with energies hν = 105–115 eV, to which mean
electron escape depths of 25–30 Å correspond, were
used to take the volume-sensitive spectra. The surface-
sensitive spectra were taken in the energy range hν =
130–150 eV (d = 2.5–4.0 Å).

The test objects were primarily two reconstructed
silicon surfaces: Si(111)-7 × 7 [10–23] and Si(100)-2 × 1
[10, 21–34]. The typical surface-sensitive spectra for
these faces are shown in Figs. 3b and 3c. The curves are
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
seen to diverge considerably and differ from the vol-
ume-sensitive spectrum (Fig. 3a), which clearly dem-
onstrates the features of the atomic and electronic struc-
tures of the given surfaces. Before proceeding to an
analysis of the results, we will take a look at the struc-
ture of these single-crystal silicon faces.

(ii) The structure of reconstructed silicon sur-
faces. The driving force for semiconductor surface
reconstruction is a reduction of the surface free energy
when dangling bonds of the surface atoms close on
themselves. This changes the angles between the bonds
and bond lengths, causing strains. Atom relaxation
reduces the strains, so that the reconstructed surface
structure depends on the energy balance between these
two factors [35].

Si(111) 7 × 7
hν = 140 eV

(b)

2 1 0 –1

Si(111)

hν = 1.5 keV

0.68 eV

(a)

2p1/2

2p3/2

2 1 0 –1

Si(111) 2 × 1
hν = 130 eV

(c)

1 0 –1

I

Fig. 3. Si 2p electron spectra for (a) Si(111) [9], (b) Si(111)-
7 × 7 [20], and (c) Si(100)-2 × 1 [28].
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The bonds close through the formation of specific
structural units or building blocks on the surface. The
basic building blocks are dimers, adatoms, and quasi-
one-dimensional atomic chains with π bonds. The
dimers arise when two neighboring atoms on the sur-
face approach each other and close their dangling
bonds. The adatoms on the reconstructed surface usu-
ally appear between three surface atoms each having
one dangling bond and close these atoms on them-
selves, producing one (instead of three) dangling bonds
localized on the adatom. The chains with π bonds arise
when the sp3-hybridized electronic configuration of the
surface atoms (or some of the surface atoms) turns into
the sp2 planar configuration and pz orbital. The closure
of pz orbitals of neighboring silicon atoms produces π
bonds and, thereby, saturates the dangling bonds.

The reconstruction of the Si(111) surface, Si(111)-
7 × 7, has attracted the most interest, and a variety of
models explaining the atomic reconfiguration on this
face have been suggested. The model commonly
accepted today assumes the formation of adatoms and

Si(111) 7 × 7 (a)

1
2
3
4
5

,

(b)

Fig. 4. Schematic representation of the atomic configuration
on the Si(111)-7 × 7 reconstructed surface: (a) top view and
(b) side view.

Si(100) 1 × 1 (a)

(c) (d)

(b)Si(100) 2 × 1

(e)

Fig. 5. Structures of the (a, c) Si(100)-1 × 1 virgin surface
and (b, d, e) reconstructed Si(100)-2 × 1 surface. (a, b) Top
view, (c–e) side view, (d) model of symmetric dimers, and
(e) model of asymmetric dimers.
dimers, as well as stacking faults (the so-called dimer–
adatom–stacking fault (DAS) model), in the layer
reconstructed [36]. Subsequently, this model was
strengthened experimentally by using a scanning tunnel
microscope [37]. The essence of the model is schemat-
ically shown in Fig. 4. A unit cell (7 × 7) of the recon-
structed surface includes 49 unit cells (1 × 1) of the vir-
gin silicon surface. The top-most atoms of a (7 × 7) cell
are 12 adatoms 1. Each of them is bonded to three
underlying (pedestal) atoms 4. Six rest atoms 2, which
occupy the same position as on the virgin surface, are
situated slightly below the adatoms. One more rest
atom 5 is in the corner hole of the cell. Finally, the
atoms producing nine dimers 3 are located at the edges
of the cell along its minor diagonal. Note also that the
right- and left-hand sides of the cell are not equivalent
(the latter has a stacking fault compared with the vol-
ume, Fig. 4).

In this model, only the adatoms and rest atoms have
dangling bonds. The total of these atoms within the cell
is 19 instead of 49 on the virgin Si(111) surface, where
each of the atoms has a dangling bond directed nor-
mally to the surface. Such a considerable (more than
twofold) decrease in the number of dangling bonds as a
result of the reconstruction and such a profound atomic
reconfiguration on the surface are a unique case.

On the Si(100) surface, the reconstruction is less
significant (Fig. 5). The structure of the virgin (100)
surface, Si(100)-1 × 1, is shown in Figs. 5a and 5c. This
face has a quadratic unit cell of side 3/2a (where a is the
lattice constant of the unit cell of silicon), which runs
along the [110] direction. Each of the surface atoms has
two dangling bonds making an angle with the surface.
As the dangling bonds of neighboring atoms close on
themselves during the reconstruction, dimers aligned
with the 〈110〉  directions and separated by recesses
form on the surface (Fig. 5b).

The dimeric model of Si(100) surface reconstruc-
tion, Si(100)-2 × 1, was suggested as early as in 1959
[38] and later was corroborated by the method of scan-
ning tunnel microscopy (STM) [39]. The major issue
discussed in the context of this model was whether the
dimers are symmetric or asymmetric [40–45]. Their
structure is specified by the type of bonds between sili-
con atoms. Symmetric dimers have covalent bonds
(Fig. 5d), while asymmetric dimers also have the ionic
component, as follows from the model of asymmetric
dimers [40] (Fig. 5e). The concepts of symmetric and
asymmetric dimers were also discussed in the works
that used the method of core-level spectroscopy [21–
33]. To date, the model of asymmetric dimers has
gained wider recognition. On the Si(100) surface
reconstructed, the density of dangling bonds decreases
twofold and the unit-cell symmetry on the surface
changes (there appears a 2 × 1 structure, whose period
in one of the 〈110〉  directions is doubled).

The study of the Si(100)-2 × 1 surface by low-
energy electron diffraction (LEED) showed that the
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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region where the crystal structure is modified covers
several atomic layers and is in the strained state
[46, 47]. Owing to the fourfold symmetry of the (100)
face, the (2 × 1) and (1 × 2) structures turn out to be
physically equivalent, and both types of domains usu-
ally coexist on the surface in order to relieve the strain
in the layers reconstructed. However, there are special
processing techniques with which one can obtain a
Si(100) surface where the domains of one orientation
dominate [48, 49]. Note that, in Fig. 5, all the dimers
have the same orientation. It was shown [50] that the
energy of such a surface structure is not minimal. The
energy decreases when neighboring dimers become
antiparallel. The diffraction pattern c(4 × 2), which is
observed on this face at low temperatures, is associated
with a specific alignment of the dimers. As the crystal
temperature rises to ≈200 K, phase transition due to
dimer disordering takes place and the pattern (2 × 1) is
observed [51]. The core-level spectroscopy study done
in [28] showed that the local atomic structure of the
dimers persists at this phase transition and that the
phase transition is due to the higher order reconstruc-
tion mentioned above, which, in turn, is related to the
mutual orientation of the dimers.

(iii) Decomposition of the spectra. Basically, each
group of the atoms occupying identical sites in the sub-
surface layer reconstructed can be assigned a spectral
mode. However, these modes are unobservable when
the linewidth and energy shift are comparable to each
other. Therefore, detection and identification of surface
components in the spectra are a challenge. As a prelim-
inary, one should perform comparative analysis of the
volume- and surface-sensitive spectra (note that it is
desirable to take the spectra at low temperatures and
different angles of departure of electrons). By way of
example, Fig. 6 shows such spectra for Si(111)-7 × 7 at
T = 110 K [19]. The surface-sensitive spectrum (hν =
131 eV) exhibits three features that are absent in the
volume-sensitive spectrum (hν = 106 eV). Feature (1)
is to the right of the line 2p3/2 and is characterized by the
energy shift ∆E ≈ –0.7 eV. Mode (2) is at ∆E ≈ 0.28 eV,
and surface component (3) appears as a short shoulder
on the left-hand branch of the line 2p1/2.

For the Si(100)-2 × 1 surface, the situation is similar
(Fig. 7) [33]. Here, the surface-sensitive spectrum has a
low-energy component (∆E ≈ –0.5 eV), which is, how-
ever, much more pronounced than in the previous case.
In the spectra recorded at low temperatures and grazing
angles to the surface, its intensity may be even compa-
rable to the intensity of the volume doublet 2p1/2. On the
contrary, two other surface components for this face are
much weaker and show up only in a decrease in the dip
between the lines 2p1/2 and 2p3/2 of the volume-sensitive
spectrum and also in a considerable broadening of one
of these peaks.

Mathematical simulation with mode parameter vari-
ation provides more comprehensive and accurate data
for the surface modes of the spectrum. In this case,
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
comparison with the experiment for the purpose of
finding an optimal model is based on the least-squares
method [52–54]. The spectrum is routinely represented
as a sum of a volume doublet and several spin–orbit
doublets with the same split between the 2p3/2 and 2p1/2

sublevels and with an initial ratio of the corresponding
intensities of two. All these components are described
in terms of the Voigt functions, which are the convolu-

Si(111) 7 × 7

hν 

(1)

2.0 1.5 0 –1.5

Si 2p

(2)
(3)

153 eV

131 eV

120 eV

106 eV

2.5 1.0 –1.0–0.50.5

I

∆E, eV

Fig. 6. Si 2p photoelectron spectra taken from the Si(111)-
7 × 7 surface at different electron energies [19].

Si(100) 2 × 1hν 

2.0 0

Si 2p

122 eV

130 eV

140 eV

150 eV

1.0 –1.0

I

∆E, eV

106 eV

Fig. 7. Si 2p photoelectron spectra taken from the Si(100)-
2 × 1 surface at different electron energies [33].
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tions of the Lorentz and Gauss functions. The former
approximate the intrinsic linewidth, which depends on
the lifetime of a hole on a core level; the latter, the
phonon broadening and the energy resolution of an
instrument. For metals, the former function may be
asymmetric, because the energy is lost on the excitation
of conduction electrons. Therefore, some authors use
the Doiach–Sunjic functions with appropriate asymme-
try parameters [55].

As the input for mathematical simulation, the
researchers usually specify the number of surface
modes, their energy shifts, and the half-widths of the
functions describing various spectral components. Pre-
liminary values of these parameters are usually selected
based on visual analysis of the spectra. From the vol-
ume-sensitive spectrum, the parameters of the Voigt
function, which approximates the bulk component, are
found. As for the functions describing surface modes,
the half-widths of the Gaussian distributions involved
in these functions usually far exceed the corresponding
values for the bulk component. Next, the functions
selected are added up and the result is compared with
the experiment. To provide the best fit to the experimen-
tal curves, the energy positions of the lines selected, as
well their intensities and widths, are varied. If the result
is unsatisfactory, an additional spectra component is
included and the entire procedure is repeated. If the
spectrum is resolved adequately, the energy shifts of the
components found must be independent of neither the
photon energy nor the angles at which the photoelec-
trons are detected.

It should be noted that, when the analytical curves
are compared with the experiment, they are contrasted

2 1 0 –1
∆E, eV

S1

S2

S4

S3

S5

B

Si 2p

I

Si(111) 7 × 7
hν = 140 eV

θe = 0
55 K

Fig. 8. Decomposition of the spectrum of photoelectrons
emitted from the Si(111)-7 × 7 surface into the bulk and sur-
face components [20].
with the spectrum minus the background. The back-
ground is associated, first, with the faster photoelec-
trons that lose a part of their energy when escaping the
crystal (and also with secondary electrons excited by
these photoelectrons) and, second, with the very core-
level photoelectrons being analyzed that experience
minor energy losses. The first component is usually
extrapolated by polynomials; the other, by the Shirley
method [56].

The 2p spectrum for the Si(111)-7 × 7 surface that is
resolved by the above technique is shown in Fig. 8. The
spectrum is seen to consist of bulk component B and
five extra components S1–S5 [20]. Components S1–S4
are surface modes (their interpretation will be consid-
ered in the following subsection). Component S5 is of
another nature: it is related to the excitation of valence
electrons either immediately during the photoexcitation
of 2p electrons or when 2p electrons leave the crystal.

The decomposition of the spectra for the Si(100)2 × 1
surface was performed in [28] (Fig. 9a) and [33]
(Fig. 9b). The authors of the former work gave a satis-
factory description of the spectra through the superpo-
sition of the volume and four surface components. One
more surface mode was revealed more recently
[33, 34].

(iv) Identification of the surface modes. To iden-
tify the surface spectral components, it is necessary that
a number of conditions be satisfied. First, the intensities
of different modes must correlate with the number of
their associated atoms in the unit cell and also ade-
quately reflect the distribution of the atoms across the
depth (the intensity must exponentially drop with
depth). Second, the energy positions of different com-
ponents and the signs of their energy shifts must corre-
late with the nature of the components. It is known [6]
that two effects are mainly responsible for the shifts.
The major one is the chemical shift, which arises when
the initial level of a core electron of the atom shifts in
response to a change in the state of its valence elec-
trons. This shift may be negative or positive, according
to whether the effective charge of the atom increases or
decreases, respectively. The second (relaxation) effect
arises when the final states of the electron subsystem of
an ionized atom change and also when an elastic force
field is generated around this atom because of the non-
equilibrium state of the excited system.

The chemical shifts of surface spectral components
are due to electron bond break at edge (surface) atoms,
which generates surface bands and effectively charges
the atoms. For the reconstructed Si(111)-7 × 7 surface,
three such bands were reported [18]: S1, S2, and S3
(Fig. 10). The first two, S1 and S2, are due to dangling
bonds at the adatoms and rest atoms; the third one is
associated with the valence bonds of the adatoms that
are directed into the crystal. Since band S1 is above
band S2, the rest atoms gain a part of the charge from
the adatoms. As a result, the former and latter become
positively and negatively charged, respectively.
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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Fig. 9. Decomposition of the spectrum of 2p photoelectrons emitted from the Si(100)-2 × 1 surface into the bulk and surface com-
ponents: (a) data from [28] and (b) data from [33].

Su
Accordingly, the 2p electrons of the adatoms (rest
atoms) acquire a negative (positive) chemical shift. The
relaxation shifts for the Si(111)-7 × 7 surface are usu-
ally ignored.

According to the above considerations, low-energy
surface mode S2, which is observed at ∆E = –700 meV
for Si(111)-7 × 7, is attributed to the rest atoms, while
mode S3, which is featured by the greatest positive shift
(∆E = 550 meV), to the adatoms.1 The fact that the
intensity ratio for these modes equals two strengthens
such an interpretation of the spectrum. Indeed, the
number of adatoms in the unit cell (12) is roughly twice
as large as the number of rest atoms.

Now let us pass to other spectral modes shown in
Fig. 8. Note that the intensity of mode S1, which was
observed by different authors in the shift range 244–
280 meV [17–20], exceeds that of the mode S3 of the
adatoms by nearly three times. Based on this observa-
tion, mode S1 is assigned to the pedestal atoms, the
number of which (36) is three times that of the adatoms.
There is some disagreement on the fourth spectral com-
ponent (S4), specifically, on its position and identifica-
tion. In [18, 20], it is assigned to the dimers, while in

1 According to [17], component S2 is split by the crystal filed into
tow modes; however, no confirmation of this effect was found in
other publications.
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
[19], to the first-layer atoms and also to those lying
immediately under the adatoms.

In the context of the problem considered, of great
importance is work [20], where the spectra were taken
at 55 K. Although the temperature was taken as
extremely low in order to reduce the phonon broaden-
ing of the lines, the attempt to considerably sharpen the
2p spectrum in comparison with that recorded at 120 K
[18] failed. The failure was explained by the complex
atomic structure of the Si(111)-7 × 7 surface. Actually,
however, none of the atomic groups to which spectral

10 8 6

I

E, eV
4 2 EF

Si(111) 7 × 7
hν = 40 eV
θe = 0
T = 120 K

S3

S2
S1

Fig. 10. Photoelectron spectrum of valence electrons emit-
ted from the Si(111)-7 × 7 surface [18].
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components are assigned are fully homogeneous. For
example, central and corner adatoms with dissimilar
structural environments are distinguished. The environ-
ments of the atoms occupying the right- and left-hand
halves of the unit cell on the surface are also somewhat
different, etc. The superposition of the closely spaced
lines corresponding to these atoms makes the spectrum
diffuse, and a minor decrease in the phonon broadening
goes unnoticed. It was therefore speculated [20] that the
ultimate experimental resolution of the 2p spectrum for
the Si(111) surface has already been reached.

Let us now turn to the spectra for Si(100)-2 × 1. In
the early studies of this surface, the spectra were taken
at room temperature and only two hardly identifiable
surface modes (∆E = –400…–500 and 220–340 meV)
were revealed as a rule. For example, in [13], the first
mode was attributed to the dimers (which were consid-
ered symmetric), while the other one was assigned to
the atoms of the second monolayer. At the same time,
the authors of [27], who adhered to the model of asym-
metric dimers, assigned the low-energy mode to the
upper atoms of the dimers and the high-energy mode to
their lower atoms. As was noted above, the model of
asymmetric dimers is today dominant. Therefore, at
present, the mode of the silicon 2p spectrum that has the
highest negative shift (its intensity corresponds to half
a monolayer) is also attributed to the upper atoms of the
dimers [28, 33, 34] (mode Su in Fig. 9). The lower
atoms of the dimers are assigned mode Sd, whose inten-
sity is the same as that of mode Su and varies identically
with photon energy and angle of departure of the elec-
trons. The sign and value of the shift of mode Sd still
remain unclear. According to [28], the energy shift of
mode Sd is positive, 60 meV (Fig. 9a). The authors of
[34] also argue that this shift is positive but were unable
to give its accurate value and indicated only its range
(30–130 meV). Finally, in [33], the shift of this mode
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Fig. 11. 2p electron emission intensity vs. the azimuth angle
of departure for the Si(100)-2 × 1 surface at a polar angle of
departure of 45° [31].  is the total intensity of the line;

 is the intensity of surface component Su.

ISi2 p

ISu
was found to be negative (–16 meV, Fig. 9b), which is
explained by the relaxation processes discussed in [57,
58].

The third component of the spectrum, S1, is invari-
ably assigned to the atoms of the second monolayer
based on the analysis of its intensity. The least intense
modes (S2 in [28], as well as  and  in [33, 34]) call
for further investigation, and we will not consider them
in detail. Note only that the same surface components
are present in the 2p electron spectrum both for the
crystal cooled to 120 K and for the crystal kept at room
temperature [28]. This suggests that the local structure
of the asymmetric dimers on the silicon surface is iden-
tical at these two temperatures. The change (2 × 1) 
c (4 × 2) of the diffraction patterns, which is observed
as the temperature decreases, is explained by the
change in the mutual orientation of the dimers (see
above).

In [31], quantitative data for the local configuration
of the asymmetric dimers were obtained using core-
level spectroscopy. To examine their configuration, the
intensities of component Su and the entire 2p spectral
line were measured against the azimuth emission angle
of electron with the polar angle equal to 45°. The first
dependence was found to have a well-defined structure,
while the other was irregular (Fig. 11). The structure of
the first dependence is due to the diffraction of the pho-
toelectrons by the atoms surrounding the emitter. The
simulation of this dependence with allowance for mul-
tiple electron scattering showed that agreement with the
experiment is observed only for the electrons leaving
the upper atoms of the dimers. Varying the structural
parameters of the model and comparing the analytical
and experimental results with the help of the reliability
factor, the authors of [31] found the inclination of the
dimers to the surface (19°) and the length of the bond
between dimer atoms (2.25 Å). These values are close
to those obtained in [59] (18.3° and 2.26 Å).

3. THE GERMANIUM/SILICON SYSTEM

The Ge/Si system is a typical representative of semi-
conductor/semiconductor systems and is of great inter-
est in the context of heterojunction formation. The pri-
mary goal of the investigations performed to date was
finding optimal conditions for the epitaxial growth of
Ge-on-Si films with an abrupt film–substrate interface.
Another goal was to clarify the diffusion of germanium
atoms into silicon. Both issues have been studied inten-
sively by using core-level spectroscopy since early in
the 1990s. Emphasis has been on the Ge/Si(100)-2 × 1
system, which is of special importance for the further
development of semiconductor technology. The 2p
electron spectra of silicon have been examined along
with the 3d electron spectra of germanium (the binding
energy of 3d electrons in germanium is near 30 eV).
The Ge 3d level is a spin–orbit doublet and consists of
the 3d3/2 and 3d5/2 sublevels 585 meV apart.

S2' S2''
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Fig. 12. Germanium photoelectron spectra taken from the Ge(100)-2 × 1 surface at different (a) electron energies and (b) angles of
departure [65].
(i) 3d spectrum of the Ge(100)-2 ¥ 1 surface. In
order to treat the Ge 3d spectrum in the Ge/Si system,
one must know its features for a clean germanium sur-
face. The (100) surface of single-crystal germanium has
the same structure as Si(100), i.e., 2 × 1. The 3d photo-
electron spectra for this surface were studied in [22, 52,
60–65]. The typical results are shown in Fig. 12. It is
seen that the surface modes of germanium are less pro-
nounced than those of silicon. Specifically, in the ger-
manium spectra, only one surface component (marked
by the vertical line) is observed. Also, the spectra are
less sensitive to the angle of departure and photon
energy. These factors make the interpretation of the
data difficult.

The decomposition of the spectra into components
is shown in Fig. 13, where the results obtained in two
most comprehensive studies are summarized. In one of
them, three surface modes with energy shifts of –530,
−240, and 190 meV were detected [64]. In the other, the
values of the shifts were found to be –442, –183, and
93 meV [65]. The first modes, which have the lowest
binding energy, are assigned, as in the case of Si(100)-
2 × 1, to the upper atoms of the asymmetric dimers. The
other modes are identified variously. In [64], the mode
with the highest binding energy is assigned to the lower
atoms of the dimers and the third component, to the
atoms of the second monolayer. However, the authors
of [65] hold the opposite viewpoint. Thus, a commonly
accepted interpretation of the germanium 3d spectrum
is lacking.

(ii) Adsorption of germanium on the Si(100)-2 ¥ 1
surface. The Ge/Si(100) system was studied in [17,
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
66–70]. The most interesting results were obtained for
submonolayer coverages. In this thickness range, the
formation of germanium dimers, which substitute for
silicon dimers, takes place, as observed in a scanning
tunnel microscope [71]. According to [70], the Ge 3d
spectra (Fig. 14) distinctly show only one surface mode
U early in the evaporation of germanium (up to one
tenth of a monolayer), which dominates up to half a
monolayer (ML). If germanium dimers were formed in
this case, two modes would be seen in the spectra with
regard to the dimer symmetry. The presence of only one
mode in the Ge 3d spectrum, as well as the characteris-
tic variation of the Si 2p spectra during germanium
evaporation (a decrease in the intensity of the mode
associated with the upper atoms of the silicon dimers),
suggests that the upper atoms of the silicon dimers are
substituted for by germanium atoms. New components
(S and D) in the germanium spectrum, which have bind-
ing energies higher than the binding energy of the first
mode, are distinctly seen starting from 0.3 ML, and
their intensity grows with adsorbate dose (Fig. 14)
Mode D is due to the germanium atoms substituting for
the lower silicon atoms in the dimers that were initially
present on the substrate. Thus, the method of core-level
spectroscopy revealed mixed (Ge–Si) dimers very early
in their formation and made it possible to trace their
subsequent transformation into dimers consisting of
only germanium atoms.

In [70], the S component of the spectrum is assigned
to the Ge atoms that penetrated into the second subsur-
face monolayer. If so, this means that Ge atoms start
diffusing into the silicon before the formation of the Ge
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Fig. 13. Germanium photoelectron spectra taken of the Ge(100)-2 × 1 surface, and their decomposition into the bulk and surface
components: (a) data from [64] and (b) data from [65].
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Fig. 14. Germanium core-electron spectra taken from the
Si(100)-2 × 1 surface at increasing Ge doses and their
decomposition into components [70].
dimers has been completed. The changes observed in
the silicon 2p spectra count in favor of such a supposi-
tion. It should be noted that other methods have not
detected Ge diffusion into the substrate in this system
(see, e.g., [72, 73]). According to [72, 73], the silicon
surface is first covered by two or three pseudomorphous
germanium layers, which give rise to germanium
islands once an adsorbate is deposited (the Stranski–
Krastanov growth mechanism).

Finally, the last component of the spectrum (B),
which is observed between modes S and D, appears
when the coverage exceeds a monolayer. Its energy
position corresponds to the bulk mode of single-crystal
silicon (Fig. 13); accordingly, it is also considered as a
bulk mode. Moreover, the Ge atoms that penetrated into
the third and deeper layers of the substrate are also
qualified as volume atoms, since the electronegativities
of silicon and germanium are close to each other. The
results obtained for thick (up to 20 MLs) coverages
agree with the Stranski–Krastanov growth mechanism
mentioned above, as indicated by the presence of sur-
face components in the silicon 2p electron spectra
throughout the coverage thickness range.

(iii) Epitaxial growth of germanium on silicon.
Layer-by-layer growth of germanium films on silicon is
often facilitated with surfactants, such as Group-V ele-
ments As [74, 75] and Sb [62, 76–80]. When deposited
on the silicon surface, As and Sb close the dangling
bonds of surface atoms of the substrate, forming one-
ML-thick ordered structures, which prevent surface
reconstruction and reduce the free surface energy of the
system. After subsequent application of germanium,
the surfactant and adsorbate atoms change places: the
surfactant emerges on the surface and closes the dan-
gling bonds of new germanium atoms. The latter
become deposited on the unreconstructed silicon sur-
face and occupy those sites providing the epitaxial
growth of germanium. Then, the process is repeated. It
was reported that not only thick Ge/Si films, but also
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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Si/Ge films and even Ge/Si superlattices, were grown
[62, 78].

The above process as deposited to the
Ge/Sb/Si(100) system was studied in [76, 78]. One-
monolayer-thick ordered Sb/Si films were prepared
either by applying Sb atoms on the substrate heated to
≈500°C or by annealing the film deposited at room tem-
perature. Information about the structure of the films
was gained from the 4d spectra of Sb and 3d spectra of
Ge (see Fig. 15). The presence of only one component in
the Sb spectrum (curve 1) indicates that only one type of
adsorption site for the surfactant atoms is available. The
subsequent room-temperature application of a Ge mono-
layer noticeably decreases the intensity of the Sb line
(curve 2) and causes its shift. However, the annealing of
the specimen completely restores both the intensity and
shape of the line (curve 3). This means that a new surfac-
tant monolayer appears on the surface. The variation of the
Ge 3d spectrum is consistent with the above scenario.

The variation of the Si 2p spectra in this system was
studied most comprehensively in [76]. As follows from
Fig. 16, a Sb monolayer deposited on the surface elim-
inates the surface components of the asymmetric silicon
dimers, which means that the substrate surface loses its
initially reconstructed state. Remaining surface compo-
nents S and C are assigned to the silicon atoms occupying
three upper monolayers of the substrate. As more and
more Ge atoms are deposited, these modes are gradually
and almost completely quenched. Eventually, bulk
mode B alone remains in the spectrum, which confirms
the layer-by-layer (epitaxial) growth of the Ge film.2 

2 Note that the intrinsic linewidth of this mode is unprecedentedly
narrow for photoelectron spectroscopy of silicon: 20 meV.
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Fig. 15. Spectra of the Sb and Ge photoelectrons for the
Sb/Ge/Si(100) system [78]. 1, Si(100)-1 × 1 surface covered
by an ordered Sb monolayer; 2, Sb/Si(100)-1 × 1 system
covered by a Ge monolayer; and 3, Sb/Ge/Si(100)-1 × 1
system annealed at 500°C.
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4. METAL/SILICON SYSTEMS

Core-level spectroscopy as a tool for studying metal
adsorption on the silicon surface was first deposited in
the 1980s and has enjoyed wide application since the
mid-1990s. To date, core-level spectroscopy has been
used to study the adsorption of alkali metals [33, 81–
100], alkaline-earth metals [101–105], noble metals
[87,106–111], Group-III metals [112–114], transition
metals [115–123], rare-earth metals [124–129], and
others. Attention has been drawn to many aspects of the
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Fig. 16. Si photoelectron spectra for the Ge/Si(100)-2 × 1
system and the result of decomposition [76].
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process. In some works, the general scenario of the
adsorption was the focus of attention. The issues under
study were which sites on the substrate surface are
appropriate for the adsorbate atoms; how many adsorp-
tion sites are typical of a specific adsorption system; in
what sequence these sites are occupied; whether the
atomic reconstruction of the substrate surface takes
place; if so, how this reconstruction proceeds; etc. In
other works, one or several structures that include par-
ticular adsorbates and are formed under certain condi-
tions were studied in detail. A great body of data con-
cerning many systems cannot be covered in this review.
Therefore, we will concentrate on the most typical and,
in our opinion, most interesting results.

4.1. Interaction of Metals 
with the Si(100)-2 × 1 Surface

(i) Adsorption of alkali metals. The electronic con-
stitution of alkali metals is simple; therefore, an alkali
metal/silicon system can be considered as a model in
investigating the formation of the metal–semiconductor
interface. The related systems have been examined in a
variety of works using various surface-sensitive tech-
niques. It has been shown that the Si(100)-2 × 1 surface
usually retains its configuration when covered by alkali
metal submonolayer coverages. Two models to explain
this fact have been suggested (Fig. 17). According to
the model of one-dimensional atomic chains [130], the
metal atoms are adsorbed on dimers (Figs. 17a, 17b)
and lose their valence electron to the substrate, produc-
ing ionic bonds with the substrate. In this case, the sat-
urated coverage corresponds to half a monolayer (by a
monolayer, we mean the atomic concentration that
equals the atomic concentration on the virgin Si(100)
face: 6.78 × 1014 atoms/cm2). Under these conditions,
the surface band of electron energies turns out to be
half-filled and the substrate surface is metallized. The
second model put forward in [131] assumes the forma-
tion of the double adsorbate layer (Figs. 17c, 17d). As
in the previous model, half of this layer consists of

(a)

Θs = 0.5 ML Θs = 1 ML

(b) (d)

(c)

Fig. 17. Models of alkali metal adsorption on the Si(100)-2 ×
1 surface: (a, b) the Levin model of one-dimensional metal-
lic chains [29] and (c, d) the double layer model [30].
atoms adsorbed on the dimers, while the other atoms
are adsorbed between the chains of the dimers. In this
case, the saturated coverage equals a monolayer and the
specimen surface retains the semiconductor properties.
Each of the models has its own pros and cons, and such
issues as adsorption sites, the type of atom–substrate
bonds, and the concentration of adatoms in the satu-
rated coverage have been the subject of much investiga-
tion. The method of core-level spectroscopy has cer-
tainly provided fresh insight into these problems.

The K/Si(100) system has been most extensively
studied by this method [23, 90–96], and we will con-
sider it first. Potassium was adsorbed both at room tem-
perature and at low temperatures. At room temperature,
the saturated potassium coverage does not exceed one
monolayer. Lower temperatures make it possible to
study a much wider range of the coverages. The photo-
electron spectra of the adsorbate were examined
together with the core-electron spectra of the substrate.
Typical 3d electron spectra of potassium that were
taken during potassium evaporation on the Si(100)-2 × 1
surface at room temperature are shown in Fig. 18. At
doses below 0.5 ML, component D alone is present in
the spectrum. This means that incident potassium
atoms occupy the same adsorption sites that are local-
ized between the chains of the substrate dimers. As the
coverage grows, the second component (C) appears in
the spectrum. This component is related to the potas-
sium atoms resting on the other adsorption sites, i.e., on
dimers. Both modes grow until the coverage becomes
saturated (Θs = 0.9 ML, where Θs is the saturation cov-
erage of the surface), which agrees with the double
layer model (Figs. 17c, 17d).

The Si 2p spectra show that potassium adsorption
quenches the Su component of the upper atoms of the
silicon dimers and causes component S to arise. New
component S is between Su and bulk component of sil-
icon. The intensity of component S reaches a maximum
when the coverage becomes saturated (about one
monolayer of silicon atoms). This line is associated
with symmetric silicon dimers, into which asymmetric
dimers on the initial Si(100)-2 × 1 surface transform
during potassium adsorption. Such an idea is also con-
sistent with the second model mentioned above.

When potassium is deposited at low temperatures
[95], the process goes much in the same way as at room
temperature as long as the coverage remains in the sub-
monolayer range; that is, the 3p electron spectrum of
the potassium shows two components (C, D) as in the
previous case. However, when the material dose corre-
sponds to the room-temperature saturation coverage Θs,
the third component appears in the spectrum. As the
potassium dose grows further, the intensity of this line
increases and the line bifurcates into components S and
B (Fig. 19). The data obtained at different angles of
departure of the photoelectrons suggest that mode S is
a surface mode, while mode B is a bulk mode. Modes C
and D are present in the potassium spectrum throughout
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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the coverage thickness range (up to 20 ML). Taking
into account that the surface modes of silicon persist,
the authors of [95] relate modes S and B to the forma-
tion of metal islands on the potassium monolayer
(according to the Stranski–Krastanov mechanism).

In the Cs/Si(100) system [99] (as in the K/Si sys-
tem), the Cs 4d electron spectrum first (at the very
beginning of adsorption) has a single component (A);
then, the second one appears (C). When the coverage
reaches saturation, the intensities of both modes
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Fig. 18. Potassium photoelectron spectra taken when a
potassium submonolayer was deposited on the Si(100)-2 ×
1 system at room temperature and the decomposition into
components D and C [94].
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become almost the same. The results are summarized in
Fig. 20, where the low-temperature spectrum for the
saturated coverage is shown.3 It is seen that cesium
atoms may be adsorbed on sites of two types, so that
this system can also be described by the double layer

3 It should be noted that the third component (D) of the Cs 4d spec-
trum, which exhibits a considerable positive energy shift (≈1 eV,
Fig. 20), is due to photoelectron energy losses through plasmon
excitation in the cesium layer adsorbed.
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Fig. 19. Potassium photoelectron spectra taken when a thick
potassium film was deposited on the Si(100)-2 × 1 system
at low temperatures and the decomposition into components
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components [99].
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model. However, mode Su, which is associated with the
asymmetric dimers, does not disappear from the 2p sil-
icon electron spectrum in this case. At the early stage of
Cs deposition, this mode broadens considerably,
because the surface becomes irregular. However, it
returns to its initial position (not counting an insignifi-
cant negative energy shift) as the coverage becomes one
monolayer thick. Thus, cesium adsorption, unlike
potassium adsorption, does not transform the asymmet-
ric dimers into symmetric. This distinction is related to
a decrease in the alkali atom–substrate bond strength as
the atomic size of alkali metals increases (a well-known
fact discovered by the method of thermal desorption
spectroscopy) [132, 133].

Lithium atoms are much smaller than potassium
and, especially, cesium atoms. Therefore, their interac-
tion with the Si(100)-2 × 1 surface is much different.
Specifically, a multilayer lithium coverage can be
deposited on the silicon surface even at room tempera-
ture [81]. Moreover, when the coverage is less than one
monolayer thick, the Li 1s electron spectrum has only
one component; that is, only one type of adsorption site
for adatoms is available. At the same time, the Si 2p
spectrum exhibits a mode other than mode Su, which is
assigned to the upper atoms of the asymmetric dimers.
When one lithium monolayer is formed on the surface,
the intensity of the new mode roughly corresponds to
one silicon monolayer. The authors of [81] assume that
each of the dimers adsorbs two lithium atoms, which
close its dangling bonds. Concurrently, the asymmetric
silicon dimers become symmetric.

When the lithium coverage is thicker than one
monolayer, the dimers collapse to form a lithium sili-
cide. The appearance of new components in both the Li
1s and Si 2p spectra is an indication of the silicide for-
mation reaction [81]. Indeed, as the amount of the lith-
ium deposit grows, lithium-rich phases form. At low
temperatures, the interaction of lithium atoms with the
Si(100)-2 × 1 surface proceeds in a similar way. Silicide
formation in this system seems to be associated with the
small size of lithium atoms, which may penetrate into

1 2

Fig. 21. Model of indium adsorption on the Si(100)-2 × 1
surface for a coverage of 0.5 ML. 1, substrate dimers;
2, adsorbate dimers.
and react with the substrate. Note that lithium silicides
also form when lithium is deposited on the Si(111)-7 ×
7 surface [82].

Thus, the method of core-level spectroscopy
allowed the researchers to determine the number of
adsorption sites for each of the adsorbates in the alkali
metal–silicon system, establish the sequence of occu-
pying these sites as the coverage thickness grows,
detect substrate surface reconstruction during the
adsorption, reveal the trends in the adsorption process
with increasing atomic number of the element depos-
ited, and also detect the silicide formation reaction.

(ii) Adsorption of alkaline-earth metals. The
adsorption of alkaline-earth metals on the Si(100)-2 × 1
surface will be demonstrated with barium [105]. In this
case, the 2p electron spectrum of silicon retains the
component Su of the upper atoms of the dimers. This
means that these atoms remain stable during barium
adsorption. If, however, the coverage thickness
approaches one monolayer, this component disappears
and a new mode related to the symmetric dimers arises.
When the amount of the barium deposit is large, the
spectra of both the substrate and adsorbate exhibit extra
modes due to the silicide phases of barium as in the case
of lithium. Thus, the application of alkaline-earth met-
als gives rise to a new intriguing effect: the asymmetric
substrate dimers transform into symmetric ones in a
very narrow range of coverage thickness near one
monolayer.

(iii) Adsorption of Group-III metals. The interac-
tion of Group-III metals (Al, Ga, and In) is also to some
extent specific. It was shown (by methods other than
core-level spectroscopy) that atoms of these metals are
adsorbed on the Si(100)-2 × 1 surface as dimers, which
are aligned between the chains of substrate dimers,
thereby producing a double dimeric layer. For cover-
ages of one-third, two-fifths, and half of a monolayer,
such adsorbed layers show (2 × 3), (2 × 5), and (2 × 2)
diffraction patterns, respectively. The arrangement of
the substrate and adsorbate dimers in this situation
(whether they are parallel or orthogonal to each other)
has been the subject of wide speculation. Theoretical
and experimental results [134, 135] have confirmed the
validity of the second model, which is schematically
shown in Fig. 21 for the (2 × 2) structure.

The core-level spectroscopy data for the systems
considered will be illustrated for the (2 × 3) and (2 × 2)
structures appearing on the Si(100)-2 × 1 surface upon
indium adsorption [112]. Typical In 4d electron spectra
are depicted in Fig. 22. Note that the energy hν =
108 eV, which was used to take these spectra, is appro-
priate for recording the surface-sensitive spectrum of
indium. The presence of only one doublet in the spectra
is a direct indication of the fact that all adsorbate atoms
occupy adsorption sites of one type in both cases. The
structures are distinguished only by a small energy shift
of 4d levels. Comparing the 2p spectra (Fig. 23) for
clean silicon and for the (2 × 3) structure, one can see
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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that, when the latter forms, the component Su of the
upper atoms of the asymmetric dimers decreases dras-
tically and new component S appears between Su and
the bulk mode B of silicon. In the (2 × 2) structure,
mode Su is absent, while component S becomes much
more intense. By analogy with the systems considered
above, these findings are treated in terms of the adsorp-
tion-induced transformation of the asymmetric silicon
dimers into symmetric ones. The absence of mode Su

for the (2 × 3) structure is explained by the fact that,
when the coverage equals 1/3 ML, some of the dimers
do not adsorb indium atoms and the asymmetric config-
uration of these dimers holds. When the coverage
equals 0.5 ML, all Si dimers adsorb indium atoms
(Fig. 21), becoming symmetric. In this case, all the
dangling bonds of substrate atoms on the surface close
on the indium atoms. Thus, indium adsorption also ini-
tiates atomic reconstruction on the substrate and
indium atoms occupy adsorption sites of only one type
in both systems studied.

(iv) Adsorption of transition metals. In this case,
the situation on the substrate surface becomes much
more complicated. A characteristic feature of the tran-
sition metal–silicon interface is its high reactivity.
Under certain conditions, this property shows up in
adsorbate–substrate interdiffusion and in the formation
of silicides. Let us consider the interaction of cobalt, a
3d metal, with the Si(100)-2 × 1 surface [115–123].

The final product of the cobalt–silicon reaction is
cobalt disilicide. The similarity of the Si and CoSi2
crystal structures, as well as the fact that their lattice
constants are close to each other, makes it possible to
grow CoSi2 epitaxial layers on silicon with an abrupt

(2 × 3)
hν = 108 eV

30 33
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Fig. 22. Indium 4d photoelectron spectra for the In/Si(100)-
2 × 3 and In/Si(100)-2 × 2 structures (upper curves) and the
result of simulation after subtracting the background (lower
curves) [112].
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and perfect interface. Since CoSi2 offers metallic prop-
erties, such systems, on the one hand, serve as a model
in studying metal–semiconductor contacts and, on the
other hand, are finding wide application in solid-state
electronics as ohmic and barrier contacts; hence, partic-
ular emphasis on them is seen today. Although these
systems have been the subject of extensive research, the
formation of the CoSi2/Si interface is not clearly under-
stood. This is especially true for the initial stage of
CoSi2 growth in the Co/Si(100) system, which is of spe-
cial interest for process designers. Specifically, it
remains unclear whether CoSi2 nucleates at room tem-
perature within a monolayer. The method of core-level
spectroscopy sheds light on this question.
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Fig. 23. Silicon 2p photoelectron spectra for (a) the clean
Si(100)-2 × 1 surface, (b) the In/Si(100)-2 × 3 structure, and
(c) the In/Si(100)-2 × 2 structure and the decomposition of
the spectra into components [112].
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Various CoSi2 phases are characterized by different
shifts of the Si 2p lines relative to the lines of pure sili-
con. For example, the CoSi2 stable phase (with the CaF2

structure) exhibits a positive energy shift of ≈250 meV
[117–119, 123]. A still larger shift is observed for the
CoSi2 metastable phase (with the CsCl structure): 350–
400 meV relative to the stable phase [136]. Negative
shifts were found for Si atoms in the Co–Si solid solu-
tion [115–119, 121, 123], in the so-called adamantine
silicide [137], and in amorphous cobalt silicide [118,
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Fig. 24. Variation of the silicon 2p electron spectrum for the
Si(100)-2 × 1 surface with increasing Co dose at room tem-
perature and the decomposition into components [121].
(a) Clean surface, (b) 0.6 ML Co, (c) 1.2 ML Co, (d) 2.5 ML
Co, and (e) 6 ML Co.
123]. It was also shown that different faces of the CoSi2
stable phase have different surface components [138].

To demonstrate the formation of the CoSi2/Si(100)-
2 × 1 interface during solid-state epitaxy (cobalt atoms
are deposited on the substrate surface at room tempera-
ture, and the system is then annealed), consider the
results reported in [120, 121]. The variation of the Si 2p
spectra at both stages of the process is shown in
Figs. 24 and 25. These figures also show the decompo-
sition of the spectra into components.4 It is seen that the
adsorption of 0.5–0.6 ML of cobalt completely
quenches surface modes Su and Sd and gives rise to
mode S. Mode S is of low intensity and so cannot be
assigned to symmetric dimers, into which the asymmet-
ric dimers of the substrate might transform under the
action of the adsorbate (Fig. 24b). Unlike the cases dis-
cussed above, this effect is explained by the fact that the
silicon surface is no longer reconstructed: chemisorbed
cobalt atoms are built in the upper layer of silicon atoms
and saturate their dangling bonds. The (2 × 1) diffrac-
tion pattern in the submonolayer range persists, sug-
gesting that the cobalt atoms are aligned in the same
manner as the substrate dimers. These data convinc-
ingly demonstrate that silicides do not form at room
temperature.

As the adsorbate thickness increases, mode B1
decreases and component S is substituted for by new
component C, which features a negative shift of
−300 meV. Subsequently, the intensity of the new mode
grows. With regard to the shifts of core levels in the var-
ious phases of cobalt disilicide (see above), the appear-
ance of this mode may indicate the formation of the
Co–Si solid solution. The solid-state reaction between
Si and Co to produce cobalt disilicide starts at ≈250°C.
This follows from the appearance of mode D after
annealing (Fig. 25), which is characterized by a positive
shift typical of cobalt disilicide. The disilicide forma-
tion reaction is complete at about 350°C, when the sur-
face component SD of cobalt disilicide becomes detect-
able. Finally, heating of the system to 600°C again
gives rise to the initial spectral components, Su and Sd.
This means that the substrate surface has become partly
uncovered and that CoSi2 islands (rather than a contin-
uous film) are growing.

Consider also the interaction of cobalt with the
Si(111)-7 × 7 surface. Here, the component with the
positive energy shift, which is typical of CoSi2, is
observed even at the very beginning of cobalt deposi-
tion at room temperature [115]. This reaction slows
down only at high coverages, when a film of the Co–Si
solid solution starts growing over the silicide layer. As
for the Si(100)-2 × 1 surface, this film transforms into

4 For clarity, only components Su and Sd, which are the most sensi-
tive to adsorption, are shown in Fig. 24a, although five surface
modes were found in the spectrum of pure silicon in accordance
to [33, 34]. The other modes are combined into mode B1.
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an epitaxial layer of cobalt disilicide upon annealing as
a result of the solid-phase reaction.

A somewhat different scenario of the process for the
Co/Si(111) system was observed in [122, 123]. The
room-temperature silicide phase forming at coverages
of ≈1 ML here is identified with amorphous silicide.
The phase that forms upon annealing is considered as
metastable cobalt silicide with a CsCl structure. Upon
subsequent heating to ≈500°C, the metastable silicide
passes to the stable phase of CoSi2.

The distinctions between the results obtained by dif-
ferent authors for the Co/Si system are likely to be
explained by the complexity of the silicide formation
process, which is sensitive to many factors, specifically,
to the initial condition of the single-crystal silicon sur-
face [139].

4.2. Interaction of Metals 
with the Si(111)-7 × 7 Surface

Interest in the adsorption properties of the Si(111)-7 ×
7 surface was accelerated in the 1990s, when the
researchers stated investigating the atomic configura-
tion of (n × 1)-like structures, which were detected in
the submonolayer range of metal deposits. It was found
that, unlike the Si(100)-2 × 1 surface, metal adsorption
on the Si(111)-7 × 7 surface may radically change its
atomic configuration, specifically, cause quasi-one-
dimensional chains of silicon atoms to form. The self-
organization of these chains is of special interest, since
it offers possibilities for studying the physical proper-
ties of 1D structures, which may be promising for
applications. Some of these studies will be the focus of
our consideration.

(i) Adsorption of alkali and alkaline-earth met-
als. A great deal of publications are devoted to the
Si(111)-3 × 1 structure, which appears when metals are
adsorbed on the Si(111)-7 × 7 surface at elevated tem-
peratures or at room temperature with subsequent heat-
ing. This structure was first observed upon alkali metal
adsorption [140]. Later, it was found that this structure
passivates the silicon surface, preventing its oxidation
[141]. On the other hand, it is well known that the
room-temperature adsorption of an alkali metal on
Si(111) increases the oxidizability of silicon [142]. The
coverage corresponding to this surface structure equals
1/3 ML [143, 144].

(3 × 1) structures were also observed when alkaline-
earth (Mg [145], Ca [146], and Ba [147]), noble (Ag
[148]), and rare-earth [124, 125, 128] metals were
deposited on the Si(111)-7 × 7 surface. It was shown
using LEED that the I–V curves for the different adsor-
bates are similar to each other [145, 149]. Also, it was
found by angular-resolution photoelectron spectros-
copy that the electronic configuration of surface states
is almost independent of the metal deposited and that
the (3 × 1) surface has semiconductor properties [83,
87, 101, 150]. Nearly identical images of this surface
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
covered by various adsorbates were obtained by STM
[151–153]. Finally, the 2p spectra of core electrons for
silicon covered by various metals also turned out to be
very much alike [83–85, 87]. The observations listed
suggest that, in essence, we are dealing with the same
structure whose properties depend on the configuration
of the substrate surface rather than on the adsorbed
layer structure. The adsorbate in this case stabilizes this
structure.

A number of models have been put forward to
describe the structure being discussed. However, the
only model that is in complete agreement with the
experimental findings appears to be that where quasi-
one-dimensional chains of atoms are considered as
building blocks of the surface. This model relies on the
fact that some of the properties of the (3 × 1) structure
and reconstructed Si(111)-2 × 1 surface arising upon
cleavage of Si(111) single crystal in ultrahigh vacuum
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Fig. 25. Silicon 2p electron spectra for the Si(100)-2 × 1
surface coated by a 6-ML-thick cobalt film and subjected to
step annealing and the decomposition of the spectra into
components [121].
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are alike. The configuration of this metastable silicon
surface was explained earlier through the formation of
zigzag chains (Fig. 26) in the 〈110〉 directions from two
upper silicon monolayers, the atoms of these chains
linked by π bonds [154].

Several models for the (3 × 1) structure were sug-
gested. The honeycomb chain–channel model (HCC

(a)

[110]
–

(b)

[112]
–

[111]

[112]
–

Fig. 26. Chain model of the atomic configuration of the
metastable Si(111)-2 × 1 surface [154]. (a) Top view and
(b) side view. The atoms of the surface layer reconstructed
are hatched. The unit cell on the surface is outlined by the
dashed line.
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[112]
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[112]
–
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1 2 3 4

5

5

1 2 3 4

Fig. 27. HCC model for the metal/Si(111)-3 × 1 surface
[155]. (a) Top view and (b) side view. Adsorbate atoms are
shown by filled circles. The unit cell on the surface is out-
lined by the dashed line.
model) [155–157] is today the commonly accepted one
(Fig. 27). Surface silicon atoms 1–4 produce honey-
comb chains lying in the plane parallel to the surface in
the 〈110〉  directions. Outer atoms 1 and 4 have the sp3
tetrahedral configuration, while the configuration of
inner atoms 2 and 3 is dehybridized into the sp2 config-
uration and pz orbital. The sp2 bonds localized in the
plane of the surface are responsible for the formation of
two interrelated zigzag chains of Si atoms. This quasi-
one-dimensional structure is stabilized with π bonds
appearing between atoms 2 and 3 owing to the interac-
tion of pz orbitals. Concurrently, the bonds of these
atoms with atom 5 in the underlying layer loosen. The
metal atoms, which are ionized and localized in the
channels between adjacent honeycomb chains, also
produce chains.

Consider now the results obtained for the (3 × 1)
structure by core-level spectroscopy. While in the early
works only two surface modes of the Si 2p spectra were
detected [83, 86, 101], the authors of recent work [96],
concerned with potassium–silicon interaction at 100 K,
five surface components were distinguished. The
related volume- and surface-sensitive spectra are
depicted in Fig. 28. The resolution of one of the spectra
is shown in Fig. 29. Three negative-shift components
(S1, S2, S4) and two positive-shift ones (S3, S5) are
present in the spectrum. Modes S1 and S2 markedly
grow with increasing angle of departure of the photo-
electrons. Conversely, modes S3–S5 weaken. According
to the HCC model (Fig. 27), surface-sensitive modes S1
and S2 are related to atoms 1 and 4 of the unit cell on the
surface. The energy shifts of these modes are negative,
because the charge is transferred from the potassium

K/Si(111) 3 × 1

hν, θe

101.0 99.5

Si 2p

100.5 98.5

I

E2p, eV
101.5 100.0 99.0 98.0

108 eV, 0°

115 eV, 0°

130 eV, 0°

150 eV, 0°

130 eV, 30°

B

100 K

Fig. 28. Silicon photoelectron spectra for the K/Si(111)-3 ×
1 structure at different photon energies [96].
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atoms to the dangling bonds of atoms 1 and 4. However,
atom 1 interacts with one potassium atom, while atom
4, with two potassium atoms. The configurations of
these atoms differ from each other; hence, the differ-
ence in the energy shifts of the modes considered [157].
The intensities of modes S1 and S2 are nearly the same,
which is consistent with the above approach. Atoms 2
and 3, which are in the sp2 hybridized state and linked
by a π bond, have an excess charge and are expected to
have a positive energy shift of the 2p level: ≈370 meV
as estimated by the authors of [157]. The energy shift of
mode S3 is close to this value. However, the dependence
of its intensity on the angle of departure is contradictory
to such an interpretation. It was therefore proposed that
the atoms of the second and third monolayers of the
crystal also contribute to mode S3. The large half-width
of component S3, which exceeds the half-widths of the
other spectral components, counts in favor of its com-
plex nature. The remaining components, S4 and S5, are
assigned to those atoms of the second and third mono-
layers not contributing to component S3.

The situation is still more complicated when alka-
line-earth metals, specifically, calcium, are adsorbed on
the silicon surface. Although the (3 × 1) structure is also
typical of calcium coverages [146], it is stable only at
elevated temperatures, as follows from more recent
papers. As the temperature drops to the room value or
below, the (3 × 1) structure configures into the (3 × 2)
or c(6 × 2) structure [158]. The 2p spectra of these
structures were found to be nearly the same as those for
the (3 × 1) structure in the case of the systems with the
alkali metals; hence, they also can be treated in terms of
the HCC model [103]. Indeed, the STM data showed
that the quasi-one-dimensional chains of silicon atoms
in these structures are arranged in the same way as in
the systems with the alkali metals. The period of the
(3 × 2) structure is twice as large as that of the (3 × 1)
structure in the 〈110〉  directions, since the concentration
of the Ca atoms is half the concentration of alkali met-
als (1/6 ML versus 1/3 ML). The value 1/6 ML was
obtained in [103]. The occurrence of the c(6 × 2) struc-
ture seems to be associated with the displacement of the
Ca atoms in neighboring recesses. As the temperature
rises, the regular arrangement of the Ca atoms breaks
and they do not produce a diffraction pattern. There-
fore, the (3 × 1) structure observed under these condi-
tions is due to substrate surface reconstruction alone.
Similar conclusions were drawn in [159, 160], where
the (3 × 2) structure was studied on the silicon surface
coated by barium and magnesium, respectively.

In [130], the (3 × 2) structure was studied together
with other structures observed for submonolayer cal-
cium coverages: (5 × 2), (7 × 2), (9 × 2), and (2 × 1).
These structures sequentially give way to each other as
the coverage thickness grows. The results are illustrated
in Fig. 30. Each of the structures has its own 2p spec-
trum reflecting its specific atomic configuration.
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
Let us consider the (2 × 1) structure more closely.
This structure, arising when half a calcium monolayer
is deposited on the silicon surface, was first studied in
[104]. The associated results are demonstrated in Fig.
31.The Si 2p electron spectra are seen to exhibit three
surface components S1, S2, and S3. They are treated in
terms of the Seiwatz model [161], which is a simpler
version of the model of quasi-one-dimensional chains.5

The atomic arrangement on the silicon surface is sche-

5 Earlier, this model was suggested to be deposited for the identifi-
cation of the (3 × 1) structure [85, 104, 144].
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Fig. 29. Silicon photoelectron spectra for the K/Si(111)-3 ×
1 structure and the decomposition into components [96].
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Fig. 30. Silicon photoelectron spectra for the (a) Ca/Si(111)-
3 × 2, (b) Ca/Si(111)-5 × 2, (c) Ca/Si(111)-7 × 2,
(d) Ca/Si(111)-9 × 2, and (e) Ca/Si(111)-2 × 1 structures [103].
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Fig. 31. Surface (S1, S2, S3) and bulk (B) modes of the sili-
con photoelectron spectra for the (2 × 1) structure that was
observed upon calcium adsorption on the Si(111)-7 × 1 sur-
face [104].
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Fig. 32. Atomic arrangement on the Ca/Si(111)-2 × 1 sur-
face [104]: (a) top view and (b) side view. Empty circles, Si
atoms; filled circles, Ca atoms. The unit cell on the surface
is shown by the dashed line.
matically shown in Fig. 32. By analogy with the HCC
model, modes S1 and S2 with negative shifts are
assigned to atoms 1 and 2 of the silicon chains. These
atoms are negatively charged because of charge transfer
to their dangling bonds from the adsorbate atoms. The
configurations of the bonds between atoms 1 and 2 and the
calcium atoms are also different in the framework of this
model; hence, different energy shifts of modes S1 and S2.
The third surface component (S3) with a positive energy
shift is due to atoms 3 of the second monolayer, which
are located immediately below the adatoms (Fig. 32).

(ii) Adsorption of Group-III metals. The most dra-
matic example of self-organization of the quasi-one-
dimensional chains on the Si(111)-7 × 7 surface is the
(4 × 1) structure, which is observed when an indium
monolayer is adsorbed on this surface. The detailed
study of this structure by X-ray diffraction [162]
showed that it is formed by four rows of the adsorbate
atoms placed between the zigzag chains of silicon
atoms (Fig. 33). Calculations based on the first princi-
ples [163] confirmed the validity of this model.

The investigation of the (4 × 1) structure by core-
level spectroscopy was performed in [112, 114]. The 4d
electron spectra for indium and the 2p electron spectra
for silicon that were obtained in [114] at room temper-
ature and low temperatures are shown in Fig. 34. At
room temperature, the indium spectrum has two surface
modes of nearly equal intensities (α, β), whose energy
shifts differ by 500 meV. The presence of these two
modes indicates that the indium adatoms occupy two
types of adsorption sites and are in different electronic
states. The states with a lower binding energy (mode β)
are assigned to the indium atoms of the inner chains

(a)

[110]
–

(b)

[112]
–

[111]

[112]
–

1 2 3 4

Fig. 33. Structural model of the In/Si(111)-4 × 1 surface
[163]: (a) top view (shown are only the atoms of the upper
monolayer) and (b) side view. Empty circles, Si atoms;
filled circles, In atoms. The unit cell on the surface is shown
by the dashed line.
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Fig. 34. (a, c) Indium and (b, d) silicon photoelectron spectra taken from the In/Si(111)-4 × 1 structure at (a, b) room temperature
and (c, d) 70 K and the decomposition into components [114].
(atoms 2, 3), while the states associated with mode α
are due to the atoms of the outer chains (atoms 1, 4).
The noticeable asymmetry of these spectral lines sug-
gests that these low-dimensional structures are of
metallic conduction. The higher symmetry of mode β
means that the inner chains have more pronounced
metallic properties than the outer ones, which are in
contact with silicon atoms. The lower binding energies
observed in this case are explained by intense relax-
ation processes during the photoexcitation of the core
levels of inner-chain atoms.

The Si2p electron spectra also exhibit two surface
components (S1, S2), which are characterized by a neg-
ative and positive energy shift, respectively (Fig. 34c).
The authors of [114] relate the former mode to the sili-
con atoms that produce the zigzag surface chains; the
origin of the latter was not discussed.

Cooling of the crystal splits the component β of the
In 4d spectrum into modes β1 and β2 separated by an
interval of 200 meV. These modes are fairly asymmet-
ric (Fig. 34b). Mode α changes insignificantly. The Si
2p spectrum also changes slightly (Fig. 34d). Unfortu-
nately, the effect of cooling remained unexplained. At
the same time, it was noted that a decrease in the tem-
perature of this system stimulates the structural phase
transition showing up in doubling the period along the
atomic chains, generating charge-density waves, and
appearing an energy gap at the Fermi level [164], which
is typical of 1D metallic systems.
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
(iii) Adsorption of noble metals. The adsorption of
noble metals, specifically, silver and gold, on the
Si(111)-7 × 7 surface causes a variety of surface struc-
tures. The corresponding Si 2p electron spectra are, as
a rule, rather complex and contain several components
(see Fig. 35 for gold). The spectra of the surface struc-
tures differ greatly both in the number of modes and in
their energy position and intensity, reflecting the differ-
ence in the atomic and electronic configurations.

In the case of silver, the (3 × 1) structure considered

above coexists with another structure, (  × )–
R30°, which was also explored thoroughly by various
techniques (see, e.g. [108]), core-level spectroscopy
among them. In general, the data for noble metals,
along with the above data for the other metals, are fur-
ther evidence for the idea that the binding energy of the
core electrons of surface silicon atoms and the binding
energy of adatoms are highly sensitive to the micro-
scopic properties of low-dimensional structures that
form on the silicon surface.

5. ADSORPTION OF GASES ON SILICON

Core-level spectroscopy also provides ample infor-
mation about gas adsorption on the single-crystal sili-
con surface. It gave a clearer insight into the interaction
of silicon with hydrogen [13, 165–168], oxygen [169–
188], chlorine [67, 189, 190], acetylene [191], water
vapor [186, 192], and other molecules. In some of these
systems, considerable energy shifts of the Si 2p spectral

3 3
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Fig. 35. Silicon photoelectron spectra for the (a) Si(111)-5 × 2, (b) Si(111)-α-  × , (c) Si(111)-β-  × , and (d) Si(111)-
6 × 6 structures formed on the Si(111)-7 × 7 surface upon the deposition of gold and the decomposition into components [111].
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lines may be observed because of a great difference in
the electronegativities of the adsorbate and silicon
atoms, which simplifies the identification of surface
modes. This effect is the most dramatic in the case of
oxygen, and oxygen adsorption on silicon will be con-
sidered first of all.

(i) Oxygen adsorption on the Si(100)-2 ¥ 1 sur-
face. As is known, oxygen–silicon interaction produces
a film of silicon dioxide (SiO2). The SiO2/Si structure
is a basic building block of advanced solid-state elec-
tronics and has been the subject of much investigation
(see, e.g., [169, 170]) with emphasis on the
SiO2/Si(100) structure. To date, it has been established
that an intermediate oxide layer of complex composi-
tion arises between Si and SiO2. In spite of extensive
studies in this field, the structure and stoichiometric
composition of this layer are as yet imperfectly under-
stood, and the formation of the SiO2/Si interface con-
tinues to be a central preoccupation of the researchers.
The method of core-level spectroscopy, which is capa-
ble of detecting various oxidation states of silicon
atoms, has proved to be an efficient tool for studying the
early stage of silicon oxidation. It should be noted,
however, that the data obtained by different authors are
sometimes contradictory.

The early stage of the process was investigated at
low temperatures [177, 179, 180], room temperature
[172, 181, 184, 185], and elevated temperatures [173,
176, 178, 181–183, 186–188]. In the first two cases,
which are primarily of purely scientific interest, silicon
single crystals were usually subjected to subsequent
annealing. High-temperature oxidation of the silicon
surface is routinely used in the semiconductor technol-
ogy to prepare SiO2/Si(100) structures; so, investiga-
tion of this process is of great practical value.
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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The behavior of the Si(100)-2 × 1 surface under the
conditions of high-temperature oxidation will be illus-
trated with the data obtained in one recent work [183]
(Fig. 36). The oxidation was performed at 600°C and an
oxygen pressure of 1 × 10–10–5 × 10–9 Torr. The total
exposure of the specimen to oxygen reached
100 langmuirs (L). Such an exposure provided the for-
mation of the saturated (under the given conditions)
coverage of thickness 13 Å (as estimated in [183]). As
follows from Fig. 36, the component Su of the upper
atoms of the substrate dimers fades out early in the pro-
cess. At the same time, three new oxygen-induced
modes (2–4) arise. They show positive energy shifts up
to 4 eV. The greater the energy shift of the mode, the
higher its intensity, and such a correlation persists with
increasing exposure.

The spectral modes considered, which were first
detected and identified in [171], are associated with dif-
ferent oxidation states of the silicon atoms. The positive
sign of their energy shifts is due to Si–O ionic bonds,
which form when the charge is transferred from the sil-
icon atoms to the oxygen atoms adsorbed. The degree
of oxidation of the silicon atoms is responsible for the
chemical shift value. Four oxidation states of silicon
atoms are known, where the charge varies from +1 to
+4. Accordingly, the atoms are bonded to one, two,
three, or four oxygen atoms. The first three oxide
phases have an intermediate valence and are called sub-
oxides, and the phases where silicon atoms are tetrava-
lent is called silicon dioxide. Possible different-valence
oxidation states of silicon that may arise early in the
oxidation of the Si(100)-2 × 1 surface are shown in
Fig. 37. Although only three oxidation modes (states)
are seen in Fig. 36, this spectrum also contains the
fourth component, which corresponds to the Si1+ state.
This mode becomes distinct after computer decomposi-
tion of the spectrum (Fig. 38).

The fact that the four components due to different
oxidation states are revealed even at the early stage of
oxidation directly testifies that the oxide layer growing
on the surface is of complex composition. On the other
hand, the virtual constancy of the intensity ratios for the
different oxide phases and fading-out of the mode Su of
the substrate during the oxidation process are a demon-
stration that the arising oxide complexes rapidly reach
their ultimate thickness and then spread over the sur-
face. A characteristic feature of the forming oxide layer
is its inhomogeneity across the depth [183]: the nearer
silicon atoms are to the surface, the higher their oxida-
tion state.

Similar results were obtained in other works con-
cerned with thermal oxidation of silicon. The energy
shifts reported for various oxidation states of silicon
atoms are in fairly good agreement. In [182], the
Si(100)-2 × 1 surface was oxidized in oxygen at 600°C
and an exposure of 150 L, the intensities of the spectral
components associated with different oxidation states
against the polar angle of departure of the photoelec-
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
trons were studied. This dependence was found to
become more pronounced as the degree of oxidation
increases (Fig. 39). The close examination of these
results made it possible to determine the depth profiles
of the oxide phases. It was shown that the intermediate
oxide layer has a graded structure and consists of three
sublayers. The one nearest to the silicon incorporates
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Fig. 36. Silicon photoelectron spectra taken during thermal
oxidation of the Si(100)-2 × 1 surface [183]. The numbers
by the curves indicate oxide components: (2) Si2+, (3) Si3+,
and (4) Si4+.
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Fig. 37. Silicon oxide states that may form at the early stage
of oxidation of the Si(100)-2 × 1 surface [184].
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the suboxides of Si1+ and Si2+, while the constituents of
the second and third sublayers are the suboxides of Si3+

and Si4+. Each of the sublayers has a specific concentra-
tion of the related oxide components. The structural
model of the SiO2/Si(100) interface that was suggested
in [182] based on these findings is schematically shown
in Fig. 40. Note that several structural models of this
interface were also proposed in theoretical works [192–
196]. However, they are in poor agreement with the
core-level spectroscopy data, according to [182].

The low-temperature adsorption of oxygen on the
silicon surface is much alike the thermal oxidation of
silicon. Figure 41 refers to the initial stage of oxygen
adsorption (0.1–0.5 ML) on the Si(100)-c(4 × 2) sur-
face. As in the case considered above, the adsorption of
oxygen suppresses the mode Su of the upper atoms of
the substrate dimers and generates new modes with
positive energy shifts. However, the ratios of their
intensities differ from the previous case. For example,
the component due to Si4+ is hardly noticeable, while
that due to Si1+ markedly grows. The intensities of the
Si2+ and Si3+ modes are close to each other (which is
typical of low-temperature adsorption), and their
energy shifts decrease by 0.1 and 0.2 eV, respectively.
The spectra taken from the Si(100)-2 × 1 surface oxi-
dized at room temperature vary in a similar manner. In
this case, the Si1+ mode is also of highest intensity and
the intensities of the other oxide modes usually drop
with increasing Si atom valence. Another feature of the
oxide structures grown at room temperature and low
temperatures is discontinuity, which was observed in a
number of works.

The annealing of the single crystals exposed to oxy-
gen at low temperatures or room temperature consider-
ably modifies the subsurface oxide layer. This is espe-
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Fig. 38. Resolution of the Si 2p electron spectrum taken
from the oxidized silicon surface (T = 600°C, exposure
100 L) [183]. The numbers by the curves indicate oxide
components: (1) Si+, (2) Si2+, (3) Si3+, and (4) Si4+.
cially true for annealing temperatures above 500 K,
when the shape of the spectrum approaches that
observed at thermal oxidation (Fig. 42). Also, the shifts
of the Si2+ and Si3+ modes increase to the values typical
of the thermal oxidation. It seems that the surface
phases responsible for these modes are metastable at
low temperatures because of elastic stresses arising in
the oxide layer. The stresses relax during the annealing,
and the phases switch to the stable states. The effect of
elastic stresses on the formation of the SiO2/Si(100)
interface was analyzed in [197].

Thus, in all the cases considered, the interaction of
oxygen with the Si(100)-2 × 1 surface gives rise to sil-
icon atoms that are chemically bonded to one, two,
three, or even four oxygen atoms. These bonded atoms
serve as nuclei for an oxide phase of complex composi-
tion. Eventually, an oxide layer consisting of all types

1.5
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0.5

0 20 40 60

I
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Si4+
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Fig. 39. Intensities of the different oxide components in the
Si 2p spectrum taken from the oxidized Si(100)-2 × 1 sur-
face vs. the polar angle of departure. The intensities are nor-
malized by the total intensity of all the oxide components
[182].
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Fig. 40. Model of the SiO2/Si(100) interface that forms
under thermal oxidation of silicon (side view) [182].
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of silicon oxide phases grows. Under thermal oxida-
tion, this layer is intermediate between Si(100) and an
amorphous film of pure silicon dioxide SiO2 [169, 170].
It is noteworthy that the theoretical works devoted to
oxygen adsorption on silicon usually consider only the
monovalent states of silicon atoms [198–200].

The formation of different oxide phase is also char-
acteristic of oxygen adsorption on the Si(111)-7 × 7
surface, although the composition of the oxide layer is
other than in the previous case [169, 171, 175, 176, 182,
185]. From the dependences of different oxide modes
in the silicon spectra on the polar angle of departure of
the electrons, it was concluded [170, 171] that the
SiO2/Si(111) interface is abrupt and consists virtually
of one monatomic layer, yet including all the oxidation
states of silicon. The formation of such an interface was
explained in terms of the model of statistical closure.
According to this model, dangling bonds on the virgin
(unreconstructed) Si(111) surface and on the surface of
the amorphous SiO2 film close on each other. Note that
the photoelectron diffraction data [187] also suggest
that the SiO2/Si(111) interface is abrupt and the
SiO2/Si(100) interface is graded.

Thus, core-level spectroscopy studies provided
much insight into the complex chemical constitution of
the oxide layer at the SiO2/Si interface and revealed
distinctions between the structures of this interface for
different silicon faces.

(ii) Adsorption of chlorine. Chlorine, like oxygen,
has a much higher electronegativity than silicon. Inter-
est in chlorine adsorption on silicon has considerably
quickened in recent years. It has been established to
date that, at room temperature, chlorine molecules,
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Fig. 41. Silicon photoelectron spectra observed under low-
temperature adsorption of oxygen [179]. (a) Specimen with
the clean Si(100)-c(4 × 2) surface (component S due to the
upper atoms of the dimers is separated) and (b) specimens
exposed to oxygen under different exposure conditions.
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
when adsorbed on the Si(100)-2 × 1 surface, dissociate
and do not break the two-dimensional periodicity.
However, such issues as which adsorption sites are
occupied by the adatoms and whether any surface
reconstruction occurs upon the adsorption still remain
vague. Two models of adsorption are considered in this
case. In one model, it is assumed that chlorine atoms
are adsorbed on both atoms of the substrate dimers,
making them symmetric [201]. The other point of view
is that, after chlorine molecules have dissociated, the
atoms are adsorbed only on the upper atoms of the
asymmetric dimers without distorting their structure
[202].

The method of core-level spectroscopy was depos-
ited to examine the Cl/Si(100)-2 × 1 system in [188,
189]. The variation of the Si 2p electron spectra during
chlorine adsorption at room temperature is illustrated in
Fig. 43 [189]. The resolution of these spectra is shown
in Fig. 44a. Similarly to hydrogen adsorption, compo-
nent Su, due to the upper atoms of the asymmetric sub-
strate dimers, fades out as the chlorine dose increases.
Simultaneously, new component S with a positive shift
of 0.9 eV builds up. For the saturated coverage, its
intensity corresponds to one silicon monolayer. On the
one hand, this indicates that only one type of adsorption
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Fig. 42. Silicon photoelectron spectra taken from the
annealed specimen exposed to oxygen at T = 120 K (expo-
sure 12 L) [180].
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site for the adsorbate is available; on the other hand, one
can infer that the asymmetric substrate dimers become
symmetric. It is these symmetric dimers on which chlo-
rine atoms are adsorbed and close all dangling bonds of
surface silicon atoms when the coverage is saturated
(Fig. 44b). As for oxygen, the large energy shift of
mode S is due to charge transfer from the atoms of the
dimers to those of the adsorbate, which produces Cl–Si
polar bonds. Thus, the core-level spectroscopy data
support the validity of the first model of chlorine
adsorption on the Si(100)-2 × 1 surface.

The surface structure of the Cl/ Si(100)-2 × 1 system
that is shown in Fig. 44b persists up to 540°C. At higher
temperatures, the Si 2p electron spectra exhibit an extra
component with an energy shift of 1.5 eV. It is supposed
that the new mode is a result of bond rupture between
the atoms of the asymmetric dimers followed by addi-
tional chlorine adsorption. However, SiCl2 adsorption
complexes occupy only a small fraction (about 20%) of
surface silicon atoms. Thus, thermal processes initiate
a new stage of chlorine–silicon interaction.

(iii) Adsorption of hydrogen. A great deal of core-
level spectroscopy data for gas adsorption on silicon
were devoted to the H2/Si, more precisely, to the
H2/Si(111), system. An intriguing feature of this sys-
tem is that the crystal surface remains unreconstructed
under certain conditions, as indicated by (1 × 1) diffrac-
tion patterns. In this case, each dangling bond of sur-
face silicon atoms is saturated by a hydrogen atom.
Such a monohydride structure passivates the silicon
surface. The chemical way of forming this structure
turned out to be the most efficient [167]. The Si 2p elec-
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Fig. 43. Silicon photoelectron spectra taken from the clean
Si(100)-2 × 1 surface and after the specimen has been
exposed to the chlorine atmosphere [189].
tron spectrum taken from the passivated surface
(Fig. 45) differs substantially from the spectrum for the
clean reconstructed Si(111)-7 × 7 surface (Fig. 4). The
former demonstrates a clear-cut dip between the 2p3/2
and 2p1/2 sublevels of the silicon doublet, because the
surface modes of adatoms and rest atoms (these modes
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Fig. 44. (a) Decomposition of the Si 2p electron spectra
taken from the clean Si(100)-2 × 1 surface and from the
Si(100)-2 × 1 surface covered by submonolayer chlorine
coverages and (b) the model of chlorine adsorption on sili-
con (side view) [189].
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characterize the reconstructed surface) are absent
[168]. Thus, hydrogen adsorption may significantly
modify the properties of the Si(111)-7 × 7 surface.

(iv) Adsorption of acetylene. Today, core-level
spectroscopy is coming into use for the study of poly-
atomic gas (such as acetylene) adsorption on silicon.
The C2H2/Si system seems promising for growing sili-
con carbide films by thermally decomposing carbonif-
erous molecules adsorbed. It has been shown that, at
room temperature, C2H2 molecules are adsorbed on the
Si(100)-2 × 1 surface without dissociation, so that the
initial reconstruction of the substrate surface is
retained. The molecules dissociate only at elevated
temperatures. As regards adsorption sites, two models,
the di-σ model and tetra-σ model, have been discussed
[190, 203]. According to the former, C2H2 molecules
are adsorbed on bridges between the dangling bonds of
separate substrate dimers. In the latter model, acetylene
molecules are adsorbed on pedestals between two adja-
cent dimers. For the saturated coverage (0.5 ML), both
models are schematically shown in Fig. 46. The method
of core-level spectroscopy has provided compelling
evidence in favor of the second model [190].

The Si 2p electron spectra taken during C2H2 mole-
cules on the Si(100)-2 × 1 surface, as well as the result
of their resolution into components, are demonstrated
in Fig. 47. As in the other systems, the component Su
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Fig. 45. (a) Volume-sensitive and (b) surface-sensitive Si 2p
electron spectra taken from the surface of the H/Si(100)-1 ×
1 structure at T = 50 K and the decomposition into compo-
nents. The results are shown only for the 2p3/2 sublevel of
the Si 2p doublet [167].
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Fig. 46. Models of acetylene adsorption on the Si(100)-2 ×
1 surface (top view) [190]: (a) di-σ model and (b) tetra-σ
model. (1) Atoms of substrate dimers, (2) atoms of the sec-
ond layer of the substrate, and (3) carbon atoms of C2H2
molecules (hydrogen atoms are omitted).
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The dashed curves show different modes of the spectra.
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due to the upper atoms of the asymmetric substrate
dimers fades out (for a saturated coverage of 0.5 ML)
and new component A with a negative energy shift
builds up. For the saturated coverage, the intensity of
the latter is twice as high as the intensity of the mode Su

of the uncovered silicon surface. The other spectral
components change insignificantly. In combination,
these findings indicate that C2H2 adsorption affects
only the upper monolayer of the substrate dimers,
which lose symmetry. The fact that only one type of
new upper-atom state is induced by the adsorption
argues into accepting the second model. If the process
went in accordance with the model depicted in Fig. 46a,
the spectra would have components of two types, i.e.,
those due to uncovered dimers and dimers covered by
acetylene molecules.

The data obtained for the specimen coated by the
saturated C2H2 coverage and heated to 700°C indicate
that, in this system, the decomposition of acetylene into
C2Hx (x = 1, 0) and H is followed by the formation of
SiC clusters with the participation of silicon atoms.

CONCLUSIONS

The material presented in this review clearly dem-
onstrates the wide potentialities of core-level photo-
electron spectroscopy for investigating atomic-level
processes on the silicon surface. Based on the energy
shifts of Si 2p electrons, as well as of the core levels of
atoms adsorbed, one can (i) gain insight into the atomic
configuration of the reconstructed surface of single-
crystal silicon and determine the charge states of sur-
face atoms; (ii) detect various adsorption phases and
associated adsorption sites; (iii) determine the adsor-
bate concentration in these phases and the variation of
this concentration with increasing coverage; (iv) study
the adsorption-induced reconstruction of the substrate
surface; (v) investigate thin-film growth mechanisms
and also trace the diffusion of adsorbate atoms into the
substrate and the diffusion of silicon atoms into the
growing film; (vi) clarify the atomic constitution of the
interface; and (vii) detect various chemical compounds
on the crystal surface and elucidate their nature and
phase composition.

With this method, a large body of data that are of
fundamental interest for the physics and chemistry of
surface have been collected. Specifically, it has been
clearly demonstrated that (i) the dimers on the Si(100)-
2 × 1 surface are asymmetric, (ii) the Si(111)-7 × 7 sur-
face undergoes radical reconstruction when covered by
a number of metals (the formation of quasi-one-dimen-
sional structures made up of silicon atoms), (iii) four
silicon oxide phases arise early in the oxidation, etc.
These observations support the efficiency of the
method and lend hope for its further application.
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Abstract—The rate of rotation of the solar atmosphere is determined under the condition that the rate of rota-
tion in one hemisphere (for example, in the northern one) at latitudes of 0, 30, 45, and 60° is known. Three sym-
metric (about the equator) and two asymmetric rotational modes are taken into account in the calculation, and
the reasons why the lowest mode of asymmetric rotation may remain unexcited in the solar convective zone are
discussed. A solution with a minimal asymmetry of rotation about the equator turns out to be of practical inter-
est. In this case, the mean rate of solar rotation as a decreasing function of latitude, as well as the parameters of
one subsurface high-latitude rapidly rotating flow, are in good agreement with the observations; however, the
theory also predicts peaks in the latitude dependence of the rate of rotation. It is assumed that the peaks smooth
out due to torsional waves present in the solar convective zone. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

At present, the spontaneous occurrence of the com-
plex differential rotation of the solar convective zone
with the still faster rotation of solar equatorial layers
remains a most challenging question. Recent attempts
to reveal a possible effect of the spatial distribution of
the turbulent viscosity on the process under study [1, 2]
have failed. According to the model proposed by Elliott
et al. [1], nonuniform rotation generally becomes akin
to that observed in the sun when the turbulent viscosity
of the medium decreases.

Earlier, we studied the self-setting differential rota-
tion of the stellar convective zone under the assumption
of low total dissipation [3]. In this case, the rotation of
a star with faster rotation of the equatorial layers does
take place; however, the model also predicts the spatial
variations of the rate of rotation, which as yet have not
been observed.

In Section 1 of this study, we consider a simple solu-
tion that relates the general characteristics of the rota-
tion to the rates of rotation at certain (“principal”) lati-
tudes. These latitudes are those providing a fairly accu-
rate coincidence of the differences in the rotation
frequencies for some rotational modes that are symmet-
ric about the equator and correspond to neighboring lat-
itudes. We are dealing with latitudes of 0, 30, 45, 60,
and 90°. For these latitudes (of course, except for the
pole), helioseismic observations are available, which
simplifies the solution of the entire set of equations. In
Section 1, we perform the appropriate calculations and
derive simple relationships for the amplitudes of all the
rotational modes, including those that are asymmetric
about the equator. In general, the symmetry of rotation
cannot be disregarded in our equations.
1063-7842/04/4910- $26.00 © 21280
However, the solution mentioned above usually
yields an excessively high rotational asymmetry about
the equator, which can be reduced by appropriately cor-
recting the rate of rotation at the principal latitudes. As
a rule, the dissipation also decreases in this case. Below,
we consider only models with a minimal asymmetry of
rotation.

The problem being discussed becomes of special
importance in view of the recently reported discrepan-
cies in the helioseismic observations [4]. Since the
observations were analyzed under the assumption that
the solar rotation is symmetric about the equator, the
asymmetry of the process might be a cause of these dis-
crepancies. In Sections 1 and 2, we estimate the possi-
ble symmetry of rotation using the data cited in [4]. In
these sections, we also discuss the problem of slow
rotation of the circumpolar solar zones.

Note that some processes yet unexplored introduce
a substantial uncertainty into the procedure of compar-
ing the theoretical predictions with the observations.
First of all, we mean the amount of the energy spent on
the excitation of torsional waves, whose presence in the
Sun is supported by numerous observations (see the
review in [5]). This issue is considered in Sections 2
and 3.

1. DETERMINATION OF ROTATIONAL 
MODES

In the case of a differentially rotating medium, the
key problem is to determine the amplitudes of individ-
ual modes, which specify the rotation of the medium as
a whole. If the velocity vector has the azimuth compo-
nent alone, one can represent the total rate of rotation as
an expansion in these components of the vector spheri-
004 MAIK “Nauka/Interperiodica”
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cal harmonics with the zero superscript. These harmon-
ics can be expressed through the derivatives of the
spherical functions with respect to the polar angle using
the expressions presented in [6, Sect. 7.3, Eq. (26);
Sect. 5.13]. Taking into consideration only five modes
with the least subscripts, we obtain angular velocity Ω
in the form

(1)

where Ω0 = const; ϑ  = π/2 – γ is the polar angle; γ is the
latitude; and uj = uj(r) are the radius-dependent numer-
ical coefficients, which specify the asymmetric (sym-
metric) rotation of the medium about the equator when
j is even (odd).

Note also that, in the case of rigid rotation, u1 is
close to unity and other coefficients uj are small. At
even j, the values of uj specify the asymmetric rotation
of the medium.

Since general equation (1) contains five unknown
coefficients uj(r), we set five conditions on the quantity
Ω/Ω0 at a fixed depth in the convective zone; namely,
we assume that this parameter is known at latitudes of
0, 30, 45, 60, and 90° in the northern hemisphere and
takes values ν1, ν2, ν3, ν4, and νp, respectively. Our aim
is to find these five coefficients; then, we will be able to
determine the rate of rotation for any arbitrary angle ϑ .
Here, coefficient νp is among the known quantities;
however, as will be shown below, the feasibility of its
determination needs further investigation.

From Eq. (1), one can derive the following expres-
sions for the latitudes listed (principal latitudes):

(2)

(3)

(4)

(5)

(6)

Now, subtracting each equation from the preceding
one, we obtain

(7)

Ω Ω0 u1 u3 7/8( )1/2 5 ϑcos
2

1–( )+{=

+ u5 55( )1/2/8[ ] 21 ϑcos
4

14 ϑcos
2

– 1+( )

+ 51/2 ϑ u2 u4 3/8( )1/2 7 ϑcos
2

3–( )+[ ]cos } ,

u1 0.935414u3– 0.927025u5+ ν1,=

u1 1.118034u2 0.233854u3+ +

– 0.855817u4 1.100842u5– ν2,=

u1 1.581139u2 1.403121u3+ +

+ 0.484123u4 0.695269u5– ν3,=

u1 1.936492u2 2.572389u3+ +

+ 2.668172u4 2.143744u5+ ν4,=

u1 2.236068u2 3.741157u3+ +

+ 5.477226u4 7.416198u5+ νp.=

–1.118034u2 1.169268u3– 0.855817u4+

+ 2.027867u5 ν1 ν2,–=
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(8)

(9)

(10)

Repeating the subtraction procedure and neglecting
small corrections caused by the difference in the sev-
enth decimal place of the second coefficients, we elim-
inate coefficient u3:

(11)

(12)

(13)

After subtraction of each equation from the preced-
ing one, we find

(14)

(15)

Thus, with the values of uj at the principal latitudes
known, coefficients u2 and u4, which characterize the
symmetry of rotation, can be found from Eqs. (14) and
(15). Other coefficients uj are defined by Eqs. (2), (7),
and (11). The rotation is symmetric about the equator if
the rights of Eqs. (14) and (15) turn to zero, from which
it follows that coefficients u2 and u4 also vanish.

For the solar rotation, coefficients νj with subscripts
from 1 to 4 can be determined from the helioseismic
data; however, the value of νp, which characterizes the
rate of rotation at the pole, remains unknown (it may be
nonzero if the rotation is asymmetric about the equa-
tor). Even if it is assumed that νp is known, solving the
system of Eqs. (14) and (15) encounters serious diffi-
culties because the coefficients multiplying u2 are
small. Because of this, the solution usually yields an
excessively high low-latitude asymmetry, which is
almost absent in the helioseismic data. Assuming that

(16)

we find from Eqs. (14) and (15)

(17)

(18)

If the values of νp are the same at various depths of
the convective zone, the solution will be unique.
Another possibility of satisfying the equations is

–0.463105u2 1.169267u3– 1.339939u4–

– 0.405573u5 ν2 ν3,–=

–0.355353u2 1.169268u3– 2.184049u4–

– 2.839013u5 ν3 ν4,–=

–0.299576u2 1.169268u3– 2.809054u4–

– 5.272454u5 ν4 νp.–=

0.654929u2– 2.195756u4 2.433440u5+ +

=  ν1 2ν2– ν3,+

0.107752u2– 0.844110u4 2.433440u5+ +

=  ν1 2ν3– ν4,+

0.055777u2– 0.625005u4 2.433441u5+ +

=  ν3 2ν4– νp.+

0.5472u2– 1.3516u4+ ν1 3 ν2 ν3–( ) ν4,––=

0.0520u2– 0.2191u4+ ν2 3 ν3 ν4–( ) νp.––=

u2 0,=

u4 ν1 3 ν2 ν3–( ) ν4––[ ] /1.3516,=

νp ν2 3 ν3 ν4–( )– 0.2191u4.–=
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related to the formation of small but finite-size circum-
polar zones where the medium is quiescent, i.e., does
not rotate (such a situation may occur, e.g., because of
the effluence of the matter). In this case, Eq. (15) should
be eliminated from consideration.

A large body of helioseismic data [7, 8] indicates
that the rate of solar rotation decreases considerably at
high latitudes, which counts in favor of this hypothesis.
Anyhow, one may first investigate the rotation of the
greater part of the convective zone (see Section 2), leav-
ing aside the determination of νp.

2. ROTATION DISTRIBUTION OVER THE SOLAR 
CONVECTIVE ZONE

Let the solar convective zone consist of 12 spherical
layers with their relative radii lying in the range 0.71 ≤
r/R( ≤ 0.99. For the northern hemisphere, the initial
values of angular velocities at the layer boundaries and
at the principal latitudes (except for the pole) are set in
accordance with the data presented in [4, (Fig. 1)]. Our
goal is to describe the rotation at any depth and in both
hemispheres of the convective zone.

1.0

0.9

0.8

0.7

0.7 0.8 0.9 1.0

0

30°
–30°

–75°
45° –45°

75°
75°
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60°

–60°–60°
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–75°

Ω
/Ω

0

r/R(

–75°

Solid curves with crosses and dashed curves with the plus
sign show the analytical values of the angular velocity in the
northern and southern solar hemispheres, respectively, at
the corresponding latitudes (numbers by the curves). The
entire convective zone divided into 12 layers across the
depth is considered. The shaded zones cover the experimen-
tal data [8] with regard to the broadening because of the
spread in the observations.
It turns out that small errors (even those within the
tolerable limits [4]) involved in the initial data may
result in an extremely high spread of the asymmetry of
rotation. Therefore, we corrected the initial data for the
northern hemisphere in order to minimize rotation
asymmetry about the equator in our theoretical model.
Sometimes, the corrections even exceeded the admissi-
ble errors given in [4].

The results of our calculations are shown in the fig-
ure. Here, the solid lines with crosses and the dashed
lines with the plus signs indicate the angular velocity in
the northern and southern hemispheres, respectively
(the data for ±75° are also included). The numbers by
the curves indicate latitudes. The curves are normalized
to the equatorial angular velocity at the bottom of the
convective zone. The shaded regions show the heli-
oseismic data obtained in [4]. The regions at latitudes of
±60° and ±75° are broadened because of the spread in
the observations.

It is seen that the angular velocities vary consider-
ably at high latitudes in the southern hemisphere,
although the averaged theoretical velocity versus lati-
tude dependences are to some extent similar to those
following from the helioseismic observations. It is also
of interest that the dashed and solid lines diverge signif-
icantly between ±30° and ±45°. This fact indicates that
there may be a line to which the dashed and solid curves
tend; i.e., the line corresponding to the symmetric rota-
tion. By the way, the solid and dashed curves intersect
at r/R( ≈ 0.84 and ≈0.92. Note that the rotation is sym-
metric throughout the convective zone at a latitude of
about ±41°. This value is close to that for the stationary
torsional waves observed in the sun (±42°, following
[5]).

Thus, the hypothesis that the excitation of the tor-
sional waves assists in smoothing out the abrupt varia-
tion of the rate of rotation seems plausible. Here, we
mean that, upon formation, a spatial irregularity may be
displaced into other layers, so that such an irregularity
has no time to form (to be observed) in reality. This
effect may explain why the sharp peaks at r/R( ≈ 0.77
and 0.90 are unobservable.

Of particular interest is the circumpolar rotation in
which case the parameter νp defined by (18) plays a sig-
nificant role. Our calculation shows that the value of νp
varies with depth (ranges from 0.72 to 0.87). Such an
appreciable difference in νp allows us to adopt (out of
the two concepts considered in Section 1) the concept
of formation of small circumpolar regions where the
medium is quiescent (for example, because of the efflu-
ence of the matter). The considerable decrease in the
rate of rotation at latitudes higher than 70° was first
found in [7, 8].

One may expect that the slow rotation of these cir-
cumpolar regions will reduce the effect of smoothing
out the rotation nonuniformity through the excitation of
torsional waves in these layers. In this context, it seems
interesting to consider the helioseismic data [8], which
TECHNICAL PHYSICS      Vol. 49      No. 10      2004



SIMPLE RELATIONSHIPS FOR DETERMINING THE ASYMMETRY 1283
suggest the presence of a subsurface polar flow at lati-
tudes of about 75° that rotates faster than the environ-
ment. Its rate of rotation reaches a maximum at r/R( ≈
0.95. In the figure, something of the sort is also present
in the southern hemisphere, although here the region of
fast rotation is somewhat broader (from r/R( ≈ 0.95 to
0.97). Furthermore, a higher rate region is also
observed at a latitude of –60°, which is inconsistent
with the data in [8]. It seems likely that it is in this layer
that the smoothing effect associated with the torsional
waves comes into play.

Note also that, in our model, coefficient u3 in for-
mula (1) is depth-dependent and ranges between
−0.025 and –0.055, while the absolute values of coeffi-
cients u4 and u5 are comparable to, or noticeably
smaller than, the lower limit. It is also worth noting that
certain portions of the solid and dashed curves are inter-
changeable. Other conclusions will be drawn in the fol-
lowing section.

3. DISCUSSION

It is generally accepted that the complex differential
solar rotation is the result of viscous turbulent forces
arising in the convective zone. However, we derived
simple expressions (unrelated to viscous forces) that
describe the distribution of the stationary atmospheric
rotation. It turns out that in the approximation used,
rotation symmetric about the equator takes place only if
a number of severe conditions are fulfilled (see Section 1).
In the solar convective zone, the asymmetric compo-
nent of the rate of rotation is apparently present, so that
bringing the calculation results into better agreement
with the observations requires that an appropriate
asymmetry-minimizing procedure be carried out. The
fact that the processing of observations under the
assumption that the rotation is symmetric about the
equator sometimes yields contradictory results [4] also
supports the presence of asymmetry in the solar rota-
tion.

The rate of rotation calculated in terms of our
model, which assumes a minimal symmetry of rotation,
features considerable spatial variations, although aver-
aging gives better agreement with the observation. It is
also important that the latitudes where the symmetry of
rotation and torsional waves observed in the sun disap-
pear virtually coincide. Thus, the hypothesis that the
torsional waves tend to suppress the rotation nonunifor-
mity predicted by the theory deserves attention.

The arguments in favor of the rotation of the circum-
polar layers were advanced in Sections 1 and 2. If such
an effect actually takes place, the smoothing of the non-
uniformities shown in the figure is probably less effi-
cient. Then, the discrepancy between the theoretical
predictions and the observations becomes insignificant.
In the case of the fast subsurface flow at a latitude of
75° [8], the theory is in good agreement with the obser-
vations. However, it is important to note that the theory
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
predicts the existence of the flow in only one hemi-
sphere. Certainly, the point of smoothing efficiency
calls for further investigation.

Another issue of interest is how the dissipation
changes in the model with minimal asymmetry of rota-
tion. The respective basic equation was considered
elsewhere [3, 9]. In essence, one has to estimate quan-
tity d, which is the difference between the inertial force
[∂vϕ/∂t]/(Ω0)2/r and corresponding dimensionless
radial component of the viscous turbulent force. In our
designations, d is imaginary. If the balance condition is
satisfied and the viscous force is absent, d turns to zero.

It is important that, for convective heat transfer to be
regular, i.e., for the convective elements to move radi-
ally, an axisymmetric toroidal magnetic field must be
present in the convective zone. At the bottom of the
solar convective zone, this field equals 110 kG [10]. In
other layers, the magnetic field is proportional to the
square root of the equilibrium density. It appears that d
reaches a minimum only if the lower part of the convec-
tive zone where r/R( < 0.81 is magnetized.

In the model with a high asymmetry of rotation
about the equator, the absolute value of d is usually very
large, as follows from our calculations. For example, d
may vary from –1000i to +1000i at a small change in
the convective zone depth. In the case of the minimized
model (see the figure), d = –4.4i; that is, this model is
close to the equilibrium one. There also exists a model
with zero d, but it allows for a somewhat higher asym-
metry of rotation. Apparently, when determining the
value of dissipation, one should take into account the
contribution of the torsional waves.
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Abstract—Results are presented from investigations of the electric, optical, and spatial characteristics of a
microsecond barrier discharge in atmospheric-pressure air in a uniform electric field. The currents in individual
microscopic channels were measured by using sectioned electrodes. It is found that the first series of micro-
scopic discharges is characterized by a relatively low current density (lower than 280 A/cm2). In the subsequent
series, the microscopic discharges have a pronounced channel structure with a high current density. The prints
of the channels on the metal anode have the form of microscopic craters 4 µm in diameter and 0.5 µm in depth.
© 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In recent years, repetitive microsecond barrier dis-
charges (BDs) have gained widespread application in
technology, in particular, in ozone therapeutic appara-
tus [1–4]. At a pulsed power supply, volume (diffuse)
discharges ignited in a gas gap are characterized by a
high efficiency of ozone production [1]. The structure
and microscopic characteristics of BDs supplied with a
main-frequency sinusoidal voltage have been studied in
detail. There are also publications on BDs with a half-
cycle duration of longer than 100 µs. However, the
parameters of series of microscopic discharges and the
characteristics of microscopic BD channels formed
under the action of short voltage pulses are still poorly
studied (see, e.g., [1, 5]). This circumstance stimulated
our investigations of microsecond BDs. The results of
these studies are presented in this paper.

EXPERIMENTAL SETUP AND MEASUREMENT 
TECHNIQUE

We investigated the characteristics of a BD in atmo-
spheric-pressure air in a discharge gap with a uniform
electric field. A block-diagram of the experimental
setup is shown in Fig. 1. The discharge was initiated by
high-voltage pulsed generator 1 (the design of the gen-
erator is described in [6]). The generator operated in
either a single-pulse regime or a repetitive regime with
a repetition frequency from fractions of 1 Hz to several
kHz. Quasi-sinusoidal voltage pulses consisting of two
half-waves were formed at electrodes 2. The amplitude
of the first half-wave was up to 9 kV at a voltage growth
rate of 4 kV/µs, the duration of the half-wave being
5 µs. The amplitude of the second half-wave did not
exceed 2.5 kV.
1063-7842/04/4910- $26.00 © 21284
The discharge gap was formed by ring electrodes 2
with an external diameter 48 mm and an internal diam-
eter of 24 mm. The electrode area was 13.5 cm2. The
electrodes were made of stainless steel and were
mounted on insulator 3. Between the electrodes, plate 5
with a thickness of 1 mm was installed with the help of
dielectric inserts 4 at the distance d = 0.6 mm from each
of the electrodes. Plate 5 was made of KU-1 quartz with
the permittivity ε = 2.4 (at a frequency of 500 kHz and
temperature of 293 K). The air was input and output
through the electrode holes. The gas flow rate was
1 l/min.

To stabilize breakdown, the discharge gap was
preionized with a corona discharge ignited between ini-
tiating electrodes 6 [5]. The initiating electrodes in the
form of arcs were made of nickel foil strips 2 mm in
width and 0.1 mm in thickness. The strips were located
above the central electrode holes and touched the
dielectric surface.
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Fig. 1. Block diagram of the experimental setup.
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In our experiments, we recorded the discharge volt-
age U, the total discharge current I, the currents Ich
through individual microscopic channels, the prints of
these channels, the emission intensity J from the dis-
charge in the 0.30- to 0.36-µm wavelength range, and
the discharge emission spectrum. Using the waveforms
of the currents I and Ich, we calculated the charge Q
transferred by a series of microscopic discharges and
the charge q transferred by an individual microscopic
discharge.

The temporal and amplitude characteristics of the
signals were measured with the help of HP 54542A and
HP 54720D oscilloscopes with bandwidths of 500 and
2 MHz, respectively. The bandwidth of low-inductive
voltage divider 7, which was used to measure the volt-
age U, was 500 MHz. Total current I was measured by
Rogowski coil 8 with an operating frequency of up to
200 MHz.

The currents Ich in individual microscopic dis-
charges were measured by using sectioned electrodes
[7]. The currents were recorded with the help of two
current receivers 9 with measuring surfaces 1.5 mm in
diameter. The current receivers were mounted in dia-
metrically opposite 2.5-mm-diameter holes in one of
the electrodes at a distance of 37 mm from one another.
In Fig. 1, only one of them is shown. For the measuring
surfaces of the current receivers to be at the same level
relative to the electrode, the working surface of the
electrode was polished after mounting the current
receivers. The ratio of the areas of the current receiver
and the electrode was 0.0013; this allowed us to ignore
the capacitive component of the recorded current. The
current receivers were connected to shunts 10 made of
high-frequency resistors with a resistance of 1 Ω and
mounted in coaxial return-current electrodes. The shunt
bandwidth was not lower than 2 GHz.

The structure of microscopic discharges in a BD
was studied by analyzing erosion spots emerging at the
measuring surfaces of the current receivers after the
passage of the current pulses Ich. The discharge channel
prints were photographed through a microscope with a
magnification of up to 400. The image scale was deter-
mined with the help of diffraction gratings (600 and
1200 groove/mm) that were photographed with the
same magnification. The erosion spot depth was evalu-
ated by measuring the length of the crater wall shadow
with regard for the angle of electrode illumination. To
enhance the contrast of the channel prints, in some
experiments, a thin soot layer (<0.25 µm) was depos-
ited on the surfaces of the current receivers and elec-
trodes. After each of the experiments, the electrodes
were polished anew.

The timing of a microscopic discharge with respect
to the instant of breakdown and its association with the
number of a series were performed by using the wave-
forms of the voltage, total current, and discharge emis-
sion. The current receivers were also used to record
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
time delay t1 between the emergence of microscopic
discharges within one series.

The discharge emission was received by 0.6-mm-
diameter quartz lightguide 11. The lightguide aperture
was 25° and covered the central region of the discharge
gap (11–12% of the total volume of the interelectrode
gap), including the measuring surfaces of the current
receivers. The discharge emission was detected by
SNFT-3 photomultiplier 12 with an operating fre-
quency of up to 80 MHz. In front of the detector, color
and neutral filters were installed. The discharge spec-
trum was recorded by an ISP-30 spectrograph with a
slit width of 20–40 µm. In this case, the spectrograph
was installed instead of the photomultiplier at the light-
guide output. The spectrum was recorded with an expo-
sure time of 4–6 h at a repetition frequency of 1.6 kHz.

EXPERIMENTAL RESULTS

Our experiments showed that a BD was initiated at
the front or at the maximum of the voltage pulse (at a
voltage of 4.5–9.0 kV) and operated only during the
first half-waves of the pulses. Typical waveforms of U,
I, J, and Ich for one and several series of microscopic
discharges are presented in Figs. 2 and 3, respectively.

It was found that the basic parameters governing the
number N of the series of microscopic discharges
formed during a supply pulse and their duration were
the breakdown voltage Ubr in the first series and the
charge transferred by the first series of microscopic dis-
charges. For example, at Ubr > 8 kV, the discharge usu-
ally consisted of only one series. The full width at half-
maximum (FWHM) of the emission pulse correspond-
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ing to this series was tJ = 5–15 ns. At lower values of
Ubr, the voltage increased again to the breakdown one
during the supply pulse and, within this time interval,
the subsequent series of microscopic discharges were
formed. Thus, for Ubr < 6 kV, the number of series was
N = 1–5, the average number being N = 4. In this case,
the FWHM of the emission pulse was tJ = 5–30 ns for
the first series, whereas for the subsequent series, it was
tJ = 50–300 ns. At high values of Ubr, the currents in the
first series usually exceeded the currents in the subse-
quent series. The number of series N was found to be
inversely proportional to the charge transferred during
the first series. Even at moderate values of Ubr and large
values of Q, the discharge sometimes consisted of only
one series (Fig. 2).
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Fig. 4. An erosion spot on the measuring surface of a current
receiver. The discharge parameters are Dch ≈ 3.5 µm, h ≈
0.5 µm, Ich = 1.7 A, τ0.5 = 25 ns, and Ubr = 5.5 kV.
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Our investigations showed that the amplitudes of the
Ich pulses, their FWHMs τ0.5 , and the dimensions of the
channel prints varied in rather wide ranges. When a
positive voltage was applied to the current receivers,
currents Ich with an amplitude of 5 A and FWHM of
τ0.5 = 0.5–2.0 ns were recorded at Ubr > 8 kV (one
series). In this case (including experiments in which the
current receivers and the electrodes were covered with
soot), no discharge channel prints were observed.

At Ubr = 6–8 kV, the microscopic discharge currents
reached a value of Ich = 2 A both in the first and the sub-
sequent series and their FWHMs were τ0.5 = 1–3 ns in
the first series and τ0.5 = 7–10 ns in the subsequent
series. The channel prints were observed at Ich ≥ 0.5–
1 A, but only in experiments with current receivers cov-
ered by soot and only for microscopic discharges of the
subsequent series. The print diameters did not exceed
1 µm. When several prints occurred at the current
receiver, the current Ich turned out to be modulated and
the number of spikes coincided with the number of
prints. The interval between the spikes was 2–5 ns. At
Ubr < 6 kV, the microscopic discharge currents Ich in the
first series did not exceed 0.5 A, the FWHM of the cur-
rent pulses being τ0.5 = 3–7 ns. In the subsequent series,
the currents Ich reach a value of 1.7 A and τ0.5 was 8–
25 ns. In this case too, the prints were produced only by
microscopic discharges of the subsequent series. When
the electrodes were covered with soot, the microscopic
discharges sputtered the soot, thereby stripping the
electrode surface, or fired the soot into the electrode
surface; in this case, prints with diameters of up to 7 µm
were observed. When the surfaces of the current receiv-
ers and electrodes were not covered with soot, the prints
had the form of microscopic craters with diameters of
up to Dch = 4 µm and depths of up to h = 0.5 µm (Fig. 4);
inside craters with diameters larger than 2 µm, there
was a core.

Our experiments showed that the characteristics of
discharges of the first series did not change when the
electrode polarity was reversed. It was also found that,
in the case of a negative polarity, the discharge currents
in the subsequent series were appreciably lower than in
the case of a positive polarity. For example, the maxi-
mum value of Ich in the first series was Ich = 5 A, while
in the subsequent series it was Ich = 0.5 A and no erosion
spots were observed.

Typical calculated values of the charge Q = (t)dt

transferred in the first and the subsequent series of
microscopic discharges for different values of Ubr are
presented in Table 1. The table also presents the values

of the charge q = (t)dt transferred by individual

microscopic discharges of the corresponding series.
The measurements of t1 showed that the delay time

between two microscopic discharges of the first series
recorded with the help of the current receivers varied

I∫

Ich∫
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from zero to the maximum value determined by Ubr. As
Ubr increased, the scatted in the t1 values decreased. For
example, at Ubr < 6 kV, the maximum delay time was
t1 = 25 ns, while at Ubr > 8 kV, the delay time did not
exceed 10 ns.

In the subsequent series (in contrast to the first one),
the emergence of microscopic discharges was accom-
panied by a large scatter in t1 (up to 300 ns). The num-
ber of microscopic discharges in these series varied
within a wide range and depended on the transferred
charge: at q > 20 nC, a series could consist of a single
microscopic discharge.

In the discharge spectrum, we observed the follow-
ing bright bands of the second positive system of nitro-
gen: 405.9 nm (0–3 band), 380.5 nm (0–2 band),
357.7 nm (0–1 band), 337.1 nm (0–0 band), and
315.9 nm (1–0 band), as well as the 391.4-nm band of
the first negative system of nitrogen. The lifetimes of
the corresponding states does not exceed 1 ns; hence,
the shape of the emission pulse must reproduce the cur-
rent pulse shape. However, the correlation between the
I and J pulses was observed only for the first series of
microscopic discharges; the ratio between their ampli-
tudes I/J varied from pulse to pulse by no larger than
50%. This means that microscopic discharges of the
first series were distributed rather uniformly over the
discharge gap. In the subsequent series, the emission
from microscopic discharges often did not fall into the
lightguide aperture; this caused a discrepancy between
the amplitudes of individual pulses in the I and J wave-
forms (Fig. 3).

DISCUSSION

In contrast to most of the experiments with BDs
[1, 4], in our case, the discharge operated at pd <
200 Torr cm. The estimated length of the avalanche–
streamer transition was larger than d throughout the
entire range of the field strength under study (E/p <

Table 1

Ubr , kV
First series Subsequent series

Q, nC q, nC Q, nC q, nC

8–9 16–40 0.5–10 – –

6–8 8–20 0.2–5 1–20 0.1–20

5–6 0.4–10 0.05–3 1–50 0.05–45
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70 V/(cm Torr)); this is characteristic of the Townsend
mechanism for breakdown. At the same time, short
breakdown times (<2.5 µs) allowed us to assume that,
in our case (in contrast to the classical Townsend dis-
charge), the avalanche stage was governed by photo-
processes [8].

Throughout the entire range of Ubr under study,
microscopic discharges of the first series were almost
uniformly distributed over the electrode surface and,
probably, were diffuse. The lower estimate of the cur-
rent density jch in these discharges may be obtained by
assuming that the channel diameter Dch is equal to the
diameter D of the current receiver: jch = 28–280 A/cm2.
Table 2 presents the results of processing the wave-
forms for the maximum value of Ich and two values of
Ubr and estimates of the channel parameters obtained
under the same assumption. In Table 2, the following
notation is used: Ud is the voltage drop across the gas
gap d at the instant of breakdown, calculated with
account of the ratio of the gas gap capacitance to the
capacitance of the dielectric barrier; τf is the duration of
the current pulse front; τ0.1 is full width of the current

pulse at a level of 0.1; Wch = Udt is the energy

deposited in the channel; P = jchE is the specific depos-
ited power; and n ≈ jch/ev  is the maximum electron den-
sity, where e and v  are the electron charge and the elec-
tron drift velocity, respectively.

It follows from Table 2 that, in spite of the relatively
large amplitudes of Ich and deposited power, the current
density, the electron density, and the energy deposited
in the channels of the given BD are close to the param-
eters of microscopic discharges observed in main-fre-
quency BDs and those obtained in numerical calcula-
tions [9].

The experimental data allow us to estimate the
increase in the temperature ∆T in the channels of the
first series: ∆T ≈ Wch/ρCpVch, where ρ and Cp are the
density and specific heat of air, respectively, and Vch is
the channel volume calculated under the assumption
that Dch = D. Assuming that all the deposited energy is
spent on heating and using the data from Table 2, we
obtain ∆T = 6–35 K.

It should be noted that a fairly large charge is trans-
ferred in the first series at Ubr > 8 kV (Table 1). The
large transferred charge leads to a decrease in the volt-
age drop across the gap; this fact explains the observed

Ic∫
Table 2

Ubr, kV Ud, kV Ich, A τf, ns τ0.5, ns τ0.1, ns E/p,
V/(cm Torr)

jch,
A/cm2 Wch, µJ P, W/cm3 q, nC n, cm–3

9 6.35 5 0.6 1 5.7 70 280 50 1.7 × 107 10 6 × 1013

6.5 4.6 1.2 2 2.5 5 50 67 8 3 × 106 3 2 × 1013
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dependence of N on the voltage and charge Q in the first
series.

In the subsequent series (in contrast to the first
series), the discharge has a pronounced channel struc-
ture and, as a whole, is close to a spark discharge [8].
Microscopic discharges in the subsequent series are
characterized by a longer duration and larger values of
q and Wch (up to 100 µJ). We especially note the pres-
ence of erosion spots. If we assume that the entire cur-
rent of a microscopic discharge flows through an anode
spot, then, for the erosion spot shown in Fig. 4 (Dch ≈
3.5 µm and Ich = 1.7 A), we obtain the following esti-
mate for the current density: jch ≈ 1.7 × 107 A/cm2. It is
evident that this is an overestimated value that does not
take into account the current flowing through the spot
periphery. At the same time, the presence of erosion
spots 0.5 µm in depth at the metal surface with a vapor-
ization temperature of ~3300 K evidences the high
local density of energy release. An estimate of the
energy that is necessary for the formation of the micro-
scopic crater shown in Fig. 4 (Dch ≈ 3.5 µm and h ≈
0.5 µm) gives W ~ 1 µJ, the energy deposited in the
channel being Wch ≈ 90 µJ.

We note that the fine structure of BDs was earlier
studied mainly by optical methods. According to those
measurements, the minimum channel diameters were
0.1–0.3 mm [1, 4]. However, it was repeatedly pointed
out in the literature that the measurements of the geo-
metrical parameters of the current channels (the diame-
ters of streamers and sparks and the distributions of the
current density) by optical and electron-optical meth-
ods are fairly complicated [10]. This is due to the rather
low (no better than 0.1 mm) integral resolution of the
equipment used (especially when operating with high
voltages). On the other hand, the inner channel struc-
ture may be invisible against the background of the
luminous large-diameter outer shell. The results
obtained in this study allow us to suppose that analo-
gous microscopic channels can also be formed in high-
frequency BDs.

The reason why the character of the discharge is dif-
ferent in the first and subsequent series is not quite
clear. The contraction of a BD is probably determined
by its history: the subsequent series are generated in a
field that is perturbed by the microscopic discharges of
the first series.
CONCLUSIONS
The number of the series of microscopic discharges

in a BD is governed by the breakdown voltage and the
charge transferred by the first series of microscopic dis-
charges.

The parameters of microscopic discharges in the
first and subsequent series are different. Microscopic
discharges in the first series appear to be diffuse and are
characterized by a relatively low current density and
low temperature. In the subsequent series, the BD is
contracted, the microscopic discharges have a pro-
nounced channel structure with a high current density,
and the diameters of the microscopic channels are
appreciably less than those observed earlier in BDs.

Presumably, the channel structure is formed due to
the nonuniform distribution of the charges transferred
to the dielectric barrier in the first series of microscopic
discharges.
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Abstract—The effect of a conducting body with a large heat capacity on the thermal state of a hydrogen plasma
in the boundary surface layer is analyzed. It is shown that, under certain conditions, the energy accumulated in
the plasma within the boundary layer can be efficiently transferred to the conducting body; this leads to plasma
overcooling. The mathematical model of plasma incorporates mechanisms for convective heat exchange and
heat conduction. The possibility is analyzed of the existence of nonequilibrium recombination states with
inverse population in the overcooled wall plasma. It is shown that the maximum gain (a few tenths of cm–1) on
hydrogen nuclei is achieved at the 3–2 transition for the following initial parameters: the plasma pressure is
1−3 atm, the plasma temperature is 0.5 eV, the tungsten surface temperature is 300 K, and the body radius is
0.5–1.0 m. © 2004 MAIK “Nauka/Interperiodica”.
The possibility of creating efficient lasers to be used
in thermonuclear fusion, laser-driven thrusters, energy-
consuming chemical processes, etc., has been widely
discussed in the literature [1, 2]. One of the problems
here is to provide the conditions under which a steady-
state or pulsed recombining plasma efficiently ampli-
fies radiation at a frequency corresponding to a certain
transition of the plasma atoms, molecules, or ions.

Previously, we analyzed the effect of a conducting
body with a large heat capacity on the thermal state of
a hydrogen plasma in the boundary surface layer within
the time-dependent model of heat conduction [3]. It
was shown that, under certain conditions, the energy
accumulated in the plasma within the boundary layer
can be efficiently transferred to the conducting body;
this leads to plasma overcooling. The characteristic
time scale of these processes is on the order of 10–8–
10−3 s for an unperturbed plasma temperature of up to
2 eV and a pressure of up to a few atmospheres. It was
shown that the overcooled nonequilibrium recombina-
tional plasma that forms in the surface layer can
undergo conversion from an ideal into a nonideal state.
The possibility was analyzed of the existence of non-
equilibrium recombination states with inverse popula-
tion in overcooled wall plasma. The possibility was also
studied of the amplification of radiation in overcooled
nonequilibrium recombinational hydrogen wall plasma
within time-dependent models of the level-by-level
relaxation of hydrogen ions via two-level and multi-
level one- and multiphoton transitions. The gain was
calculated for radiation from 4–1, 4–2, 4–3, 3–1, and
3−2 transitions of stripped hydrogen nuclei within dif-
1063-7842/04/4910- $26.00 © 21289
ferent models of level-by-level relaxation. It was shown
that the maximum gain (a few tenths of cm–1) on hydro-
gen nuclei can be achieved at the 3–2 transition for
the following initial parameters: the plasma pressure is
1−3 atm, the plasma temperature is 0.5 eV, the tungsten
surface temperature is 300 K, and the body radius is
0.5–1.0 m.

In this study, the process of convective heat
exchange, which, along with heat conduction, occurs in
actual physical systems, was incorporated in the mathe-
matical model. Taking into account this process may intro-
duce corrections to the previously obtained results [3].

The problem was investigated using the following
model. Under the conditions formulated above, the
characteristic time of plasma cooling is much longer
than the time of energy exchange between the plasma
components. This allows one to use a one-fluid plasma
model in solving the problem of heat transfer within the
thermal boundary region beyond the double layer. The
characteristic spatial scale of the plasma thermal per-
turbation induced by a body with a large heat capacity
is much less than the characteristic size of the body.
This makes it possible to use a one-dimensional formu-
lation in solving the problem of heat transfer in plasma
(the external problem). To solve the problem of heat
transfer inside the body (the internal problem), one can
use an analytic solution for a spherical body [4]. The
external problem is solved numerically using the well-
known mathematical model, namely, the one-dimen-
sional boundary problem of an unsteady temperature
field in plasma within the thermal boundary region
004 MAIK “Nauka/Interperiodica”
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beyond the double layer with allowance made for heat
conduction and convective heat exchange:

with the initial conditions

and the boundary conditions

The heat exchange between the plasma and the con-
ducting body with a large heat capacity is determined
by the contributions from different heat-exchange
mechanisms involving electrons, ions, and neutrals.
These mechanisms are related to the effect of the elec-
tric field, which either forms in the plasma–body inter-
action (the floating potential) or is produced by an
external source. In the latter case, electron and/or ion
heat-exchange mechanisms can come into play. After
being absorbed, an electron delivers energy on the order
of the work function to the body. In an event of surface
Auger neutralization [5], an ion delivers energy on the
order of the difference between the ionization energy
and the work function to the body. Hence, in both cases,
the energy is on the order of a few electronvolts. The
heat-exchange mechanisms are of quantum nature.

In general, the total heat flux from the plasma to the
conducting body depends strongly on the charge of the
body, which takes energy from the plasma. Hence, the
thermal and charge states of the plasma and the body
are closely related to one another. Therefore, one has to
solve a complete self-consistent problem. However,
within the model of a Maxwellian plasma that is in
equilibrium at infinity and under conditions such that
the electric field is screened by a thin double layer with
a characteristic size on the order of the Debye length,
which is much less than the mean free path of the
plasma particles, it is possible to separate the electrody-
namic and the heat-transfer problems. In calculating
energy fluxes in the framework of kinetic theory, one
can use known solutions of the electrodynamic problem
for the electron and ion distribution functions. The elec-
trons and ions obey Maxwellian–Boltzmann velocity
distributions, whereas the neutral particles obey a Max-
wellian distribution.

The energy flux densities qk also depend on the
plasma composition. The initial equilibrium composi-
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tion of hydrogen plasma is described by the equation
for the conditional chemical reaction

where MT is the number of moles of the H+e– plasma
“molecules” and Mk is the number of moles of the kth
plasma component.

Calculations of the initial equilibrium composition
of an unperturbed isothermal plasma for the given
plasma parameters (pressure p and temperature T) are
based on solving a set of nonlinear algebraic equations
for the mole fractions of the plasma components. The
set of equations consists of the conservation equations
for the number of hydrogen nuclei and electrons, the
equations for the chemical equilibrium constants, and
the Dalton equation.

For a given plasma composition, the energy flux
densities qk onto the body can be found by the follow-
ing formulas [3, 4]:

(i) For electrons, we have

where  is the flux density of the plasma electrons

onto the body,  is the thermal velocity of plasma

electrons, the quantities  take into account a possi-
ble change in the electric field polarity, ϕs is the floating
potential of the body surface, Φb is the work function,
e > 0 is an elementary charge, and η(x) is the Heaviside
step function.

(ii) For the ions of the kth plasma component, we
have

where  is the flux density of the ions of the kth spe-

cies onto the body,  is the ion thermal velocity, Ik is
the ionization energy for the corresponding plasma
component, and Ts is the surface temperature of the
body that cools the plasma.

(iii) For neutral particles, we have
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where  is the flux density of the neutral particles of

the kth species onto the body and  is the thermal
velocity of neutral particles.

The formulas for the energy flux densities qk were
obtained under the assumption that the electrons inci-
dent onto the body are completely absorbed and the
incident ions lose their charge via Auger neutralization.
The neutral particles and neutralized ions undergo dif-
fuse reflection from the body surface.

It is expedient to analyze the above effect of plasma
overcooling in the wall region in order to find out
whether or not lasing is feasible. It is known [1, 2] that
light amplification in the far UV and soft X-ray spectral
regions can occur via different mechanisms for creating
an inverse population of the working transitions, in par-
ticular, via recombinational pumping. For high densi-
ties and low temperatures of free electrons, three-body
recombination prevails (compared to photorecombina-
tion) and high-lying ion states are mainly populated.
Collisions with free electrons and spontaneous radia-
tive decays form a level-by-level recombinational flux
of the bound electrons into the ground state. The lower
the principal quantum number n of a level, the higher
the rate of its radiative decay and the lower the rate of
its collisional quenching. As a result, inverse popula-
tion of the levels with sufficiently small quantum num-
bers b > a > 1 can arise. The upper level b is pumped by
the recombinational flux, which is mainly sustained by
collisions with free electrons, whereas the lower level a
is depopulated via spontaneous radiative transitions to
lower lying levels, including the ground state.

The main problem in creating an inversely popu-
lated medium is that it can be formed only within a nar-
row range of the main macroscopic parameters—the
temperature and density (pressure) of the plasma [1, 2].
Moreover, the range of acceptable temperatures and
electron densities is still narrow if a higher gain is
required. Gain media with the highest gains,

are of practical importance. Here, ωba is the transition
frequency related to the wavelength via the formula

where Aba is the rate of spontaneous radiative decay via
the b  a transition; ∆ωba is the effective width of the
gain line; Nba = Nb – gb/ga is the inverse population;
Nb and Na are the populations of the b and a states,
respectively; and gb = 2b2 and ga = 2a2 are the statistical
weights of these states.
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When the temperature is so low that the electron-
impact excitation from the ground state is insignificant,
the gain can be represented as [2]

where α is the fraction of the recombination centers

(hydrogen nuclei) in the ion component and  is the
gain corresponding to a fully ionized plasma.

The process of the recombinational plasma decay
with respect to the H+ ion component is determined by
the continuity equation with a sink,

(where T is in eV, N+ is in cm–3, and βR is the recombi-
nation coefficient in three-body collisions) and follow-
ing initial and boundary conditions:

The kinetics of the level-by-level relaxation of elec-
trons in a hydrogen atom is determined by the Kolmog-
orov set of equations for the populations within a mul-
tilevel time-dependent model with allowance made for
multiphoton transitions:

Figure 1 shows a schematic of the transitions corre-
sponding to the above set of equations for the popula-
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Fig. 1. Schematic of the transitions in a multilevel model
with multiphoton transitions.
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Fig. 2. Profiles of (a) plasma temperature T and (b) plasma flow velocity Vx across the boundary level at times t = (1) 3 × 10–7,

(2) 6 × 10–7, and (3) 1.5 × 10–6 s for p = 2 atm, T = 0.5 eV, Ts = 300 K, and R = 0.5 m. The thickness of the boundary level is 0.01 m.

Fig. 3. Profiles of (a) plasma pressure p and (b) plasma density ρ across the boundary level at the same times and conditions as in
Fig. 2.
tions (here, n = 1, 2, 3, 4 is the number of the energy
level of a hydrogen atom).

To determine the number of hydrogen atom states,
we used data on the position of the sink “bottleneck”
[1]. The transition intensities Kba are presented in [2].

Based on the above mathematical model, we ana-
lyzed the possibility of lasing in a recombining hydro-
gen plasma with allowance made for heat conduction
and convective heat exchange. In numerical calcula-
tions, the above set of equations was represented in a
divergent form and was solved by an explicit Lax
scheme.

The gain was calculated with allowance made for
the Doppler and Holtsmark broadenings of the spectral
line. The computation results are shown in Figs. 2–9.
The profiles of the main plasma macroparameters (tem-
perature, flow velocity, pressure, and density) evolving
from an initial state determined by the conditions of an
isobaric–isothermal equilibrium with the ambient
medium are shown in Figs. 2 and 3. Figures 4–6 show
the profiles of the density of atomic hydrogen ions in
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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Fig. 4. (a) Profiles of the density N+ of hydrogen nuclei across the boundary level at the same times as in Fig. 2 and (b) the time
evolution of the N3 and N2 populations in the boundary layer. The conditions are the same as in Fig. 2.

Fig. 5. The same as in Fig. 4, but for p = 1 atm.
the boundary level (it is this density that determines the
process of the level-by-level relaxation of electrons in
atomic hydrogen) and the time evolution of the popula-
tions of the 3–2 working levels just at the plasma–body
interface for different initial pressures. The time evolu-

tion of the gain  at the 3–2 transition of a hydrogen
nucleus with allowance for the Doppler and Holtsmark
broadenings of the emission line is shown in Figs. 7 and
8 for two different models of level-by-level relaxation.
For comparison, Fig. 9 shows this gain calculated with-
out making allowance for convection.

As was mentioned above, lasing is feasible only
within a narrow range of the main macroscopic plasma

kba
+

TECHNICAL PHYSICS      Vol. 49      No. 10      2004
parameters, namely, the temperature and density (pres-
sure). The computation results show that the maximum
gain is achieved within the following range of the initial
parameters: the plasma temperature is ~0.5 eV, the
pressure is 1–3 atm, and the radius of the conducting
body that cools the plasma is 0.5–1.0 m. Within these
parameter ranges, the plasma is a weakly ionized
medium and the energy exchange between the plasma
and the body is determined by the neutral (atomic
hydrogen) component. The energy flux density is on the
order of 10 MW/m2. Under such conditions, the initial
equilibrium plasma composition can be calculated by
the Saha formula.
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Fig. 6. The same as in Fig. 4, but for p = 1.5 atm.
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Fig. 7. Time evolution of the gain  calculated by the two-level time-dependent model of level-by-level relaxation with allowance

made for the (a) Doppler and (b) the Holtsmark broadening for p = (1) 1, (2) 1.5, and (3) 2 atm; T = 0.5 eV; Ts = 300 K; and R =
0.5 m. The thickness of the boundary level is 0.01 m.

k32
+0
The results obtained cam be summarized as follows:

The lasing process is pulsed in character. Lasing ter-
minates due to the intensification of the recombina-
tional plasma decay when the characteristic recombina-
tional length becomes less than the thickness of the
boundary level. The characteristic time of this process
is about 1 µs. The highest gain at the 3–2 transitions of
hydrogen nuclei is on the order of 0.1 cm–1.

With allowance made for convection, the gain
increases approximately twice. Convection mainly
determines the transfer of H+ ions to the body and only
slightly affects the thermal state of the plasma in the
boundary level. In solving the problem, one can use the
energy equation in the form of a time-dependent equa-
tion for heat transfer.

On the characteristic time scale of the problem
(~1 µs), the body that cools the plasma is heated insig-
nificantly because the density of the energy flux trans-
ferred from the plasma is rather low (~10 MW/m2).
Thus, the problems of the thermal states of the plasma
and the body can be solved separately.

The gains calculated within the two-level and multi-
level models of level-by-level relaxation are close to
each other. The former gives a somewhat higher gain;
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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Fig. 8. The same as in Fig. 7, but for the multilevel time-dependent model of level-by-level relaxation.

Fig. 9. The same as in Fig. 7, but for the multilevel time-dependent model of level-by-level relaxation without making allowance
for convection.
this is quite natural, taking into account the physical
content of the models.
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Abstract—Plastic flow localization in siliceous iron single crystals and polycrystals under identical stretching
conditions is considered. The localization patterns are analyzed at the stages of linear and parabolic deformation
hardening, as well as at the stages of necking and plastic fracture. The localization patterns observed in the alloy
in the single-crystalline and polycrystalline states are compared. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Plastic strain macrolocalization remains a major
problem related to plastic flow. Systematic efforts in
this field, which date back to the late 1980s, have led to
particular success. For example, the gradient theory of
plasticity [1] treats the localization as a result of the
flow instability due to a negative deformation harden-
ing coefficient at a number of the process stages. The
dislocation mechanisms of strain localization and plastic
flow instability are described at length in [2, 3]. In [4, 5],
the macrolocalization was experimentally studied by
two-beam speckle interferometry [6, 7], which makes it
possible to record the space–time distributions of the
local components of the plastic deformation tensor in a
specimen under load. It was shown that this phenome-
non may be classified as a sequence of self-organization
processes in open systems. The fact that the macrolocal-
ization shows up at all stages of plastic deformation from
the yield stress to fracture is of special importance.
According to the present-day categorization [8], the
evolving localization patterns are viewed as various
types of autowaves and dissipative structures [9].

Although the experimental data concerning the
localization have been obtained for at least ten metals
and alloys [8], it still remains unclear whether the mac-
rolocalization-governing laws are of a general charac-
ter. While the regular distributions of localized strains
were first observed in α-Fe as early as in the late 1980s
[8], subsequent studies were performed largely on fcc
materials. Therefore, a demand arose for verifying the
basic laws that govern the evolution of the localization
patterns in bcc materials. In this respect, Fe–3%Si alloy
(siliceous iron), the model material for plastic flow
investigation (see, e.g., [10, 11]), seems to be the most
appropriate. It is also of interest to contrast the localiza-
tion patterns in the single-crystalline and polycrystal-
line states of this material, since grains boundaries and
their condition are known to considerably influence
plastic flow [12].
1063-7842/04/4910- $26.00 © 21296
MATERIAL AND METHOD 
OF INVESTIGATION

The experiments were carried out on single-crystal-
line and polycrystalline specimens made of Fe–3%Si
alloy. The single crystals were grown by the Bridgman
method in an inert gas. The specimens, in the form of
double blades with a working area measuring 28 × 5 ×
1.5 mm, were cut on an electrical discharge machine
from a single-crystal ingot so that their longer axes
were aligned with the [143] direction and the working
face had indices (168). Prior to the tests, the specimens
were homogenized at 1300 K for 16 h.

Polycrystalline specimens with a working area mea-
suring 50 × 10 mm were punched out from 0.3-mm-
thick transformer steel sheets and then subjected to
stress relieving in a vacuum at 1373 K. The mean grain
size was 4.5 ± 3 mm. The axis of tension was aligned
with the rolling direction.

Mechanical tests were carried out following the sim-
ple uniaxial tension scheme with an Instron-1185 test-
ing machine at 300 K. The strain rate was 1.2 × 10–4 s–1

for the single-crystalline specimens and 6.67 × 10–5 s–1

for the polycrystals. Such a difference is due to the fact
that simultaneous recording of flow curves and dis-
placement vector fields (see below) requires that the
speed of the mobile specimen grips be the same in both
cases (the lengths of the single-crystalline and poly-
crystalline specimens were different in our experi-
ments).

The fields of the displacement vectors r(x, y) of
points on the working surface were successively
recorded from the yield stress to fracture using the
method of speckle interferometry [6, 7, 13].1 The
increase in total strain ∆εtot upon recording each of the
speckle images was 2 × 10–3. Then, the distributions of
the longitudinal (εxx), transverse (εyy), shear (εxy), and

1 The x axis coincides with the tension direction, and the y axis lies
in the specimen plane.
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rotational (ωz) components of the plastic strain tensor
βij = ∇ r(x, y) over all points on the surface of observa-
tion were calculated and plotted by numerically differ-
entiating the field of r(x, y) with respect to coordinates
x and y. In most cases, the behavior of the component
εxx (the local elongation along the axis of tension) of
tensor βij, was analyzed during stretching. This compo-
nent carries the most information and is defined as εxx =
∂u/∂x, where u is the component of r in the x direction.
We considered the space distribution of εxx over the
specimen, εxx(x, y), for a given time instant (or the space
distribution of the strain, since ε ~ t for constant-rate
stretching) and space–time distributions, εxx(x, y), along
the specimen axis for a sequence of time instants.

EXPERIMENTAL RESULTS

The calculation shows that, for the given orientation
of the single crystals, slip is the most pronounced in the

system (110)[ ] with a Schmid factor m1 = 0.47 and

in the systems (101)[ ] and ( )[ ] with m2 =
m3 = 0.38. The metallographic examination carried out
immediately after the onset of plastic flow confirmed
this statement.

The polycrystalline sheets were highly textured
along the easiest magnetization axis [001]. Under these
conditions, the strain at the beginning of the plastic flow
(ε ≤ 1.5 × 10–2) was localized in the slip bands. One or
two slip systems acted in each of the grains. Slip traces
in adjacent grains differed substantially, which is typi-
cal of grain boundaries of a general type.

Plastic flow in single crystals and polycrystals of
Fe–3%Si alloy has distinct stages. Typical stress–strain
curves σ(ε) for such specimens are demonstrated in
Figs. 1 and 2. Specifically, stages of linear and para-
bolic deformation hardening can be distinguished. In
the single-crystalline specimens, the easy slip stage is
absent. After the extended elasticity–plasticity transi-
tion, the stage of linear hardening starts at εtot =10–2

with a coefficient θ = 900 MPa. This is clearly seen
from the dependence of the deformation hardening
coefficient θ = dσ/dε on the total strain εtot (Fig. 1,
curve θ). The stage of linear hardening lasts ≈2.5 × 10–2.
Then, the hardening coefficient varies in such a way
that the hardening exponent n < 1 in the relationship
σ ~ εn, which describes the flow curve at the parabolic
stage, drops stepwise from n = 0.6 to 0.4, thereby sepa-
rating this stage into two regions. The deformation pro-
cess ends in necking with subsequent plastic fracture of
the specimen.

The flow curves for the polycrystalline specimens
(Fig. 2) are characterized by a higher coefficient of lin-
ear deformation hardening (θ = 1750 MPa). To more
accurately separate the stages in the flow curves in this
case, the dependences σ(ε) were plotted in the coordi-
nates of true strains and stresses: e = ln(1 + ε) and s =

111

111 110 111
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σ(1 + ε) [14]. Such a procedure allowed us to subdivide
the parabolic stage for the polycrystals into two regions
with n = 0.5 and 0.4.

The distributions of local elongations εxx over the
specimens suggest that the strains in both the single
crystals and polycrystals are distributed nonuniformly
throughout the deformation process. From Figs. 3 and 4,
which demonstrate the typical distributions of elonga-
tion εxx, shear component εxy, and rotational component
ωz, it follows that the plastic strain is localized in par-
ticular zones of the specimen, while other regions of the
material remain virtually unstrained at the given strain
rate. It is easy to see that the distributions of the com-
ponents for the single crystals and polycrystals differ
only slightly in local strain amplitudes. Straightforward
quantitative estimates show that the increase in the
plastic strain is almost completely concentrated in the
localization zones. If N is the number of strain maxima

with a magnitude  in a specimen of length L and l is
the size of the strain localization zone along the x direc-
tion, the mean elongation within this zone is propor-
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Fig. 1. Flow curve (σ) for the single-crystalline specimen of
Fe–3%Si alloy and the dependences of the deformation
hardening coefficient on the strain (θ): 1, linear stage;
2, parabolic stage I; 3, parabolic stage II; and 4, fracture.
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tional to ~〈εxx〉l and the total elongation of the specimen
is given by

(1)

From Fig. 3 (polycrystal), it follows that N = 5 and
l ≈ 3.8 mm. The mean strain in the strained zone is

〈εxx〉  ≈ /2 ≈ 4.8 × 10–3. Accordingly, δL ≈ 0.09 mm
and ∆εtot = δL/L ≈ 1.8 × 10–3. For the single crystal
(Fig. 4), N = 4, l ≈ 2.5 mm, and 〈εxx〉  ≈ 5 × 10–3, and the
same estimation yields δL ≈ 0.05 mm and ∆εtot ≈ 1.7 ×
10–3. Both values estimated agree, in general, with the
above increase in the total strain at each step of record-
ing the speckle interferograms, 2 × 10–3, but are some-
what lower than this value because of the plastic defor-
mation of the rest of the material. Thus, the plastic
strain under stretching is localized in several rather thin
(l ! L) layers of the specimen.

The distributions of component εxx suggest that the
process of macroscopic strain localization at the linear
hardening stage is spatially and temporally ordered,
i.e., produces a typical wave pattern, which can be char-
acterized by wavelength and wave propagation veloc-
ity. From the distributions of component εxx in the sin-
gle-crystalline and polycrystalline specimens (Figs. 3, 4),
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Fig. 3. Distribution of the plastic strain tensor components
in the single-crystalline specimen for the total strain shown
by the arrow in Fig. 1.
it follows that the spatial period of the localization
zones (wavelength) is 3–4 mm for the single crystal and
5–6 mm for the polycrystal. The propagation rate of the
localization autowave, Vaw, that was determined with
the technique described in [8] was found to be 5.8 ×
10−5 m/s in the single crystals and 1.7 × 10–5 m/s in the
polycrystalline specimens.

This discrepancy is consistent with the autowave
concept of evolution of plastic flow localization at the
stage of linear gardening, which was proposed for fcc
materials [5, 8]. The rates of localization zone propaga-
tion mentioned above are well fitted by the relationship
between the velocity of phase autowaves of local plas-
tic strain and the hardening coefficient at the linear
stage: Vaw = Ξ/θ*. Here, Ξ = 6.33 × 10–7 m/s is the con-
stant obtained by generalizing the early data for a vari-
ety of metals and alloys and θ* = θ/G is the deformation
hardening coefficient normalized to shear modulus G
[8]. Since  ≈ 1.1 × 10–2 and  ≈ 2.1 × 10–2, the
calculated values of the wave propagation velocity is
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Fig. 4. Distribution of the plastic strain tensor components
in the polycrystalline specimen for the total strain shown by
the arrow in Fig. 2.
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≈5.75 × 10–5 m/s in the single crystals and ≈3.0 ×
10−5 m/s in the polycrystals. Both values are in good
agreement with those given above (especially for the
single crystals). In the single crystals, change over from
the linear to parabolic hardening is preceded by a short
region of the chaotic distributions of εxx over the speci-
men. In this case, the previous localization pattern
“breaks” and a new one spontaneously appears from
the chaos. The presence of such transition regions with
chaotic distribution of small plasticity-localization
zones was observed by Zuev et al. in deformed Al poly-
crystals [15].

As was mentioned previously, the parabolic stage of
deformation hardening in the single-crystalline and
polycrystalline specimens consists of into two portions
with different n. In the first portion (n ≈ 0.6 for the sin-
gle crystals and n ≈ 0.5 for the polycrystals), the strain
localization zones are stationary. In this case, the mac-
rolocalization patterns in the single crystals represent a
set of stationary equidistant strain zones with roughly
the same magnitude. In the second portion, when n
decreases to 0.4, the zones become mobile in both the
single crystals and polycrystals and the strain magni-
tudes change so that one of the εxx maxima gradually
grows, while local strain increments in other zones
remain the same or decrease slightly. A similar strain
redistribution pattern was observed in polycrystalline
Zr–Nb alloy at the prefracture stage [16].

DISCUSSION

The localized strained zones behave in the most
intriguing way at he stage of parabolic hardening at n <
0.5, where they move and tend to coalesce. The motion
of the zones at this stage is mutually coordinated so that
their velocity is the greater, the farther they are from the
site of fracture at the beginning of straining (Fig. 5 for
the polycrystal). Since the velocities of the zones are
“matched” to each pother, all strained zones come to
the site of fracture simultaneously. Extrapolating the
straight lines X(t) in the kinetic diagram (Fig. 5) until
they meet, one can find a pole with the fracture coordi-
nates Xf = 40 ± 3 mm and tf = 2520 ± 90 s. The former
fairly accurately determines the site of fracture, while
the latter specifies the point in time at which the speci-
men becomes discontinuous (the discontinuity some-
what lags behind the onset of cracking). At this stage of
the process, the position of each of the strained zones
versus time is clearly given by

(2)

where the sign of V0 depends on the initial position of a
specific plastic-flow zone.

In other words, the events taking place at the site of
fracture do not prevent the development of plastic
deformation in the rest of the specimen but force the
mobile localized-flow zones to associate at the site
where a crack originates. The same, yet weaker, ten-

X Xf V0 t tf–( ),+=
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dency is also observed in the single-crystalline speci-
men (Fig. 6). Nevertheless, in this case, too, there exists
a pole with the coordinates Xf = 3 ± 3 mm and tf = 890 ±
60 s, which specify the site and time of cracking.

As follows from Figs. 5 and 6, some of the local-
ized-flow zones that appear at the parabolic stage with
n ≈ 0.5 (well before fracture) remain immobile during
loading at any n ≤ 0.5. This is observed in both the sin-
gle crystals and polycrystals. In Figs. 5 and 6, their
positions are shown by the thick horizontal lines. The
distributions of the plastic strain tensor components
over the specimens (these distributions are similar to
those represented in Figs. 3 and 4) demonstrate that the
strain magnitude in these zones is the highest from the
time of occurrence. It is near these strained zones that
the poles of the curves X(t) for the single crystals and
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polycrystals arise and plastic cracks originate. A similar
effect was noted earlier [16].

The mechanism that provides the synchronous
motion of the localized plasticity zones at the final stage
of the process may be the well-known phenomenon of
acoustic emission from the fracture zone. Elastic pulses
of acoustic emission may initiate the development of
plasticity and cause the localized plasticity zones to
move. Such a mechanism was suggested in [15] to
explain the existence of macroscopic distances between
the localized plastic-strain zones (the localized strain
wavelength). The effect of acoustic emission may be
sufficiently pronounced for the plastic flow kinetics to
be changed, as indirectly indicated by the formation of
the so-called Wallner lines at fracture [17]. These lines
are associated with the curvature of the propagating
crack path due to ultrasonic pulses of acoustic emis-
sion.

CONCLUSIONS
Thus, it is established that flow curves σ(ε) for sin-

gle-crystalline and polycrystalline specimens of Fe–
3%Si bcc alloy have the linear (σ ~ ε) and parabolic
(σ ~ εn) stages of deformation hardening. The latter, in
turn, consists of two portions with different exponent
n < 1. From the character of strain localization in this
alloy, one can draw the following conclusions.

The laws of plastic strain macrolocalization that
were previously derived for the stages of linear harden-
ing (the wave nature of straining) and parabolic harden-
ing (a stationary set of the localization zones at n ≈ 0.5)
in fcc and hcp single crystals and polycrystals remain in
full measure valid for single crystals and polycrystals
of Fe–3%Si bcc alloy.

For a parabolicity exponent n < 0.5, the plasticity
localization zones become mobile and consistently
move, meeting at the site of crack origination at the
time of fracture.

These findings seem to be useful in estimating the
ultimate states of plastic materials. Also, they can be
used for predicting the limiting plasticity of metals,
locating the site of fracture, and determining the time to
fracture (lifetime) during mechanical tests [18]. This
can be done by extrapolating the experimentally found
temporal dependences of the coordinates of the local-
ized plasticity zones, X(t), until they meet. In this case,
the space and time coordinates of the point of intersec-
tion define the site and time of fracture with a reason-
able accuracy.
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Abstract—Unstable form changing (click) of an arched TiNi strip annealed at 773 K is investigated. After the
annealing, the strip is placed into the grips of a deforming machine and is transferred to the martensitic state by bend-
ing in the direction opposite to its initial bend. Subsequent heating of the strip, which carries it to the austenitic state,
is accompanied by a click under the conditions of constrained form changing. Analysis of the martensitic deformation
in terms of the theory of diffuse martensitic transformations makes it possible to establish the conditions under
which the form changing process becomes unstable. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Titanium nikelide (TiNi) is today viewed as the most
promising material for temperature sensors in electro-
mechanical and microelectromechanical systems [1, 2].
This is due to the fact that, compared to other materials,
TiNi offers a more beneficial relationship between the
energy delivered to the sensor and its mechanical dis-
placement. The so-called bidirectional shape memory
effect [3–5] extends the functionality of the TiNi sen-
sors. This effect arises in TiNi strips and plates (pro-
vided that the amount of nickel exceeds that in the equi-
atomic composition) annealed under bending at 700–
800 K.

Bending during the annealing leads to different ori-
entations of matrix-coherent disk-shaped Ti3Ni4 inter-
metallic precipitates in the expanded and compressed
layers of strips and plates [4, 6] and generates internal
stresses of opposite sign in these layers. Subsequent
stress relaxation during the direct, B2  R  B19',
and reverse, B19'  R  B2, two-stage martensitic
transformations (the formation and decomposition of
the R and M martensite modifications, respectively) is
accompanied by a temperature-reversible change of
sign of curvature in the strip or plate. This is the mani-
festation of the bidirectional shape memory effect
(SME). The quantitative theory of the bidirectional
SME based on the concept of diffuse martensitic trans-
formations [7, 8] is developed in [9].

The functionality of titanium nickelide is extended
further when the bidirectional SME occurs under con-
strained conditions. It was established [10, 11] that
mechanical restrictions placed on the displacement of
the ends of an arched TiNi strip make the SME unstable
and cause the click phenomenon in the strip in a narrow
1063-7842/04/4910- $26.00 © 21301
temperature range as the temperature increases. Note
that this phenomenon also takes place in TiNi disks
annealed in the curved state when their edges are free to
move [12]. One may suppose that the effect of unstable
martensitic deformation is caused in this case by the
anisotropic and nonuniform distribution of Ti3Ni4 par-
ticles across the thickness and along the radius of the
plate.

The aim of this study is to analyze the mechanical
stability of an arched strip under constrained conditions
[10, 11] in terms of the recently developed theory of
bidirectional SME [9, 13] and to find the factors
responsible for the click when the temperature is var-
ied.

EXPERIMENTAL CONDITIONS 
AND RESULTS

The TiNi strips (the nickel content was 50.5 at. %)
of thickness 2h = 0.4–0.5 mm, width b = 6–8 mm, and
length 2l = 19–21 mm were mounted in a mandrel with
a given radius of curvature R0 and a maximum bending

deflection W0 = R0[1 – ], where L0 =
R0sin(l/R0) is half the chord between the ends of the
bent strip (Fig. 1a). The fixed strip was annealed at a
temperature of 773 K for 30 min in order to give rise to
the bidirectional shape memory effect. Further, the strip
was rolled to εΣ ≈ 35% with intermediate annealings
and finally annealed at 693 K for 1.5 h. These proce-
dures were aimed at improving the reversibility of the
martensitic transformation. As a result, the starting and
final temperatures of the direct and reverse martensitic
transformations (Ms, Mf and As, Af, respectively) were

1 L0/R0( )2–
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Stages of the form changing process in the arched strip: (a) setting the initial shape, (b) bending by applying force F in mar-
tensite, (c) recovery of the shape upon heating, and (d) recovery of the shape in the presence of gap ∆.
found to be Ms = 307 K, Mf = 279 K, As = 297 K, and
Af  = 325 K.

Next, the arched strip was placed into a deforming
machine with hinged grips (Fig. 1b) and bent by apply-
ing force F in the direction opposite to the initial bend
at 293 K. The amount of the deflection in the opposite
direction was equal to WΣ/2. In this case, the material of
the strip is transferred to the martensitic state. Now, if
the strip is heated with force F removed, it recovers the
initial state, giving forth a clap (click) (Fig. 1c). The
clap is heard when the strip’s ends rest on the stationary
hinged grips, and compressive force P appears at the
ends upon straightening. This force additionally bends
the strip, making its strained state unstable [13]. If one
or both ends are free, the transition to the austenitic
state and the form changing process occur steadily.
Therefore, to stabilize these processes when the strip is
in the hinged grips, a sufficiently wide gap ∆ must be
provided in order that one or both ends of the strip are
free to move (Fig. 1d). Varying the width of the gap, one
can control the constraint.

Under the conditions of constrained form changing,
the functionality of the arched strip expands. Figure 2
shows the dependence of static reaction force Qr that is
exerted by obstacle B (dynamometer) placed at the cen-
ter of the strip on the total bending deflection W = AB
of the central part of the strip during heating. When the
form changing process is constrained, the phenomenon
of clap is of dynamic character and the strip acquires a
kinetic energy in the course of form changing. If there
is an obstacle in the path of the strip, the former, when
meeting the strip, undergoes an impact, with the impact
force depending on the strip–obstacle distance.
Figure 2 demonstrates the experimental results on
determining impact force Qi of the strip under the con-
ditions of the constrained SME. It is seen that, unlike
static reaction force Qr , the dynamic force is maximal
for intermediate values of the deflection, when the
kinetic energy of the strip reaches a maximum. Thus,
the arched TiNi strip can operate not only as a static
pusher (mechanical drive or sensor), but also as a
dynamic pulsed loading unit operating in a narrow tem-
perature range, provided that the motion of its ends is
limited.

In what follows, we analyze the mechanical behav-
ior of the arched TiNi strip under the conditions of the
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Fig. 2. Reaction force Qr and impact force Qi with which
the strip strikes the obstacle vs. the free bend of the strip
during heating.
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constrained SME. The aim is to find the geometry of the
strip that favors the effect of click.

BASIC RELATIONSHIPS

With allowance for the internal bending moment
(which is due to the anisotropic Ti3Ni4 particle distribu-
tion over the thickness of the strip) and external bend-
ing moment (due to compressive force P at the ends of
the constrained strip), the total curvature R–1 of the strip
(R is the radius of curvature) is given by

(1)

Here,  is the curvature of the strip upon annealing

(Fig. 1a);  = –(3/4h)|ε0| and  = –(3/2h) (x, t)
are the changes in the curvature due to the elastic, ε0 [9],

and martensitic, (x, T) [13], strains arising in the
strip after the relaxation of elastic bending stresses,
respectively; T is the temperature; and x the coordinate
measured from the center of the spanning chord

(Fig. 1a). The last term on the right of Eq. (1), (x,
T) = –M(x, T)/EJ, is the elastic contribution to the cur-
vature of the strip because of the constrained motion of
its ends. Here, M(x, T) = W0(x, T)P(T) is the bending
moment and W0(x, T) is the bending deflection of the
strip in the case of the unconstrained SME. We have

(2)

In (2) and above, R0(T) and L0(T) are the radius of
curvature and half the distance between the strip’s ends
when the temperature varies under the conditions of the
unconstrained SME, respectively [9, 13]; P(T) =
EAε(T) is the longitudinal compressive force at the
strip’s ends (Fig. 1c); E is the modulus of elasticity; A =
2hb is the cross-sectional area of the strip; ε(T) = [l0 –
L0(T)]/l is the longitudinal compressive strain in the
strip; 2l0 is the free spacing between the grips, which is
related to gap ∆ (Fig. 1d); and J = b(2h)3/12 is the
moment of inertia of the strip’s cross section.

The averaged martensitic deformations (T) and

(x, T) (under the conditions of the unconstrained and
constrained SMEs, respectively) are determined when
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the bending moments applied to the strip are in equilib-
rium [9, 13]:

(3)

That is, they depend on the temperature and on the
distributions of martensitic strain εp and stresses 
across the thickness of the strip (coordinate y) and
along its length (coordinate x):

(4)

where ϕR and ϕM are the volume fractions of R and M
martensites, respectively; εR = mRξR; εM = mMξM; ξR and
ξM are the shear strains of the lattice when it configures
into the R and M modifications, respectively; and mR

and mM are the orientation factors.1

The expressions for volume fractions ϕR and ϕV

(according to the theory of diffuse martensitic transfor-
mations) are given in [13]. Their values depend on the
temperature and bending stress:

(5)

where  = y/h and  = x/L0.

To determine the shape of the strip when the temper-
ature varies, we will make use of an equation relating
the radius of curvature of the strip and its bending
deflection W(x, T) [14, 15]:

(6)

where W' = dW/dx and W'' = dW'/dx. The minus sign
means that the curvature is positive when the strip is
convex.

Since the angle of rotation Ω(x, T) of the strip’s
cross sections is Ω(x, T) = W'(x, T), the single integra-

1 In [13], it was assumed that strains εR and εM depend on the vol-
ume concentration of Ti3Ni4 particles in the strip. Since this
assumption was shown to be not quite correct, strains εR and εM
in (4) depend only on the lattice strains and orientation factors.
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tion of Eq. (6) yields

(7)

The rotation of the cross sections meets the edge
condition Ω(x, T) = 0 when x = 0. From the first rela-
tionship of (7), it follows that Ω(x, T) ≈ ω(x, T) if the

Ω
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R x T,( )
------------------.

0

x

∫–=

–1.0

–0.5

0

0.5

1.0

R0/R0(T)

1

2

(a)

0.6 0.7 0.8 0.9 1.0 1.1
–1.0

–0.5

0

0.5

1.0

W0(T)/W0

T/TR

1

2

(b)

a

b

Fig. 3. Variation of the (a) curvature and (b) bending deflec-
tion of the arched strip with (1) decreasing and (2) rising the
temperature under the conditions of the unconstrained
SME.
rotation of the cross sections is small (Ω ! 1). In the

general case, Ω = ω/ ; consequently, the sag of
the strip as a function of coordinate x and temperature
T is given by the integral

(8)

Sag (8) meets the boundary condition W = 0 at the
strip’s ends x = ±L0. For ω(x, T) = –x/R0(T), we can
derive relationship (2) for the bending deflection under
the conditions of the unconstrained SME from formu-
las (7) and (8).

UNCONSTRAINED SHAPE MEMORY 
EFFECT

In the quantitative calculations that follow, it is con-
venient to write the curvature of the strip (Eq. (1)) in an
expanded and reduced form:

(9)

Figure 3a shows (according to (9)) the temperature
dependence of the curvature of the strip (l = 10 mm, b =
7 mm, h = 0.25 mm, R0 = 29.5 mm, R0/h = 118, and ε0 =
3 × 10–3; for the other parameters, see [9, 13]) for the
unconstrained SME when ε(T) = 0 in (9) and martensi-

tic strain (T) is uniformly distributed along the strip’s
length. As the temperature declines (curve 1), the cur-
vature of the strip varies with temperature stepwise
because of the two-step martensitic transformation (the
sequential formation of the R and M martensite modifi-
cations). On heating (curve 2), the temperature ranges
where the R and M modifications disappear virtually
join [9] and the recovery of the initial curvature occurs
through the one-step B19'  B2 martensitic transfor-
mation.

Figure 3b demonstrates the temperature dependence
of the sag at the central part (x = 0) of the strip (accord-
ing to (7) and (8)), which corresponds to its curvature
shown in Fig. 3a. The complete shape of the strip at dif-
ferent temperatures is depicted in Fig. 4, which shows
its shapes after the annealing (dashed curve) and after
the elastic relaxation of the internal anisotropic stresses
(curve 1). Curves 2 and 3 in Fig. 4 illustrate the bidirec-
tional SME at T = 0.9TR, i.e., the reversible change of
the sign of curvature and of the bending deflection dur-
ing the direct (curve 2) and reverse (curve 3) martensi-
tic transformations (TR is the characteristic temperature
of the R transformation [9]). Under the given conditions
and parameters of the strip, the maximum sag at its cen-
tral part is ±0.8 mm. The transition of the strip to the
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STABILITY OF THE MECHANICAL BEHAVIOR 1305
fully martensitic state and the change of sign of the sag
(point b) by applying force F (Fig. 1b) to the strip at a
temperature of 0.9TR (point a) are shown by arrow ab
in Fig. 3b.

From comparison of the curves in Figs. 3a and 3b, it
follows that, in the reduced coordinates, the bending
deflection W0(0, T) = W0(T) at the central part of the
strip varies with temperature in the same way as the
reduced curvature and that these values quantitatively
coincide. This coincidence stems from the fact that (i)
the deflection of the strip is smaller than its length

(≈0.5W0/l ≈ 0.88) and (ii) the curvature  of the strip
is also smaller than its length both in the initial (after
the annealing) state (l/R0 ≈ 0.34) and during the subse-

quent temperature variations (R–1(T) < ). Indeed, in
the case of the unconstrained SME, it follows from (7)
that ω0(x, T) = –x/R0(T). Next, since |ω0(x, T)| ! 1, we
have the following relationship for the reduced bending
deflection W0(T)/W0 of the strip (according to (8)):

(10)

The second ratio on the right of (10) is valid if
l/2R0 ! 1 and l/R0(T) ! 1 and confirms the statement
that the curvature and deflection of the strip vary with
temperature in a similar manner. Hence, under the
above conditions, the bending deflection at the central
part of the strip can be calculated from its curvature
(see (9)).

CONSTRAINED SHAPE MEMORY EFFECT

Figure 5 shows the temperature dependence of the
deflection at the central part when the temperature
declines (curve 1) and rises (curve 2) under the condi-
tions of the constrained SME; that is, ε(T) ≠ 0 in (9) and

martensitic strain (x, T) is nonuniformly distributed
along the strip’s length. Contrary to the unconstrained
SME (dashed curve), the process of form changing dur-
ing heating here is unstable: the strip exhibits severe
vibrations, tending to straighten out (W(T)  0), and
the motion of its ends in the grips is limited. In the case
shown in Fig. 5, the maximum compressive strain (con-
straint) of the strip is ε(T1) = ε(T2) = (l0 – L0(T1, 2)/l =
−2.9 × 10–4, where T1 and T2 are the temperatures at
which the strip completely straightens out L0(T1, 2) = l
as the temperature declines and rises, respectively. The
free grip spacing is given by the expression 2l0 =
2L0(Ta) + ∆, where Ta is the temperature at which the
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strip is mounted in the grips and ∆ is the total gap
between the strip’s ends and grips at this temperature
(Fig. 1d). For the maximal compressive strain ε(T2) of
the strip (see above) and the temperature at which the
strip is mounted in the grips, Ta = 1.1TR, gap ∆ equals
0.2 mm and the compressive (bending) force at the
strip’s ends (Fig. 1c) is P = EAε(T2) ≈ 100N, where E =
100 GPa. When the gap is narrow or is absent at all, the
instability of the form changing process builds up,
while for wide gaps, it weakens or even completely dis-
appears. The process becomes unstable when the gap is
smaller than the critical value, ∆ < ∆c, where

(11)∆c 2L0 T1 2,( ) 2L0 Ta( )– 2 l L0 Ta( )–[ ] .≈=

0

0.5

1.0

1

2

–0.5–1.0 0.5 1.0 x/L0

–0.5

W0(x, T)/W0

Fig. 4. Shape of the strip at different temperatures: dashed
curve, after annealing; (1) after the elastic relaxation of
internal stresses (T = 1.1TR); and (2) and (3) after the mar-
tensitic relaxation of internal stresses as the temperature
declines and rises, respectively (T = 0.9TR).
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Fig. 5. Variation of the maximum bending deflection of the
stripe under the constrained SME conditions during (1)
direct and (2) reverse martensitic transformations.
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Figures 6a and 6b demonstrate (according to (2) and
(11)) how critical gap ∆c varies with the initial radius of
curvature R0 of the strip in the reduced coordinates
∆c/2l – R0/h for l/h = 40. The temperatures at which the
strip was mounted in the grips were taken to be Ta =
1.1TR and 0.9TR, respectively. In Fig. 6a, the domains of
unstable and stable form changing are marked by letters
A and B, respectively. The upper and right-hand scales
in Fig. 6a show the values of R0 and ∆c for a strip 2l =
20 mm long and 2h = 0.5 mm thick. For initial radii of
curvature of the strip R0 ranging from 30 to 50 mm
(R0/h = 120–200) [10], clicking was heard when the gap
varied between 0.1 and 0.5 mm. As is seen from Fig. 6a,
this is in good agreement with the theory. From Fig. 6b,
it follows that, if the temperature of mounting the strip
into the grips is lower than the characteristic tempera-
ture TR of the onset of martensitic transformation, there
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Fig. 6. Critical gap ∆c at which the clicking effect arises vs.
the radius of initial curvature R0 of the strip. Strip mounting
temperature Ta equals (a) 1.1TR (a) and (b) 0.9TR.
exist two ranges of parameters where the form chang-
ing during heating is unstable, 55 < R0/h < 90 (domain
A1) and R0/h > 90 (domain A2), with the domain B of
stable form changing in between.

The elastic compressive strain of the strip for the
constrained SME is given by the formula

(12)

The strain depends on the running temperature T of
the strip, temperature Ta at which the strip is mounted
into the grips, the initial radius of curvature R0 of the
strip, and gap ∆. As was mentioned above, strain ε
reaches a maximum

(13)

at temperatures T1 and T2. At these temperatures, the
strip is completely straightened out (L0(T1, 2) = l) as the
temperature declines and rises, respectively. Compres-
sive force P acting on the ends of the strip, P =
EAε(T1, 2), is also maximal at these temperatures. Fig-
ure 7 plots the maximum compressive force during
heating P/EA = ε(T2) versus relative gap ∆/2l for four
values of the initial radius of curvature R0/h at Ta =
1.1TR. As the gap and radius of curvature increase, the
compressive force and compressive strain at the strip’s
ends decrease and vanish when ∆ and R0 take the criti-
cal values (Fig. 6a). For R0 > 50 mm (R0/h > 200), the
critical gap at which the effect of clicking is absent
becomes less than 0.02 mm. The dimensional scales in
Fig. 7 show how the compressive force varies with ∆.
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Fig. 7. Compressive force P at the ends of the strip under the
conditions of the constrained SME vs. gap ∆. The initial
radius of curvature of the strip R0/h = (1) 100, (2) 120,
(3) 150, and (4) 200.
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Compressive forces in the range P = 10–120 N (for gap
widths of 0.1–0.5 mm and radii of curvature of 30–50
mm) [10, 11] correspond to the maximum compression
strain in the range (0.3–3.0) × 10–4.

Critical temperatures T1 and T2, at which the defor-
mation of the strip is unstable, are determined from the
zero-curvature conditions that set in when the tempera-
ture declines and rises, respectively:2

(14)

Figure 8 plots the critical temperatures against the
initial radius of curvature in dimensionless coordinates.
For small radii (R0/h < 100 or R0 < 25 mm), the critical
temperatures sharply drop. For large radii (R0/h > 200
or R0 > 50 mm), these temperatures are nearly the same.

2 Equation (14) yields temperatures T1 and T2 in the zero-order
approximation when the constrained strain of the strip is calcu-
lated by the iteration method [13].
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Fig. 8. Critical temperatures T1 and T2 at which the form
changing process becomes unstable vs. the radius of initial
curvature R0 for (1) direct and (2) reverse martensitic trans-
formations.
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Thus, our investigation into the unstable form
changing of an arched TiNi strip under the conditions of
the constrained shape memory effect demonstrates that
the clicking effect depends on a number of factors and
relationships between them. Among these factors are
the geometry of the strip, its curvature specified by
annealing, and the temperature at which the strip is
mounted into the grips. Another group includes struc-
tural factors, such as the parameters of martensitic
transformation and elastic internal stresses (strains ε0),
which depend on the Ti3Ni4 particle concentration in
the strip, i.e., on the temperature and duration of
annealing of the bent strip.
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Abstract—The electron subsystem of a material is strongly excited when swift heavy ions pass through the
material. The subsequent relaxation of this excitation results in considerable short-term (<10–9 s) heating of the
material in the nanometer vicinity of the projectile trajectory. Nanoprecipitation stimulated by such thermal
spikes in supersaturated solid solutions is studied. Nanoprecipitates are shown to form when the temperature in
the track reaches a point where the characteristic time of precipitation becomes shorter than the time of cooling
of the track. The region of most efficient precipitation may be offset from the track axis. The initial cylindrical
nonuniformity of the spatial density of nucleating clusters may cause the formation of nanodimensional tubular
heterostructures extended along the trajectory of the heavy ions. The parameters of the system that are the most
favorable to the tubular mode of precipitation are found. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

An appreciable part of the energy of swift heavy
ions (with a mass M > 50mp, where mp is the mass of a
proton, and energy E > 1 MeV/nucleon) passing
through a material is spent on the excitation of its elec-
tron subsystem in the nanodimensional region near the
trajectory of the projectile. Recent experiments have
shown that the relaxation of such high-energy electron
excitations causes nanoprecipitation in supersaturated
solid solutions of metals [1, 2], insulators [3], and semi-
conductors [4]. The amount of this effect correlates
with electron losses of the swift heavy ion (SHI) energy
and opens up new possibilities of controlling the pre-
cipitation kinetics over a small range (about several
nanometers). Specifically, this effect may be used to
advantage for producing arrays of nanodimensional
heterostructures (quantum dots and nanotubes)
involved in multilayer systems with a single technolog-
ical process [4].

Energy transfer from the electrons excited to the
atomic subsystem results in local heating of the mate-
rial near the track. In this case, the temperature in the
SHI tracks may rise to the point where it stimulates
phase transitions in the material or in fine impurity
inclusions present in it [5–8]. In this work, we study the
effect of such thermal spikes [9–13] on nanoprecipita-
tion in the vicinity of the SHI trajectory.

The basic idea of this article is that the temperature
dependence of the precipitation time has a sharp mini-
mum at some characteristic temperature that depends
on the parameters of the system [14]. Impurities may
precipitate if the temperature in the track reaches the
1063-7842/04/4910- $26.00 © 21308
point where the precipitation time becomes shorter than
the time of cooling of the track.

The region that is the most favorable to the precipi-
tation may be offset from the track axis. In this case, the
precipitate spatial distribution is cylindrically symmet-
ric with an off-axis maximum; i.e., the spatial configu-
ration of precipitates appears to be tubular.

Here, we analyze the temperature dependence of the
precipitation time and also present the parameters of
the matrix, impurity atoms, and heavy projectiles, as
well as the irradiation conditions, that facilitate impu-
rity precipitation in the SHI track. In addition, we esti-
mate the parameters ensuring the nucleation of tubular
nanodimensional clusters along the SHI trajectory.

MODEL

Assume that, before irradiation, the concentration of
impurity atoms in the matrix exceeds the value corre-
sponding to their solubility limit at an irradiation tem-
perature (supersaturated solid solution).

Let a portion of the energy of the projectiles go into
local heating of the material in the SHI track. Then, we
assume that the initial temperature in the track does not
exceed the melting point; otherwise, we will describe
the system, starting from the time when the temperature
in the track decreases below the melting point. Finally,
the size of the resulting clusters is assumed to be
smaller than the thermal spike diameter, so that the
influence of temperature gradients on the precipitation
kinetics can be neglected.
004 MAIK “Nauka/Interperiodica”
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The effect of temperature on the precipitation in the
track heated depends on two competitive processes. On
the one hand, the diffusion mobility of impurity atoms
increases with temperature, thereby rising the fre-
quency of their collisions and, hence, the precipitation
rate. On the other hand, a rise in temperature raises the
solubility limit of an impurity in the matrix. Accord-
ingly, the supersaturation of the solid solution
decreases (with the concentration remaining
unchanged), the thermodynamic driving force of the
phase transition diminishes, and the precipitation rate
drops. Because of competition between these tenden-
cies, a temperature interval generally arises where the
precipitation rate reaches a maximum [14]. Thus, for a
certain set of the system’s parameters, a rise in the tem-
perature of the SHI track may considerably cut the
characteristic precipitation time. Evidently, precipita-
tion will actually take place if the precipitation time is
shorter than the time of track cooling.

The cooling time depends on the heat conduction
mechanism and is estimated from the expression

(1)

where RT is the initial radius of the region heated and
χi is the thermal diffusivity of the material.

As follows from the experimental data and numeri-
cal estimations, the radius of the thermal spike ranges
from several nanometers to several tens of nanometers
[12, 15, 16]. The shortest cooling time can be found by
taking the thermal diffusivity of metals (χi = 10–3–
10−2 cm2/s):

(2)

At a high concentration, even two impurity atoms
may form a stable nucleus. Structural inhomogeneities
in the matrix may also favor impurity precipitation.
However, we will seek the upper estimate of the nucle-
ation time and consider the case of slowest homoge-
neous nucleation, which occurs at low supersaturations
and high temperatures. Such a process can be described
as the overcoming of an energy barrier whose height
depends on the supersaturation of the solution.

Taking into account the nanometer size of the pre-
cipitates and a very short (on the order of nanoseconds)
time of track cooling, we may assume that the forming
nuclei introduce insignificant, if any, perturbations into
the spatial distribution of impurity atoms in the track. In
this case, the critical barrier for precipitation, ϕc, takes
the form [14, 17, 18]

(3)

Here, T0 = Ψ/ln(ci/C) (temperature T < T0 is measured
in energy units); ci and C are the atomic concentrations
of impurity atoms in the precipitates and matrix,

tT

RT
2

χ i
------,≈

tT  = 10 9– –10 10–  s.

ϕc
16π

3
--------- Ω2γ3

ci/C( )T T0 T–( )2ln
2

-------------------------------------------------.=
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respectively; Ψ is the Gibbs energy of impurity atom
dissolution in the matrix; Ω is the volume occupied by
an impurity atom in the precipitate; and γ is the surface
tension coefficient of the nuclei. The precipitates are
assumed to be spherical.

The characteristic time of precipitation tp is defined
as the average time it takes for nuclei of the new phase
to grow to the critical size (nc) corresponding to the pre-
cipitation barrier [19]:

(4)

where ν is the oscillation frequency of impurity atoms,
U is the migration barrier for impurity atoms in the
matrix, and

(5)

is the Zel’dovich factor.

PRECIPITATION CONDITIONS
IN THE TRACKS

For Eq. (4), it follows that precipitation time tp(T)
has a deep minimum at a temperature that substantially
depends on parameters Ψ, γ, and U, which characterize
the properties of impurities and precipitates in the
matrix (Fig. 1). For typical values of the solubility limit
(Ψ = 0.5–2.0 eV, solutions of point defects or impurity
atoms), surface tension coefficient (γ varies from
100 erg/cm2 for impurity precipitates to 1000 erg/cm2

for voids and bubbles), and migration barrier (U = 0.4–
1.5 eV) [18, 20, 21], the following results were
obtained. An increase in Ψ increases the driving force

tp nmin nc( ) . 
2
π
---Z 

 
1/2– ϕ nc( )[ ]exp

2πν U/T–( )exp
--------------------------------------,

Z d2ϕ
dy2
---------

y nc=

ci/C( )ln
4

32πΩ2γ3
----------------------

T0 T–( )4

T
----------------------= =

4

tp, s

T, K
log(c

i /C)

3

2

1 1400
1000

600

1 × 1010

1 × 109

1 × 108

1 × 107

1 × 106

200

Fig. 1. Precipitation time tp as a function of temperature T

in the track and supersaturation ci/C) (U = 0.4 eV, γ =
50 erg/cm2, Ψ = 2 eV). The curve on the surface corre-
sponds to precipitation time tp = 10–9 s.

(log
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of the phase transition and decreases the characteristic
precipitation time (curves 1, 4, 5 in Fig. 2; here, Ψ var-
ies from 1.0 to 2.5 eV). For high Ψ, the precipitation
time does not exceed 1 ns over an extended region in
the plane (T, ci/C)). Moreover, for the supersatura-

tion reached in the experiments ( ci/C) & 3) [1–3],
precipitation time tp becomes shorter than 100 ps (tp &
10–10 s).

The dependence of precipitation time tp on surface
tension γ is shown in Fig. 2 (curves 1, 6, 7; here, γ varies
from 200 to 800 erg/cm2). At high concentrations of
impurity atoms in the matrix (C ~ 1%), the precipitation
time does not exceed 1 ns even if the surface tension
coefficient is above 800 erg/cm2. Such high values cor-
respond, for example, to the formation of gas bubbles
or vacancy pores in the tracks due to the decomposition
of supersaturated solutions of gases and point defects
[20].

The diffusion barrier height also has a significant
effect on the precipitation kinetics. As is seen from
Fig. 2 (curves 1–3), low diffusion barriers facilitate
impurity precipitation in the SHI track [3, 15, 16].

(log

(log

1 2 3 4 5
log(ci/C)

200

400

600

800

1000

1200

1400 1

2

3

4

5

6

T, K

Fig. 2. Precipitation time isolines bounding from the right
the region where the precipitation time does not exceed
10−9 s. Curves 1–3 drawn for γ = 500 erg/cm2 and Ψ = 2 eV
show the dependence of the precipitation time tp on migra-
tion barrier height U (U = 0.4, 0.7, and 1.0 eV, respectively);
curves 1, 4, and 5 (γ = 500 erg/cm2, U = 0.4 eV) show the
dependence of the precipitation time on the solubility limit
of the impurity (Ψ = 2, 1.5, and 1 eV, respectively); and
curves 1, 6, and 7 (U = 0.4 eV, Ψ = 2 eV) demonstrate the
dependence of the precipitation time on the surface tension
coefficient (γ = 500, 200, and 800 erg/cm2, respectively).

7

ON THE TUBULAR PRECIPITATION 
IN THE SHI TRACK

At the time when the thermal spike appears, the
axial region of the track has the highest temperature.
Heat transfer warms the peripheral regions of the track,
and the temperature of the axial region declines. When
the temperature appropriate for the precipitation per-
sists at the periphery longer than at the center, tubular
precipitation may occur. In this case, the concentration
of the forming clusters has a cylindrically symmetric
distribution with an off-axis maximum. Subsequently,
such a spatial distribution may evolve into nanodimen-

0.8 0.9 1.0 1.1 1.2

1.2 (a)

Tp/Tmax = 0.3

Duration of essential nucleation, ∆tp/tT

1.0

0.8

0.6

0.4

0.2

∆Tp/Tmax

0.010
0.025
0.050

0.6 0.7 0.8 0.9
Relative distance, r/RT

0.30 (b)

Tp/Tmax = 0.5
0.25

0.20

0.15

0.10

0.05

∆Tp/Tmax

0.010
0.025
0.050

Fig. 3. Duration ∆tp(r) of the temperature interval vs. dis-
tance r from the track axis. Tmax is the initial temperature in
the track axis. (a) Sharp peak at ∆Tp/Tmax = 0.3 and (b) step
dependence at ∆Tp/Tmax = 0.5.
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sional tubular heterostructures extended along the SHI
trajectory.

To find the conditions necessary for tubular precipi-
tation, let us see how the duration of the temperature
interval where the precipitation is the most efficient
depends on distance r from the track axis. The duration
of this temperature interval ∆Tp centered at Tp ≤ Tmax, so
that |T – Tp| ≤ ∆Tp/2 (Tmax is the initial temperature at the
track axis), versus relative distance r/RT is shown in
Fig. 3. The corresponding distribution of precipitates in
the track is shown in Fig. 4.

As follows from Fig. 3a, if precipitation time tp is
minimal at temperature Tp that does not exceed 0.3Tmax,
the time of efficient precipitation in the peripheral

0 0.5 1.0 1.5
r/RT

(a)

(b)

0 0.5 1.0 1.5
r/RT

Fig. 4. Distribution of precipitates in the SHI track for the
(a) tubular and (b) cylindrical precipitation.
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region is one order of magnitude longer than that at the
track axis. Furthermore, if the maximal temperature in
the track under the given irradiation conditions is close
to the melting point of the material (Tmax ≈ Tm, where
Tm = 1500–2000 K is the melting point), the tubular
precipitation is possible at a low solution energy (Ψ)
and high mobility of impurity atoms (U) when the char-
acteristic temperature of precipitation Tp lies between
500 to 650 K (Figs. 5a, 5b).

DISCUSSION

Consider the Fe–Cu system (the solid solution of
copper in iron) as an example. In the experiments con-
ducted in [1, 2], the copper concentration in the iron

0.5

1.5 2.0

Ψ, eV

0.6

0.7

0.8

0.4
2.5 3.0 3.5 4.0

(a)

U = 0.4 eV

0.5

1.75 2.00

U, eV

log(ci/C)

0.6

0.7

0.4
2.25 2.50 2.75 3.00

(b)

Ψ = 0.6 eV

Fig. 5. The solid line bounds the domain of parameters that
is favorable for the tubular precipitation in the SHI track.
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was 1–2% ( ci/C) ≈ 2). The bonding energy 
of copper atoms in the matrix with copper precipitates

and barrier  for copper atom migration via the

vacancy mechanism were estimated as  = 0.5–

0.8 eV and  = 0.4 eV [21]. These values of the
parameters are favorable for precipitation in the SHI
track if the thermal spike exceeds 500–600 K (see
above). Moreover, these values are very close to those
at which the tubular precipitation may take place pro-
vided that the temperature in the track is close to the
melting point of the matrix.
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Abstract—The band spectrum of cyclotron waves propagating in a periodic layered semiconductor–insulator
structure at an angle to an external magnetic field that is applied perpendicularly to the layers is calculated for
two relationships between the characteristic frequencies of the semiconductor: ωH > ωP and ωH < ωP. The wave
field distributions across the layers and over the period of the structure are analyzed. In both spectra, transmis-
sion bands arise when the conditions for dimensional resonance across the semiconductor layer are fulfilled.
The graphic solution of the dispersion relation demonstrates that the cyclotron wave spectrum can be subdi-
vided into two spectra of normal waves according to the Bloch wavenumbers of the periodic structure. The
cases where the band spectra complement each other or overlap are considered. © 2004 MAIK “Nauka/Inter-
periodica”.
INTRODUCTION

Previously [1], we considered the band spectrum of
electromagnetic waves propagating in a layered peri-
odic semiconductor structure at an angle to an external
magnetic field that is applied perpendicularly to the lay-
ers (along the periodicity axis). Our statement of the
problem differs from those both in [2], where the peri-
odicity axis, the direction of the electromagnetic wave,
and the external magnetic field are aligned, and in
[3−5], where the magnetic field is normal to the period-
icity axis and to the plane of wave propagation. In our
statement, the Maxwell equations for a gyrotropic
medium are not split into two equations for the field
components of independent polarizations and normal
waves in such a medium are elliptically polarized
waves having six field components each [6]. It was also
shown [1] that the band spectrum includes a specific
type of electromagnetic waves, the so-called cyclotron
waves, which introduce numerous transmission bands
into the spectrum. In this work, we study the band
structure of the cyclotron wave spectrum and also the
wave field distributions across the layers and over the
period of the structure.

MATHEMATICAL BACKGROUND

Let us consider an infinite stack of alternating semi-
conductor and insulating layers (with thicknesses d1

and d2, respectively) in the presence of a permanent
magnetic field directed perpendicularly to the layers
(the z axis). A dispersion relation that describes the
propagation of waves in this structure can be found by
1063-7842/04/4910- $26.00 © 21313
the transformation matrix method [7] in the form [1]

(1)

where ξ = exp(i d),  is the Bloch wavenumber, and
d = d1 + d2 is the period of the structure. Coefficients
B1, B2, and B3 are expressed in terms of the elements of
the one-period transformation matrix, which relates the
fields at the extremities of the period of the structure.

It was shown numerically [1] that, without regard
for dissipation, dispersion relation (1) can be repre-
sented in the form

(2)

(3)

Equation (1) and expressions (2) and (3) are related
as

(4)

Expression (4) is found as a solution of the quadratic
equation; hence, coefficients a1 and a2 may take either
real or complex conjugate values.

The fact that the dispersion relation can be repre-
sented in the form of Eqs. (2) and (3) means that two
wave spectra exist, each being characterized by the
respective Bloch wavenumber  or . Physically,
these spectra correspond to two normal (generally,
elliptically polarized) waves propagating in any aniso-

ξ4 B3ξ
3 B2ξ

2 B1ξ 1+ + + + 0,=
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k1dcos
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2
-----,–=
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tropic medium [6]. In the transmission bands of these
spectra, the Bloch wavenumbers are real and must meet
the conditions |a1, 2| ≤ 2, where a1 and a2 are real num-

bers. In any other case,  and  are complex numbers
and characterize the opacity bands. Since Eqs. (2) and
(3) are mutually independent, the corresponding spec-
tra of the normal waves may complement each other or
overlap.

To gain an insight into the physical processes that
take place in the presence of two band spectra, one must
know the specific features of their formation and the
distribution of the electromagnetic fields in each of the
layers. Accordingly, independent expressions for the
field components in the material of the layers must be
derived.

A method for determining the wave fields in gyro-
tropic media is presented in [8]. In this method, the field
components are expressed via differential operators
and scalar function Ψ(x, y, z), which defines the z
dependence of the field components in the direction of
permanent magnetic field B0. For the configuration
described above, this function can be written as a sum
of the eigenfunctions of the wave equation:

(5)

k1 k2

Ψ A1 k1zzcos A2 kz1zsin A3 kz2zcos+ +(=

+ A4 kz2z ) i kxx kyy+( )[ ] .expsin
Here, kz1 and kz2 are the wavenumbers describing
the transverse distribution of the field for two normal
waves in the semiconductor layers with the permittivity
tensor [9]

(6)

where

εL is the permittivity of the semiconductor lattice, ωp is
the plasma frequency, ωH is the cyclotron frequency,
and ω is the frequency of the electromagnetic wave.

The transverse wavenumbers can be expressed as

ε̂
ε1 iε2 0

iε2– ε1 0

0 0 ε3
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ε1 εL 1
ωp

2
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2 ω2–

-------------------+ , ε2
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1
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2
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2 k0

2–+– ,±=
where k0 = ω/c, εV = ε1 – ( /ε1) is the Voigt permittiv-

ity, and kxy = .

After substituting function Ψ(x, y, z) into the corre-
sponding expressions for the fields [8, 9], we obtain
relationships for the transverse (relative to the magnetic
field direction or to the periodicity axis) field compo-
nents in the semiconductor layers:

(8a)

(8b)

where C1, 2 = (ikyQ1, 2 – ε2kxP)S, D1, 2 = kz1, 2(kx/k0Q1, 2 –
iε2k0ky)S, C3, 4 = (–ikxQ1, 2 – ε2kyP)S, D3, 4 =

kz1, 2(ky/k0Q1, 2 + iε2k0kx)S, P =  – /ε3, Q1, 2 = ε1P –

, and S = exp[i(kxx + kyy)].

In the dielectric medium, the expressions for the
transverse components can be derived from the Max-
well equations. At arbitrary point z of the insulator, the
field components of a plane wave exp[–i(ωt – kr)],

ε2
2

kx
2 ky

2
+

Ex y, C1 3, A1 kz1zcos C1 3, A2 kz1sin z+=
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2
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2

when expressed in terms of the fields at point z = 0, take
the form

(9a)

(9b)

Here,

kz = , and ε is the permittivity of the insula-
tor.

Thus, we obtained two systems of equations ((8)
and (9)) consisting of the independent expressions for
the field components in the semiconductor and insula-
tor that are transverse to the magnetic field. Either of
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the systems contains four unknown coefficients: Ex(0),
Ey(0), Hx(0), and Hy(0), and A1–A4, respectively. In
order to find them, we make use of (i) four boundary
conditions for the field components at the interfaces:

(10)

where  and  (i = x, y) are the field components
in the semiconductor and insulator, respectively, that
are parallel to the boundary of the layers, and (ii) four
periodicity conditions (Floquet theorem) at the extrem-
ities of the period:

(11)

The resulting system of eight equations is linear and
homogeneous, so that its coefficients can be expressed
through any of them. Thus, the problem of determining
the transverse field components in the layers is reduced
to solving the system of seven linear inhomogeneous
equations.

BAND STRUCTURE OF THE SPECTRUM 
AND FIELD DISTRIBUTION

We numerically analyzed dispersion relations (2)
and (3) for two sets of parameters where the character-
istic frequencies of the semiconductor met the inequal-
ities ωH < ωp (B0 = 0.05T) and ωH > ωp (B0 = 0.23T),
respectively. The semiconductor was taken to be n-InSb
with an electron concentration of 3 × 1014 cm–3, εl =
17.8, and d1 = 0.01 cm; for the insulator, ε2 = 2.0 and
d2 = 0.03 cm.

A part of the band spectrum of cyclotron waves for
the first case is shown in Fig. 1. In this domain, the
expressions for kz1 and kz2 in the semiconductor take the
form

(12)

(13)

when ω ≤ ωH and kxy @ k0. That is, with an increase in
kxyd, the transverse wavenumber is imaginary for one of
the partial modes in the semiconductor and real for the
other. This feature also specifies the type of these
modes: one is of the surface type (the field exponen-
tially drops from the interface toward the bulk of the
layer), while the other is a bulk (waveguide) mode. For
the latter, the condition for dimensional resonance is
met in the transmission bands: kz1d1 = pπ, where p is an
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Fig. 1. Band spectra of cyclotron waves for Bloch wave-

numbers (a)  and (b)  and (c) the resulting spectrum.
ωH < ωp. The transmission bands are shaded. The order of
half-wave resonance in the semiconductor layer is p = 2, 3,
4, … .
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integer showing the number of half-waves that are
accommodated across the semiconductor layer.

Figure 2 shows the band spectrum in the form of
alternating transmission and opacity bands. The spec-
trum is seen to thicken as the bands approach the cyclo-
tron frequency. The plot represents a graphic solution
of dispersion relations (2) and (3) and defines the posi-
tion of the transmission bands corresponding to the
range –2 ≤ Re(a1, 2) ≤ 2 at Im(a1, 2) = 0 in formula (4).
It is obvious that this part of the spectrum (kxyd = 1 in
Fig. 1a) involves only solutions to Eq. (2), since the val-
ues of Re(a2) in Eq. (3) fall beyond the given interval
and lie below the transmission band with the bound-
aries  = 0 and  = π in Fig. 2. In contrast, the for-
mation of the spectrum in the interval kxyd > 2 (Fig. 1b)
is related to only solutions to Eq. (3). This example
clearly illustrates that the dispersion curves for  and

 complement the corresponding spectra to the result-
ing energy spectrum of the periodic structure (Fig. 1c)
if the characteristic frequencies are appropriately
selected.

It is noteworthy that the position of cyclotron waves
in the resulting band spectrum of the periodic structure
[1] is such that the phase velocity of the waves in the
transmission bands is the least, as compared with other
spectral regions. As a result, the transmission bands
may extend far into the high-kxy range, since one of the
transverse wavenumbers in the semiconductor remains
real with an increase in kxyd. However, taking into
account dissipative losses in the semiconductor, which

kd kd

k1

k2

40

20

0

–20

–40
5.0 5.5 6.0

a 1
,2

ω, 1012 s–1

Re(a2)

Re(a1)

ωH

kd = 0
–kd = π–

Fig. 2. Graphic solution of dispersion relations (1) and
(2) at kxyd = 1 for ωH < ωp. The vertical dashed lines indi-
cate the boundaries of the transmission and opacity bands.
limit the maximal wavenumber kxy and, accordingly, the
minimal phase velocity, may change the transmission
band. Therefore, it is important to estimate the effect of
dissipation on the band spectrum of cyclotron waves.

The field distribution across the layers over three
periods of the structure in different regions of the spec-
trum is shown in Fig. 3. The distribution represents an
interference pattern produced by the superposition of
the partial modes and their multiple reflections from the
boundaries of the structure. For example, point a of the
spectrum in Fig. 1c meets the condition of dimensional
resonance: two half-waves are accommodated across
the semiconductor layer, which is embodied in the field
distribution shown in Fig. 3a. The wave in the dielectric
layer is also of the bulk type (kz is real). The field distri-
bution is symmetric about the center of the layer. Since
point a lies at the boundary d = 0, the field pattern
repeats each alternate period of the structure.

At points b and c, the wave in the dielectric layer is
of the surface type (kz is imaginary) and the field expo-
nentially drops inward to the layer. The pattern repeats
each alternate period of the structure at the boundary

d = 0 (Fig. 3b) and in every two periods at the bound-

ary d = π (Fig. 3c).

The relationship ωH > ωp between the characteristic
frequencies of the semiconductor differs from the pre-
vious one in that both transverse wavenumbers kz1, 2 in
the semiconductor layers are real. Part of the related
band spectrum (kxyd = 2.6) is illustrated in Fig. 4.

k1

k2

k2

1

–1

0

(a)

1

–1

0

(b)

1

–1

0

(c)
1

–1

0

(f)

1

–1

0

(e)

1

–1

0

(d)

0 1 2 3 0 1 2 3
z/d

Fig. 3. Distribution of the Ex component real part across the
layers over three periods of the structure. (a–c) The fields at
the respective points of the spectrum in Fig. 1c and (d–f) the
same for the spectrum in Fig. 5. The fields are normalized
to the amplitude values.
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It is seen that the solutions to both dispersion rela-
tions ((2) and (3)) fall into the interval corresponding to
the transmission bands. This spectrum is difficult to
analyze, since the dependences obtained for a1 and a2

outline the bands in the entire spectrum rather than sep-
arate the bands for the two normal waves. This stems
from the fact that the values of a1 and a2 calculated by
formula (4) are always taken as positive and negative,
respectively. Therefore, the upper sections of the curves
in Fig. 4 (fine lines) formally refer to one spectrum and
the lower sections to the other.

However, if one takes into consideration that |kz1| @
|kz2| and kz2 depends on frequency only slightly in this
spectral range, it becomes evident that the dependence
mentioned above must be a rapidly oscillating function
for the first normal mode and a nearly linear function
for the second. Such behavior is due to the trigonomet-
ric functions of arguments kz1d1 and kz2d1 that enter into
the dispersion relations. As a result, if kz1 is large, even
its small changes give rise to numerous transmission
and opacity bands for the first normal mode. For the
second normal mode, kz2 and its variation are small, so
that the dispersion relation remains within the transmis-
sion band. It is such an approach (unlike the formal
one) to selecting the sections of the curves shown in
Fig. 4 that provides a correspondence to the band spec-
tra of the two normal modes characterized by Bloch
wavenumbers k1 and k2 in the periodic structure.

From the mathematical point of view, the entire
spectrum can be resolved into normal mode spectra by
changing the sign of the radical in (4) each time the
dependence passes through the region where the deter-
minant turns to zero, i. e., where a1 = a2.

16
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–4

–16

2.7 2.8 2.9

a 1
,2

ω, 1012 s–1

Re(a2)

Re(a1)

ωH

kd = 0
–

kd = π–

100Im (a2)

100Im (a1)
12

8

–8

–12

Fig. 4. Graphic solution of dispersion relations (1) and
(2) at kxyd = 2.6. ωH > ωp.
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Another feature of this spectrum is the presence of
the regions in Fig. 4 that are associated with the com-
plex conjugate values of a1 and a2 (see (4)) . These
regions correlate with some of the points where the
dependences Re(a1, 2) = f(ω) meet and appear as suc-
cessive peaks that are symmetric about the abscissa
axis. In Fig. 4, they are shown by the dashed lines and
correspond to the values 100Im(a1, 2). Hence, one may
expect that extra (relatively narrow and similarly
located) opacity bands will appear in the band spectra
of both normal modes.

Thus, the spectrum of cyclotron waves in the peri-
odic structure can be subdivided into two spectra of
normal modes with Bloch wavenumbers  and  (see
Figs. 5 and 6, respectively).

The spectrum corresponding to  consists of alter-
nating transmission and opacity bands, whose density
along the frequency axis increases as the cyclotron res-
onance frequency is approached. The condition of half-
wave dimensional resonance across the semiconductor
layer is met in each of the transmission bands. The
order of resonance grows with frequency, differing by
unity in each successive band. Within the transmission
band, the order of resonance varies in the same way
because of its bend and the related frequency shift at its
edges.

The above features of the band spectrum are also
reflected in the field distributions across the layers
(Figs. 3d–3f). These distributions correspond to three
spectrum points in Fig. 5 lying within the same trans-
mission band. In this case, the order of dimensional res-
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Fig. 5. Band spectrum of cyclotron waves that corresponds

to Bloch wavenumber . ωH > ωp. The opacity bands
(shown dark) are bounded by the curves corresponding to

the same values of d.
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k
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onance in the semiconductor changes from p = 5
(Fig. 3d) to p = 6 (Fig. 3f). At the intermediate point
(Fig. 3e), 5.25 half-waves are accommodated across the
layer and the field oscillation amplitude is minimal.
Since all the three points are chosen at the boundary

d = π, the field pattern repeats in every two periods of
the structure.

The spectrum of the normal mode with  (Fig. 6)
is essentially a wide transmission region including a
sequence of opacity bands. This sequence involves the
bands associated with the complex conjugate solutions
in (4) and a broadening band corresponding to the real
solutions with |a2| > 2. Since kz2d1 ≈ π for this normal
mode, the condition of half-wave resonance in the
semiconductor layer is met throughout in the transmis-
sion region. Note that the field distribution shown in
Fig. 3 is a superposition of the fields of the normal
modes and depends, in particular, on the relationship
between their amplitudes.

Thus, if the characteristic frequencies of the semi-
conductor meet the second inequality, the dispersion
relations for  and , as well as the corresponding
spectra, overlap.

k

k2

k1 k2

1
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2 3 4
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ω

, 1
012

 s
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1

Fig. 6. Band spectrum of cyclotron waves corresponding to

Bloch wavenumber . ωH > ωp. The opacity bands are
dark.

k2

0

CONCLUSIONS

We analyzed the band spectrum of cyclotron waves
propagating in a periodic layered semiconductor–
dielectric structure at an angle to an external magnetic
field that is applied perpendicularly to the layers.

The spectra for two relationships between the char-
acteristic frequencies of the semiconductor, ωH < ωp
and ωH > ωp, were studied. The field distributions
across the layers and over the period of the structure
were calculated. It was established that the transmis-
sion bands in both spectra form when the condition for
dimensional resonance in the semiconductor layer is
met. Such a structure of the transmission bands may
find use, e.g., in magnetically tuned multichannel fil-
ters.

By graphically solving the dispersion relation, we
demonstrated that the spectrum of cyclotron waves can
be subdivided into two spectra of normal modes that
correspond to the Bloch wavenumbers in the periodic
structure. The cases where the transmission bands com-
plement each other or overlap were considered.
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Abstract—The sensitivity of integrated optical sensors based on prismatic excitation of planar waveguides is
analyzed. It is shown that the sensitivity peak is attained when the waveguide modes are excited under nearly
critical conditions. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

A considerable number of integrated optical sensors
for parameters of medium have been developed [1−6];
however, many aspects of the optimization of such
devices remain unclear. This study is devoted to analy-
sis of sensors in which the power of a light beam
reflected from a prismatic device for exciting planar
optical waveguides is the quantity being detected [2–4].
The possibility for optimizing such sensors was consid-
ered in [4], where the mode excitation under far-from-
critical conditions was analyzed. However, the results
of investigation of waveguide modes for thicknesses
close to critical [5, 6], on the one hand, and the reflec-
tion of beams from the medium being studied in the
vicinity of critical angles, on the other hand [7, 8], lead
to the conclusion that the sensitivity of the sensors
might have a peak in the vicinity of the critical condi-
tions. We will derive an analytic expression for the sen-
sitivity of sensors and will solve the problem on its
maximization at nearly critical conditions. It will be
shown that a transition to these conditions makes it pos-
sible to improve the sensitivity of sensors by several
orders of magnitude.

INTENSITY OF THE REFLECTED BEAM

To study the sensitivity of sensors, we will derive an
analytic expression for the coefficient of beam energy
reflection R from the base of a prismatic coupling
device. A schematic diagram for the devices studied
here is shown in Fig. 1. It includes a prism with a film
structure at the base, consisting of a buffer layer and a
waveguide with thicknesses g and d. The waveguide is
in contact with the medium being studied. The prism,
the buffer layer, the waveguide, and the medium have
complex permittivities εp = , εg =  + i , εw =  +

i , and εc =  + i  (here and below, complex quan-
tities are written in the form Z = Z '+ iZ ", where Z ' =

εp' εg' εg'' εw'

εw'' εc' εc''
1063-7842/04/4910- $26.00 © 21319
ReZ and Z" = ImZ). We will assume in the further anal-
ysis that  < . This condition, which is most inter-
esting for practical applications [5, 6], can be satisfied
by using a metallic buffer layer. The waveguide is
excited by a coherent light beam with TE or TM polar-
ization. The power of the reflected beam is detected by
a photodetector. We will assume that the field of the
exciting beam depends on time as exp(iωt) and the field
distribution at the prism base is described by the law

ψ = ψ0(x , zw–1sinα)exp(–iβ0z), where the quantity
ψ has the meaning of the electric field component Ex for
TE polarized waves or the magnetic field component Hx

in the case of TM polarization; w0 is the beam radius in
the medium surrounding the prism; w = w0N, where
N is the coefficient accounting for the beam refraction
at the lateral face of the prism; α is the angle between

the beam axis and the prism base; and β0 = k0 cosα,

k0 = 2π  being the wave number of vacuum.

According to [9], the energy reflection coefficient
for the prism base can be expressed in terms of the
reflection coefficient r(kx, β) for a plane wave and the
Fourier transform a(kx, β) of the incident beam via the

εg' εc'

w0
1–

εp

λ0
1–

y

α
zg

d

Fig. 1. Schematic diagram of an prismatic integrated optical
sensor.
004 MAIK “Nauka/Interperiodica”
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relation

(1)

where A is the coefficient taking into account the beam
reflection from the lateral faces of the prism and

ζ = x ,    ζ = zw–1sinα.

A rigorous expression for function r(kx, β), which is
applicable in the case of an arbitrary layered structure,
is given in [10]. However, this expression can hardly be
used to analyze the sensor sensitivity in view of its
complexity. An approximate analytic expression for
function r(kx, β) proposed in [10] was derived for con-
ditions of resonant mode excitation. However, this
expression becomes inapplicable when the waveguide
mode is excited under nearly critical conditions, i.e.,
when the real part h' of the mode propagation constant

tends to k0 . For this reason, we consider another
approximation, which is applicable both in the vicinity
of and far from critical conditions. This approximation
is given by

(2)

where

(3)

kyc and Y(y) are the eigenvalue and the eigenfunction of
the spectral problem

(4)

R A kx β ra 2 k0
2εP β2–dd

∞–

∞

∫∫=

× kx β a 2 k0
2εP β2–dd

∞–

∞

∫∫ 
 
 

1–

,

a ξ ζψ 0 ξ ζ,( )dd

∞–

∞

∫∫=

× ikxξw0 i β β0–( )ζw/ αsin+[ ] ,exp

w0
1–

εc'

r 1 δ–( ) 1 δ+( ) 1– 4δ∆kyc 1 δ–( )2 ν kyc–( )[ ] 1–
,–=

ν kx β,( ) k0
2εc kx

2– β2– ν' 0≥( ),=

∆kyc kyc kyc–=

=  ikyg
1 δ–
1 δ+
------------ 

  2ikygg–( )A0 –g 0+( )exp

kyc A0 yd

∞–

∞

∫
------------------------------------------------------------,

A0 y( ) Y2 y( )ε T– , δ
kyg

kyp

------
εp

εg

----- 
 

T

,= =

kyp g, k0
2 εp g, εc–( ) kyc

2+ kyg'' 0<( ),=

εT ∂
∂y
----- ε T– ∂

∂y
-----Y k0

2 ε εc–( ) kyc
2+[ ] Y+ 0,=
and  is the transverse constant of propagation of the
leaky mode of the waveguide structure loaded by the
prism in the medium studied; T = 0 for TE waves and
T = 1 for TM waves; the complex function ε = ε(y)
describes the permittivity of the waveguide structure
without a prism and assumes values of εg for y > –g, εw

for –g – d < y < –g, and εc for y < –g – d.
Approximation (2) was obtained according to the

scheme analogous to that described in [10], but using
the Taylor expansion of function Φ(ν) in the vicinity of
point ν = kyc, where Φ(kyc) = 0 is the dispersion equation
for the waveguide mode being excited. The passage
from variable β in the above-mentioned expansion [10]
to variable ν allows us to remove the problem associ-
ated with the closeness of the branching point of func-

tion ν(0, β) =  to the root of the dispersion
equation under nearly critical conditions and, hence, to
radically improve the accuracy of the approximation.

It should be noted that, applying the perturbation
method [11] to Eq. (4), we can derive a relation impor-
tant for the further analysis,

(5)

where A1 = ε'–T, A2 = ε'–T(A1[  – T(η )2] +

T( ε')–1[∇ yY0]2); η and Y0(y) are the eigenvalue and

the eigenfunction of problem (4) for  = 0,  = 0, and

 = 0.

SENSOR SENSITIVITY

To apply the results obtained in the previous section
to analysis of the sensitivity of the sensors studied here,
we take into account the fact that these devices register
the increment ∆R in the reflection coefficient due to a
change in the parameters of the medium being studied.
Since these changes are manifested in the permittivity
increment ∆εc = ∆  + i∆ , we have

(6)

in this case, sensitivity S is defined as the derivative

(7)

where p is a parameter characterizing the action induc-
ing the change in the medium permittivity (e.g., p may
have the meaning of the impurity concentration in the
medium) [3, 4].

To derive an explicit expression for S, we use the
familiar fact that variations of quantities δ, kyp, and ∆kyc

associated with increment ∆εc are negligibly small as
compared to variations of parameters ν and kyc [4]. Sup-
pose that the sensor is excited by a light beam that cor-

kyc

k0
2εc β2–

kyc η k0
2 εc''A1 ε''A2–( ) yd

∞–

∞

∫ 2iη A1 yd

∞–

∞

∫ 
 
 

1–

,–=

Y0
2 εc

'T k0
1–

k0
2

εg'' εw''

εc''

εc' εc''

∆R R εc ∆εc+( ) R εc( );–=

S ∂R/∂p,=
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responds to narrow effective ranges of variation of the
wave vector components of the plane waves constitut-

ing the beam: ∆kx = |kx| ~  and ∆β = |β – β0| ~
w−1sinα, where (k0w0)–1 ! 1. We also assume that the
beam is focused on the coupling prism base; i.e.,  =
ψ0exp(iϕ), where the asterisk indicates complex conju-
gation and ϕ is a certain real constant. Using relations
(1), (2), (6), and (7), we derive the expressions accurate
to quantities on the order of (∆kx/k0)4 and (∆β/k0)4,

(8)

where

(9)

(10)

w0
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K L F,=
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In deriving expression (9), we omitted the terms

proportional to Im[2δ∆ (1 – δ)–2], since weakly
attenuating modes, which are of the main interest, sat-

isfy the inequality Im|kyc dy| @ Re|kyc dy|

[10]; consequently, | Im[2δ∆ (1 – δ)–2]| ! |u|.
The problem of determining the maxima of function

|S(w, α, g, d)| for given permittivities εp, εg, εw, and εc is
of practical importance. To solve this problem, we take
into account the fact that the maximal sensitivity should
be expected under nearly critical conditions, i.e., for
d  dc, where dc is the critical thickness of the
waveguide. In this case, coefficients L and K have the

form L = 0.5  and K = ( )–1∂ /∂p. Analysis of
formula (5) for d  dc in the case when the mode
attenuation in the waveguide structure is determined by
absorption in the buffer layer, which means that the ine-
quality [11]

(11)

is satisfied, shows that we can disregard the dependence
of  on d. This allows us to reduce the search for the
maxima of function |S(w, α, g, d)| to the solution of the
system of equations ∂|L|/∂  = 0, ∂F/∂H1 = 0, ∂F/∂H2 = 0,

∂F/∂u = 0, and ∂F/∂v  = 0 in parameters , H1, H2, u,

and v. This system has the analytic solution  = ,

H1 = H1 opt, H2 = H2 opt, u = , v  = , and F = Fopt,
where

(12)

(13)
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(14)

It follows from relations (12), as well as relations

that the optimal angle of incidence of the exciting beam
is equal to the critical value αk = ( / )0.5].
Conditions (13) are satisfied in the limit w  ∞. This
means that the maximum of quantity |S| takes place
when waveguides are excited by a plane wave. Expres-
sions (3), (10), and (14) lead to the existence of two sets
of optimal thicknesses of the waveguide and buffer lay-

ers: d =  and g = . Using expressions (10) and

(14), we can write the equation for determining ,

(15)

Here,  = ( ),  = ( ), and q =

Im[0.5δ–1(1 + δ2)]. Having determined , we can

find the value of  using an expression derived from
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Fig. 2. Dependence of the sensor sensitivity on the
waveguide thickness.
Eqs. (3), (10), and (14),

(16)

It should be noted that, in the absence of absorption
in the waveguide structure (  = 0,  = 0,  = 0), the
root of Eq. (15) is the critical waveguide width dc for
the mode being excited. In this case, the sensitivity is
independent of the number m (m = 0, 1, …) of the given
mode. This is due to the fact that the dependence of
quantity K on d can be neglected (see above) under con-
ditions (11) and for d  dc. An exception from this
rule exists for the principal mode of the TM polariza-
tion, which degenerates to the plasmon mode of the
interface y = –g for d  0 in the case of a metallic
buffer layer.

To test approximation (8) and the validity of the
assumption concerning the maximization of sensitivity
in the vicinity of critical conditions, calculations were
made for the sensitivity of a specific sensor as a func-
tion of the waveguide thickness. The results of these
calculations are shown in Fig. 2 in the case of variations
of absorption of the aqueous medium (∆  = 0, ∆  ≠ 0,
D = 0) for εc = 1.774224 – i3.73 × 10–8, εw = 2.295225 –
i3.03 × 10–5, εg = –18 – i0.47004, and εp = 3.055154. We
consider the TE-polarization mode (m = 1). Exact cal-
culations of sensitivity

(17)

(the results of these calculations are represented by
curve 1 in Fig. 2) were performed using numerical dif-
ferentiation of function R(εc), where the value of R = |r|2
was calculated using recurrence relations [12]. In these
calculations, we used the values of thicknesses d and g
determined after the numerical solution of Eq. (15) and
on the basis of expression (16), respectively. For a given
value of angle of incidence α, we assumed that  =

, d = , and g =  used the values of  and

 determined from Eq. (14) for s = 1. The values of
quantities kyc were calculated by solving Eq. (4) by the
method of contour integration [12]. As a result of suc-
cessive variation of angle α in the vicinity of critical
value αk and application of the above-described proce-
dures for determining the values of d, g, and S, we plot-
ted the dependence S(d), where d = d(α). Using the
obtained dependence d = d(α) and expressions (8) and
(14), we calculated approximately the values of S (the
results of these calculations are represented by curve 2
in Fig. 2). These results confirm the correctness of

gopt
s( ) 0.5 kyg

1–=

× ln

0.5 1 δ–( )2kycu
s( ) kyc' 0.5k0

2εc'' ν0opt''( )
1–

–( ) A0 yd

∞–

∞

∫
kygδ 1 u s( )+( )A0 –g 0+( )

---------------------------------------------------------------------------------------------------------------- .

εg'' εw'' εc''

εc' εc''

S
∂R
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ν0opt''

ν0'' dopt
1( ) gopt

1( ) uopt
1( )

v opt
1( )
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expression (8). It follows from these results that the
maximal value of |S/A| = 5.8 × 105 is attained for d =

6.303  in the vicinity of the critical waveguide thick-

ness dc = 6.308 . At the same time, the analytic
description of sensitivity obtained in [4] is ineffective
for d  dc. This follows from the results of exact and
approximate calculations of values of S using expres-
sions (2) and (3) from [4]. These results are represented
by curves 3 and 4 in Fig. 2.

Let us now consider the choice of optimal polariza-
tion of the exciting beam This polarization should be
chosen from the maximization condition for quantity K,
since other parameters in expression (8) for  = ,

H1 = H1 opt, H2 = H2 opt, u = , v  = , and F = Fopt

are independent of polarization. In this connection, we
consider the ratio K|T = 0(K|T = 1)–1, which has the follow-
ing form for d  dc on account of Eqs. (5) and (11):

(18)

It follows that, for  > 0.5 , it is preferable to use
an exciting beam with the TE polarization. For exam-
ple, for the above values of permittivities εc, εw, and εg,
this condition is satisfied; in accordance with expres-
sion (18), K|T = 0(K|T = 1)–1 = 2.8 in this case.

Let us now estimate the effect of the beam bounded-
ness on sensitivity. As follows from expressions (8) and
(9), the dependence of the sensitivity on the beam diam-

eter for |H1 | ! 1 (which is valid for α  αk) is
described by function F(H2), where H2 = H2(w). In
accordance with (13), the peak of |F(H2)| is attained for
H2 = 0, i.e., in the limit w  ∞. This fact is confirmed
by the calculations of function F(H2) for a sensor whose
parameters satisfy expressions (12) and (14). For a
Gaussian beam (ψ0(ξ, ζ) = exp(–ξ2 – ζ2)) and for the
above parameters D, εc, εw, εg, εp, T, and m, we calcu-
lated the values of F = S(A|(1 – δ)(1 + δ)–1|2K|L|)–1 in
accordance with expressions (1) and (17). In accor-
dance with expressions (12) and (14)–(16), the param-
eters of the exciting beam, prismatic coupling device,

and waveguide were found to be β0 = 1.332k0,  =

0.6067 ,  = 6.303 , and  = 0.4468 ,

 = 6.304 . The results of calculation of the sen-
sitivity of sensors with such parameters are shown by
curves 1 and 2. It can be seen from the figure that, for
H2  0, quantities F tend to constant values close to
Fopt (the values of Fopt are shown by dashed lines in
Fig. 3). The difference of Fopt from these constant val-
ues is due to the approximate nature of expression (9),
which was derived disregarding the terms proportional

k0
1–

k0
1–

ν0'' ν0opt''

uopt
s( ) v opt

s( )

K T 0= K T 1=( ) 1–

=  εc' 2εc' εg'–( ) εc' εw' εg'+( ) εg' εw'–( ) 1–
.

εc' εw'
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1–

gopt
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1– dopt

1( ) k0
1– gopt

1–( ) k0
1–

dopt
1–( ) k0

1–
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to Im[2δ∆ (1 – δ)–2]. With increasing H2

(decreasing w), the values of F deviate from the limit-
ing values F(0). In particular, the values of S/A vary
from the limiting values –5.8 × 105 and 6.0 × 105 (for
w  ∞) to –75.3 and 5123.7, respectively, for w =

104 .

Finally, it should be observed that a comparison of
the given sensor with others [3, 4, 7, 8] confirms its high
sensitivity. For example, the maximal sensitivity of a
sensor operating on the basis of the surface plasmon
resonance [2, 3] for the same values of parameters D,

εp, εg, εc, and w = 104  is lower by a factor of 64 than
the sensitivity of our sensor (in the limit w0  ∞, the
difference in the sensitivities reaches 7.1 × 103).

CONCLUSIONS

We have studied integrated optical sensors in which
the power of a light beam reflected from a prismatic
device for exciting planer waveguides is detected. The
analytic solution of the problem on the maximization of
the sensitivity of such sensors is obtained in general
form. The solution makes it possible to determine the
parameters of the exciting beam as well as of the buffer
and waveguide layers for which the maximal intensity
can be attained. It is shown that these maxima are
attained when the waveguide mode is excited under
nearly critical conditions. It is demonstrated that the
sensor sensitivity substantially depends of the exciting
beam radius w0 and attains its maximal value in the
limit w0  ∞. The maximal sensitivity of the sensor
studied to the change in the absorption by the aqueous
medium exceeds the maximal sensitivity of the sensor
operating on the basis of surface plasmon resonance by
a factor of 7.1 × 103.

p1
1– kyc
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–0.4
–3 –2

F

log(|H2|)
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Fig. 3. Dependence of parameter F on H2 for d  dc.
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Abstract—Peculiarities of scattering of a TM-polarized light wave by the apical oxygen sublattice, which are
associated with dispersion of a phonon n-polariton localized in an ultrathin YBaCuO layer, are studied. The dif-
ference between the angle of scattering of the luminous flux from the angle of reflection is estimated for the
maximum of the Raman frequency shift. It is shown that the amplitude of g-oscillations of bridge oxygen ions
in the vicinity of the resonance frequency increases sharply; consequently, it becomes possible to observe addi-
tional (in respect to bulk) scattering of coherent electromagnetic waves at the Stokes and anti-Stokes frequen-
cies. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Interest in studying ultrathin high-temperature
superconducting (HTSC) objects, in particular, 1 : 2 : 3
compounds [1, 2], has increased due to the promising
application of epitaxial nanocrystalline films and lay-
ered structures with preset characteristics in solid-state
electronics. Optical methods, including those based on
Raman scattering of light and Raman scattering at sur-
face polaritons, are highly informative in the analysis of
microscopic mechanisms of superconductivity required
for controlling technological processes and for deter-
mining the defectiveness of the structure of such quasi-
two-dimensional crystals.

Raman scattering spectra and the IR absorption
spectra of compounds of the YBaCuO type have been
measured extensively [3–8] and detailed analysis of the
vibrational spectrum of these crystals has been carried
out. The application of vibrational spectroscopy has
made it possible to identify phase transformations and
to study the mechanisms of structural instabilities in
bulk samples [9–11]. At the same time, a detailed anal-
ysis of Raman spectra of real crystals leads to the prob-
lem of the role of boundaries (outer surfaces, interfaces,
domain walls, etc.) in light scattering. It has also been
noted that the oxygen deficiency and the crystal struc-
ture near the surface and in the bulk of a YBaCuO sin-
gle crystal differ substantially. This complicates the
interpretation of experimental results on electron tun-
neling and photoemission as well as the selection of the
technique for determining the oxygen deficit index (in
view of the small coherence length ξ of HTSC materi-
als of the YBaCuO type, experimental data are often
determined by a surface layer of thickness d on the
order of ξ [12]).

The above arguments support the importance of the
problem of light scattering by a thin YBaCuO layer. We
1063-7842/04/4910- $26.00 © 1325
will consider here the peculiarities in the interaction of
light with the sublattice of apical oxygen O(4) in a
quasi-two-dimensional layer of a YBa2Cu3O7 – x crystal.
The special attention paid to light scattering from vibra-
tions of apical oxygen O(4) is due to the fact that super-
conducting pairing in 1 : 2 : 3 compounds is associated
precisely with the fluctuation of the position of apical
oxygen [13].

It is well known that the Raman-active Ag mode of
C-vibrations of apical oxygen O(4) ions corresponds to
a frequency of 500 cm–1 [3]. This mode is softened to a
considerable extent with increasing oxygen deficit x [4]
and is transformed into a broad peak near 480 cm–1

upon a transition to YBa2Cu3O6 [3]. Above the line at
500 cm–1, broadened lines are observed with maxima at
frequencies of 580–600 and 630–650 cm–1 [3, 5, 6]; the
symmetry of the Raman mode at 580 cm–1 is also Ag.
The shape and intensity of these bands vary depending
on the defectiveness of the oxygen sublattice. However,
the above-mentioned bands appear in IR spectra as
well; Cardona et al. [3] attribute the origin of the band
580–600 cm–1 to the mixing of IR-active modes with
Raman-active modes (the specific mechanism of this
mixing is not indicated). Ponosov et al. [7] associate the
emergence of an additional band with the violation of
selection rules in a defective structure and with the for-
mation of superstructures as a result of ordering of oxy-
gen vacancies. In [6], this band is attributed to valence
vibrations of defective (with one oxygen ion missing)
groups O(4)–Cu(1)–O(4). Gasparov et al. [8] explain
the dependence of the intensity of the 500-cm–1 peak
and the band in the vicinity of 590 cm–1 (“defective”
mode) on the oxygen deficit parameter x proceeding
from the model of a two-well potential of the O(4) ion
for various temperature regimes.
2004 MAIK “Nauka/Interperiodica”
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1. MODEL

We consider light scattering from a quasi-two-
dimensional crystalline YBa2Cu3O7 – x structure in
greater detail. Since the masses of Ba, Y, Cu, and O are
in the ratio 8.6 : 5.6 : 4 : 1, we confine our analysis to a
simple model, according to which the heavy ions of Ba,
Y, and Cu form a rigid layered skeleton (each cell of the
crystal contains six layers perpendicular to the C axis
(Y, BaO, CuO2, CuOx, CuO2, and BaO), while light
oxygen ions vibrate.

In perfect crystals with an inversion center (includ-
ing 1 : 2 : 3 compounds), Raman-active phonons corre-
spond to symmetric (g-type) displacements of ions,
while IR-active phonons correspond to antisymmetric
(u-type) displacements. We analyze the role of bridge
oxygen O(4) vibrating along the C axis in light scatter-
ing. Symmetric g-type displacements Qg change the
length of the bond in the O(4)–Cu(1)–O(4) group and,
hence, determine the modulation of polarizability X,
ensuring Raman scattering of light. Antisymmetric
u-type displacements Qu of O(4) ions are associated
with corresponding oscillations of the dipole moment
of ions, which interacts with light. Phonon polaritons
are present in the crystal owing to the interaction of u-
phonon and electromagnetic modes.

A different situation takes place in a real crystal with
defects (vacancies, surfaces, etc.) in which the parity
selection rules are not observed. A violation of the
order in the oxygen sublattice leads to the emergence of
singularities in the phonon states in the Raman spectra
of a YBaCuO crystal and is responsible for the Raman
activity of virtually all phonon modes. In particular, in
the presence of oxygen vacancies on the O(4)–Cu(1)–v
bridges or in the arrangement of the O(4)–Cu(1)–O(4)
groups near the surface, normal vibrations of O(4) ions
induce a dipole moment (thus, these ions are active in
IR absorption); at the same time, these vibrations are

0

Ωr
(t)

Ω1

Ωr
(n)

Ω0

ω

q1 q2 q

α

β

n

Dispersion relations of electromagnetic a, b, and n modes
localized in a quasi-two-dimensional crystal layer.
associated with deformation of the chemical bond
Cu(1)–O(4). The latter fact leads to Raman scattering
of light at dipole-active vibrations of O(4). In all prob-
ability, such IR modes of the quasi-Raman type, which
have become active as a result of symmetry breaking in
the crystal structure, are manifested, according to [3],
in the Raman spectra of YBaCuO.

As a model problem, we consider the scattering of a
luminous flux by a quasi-two-dimensional YBaCuO
layer using the phenomenological approach developed
in [14]. The frequency ωI of light incident on the crystal
surface is on the order of the characteristic electron fre-
quency 1015 s–1, but is much higher than the frequency
Ωu and Ωg of vibrations of O(4) ions and of phonon
polaritons Ω . The latter circumstance makes it possible
to describe the modulation of electron polarizability
determining Raman scattering from polaritons using
the Placzek adiabatic approximation [15].

2. RESULTS AND DISCUSSION

(a) Dispersion of polaritons in bulk samples has
been studied extensively [16], while this phenomenon
in films whose thickness d is much smaller than the
excitation radius still arouses interest. The interaction
of an ultrathin crystalline layer with an electromagnetic
wave of frequency Ω with wave vector q (d ! 2π/q) in
the plane of the film was studied in [14, 17, 18]. The
field-induced polarization of the quasi-two-dimen-
sional layer was described using a continual approxi-
mation. In this case, it is convenient to write the Max-
well equations with sources at the surface in the (ω, z, z)
representation. This allows us to eliminate the field
components normal to the film, expressing them in
terms of the planar components. This leads to two lin-
early independent systems of equations describing the
s and p modes. The dispersion relations for one normal
n mode and two planar modes, viz., the b mode (b =
q/q and the a mode) a = n × b), which are localized in
such a layer, follow from the condition of solvability of
these equations for a self-consistent description of the
monolayer + field system, which are supplemented
with constitutive equations with a model response func-
tion (see figure).

(b) Let normal n of the YBaCuO layer be oriented
along the C axis. A TM-polarized light wave of fre-
quency ωi (in the IR spectral range, far away from mag-
netic dipole transitions) and wave vector ki, which is
incident on the surface of the layer at angle Θi, is scat-
tered at angle Θs by oscillations of the dipole moments
of O(4) ions, generating normal polaritons Ωn(q) local-
ized in the layer (here and below, subscripts i and s indi-
cate the incident and scattered electromagnetic wave).
In terms of quasiparticles, an elementary Raman scat-
tering process is reduced either to the reaction of decay
of an exciting photon (ωi, ki) into another photon
(ωs, ks) and a phonon polariton (Ωn, q) in the case of a
Stokes process or to the generation of a photon (ωs, ks)
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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as a result of the collision of a photon (ωi, ki) and
polariton (Ωn, q) in the case of an anti-Stokes process.
The laws of conservation of energy and momentum
corresponding to these processes have the form

(1)

In the framework of approximation [14, 18], the dis-
persion relation for phonon n-polaritons in the IR spec-
tral range under investigation is given by the equation

(2)

To specify the model, we choose the polarizability
of the layer in the one-resonance approximation

(3)

Here, Ωr is the resonance frequency and Ω0 =
Ωr  is the transparency frequency of the
layer. Analysis of Eqs. (2) and (3) shows that the disper-
sion curve is nonmonotonic and originates at point
(0, 0) on the (q, Ω) plane. Subsequently, function Ω(q)
increases and begins to decrease before it reaches the
line Ω = Ωr (in the limit, to zero in the range of large
values of q). The maximum value of frequency Ωm of an
n-polariton differs only slightly from Ωr (by a value on
the order of (Ωrd/c)2. Consequently, we have

(4)

where the wave vector qm ≈ Ωr/c. The behavior of
the dispersion curve described above shows that a cer-
tain frequency Ω1 in the vicinity of the characteristic

frequency  of the film polarizability corresponds to
two waves with different wave vectors q1 ≠ q2. The dif-
ference between the obtained additional wave from
Pekar’s “additional light waves” [19] is that the latter
waves are due to nonlocality of the coupling between
the polarization and the field, while the former wave is
associated with the specific shape of the macrofield in
the quasi-two-dimensional problem [20]. Thus, the
Raman frequency shift Ω(Θ) = ωs – ωi sharply
decreases with decreasing scattering angle Θs from the
value Θs = Θi as well as upon its increase from the same
value.

Let us analyze the maximal Raman shift for values
of Ω near Ωr (accordingly, for q  qm), bearing in
mind that the differential characteristic of light scatter-
ing attains its maximal value for Ω  Ωr [21] and tak-
ing into account the law of conservation of the planar
component of the wave vector,

(5)

The latter equality can easily be transformed into the

following relation: ωisinΘi – ωssinΘs = Ωr . We
denote the difference between the angles of light scat-
tering and reflection by ∆Θ(Θs = Θi ± ∆Θ). Taking into

ωs ks( ) ωi ki( ) Ωn q( ), ks± ki q.±= =

q2 Ω2/c2– 2πq2Xn Ω( ).=

Xn Ω( ) X ∞( ) Ω0
2 Ω2–( )/ Ωr

2 Ω2–( ).=

X 0( )/X ∞( )

X Ωm( ) 2qm/2π,=

2

Ωr
n( )

kI Θisin ks Θssin– q.±=

2
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account the fact that Ω ! ωi, ωs (as well as ∆Θ ! Θi,
Θs), we arrive at the equality

(6)

The solution to Eq. (6) has the form

Consequently, for frequency ωi = 1.1 × 105 cm–1 of
a light beam incident on the surface of the crystal layer
being studied at an angle of π/3 and scattered by lattice
vibrations of frequency Ωr = 500 cm–1, we obtain the
following value of the difference between the angle of
scattering and the angle of reflection: ∆Θ ≈ ±0.75°.

(c) It was noted above that, for distorted YBaCuO
crystal lattices (containing vacancies, surfaces, etc.),
symmetric and antisymmetric combinations of the
coordinates of displacements of O(4) ions become
meaningless. Both normal vibrations stretch the Cu(1)–
O(4) bond and also produce a dipole moment. The frac-
tion of g- and u-components in the new normal modes

 and  strongly depends on the relation α =

(∆Ω)2/(  – ),

(7)

and the corresponding frequencies have the form

(8)

Here, ∆Ω is the correction to the vibrational frequency
of the O(4) ions associated with lattice symmetry dis-
tortion. In accordance with the experimental results
obtained in [5], this quantity amounts to about 1% of
Ωu, Ωg.

In the framework of the anharmonic oscillator
model, the dynamic equations describing vibrations of
the O(4) ions along the C axis have the form

(9)

where e and m are the charge and mass of the O(4) ions
and µ is the parameter of coupling between the g and u
modes. Let us suppose that Γ1 = Γ2 = Γ and that the
electric field accompanying a phonon polariton is a
biharmonic wave E = E1exp(–iΩ1t) + E2exp(–iΩ2t) +
c.c. (c.c. denotes the complex-conjugate term). In this
case, we obtain the following steady-state solution to
system of equations (9) accurate to terms quadratic in
the field:

(10)
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here,

(11a)

(11b)

(11c)

The displacement of the O(4) ions forming the sur-
face density of the dipole moment and, hence, generat-
ing the scattering field at the Stokes and anti-Stokes fre-
quencies is given by

(12)

Thus, since the intensity of the luminous flux is pro-
portional to |Qu|2 (this follows from [17]), formulas (11)
enable us to estimate the intensity of manifestation of
singularities in the Raman spectra of ultrathin YBaCuO
crystals. The observation of scattering of coherent elec-
tromagnetic waves from Stokes and anti-Stokes fre-
quencies becomes possible in the vicinity of the reso-
nance frequency.

CONCLUSIONS

The peculiarities of light scattering from vibrations
of apical oxygen O(4) considered here follow from the
dispersion relation (permitting the existence of an addi-
tional wave) for a phonon n-polariton localized in a thin
layer of a 1 : 2 : 3 compound. The chosen model disre-
gards the mixing in completely symmetric modes of
vibrations of the oxygen ions belonging to the CuO2
plane and to the O(4)–Cu(1)–O(4) bridge, as was done
in [22], or the mixing of vibrations of the complex
CuOx plane—O(4)–Cu(1)–O(4) bridge [23]. Neverthe-
less, the example proposed here (scattering of a p-
polarized luminous flux generating n-polaritons)
makes it possible to analyze the consequences of mix-
ing of u and g phonon modes.

It should be noted that the technique proposed here
is also applicable for studying the scattering of an s-
polarized electromagnetic wave generating the α com-
ponent of surface polarization [14] and, hence, is of
interest for studying Raman scattering from the vibra-
tions of O(1)–Cu(1)–O(1) chains (arranged along the B
axis of a YBaCuO crystal; in this case, α || B).

Qũ
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2– iΩlΓ–( )exp c.c.+

l 1 2,=( ),
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2 Ω2
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Abstract—A complex of investigations and projects aimed at solving problems of highly effective acoustoop-
tic control of nonpolarized laser radiation is generalized on the basis of anisotropic Bragg’s diffraction in a TeO2
crystal from a slow acoustic wave, which is characterized by extraordinarily high acoustooptic quality. Modu-
lators of the zeroth diffraction order, modulators of the first Bragg’s order, and a polarization-insensitive deflec-
tor are considered. The developed systems ensure the control of the polarization state of optical radiation. These
systems are employed in setups and devices based on high-power solid-state and fiber lasers with a wavelength
of 1.06 µm. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The highest efficiency of high-power commercial
lasers (including solid-state and fiber lasers operating at
a wavelength of 1.06 µm) is attained, as a rule, when
radiation is either nonpolarized or possesses random
polarization. This necessitates the development of
devices that can effectively control such radiation.
Paratelluride (TeO2) single crystals in the case of aniso-
tropic diffraction at a slow acoustic wave are record-
holders with respect to practical application among the
variety of available acoustooptic (AO) materials. This
is due to phenomenally high AO quality M2 in the case
of good optical and acoustic properties of a crystal and
the developed technology of its production. However,
the high efficiency of this type of AO diffraction (up to
100%) is realized only when optical radiation incident
on an AO cell is an optical eigenmode of the crystal,
i.e., possesses a strictly definite polarization (linear,
elliptical, or circular) depending on the geometry of the
AO interaction. Consequently, the efficiency of diffrac-
tion for nonpolarized optical radiation cannot exceed
50% unless special measures are taken.

The methods developed in this study are based on
the fact that nonpolarized optical radiation can be rep-
resented as the sum of two beams in the same direction
and having the same intensity with orthogonally ori-
ented polarization vectors. It is important to note that,
with such a representation, these beams are incoherent
and, hence, independent (the situation basically differs
from the decomposition, say, of circularly polarized
light into two linearly polarized orthogonal vectors).
Thus, we sought AO solutions that permit the realiza-
tion of anisotropic Bragg’s diffraction for these two
1063-7842/04/4910- $26.00 © 21329
polarization components of a nonpolarized beam in the
same device.

Specific calculations were made using the standard
method of analysis of vector diagrams for a uniaxial
optically active crystal (such as a TeO2 crystal). The
indicatrices of its refractive indices were approximated
by ellipsoids of revolution [1],

(1)

(2)

where n1(θ) and n2(θ) are the refractive indices of the
extraordinary and ordinary rays, respectively; θ is the
angle to the optical axis; δ = λ0ρ/2πno is the splitting
coefficient; ρ is the specific rotation of polarization of
light (rad/mm); and λ0 is the wavelength of light in
vacuum.

The following values of parameters were used: λ0 =
1.06 µm, ρ = 254.8, no = 2.208, and ne = 2.352. The
velocity of sound propagating in the (110) plane for
small deviations from the normal to the optical axis
were approximated, following [2], by the function ν =
ν0(1 + bϕ2), where b is the anisotropy parameter for
elastic waves (b = 4.895), ϕ is the angle of deviation
from the direction of the phase velocity of sound from
the normal to the optical axis, and ν0 is the velocity of
sound propagating perpendicularly to the optical axis
of the crystal (ν0 = 0.617 × 106 mm/s).
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1. MODULATOR OF ZERO-ORDER 
DIFFRACTION

In a number of technical projects using AO modula-
tion of light intensity, it is necessary to minimize the
optical losses introduced by a modulator. This con-
cerns, for example, the modulation of the Q factor of a
laser resonator or the problems associated with treat-
ment of materials by a laser beam, when the power of
light “delivered” to the surface of the material plays a
decisive role. For this purpose, use is made of a modu-
lator of the zeroth order of diffraction, whose working
channel is transmitted light (zeroth order of diffrac-
tion). In the absence of sound, this diffraction order
does not introduce losses of light and its important
characteristic is the residual intensity of light in the
transmitted beam (diffraction efficiency).

Figure 1 illustrates the operation of a high-efficiency
zero-order modulator based on a TeO2 crystal [3]. Non-
polarized optical radiation is incident on the crystal at a
certain angle α. In the crystal, radiation splits into two
orthogonally polarized eigenmodes with vectors Ko

and Ke, respectively, which correspond to the crystal
indicatrices no and ne. The problem is to find the param-
eters of a single acoustic wave with wave vector q
directed along the [110] axis; the diffraction at this
wave ensures the fulfillment of the equalities

(3)

(4)

where Ked and Kod are the wave vectors of orthogonally
polarized “+” and “–” first Bragg’s orders of diffrac-
tion.

Figure 2 qualitatively illustrates the existence of
joint solution to Eqs. (3) and (4). It shows the depen-
dences of angles of incidence α1 and α2 for vectors Ko

and Ke, respectively, on the acoustic wave frequency f.
It can be seen that, indeed, only one acoustic wave fre-
quency f0 exists, for which simultaneous diffraction of
two orthogonally polarized components of nonpolar-

Ko q± Ked,=

Ke q± Kod,=

[001]

[110]

α

q

q

Ked

Kod

Ko

Ke

Fig. 1. Vector diagram illustrating the interaction of two
optical eigenmodes at the same acoustic frequency.

no ne
ized light to the “+” and “–” first Bragg’s orders (angle
of incidence α0) is ensured. Such an AO modulator is
essentially a “controllable polarization prism” since the
polarization vectors of these orders are strictly orthog-
onal. The results of calculation of the values of f0 for
several laser wavelengths of practical importance are
given in the table. The minimal lengths L of the con-
verter, which ensure the Bragg diffraction regime (ful-
fillment of the inequality Q ≥ 4π for the Klein–Cook
parameter) are also given in the table.

However, such diffraction alone cannot ensure the
low residual intensity of light in the zeroth order in the
presence of sound. This is due to the fact that real opti-
cal and acoustic beams are characterized by commen-
surate values of diffraction divergence [4] as well as the
fact that the acoustic beam is slightly nonuniform both
as regards the angular distribution of intensity and the
coordinate distribution. In actual practice, a 90% dif-
fraction efficiency in a single event of the AO interac-
tion is a good result.

To substantially increase the diffraction efficiency,
an AO modulator using a peculiarity of the TeO2 single
crystal of practical importance was developed. This
peculiarity stems from the fact that the AO properties
are identical for sound propagating along the orthogo-

nal crystallographic axes [110] and [ ]. This makes
it possible to obtain simultaneous diffraction in two
mutually perpendicular directions for two independent
acoustic beams in the same crystal (Fig. 3). It is impor-
tant to note that the efficiency of zero-order diffraction
in this case is equal to the product of the efficiencies on
each of the two acoustic beams (by virtue of the inde-
pendence of these AO interactions). Strictly speaking,
the inclination of the crystal at Bragg’s angle in two
orthogonal planes, which is necessary in this case, leads
to a certain shift in the value of the rated frequency f0;
however, this shift is insignificant.

On the basis of the type of AO diffraction described
above, a commercial modulator was manufactured for
controlling high-power solid-state lasers with λ0 =

110

α1, 2

α0

f0 f

α1

α2

Fig. 2. Qualitative dependence of the angles of incidence of
orthogonally polarized optical eigenmodes of the crystal on
the frequency of the acoustic wave.
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1.06 µm. The actual relative intensity of the zeroth dif-
fraction order did not exceed 1–3%, depending on the
laser beam parameter.

2. TWO-CRYSTAL MODULATOR OF THE FIRST 
BRAGG’S ORDER

One of the methods developed for deflecting nonpo-
larized light to the first Bragg’s order is to use two iden-
tical AO cells connected in series in the optical scheme.
The vector diagram shown in Fig. 4 demonstrates that
such a method is possible in principle. Let us suppose
that a single acoustic wave with vector q propagates in
a TeO2 crystal and two input optical beams with orthog-
onal polarizations Ke and Ko are incident on the left and
right from the polarization axis. It follows from sym-
metry considerations the orthogonally polarized dif-
fracted beams Ked and Kod are deflected from the inci-
dent beams through strictly identical angles θ. It is
important that the beams are deflected in the same
direction. The diagram in Fig. 5 demonstrates the con-
dition for diffraction at two identical successive AO
cells (with the same frequencies of acoustic waves).
Diffraction at the first crystal corresponds to the left-
hand side of Fig. 4, and diffraction at the second crystal
to the right-hand side. Thus, two diffracted orthogo-
nally polarized beams of the same direction are formed
at the outlet of the crystals; the combination of these
beams gives a nonpolarized beam. The latter statement,
however, is valid to within the spatial parallax emerging
between the two beams (Fig. 6). In this figure, AO
cells 1 and 2 are separated by distance L. It can be seen
that the centers of the beams are displaced by ∆d. Spe-
cifically, the spatial shift between the centers of the
input beams is ∆d = 0.2 mm for the laser modulator pre-
pared in this way for the wavelength λ0 = 1.06 µm at a
sound frequency of 12 MHz and the spacing L = 10 mm
between the crystals. Obviously, parallax ∆d is signifi-
cant when its value is commensurate with input beam
aperture d.

The modulator designed here is a comparatively
cheap technological appliance that has found wide
applications. However, the parallax emerging in many
cases restricts its application when, for example, a
quick response of the modulator (small aperture d of the
optical beam) is required. The removal of this limita-
tion will be discussed in the next section.

3. ONE-CRYSTAL PARALLAX-FREE 
MODULATOR

This section is devoted to a polarization-insensitive
modulator designed with a TeO2 crystal and free of par-
allax for orthogonally polarized output beams [5].

The idea of the method is illustrated by the vector
diagram shown in Fig. 7. Let nonpolarized optical radi-
ation be incident on the crystal at a certain angle α to
the optical axis. In the crystal, this radiation splits into
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
two orthogonally polarized eigenmodes with vectors
Ko and Ke corresponding to indicatrices no and ne of the
crystal. Let us suppose that the diffracted beams with
vectors Kod and Ked propagate in the same direction
defined by angle β. The coupling between the incident
and diffracted optical modes is executed by two inde-
pendent acoustic beams with vectors q1 and q2, respec-
tively. The wave vectors of the acoustic waves form
angles γ1 and γ2 with the crystallographic direction
[110]. In the general form, the problem is formulated as
a search for the conditions under which the law of con-
servation of momentum is satisfied simultaneously for

[110]

[110]
1

Iin Iout

2

Rated values of f0 and L as functions of the wavelength of
light λ. The type of laser medium is indicated for each wave-
length

λ, nm Type of laser
medium f0, MHz L, mm

440 He–Cd 30.1 1.9

488 Ar 23.4 2.8

514 Ar 21.1 3.3

633 He–Ne 13.4 6.7

1060 Nd : YAG 5.5 24

Fig. 3. Monocrystalline modulator for the zeroth diffraction
order with two orthogonal acoustic waves: Iin—incident
beam, Iout—output beam, 1—TeO2 crystal, 2—diaphragm.

[001]

[110]

qq

Ke Ked

Kod Ko

θθ

no ne

Fig. 4. Diffraction of two optical beams with orthogonal
polarizations at the same acoustic wave in two quarters of
the same TeO2 crystal.
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two independent diffraction processes:

(5)

(6)

Ko q1+ Ked,=

Ke q2+ Kod.=

I0 I'0Ke Ko

θθ

Ked

q
q

Kod

no

ne

ne

no[001]

[110]

I1

[001]

[110]

Fig. 5. Consecutive diffraction of a nonpolarized beam at
two TeO2 crystals with the formation of a single output

beam: I0—incident optical beam, —zeroth diffraction

order; —resultant diffracted beam; (a) first crystal and

(b) second crystal.

I0'

I1'

∆d

θ

L

d

Fig. 6. Scheme of formation of a parallax in the output dif-
fracted beam.

[001]

[110]

[110]γ1

γ2
q1

q2

q1

α
β

Ke

Ked

Kod

Ko

q2

Fig. 7. Vector diagram of interaction of two optical eigen-
modes at two acoustic waves and the angles of inclination
of these waves relative to the [110] axis.

(a) (b)

neno
It was shown in [6] that this system of equations
may have a solution for various combinations of angles
γ1 and γ2. We will consider here the practically realized
situation when γ1 = 4° and γ2 = 7° and the wavelength
of light is λ0 = 1.06 µm. The rated frequencies of acous-
tic beams with vectors q1 and q2 are equal to 34.655 and
35.981 MHz, respectively.

The absence of parallax in this AO modulator is
ensured by the fact that the AO interaction of light and
the two acoustic beams takes place in the same region
of the crystal. This is ensured by the strong acoustic
anisotropy of the TeO2 crystal, i.e., considerable deflec-
tion of the acoustic energy flux from the [110] axis (by
∆ϕ) for a small inclination of the acoustic wave front
(the piezoelectric transducer plane) from this axis
(through an angle of ∆γ). For the diffraction plane in
which the transducers are deflected, the ratio ∆ϕ/∆γ is
approximately equal to 10 (for ∆γ < 7°).

Figure 8 presents the scheme of such a modulator.
Here, the “acoustic” end faces of the TeO2 crystal 1
were inclined during the optical treatment so that the
planes of piezoelectric transducers 2 and 3 form angles
of 7° and 4° with the [110] axis. Acoustic anisotropy
leads to deflection of the energy fluxes of acoustic
waves through angles of approximately 60° and 40°,
respectively, from the [110] direction. It can be seen
that a region in which the acoustic beams intersect is
formed at a small distance from the transducers and the
AO interaction takes place precisely in this region.

The modulator samples prepared in this way com-
pletely confirmed the serviceability of the device. It
should be noted, however, that this construction is tech-
nologically more complicated than a two-crystal mod-
ulator.

4. POLARIZATION-INSENSITIVE 
DEFLECTOR

Apart from modulation of high-power nonpolarized
laser beams, practical problems associated with their
scanning also exist. This concerns, for example, laser
devices for material processing, in which the beam
sweep (at least, in on coordinate) is performed by an
AO deflector. The most optimal deflectors operate on
TeO2 crystals and employ anisotropic diffraction with a
nonaxial geometry. With such diffraction, incident opti-
cal radiation must be characterized by linear polariza-
tion with a strict orientation relative to the crystal. To
ensure polarization insensitivity, a technical scheme
was developed, which is illustrated in Fig. 9. Here,
input nonpolarized optical radiation with components
Ko and Ke passes through two identical AO deflectors 1
and 2 with the same orientation relative to the beam.
Plate 3 mounted between the deflectors rotates the
polarization plane of light passing through it through
90°. The plate may be either a half-wave phase plate or
a wafer made of an optically active crystal with a thick-
ness corresponding to the rotation of polarization
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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through 90° over the working wavelength of light. The
deflectors operate strictly synchronously, since identi-
cal control frequencies (acoustic vectors q) are supplied
to them. Thus, nonpolarized input radiation transmitted
through deflector 1 is transformed into two beams with
different directions: a zero-order beam and a deflected
beam with orthogonal polarizations. After the passage
through the polarization plate, the polarizations of both
beams change by 90°; as a result, the nondeflected
beam acquires the polarization corresponding to dif-
fraction at crystal 2, while the deflected beam does not
interact with this crystal. At the outlet from the system,
both beams deflected in each crystal form a nonpolar-
ized diffraction order consisting of Kod and Ked beams.
Obviously, as in the case described in Section 2, a par-
allax appears in this case between the output beams.
However, the light aperture for the deflectors in the dif-
fraction plane is, as a rule, on the order of a few milli-
meters and the emerging parallax is insignificant.

5. AO MODULATION 
OF LIGHT POLARIZATION

Analysis of the developed optical schemes has made
it possible to construct a new class of AO devices, viz.,
modulators of the polarization state of light. Let us con-
sider this possibility for the two-crystal modulator pre-
sented in Figs. 5 and 6. Let linearly polarized radiation,
whose polarization plane is inclined at an angle of 45°
to the diffraction plane, be incident at the input of such
a modulator. Obviously, such radiation can be decom-
posed into two coherent orthogonal linearly polarized
components of the same intensity. Each component
experiences Bragg diffraction at the corresponding
crystal, and the output radiation will be polarized as a
superposition of two diffracted beams with linear polar-
ization. It is important to note here that, in the case of
AO diffraction, the frequency of diffracted light is
shifted by the frequency of the acoustic wave, the sign
of the shift being determined by whether the acoustic
front “surges toward” the light front or vice versa. In
our case, the signs of the frequency shifts in the first and
second AO cells are opposite and the total frequency
difference for the output diffracted beams is approxi-
mately equal to the doubled frequency of the acoustic
wave (approximately 70 MHz in the present case).
Consequently, the polarization state of the output beam
experiences modulation at this frequency and will pass
via the following stages: linear-circular-linear (turned
through 90° relative to the initial orientation).

Let us now consider the possibility of controlling
the polarization of light using the appliance shown in
Fig. 9. Let, as in the previous situation, linearly polar-
ized radiation with a polarization plane inclined at 45°
to the diffraction plane be incident on the input of the
device. We assume that both deflectors operate at the
same constant frequency of sound. Since the deflectors
are identically oriented relative to the input optical
beam, the frequency shift of the output beams will have
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
the same magnitude and sign. Furthermore, we note
that the diffracted beam acquires not only the frequency
of the acoustic wave, but also its phase. Thus, by intro-
ducing an additional phase delay between the signals
supplied to the deflectors, we can control the phase dif-
ference between the output diffracted beams. Conse-
quently, it becomes possible to control the polarization
state of output radiation (to rotate the linear polariza-
tion through 90° and to modify it into circular or ellip-
tical polarization).

[001]

[110]

I1
I0'

60°

40°

3

2

I0

Fig. 8. Scheme of a one-crystal Bragg modulator: I0—inci-

dent optical beam, —zeroth diffraction order, I1—dif-

fracted beam.

I0'

[001]

[110]

[110]

[001]

2

1

q

q

no ne

ne

no

Ked

Kod

3

Ke
Ko

Fig. 9. Vector diagram for a two-crystal polarization-insen-
sitive deflector.

1
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The principles described here have formed the basis
for practically implemented AO devices, which were
used for developing new laser systems for image
recording (Research and Production Center Alpha,
Moscow; web site: http//www.alphalaser.ru). These
systems employ high-power solid-state and fiber lasers
operating at a wavelength of 1.06 µm and are intended
for preparing flexographic matrices, photomasks, and
laser markers.

This paper is based on the doctoral thesis defended
by the author in 2003 [6].
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Abstract—The design and operation parameters of an excimer lamp on a Xe–NaCl mixture are described. The
emission spectrum of the lamp and its temporal characteristics are described. The XeCl excimer band at 308 nm
dominates in the spectrum. The spectral distribution of energy within the band and its dependence on the exper-
imental conditions are studied. The mechanism of excitation of the upper state of the excimer molecule is dis-
cussed. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Sources of spontaneous ultraviolet (UV) radiation
are widely used in science and engineering. In particu-
lar, excimer incoherent lamps can compete in many
cases with laser sources (primarily, in such fields as the
initiation of photochemical and photophysical pro-
cesses and destruction of harmful organic materials). In
our opinion, such lamps have most promising applica-
tions in medicine and ecology, i.e., in the most sensitive
fields that directly determine the quality of life.

At the present stage, a large number of samples of
excilamps have been developed predominantly on
binary gas mixtures emitting during excimer transitions
in halogenides of inert gases. Nevertheless, the search
for the chemical and partial composition of working
mixtures and the methods of their pumping for obtain-
ing maximal efficiencies and radiation power of such
excimer lamps remains of utmost importance.

In our opinion, the proposal made in [1], where
numerical simulation was carried out for a XeCl exci-
mer lamp operating on a binary Xe–NaCl mixture
pumped by a hard ionizer of the beam type, is espe-
cially attractive. It was shown that, under optimal con-
ditions of excitation (a pressure of ~10 Torr, a specific
energy contribution of ~60–125 W/cm3, and a compo-
sition of the Xe–NaCl mixture of 20/1), the efficiency
of the lamp attains a value of 40% and the emitted
energy is 0.025 J/l.

It should be noted that the formulation of the prob-
lem of simulation of an excilamp with the above mix-
ture composition was stimulated to a certain extent by
publications [2, 3], in which this type of mixture was
used in the experiments for the first time with NaCl
injection into a supersonic plasma flow of xenon. Effec-
tive luminescence was attained on the 308-nm transi-
tion of the XeCl molecule. According to Alekhin et al.
[2, 3], the excited state of the excimer molecule was
1063-7842/04/4910- $26.00 © 21335
mainly populated due to binary reactions of substitu-
tion of a Xe atom or ion for Na in the NaCl molecule.

In our study, we used the mixture proposed in [1–3]
for constructing a low-pressure excilamp with excita-
tion by a longitudinal high-voltage pulse-periodic dis-
charge. This method obviously possesses considerable
advantages over the beam or plasma method (as in
[2, 3]) for practical applications. In addition, we
emphasize that the chemical composition of the work-
ing Xe–NaCl mixture is itself a considerable advan-
tage, since the rock salt used in this mixture as a halo-
gen donor is a nontoxic substance under normal condi-
tions.

EXPERIMENTAL TECHNIQUE

The excimer source is obtained on the basis of a vac-
uum-sealed gas-discharge tube (GDT) made of molten
quartz and having an inner diameter of 12 mm and a
length of the discharge gap between the electrode of
0.4 m. A high-purity powder of common salt NaCl was
placed directly along the GDT. Coaxial water-cooled
electrodes made of copper were glued at the opposite
ends of the GDT. Radiation was extracted from the
excilamp via quartz windows. The required tempera-
ture regime was created by using simultaneously self-
heating (i.e., the heat liberated by the discharge) and
heating from an external furnace. It should be noted
that the temperature of the inner wall of the GDT
required for obtaining a saturated vapor pressure of
NaCl of 1 Torr must be not lower than 1138 K [4].

To excite a longitudinal pulse-periodic discharge in
the excilamp, we used a thyratron oscillator with a
TGI1-2000/35 commutator with resonant recharging of
a storage capacitor of 1650 pF.

The emission parameters of the excilamp were
recorded using a monochromator MDR-6, photodetec-
004 MAIK “Nauka/Interperiodica”
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tors FÉU-106 and 14ÉLU-FS, a power meter IMO-2N,
and an oscilloscope S1-99.

SPECTRAL AND TEMPORAL FEATURES 
OF RADIATION FROM THE SOURCE

The most interesting feature of our studies is that not
only beam pumping (proposed in [1]), but also the
pumping of the Xe–NaCl lamp by a pulse-periodic dis-
charge, leads to effective emission of UV radiation.
Figure 1 shows the time-integrated emission spectrum
J(λ) of the excilamp. Here and below, the experimental
conditions are indicated directly in the figure. The spec-
trum is confined to the segment 290–340 nm. The
power emitted outside this range is insignificant. In this
spectrum, the emission of the 308-nm XeCl excimer
band is predominant. In addition to this band, the lines
330.2 + 330.3 nm of atomic sodium (4p  3s transi-
tion), as well as resonance lines 324.7 + 327.4 nm of the
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Fig. 1. Time-integrated emission spectrum J(λ) of an excil-
amp operating on a Xe–NaCl mixture.
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Fig. 2. Temporal shapes of current I(t) and excimer emis-
sion P(t) pulses.
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copper atom (4p  4s transition), are present in this
spectral range. The emission of sodium is determined
by the chemical composition of the working mixture
used, while the emergence of copper in the discharge is
stimulated by sputtering of copper electrodes as a result
of ion bombardment and gas-transport reactions in the
presence of the halogen. Such a “purity” of the spec-
trum is typical of discharges in inert gases with an
impurity of metals, e.g., in lasers on self-terminating
transitions. During heating, the spectral lines of inert
gases gradually disappear in the emission spectrum
almost completely in both cases. This effect is due to a
decrease in the electron temperature in the discharge
upon an increase in the concentration of easily ionized
particles (in particular, atoms of metals).

The installation of a flat resonator with dielectric-
coated mirrors with reflectances of 98% (totally reflect-
ing mirror) and 30% (output mirror) at a wavelength of
308 nm did not change the shape of the spectral distri-
bution of radiation within the excimer band. In particu-
lar, the band width at half-amplitude remained
unchanged (the value of this quantity was ~5 nm, as in
the cycle of publications [2, 3], with a plasma source)
and was insensitive to change in the experimental con-
ditions. This means that stimulated radiation was
absent as expected, at least due to the low pressure of
the mixture.

Figure 2 shows the temporal shapes of current I(t)
and power P(t) pulses for excimer emission. The dura-
tions of the current pulse and the emission pulse at the
base were ~400 ns and ~1 µs, respectively. The emis-
sion of the excimer band begins simultaneously with
the evolution of current in the GDT, and the major part
of radiation energy corresponds to the current pulse of
the discharge.

The spectral structure of the excimer band unambig-
uously indicates that XeCl* molecules are generated in
discharge in the lower vibrational states of the B term.
However, in such a case, the excimer molecule can be
formed only as a result of a binary substitution reaction
of the type

Xe+ + NaCl  XeCl* + Na+, (1)

Xe* + NaCl  XeCl* + Na, (2)

and not as a result of a three-particle ion–ion recombi-
nation reaction. The rate constants of these reactions
were estimated in [1–3] at a level of k = 10–10–
10−9 cm3/s. Although this estimate is insufficiently
exact, we will use the average value ~5 × 10–10 cm3/s.
Provided that Xe+ and Xe* leave the volume of the
GDT exclusively as a result of pumping reactions (1)
and (2), we find that the intensity decay time constant
of excimer emission in afterglow amounts to τ =
[kN(NaCl)]–1 = 5 × 10–7 s. In this relation, N(NaCl) is
the concentration of rock salt molecules, which is
determined by the temperature in the GDT. In spite of
its approximate nature, this estimate is in good agree-
ment with the experimental data (Fig. 2) and, hence,
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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may serve as additional evidence of the fact that pump-
ing in our conditions is executed by substitution reac-
tions.

OPTIMIZATION OF CONDITIONS 
FOR EXCITATION OF EXCIMER EMISSION

The external factors determining the UV radiation
yield include xenon pressure p(Xe), GDT wall temper-
ature T, voltage Ur of the rectifier, and excitation pulse
repetition rate f. The combined action of all these fac-
tors ultimately determines the efficiency of the emitter.
The results of measurements of peak pulse radiation
power P of the excilamp as a function of the above-
mentioned parameters are represented in Figs. 3–6.
Most of the obtained dependences have extrema in the
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Fig. 3. Dependence of peak pulsed radiation power P of the
excilamp on the temperature in the GDT.

Fig. 5. Frequency dependence of peak pulsed radiation
power P of the excilamp.
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measuring range. This allows us to determine the factor
point with the following parameters: pulse repetition
rate f = 5 kHz, rectifier voltage Ur = 5 kV, xenon pres-
sure p(Xe) = 30 Torr, and NaCl vapor pressure of 0.1
Torr (T = 1045 K); this point ensures the maximal emis-
sive power of UV radiation for the emitter used in our
experiments.

The mean power of the excimer emission of the
lamp was estimated on the basis of the corresponding
measurements from one of the GDT windows and tak-
ing into account the geometrical factor for the above
optimal conditions. This mean power of spontaneous
emission of the lamp amounted to several watts for an
efficiency of ~1%.

We believe that the energy parameters of the emitter
can be improved to a certain extent by choosing the
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Fig. 6. Dependence of peak pulsed radiation power p of the
excilamp on the xenon pressure.
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appropriate mixture composition, increasing the work-
ing volume, etc. We also plan to employ a continuous
glow discharge for creating an effective cw source of
UV radiation on a Xe–NaCl mixture.

CONCLUSIONS
We developed an excilamp operating on the 308-nm

transition of the XeCl molecule excited by a high-volt-
age pulse-periodic discharge on the basis of a mixture
with nontoxic halogen donor Xe–NaCl. The mean radi-
ation power of the 308-nm excimer band of XeCl was
several watts. The spectral energy distribution in the
band and the intensity decay rate of excimer emission
in afterglow speak in favor of the fact that binary reac-
tions of substitution of Xe for Na in the NaCl molecule
play a dominating role in the population of the upper
state of the XeCl* molecule.
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Abstract—A theory of devices operating on surface acoustic waves is proposed on the basis of modified equa-
tions for coupled modes. As a possible application of modified equations for coupled modes, a theory of dis-
persion acoustoelectronic delay lines with a curvilinear central line of electrode apertures is developed for inter-
digital transducers and reflector structures. Experimental studies are carried out and the experimental data are
compared with the results of calculations. The experiments on the formation and compression of a linear fre-
quency-modulated signal reveal a level of 38 dB for the side lobes in a compressed signal. © 2004 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

The coupled mode method is one of the effective
approaches for designing devices operating on surface
acoustic waves (SAW). The conventional method of
coupled modes (see, for example, [1]), which is based
on the derivation of a system of nonhomogeneous dif-
ferential equations, unjustly complicates the solution of
the problem of designing SAW-based devices with arbi-
trarily varying parameters. In the framework of this the-
ory, it is difficult to take into account such factors as the
varying period of the structure, arbitrary polarity of the
electrodes connected to contact buses, apodization, and
nonuniform broadening of the surface charge distribu-
tion over the electrodes of the structure. All these fac-
tors can be easily taken into account using a method
based on modified equations for coupled modes operat-
ing with a structural unit. In addition, the proposed
method is more promising as regards further complica-
tion of the initial model of the structure.

The theory developed here can be used for design-
ing various SAW-based devices such as filters, disper-
sion delay lines, resonators, and appliances based on
such devices. As piezoelectric elements, use can be
made of strong piezoelectrics of the niobate and lithium
tantalate type as well as weak piezoelectrics such as
quartz or langasite. It should be noted that SAW-based
filters of any type can be designed, including transver-
sal filters, resonant filters operating on longitudinal
modes, resonant filters on transverse modes, and stair-
case filters based on SAW resonators.

In [2], modified equations for coupled waves were
used for constructing a theory for SAW-based filters
using dispersion transducers with a staircase arrange-
ment of topological elements. In [3], a theory was
developed for filters operating on longitudinal reso-
nance modes, while the theory for staircase filters using
1063-7842/04/4910- $26.00 © 1339
SAW resonators was described in [4]. In [5], the modi-
fied equations for coupled waves were used for con-
structing the theory of filters operating on weakly cou-
pled longitudinal resonance modes.

Here, the modified equations for coupled waves are
used to develop a theory for dispersion delay lines with
a curvilinear central line of apertures of topological ele-
ments of interdigital transducers (IDTs) and reflector
structures (RS’s).

The theory of dispersion acoustoelectronic delay
lines (DADLs) with reflector structures in the form of
stripes or grooves was proposed in [6] and in a simpli-
fied form in [7]. The theory proposed in [7] was based
on the results of theoretical analysis of IMCON
devices, which was carried out in [8]. The theory pro-
posed in [6, 7] is based on the model of summation of
waves reflected by each groove of one or two reflector
structures. At the same time, the theory described in
[6, 7] disregarded second-order effects. The most sig-
nificant of such effects are multiple reflections in the
reflector structure, phase velocity dispersion in the
reflector structure, transformation of SAWs into bulk
acoustic waves on reflecting elements, and diffraction
of SAWs. In addition, the theory described in [6, 7] was
based on a simplified model of calculation of IDT.

The empirical model proposed in [9, 10] makes it
possible to take into account the effect of the mecha-
nisms of transformation of SAWs into bulk acoustic
waves in the theory of DADLs presented in [6, 7]. How-
ever, this model is simplified by nature and is valid only
for DADLs with a linear topology.

The so-called slanted topology of a DADL was pro-
posed in [11]. The use of slanted topology suspends to
a certain extent the degradation of the frequency char-
acteristics of wide-band DADLs with a large dispersion
delay. The theory of this type of structures is based on
2004 MAIK “Nauka/Interperiodica”
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the theory of DADLs with a linear topology and is dis-
tinguished by the fact that the structure splits into chan-
nels. Within each channel, calculations are made as for
a DADL with a linear topology. Then the transfer coef-
ficients for each channel are summed, which yields the
total transmission coefficient for the DADL [11–13].

In this paper, the theory of a DADL with a curvilin-
ear central line of electrodes in the DT and RS is con-
structed on the basis of the method of splitting of the
initial structure into channels with subsequent summa-
tion of partial conductivities of each channel, which are
calculated using the modified equations for coupled
SAWs.

MODIFIED EQUATIONS FOR COUPLED 
SURFACE ACOUSTIC WAVES

Let the structure be given in the form of N metallic
electrodes with arbitrarily alternating polarity, arbi-
trarily varying period, and overlapping of neighboring
electrodes on the surface of a semi-infinite uniformly
isotropic piezoelectric (Fig. 1). We also assume that a
source of the signal with frequency ω and amplitude U0
is connected on the left.

Let us consider the kth electrode of the IDT (Fig. 2).
Let R(z, ω) and S(z, ω) be two coupled plane waves

+U0
I0 1

2–U0 I0

y

z

x

(a)

(b)

3 2
x

a1 b1 a2 b2 aK bK aN –1 bN –1 aN bN z

Fig. 1. (a) A fragment of a transducer at the surface of a
semi-infinite piezoelectric and (b) a transducer in the xz
plane. (1) Transducer fragment, (2) semi-infinite piezoelec-
tric; (3) electrodes of the transducer; I0 is the total current in
the transducer.
with wave number κ, which propagate in the electrode
structure of the IDT so that R(z, ω) propagates in the
direction of the z axis (direct wave) and S(z, ω) propa-
gates in the direction opposite to the z axis (backward
wave). Uniform plane waves can be represented in the
form

(1)

(2)

where R(ω) and S(ω) are the complex amplitudes of the
corresponding waves.

Let waves RK(z, ω) and SK + 1(z, ω) be incident on the
kth electrode from left and right, respectively. Trans-
mitted waves with complex amplitudes SK(ω) and
RK + 1(z, ω) are superpositions of partial waves formed
due to reflection of wave RK(ω) incident on the elec-
trode, a part of wave SK + 1(ω) transmitted through the
region of the kth electrode, and the wave formed due to
the transformation of the energy of the ac electric field
of frequency ω and amplitude U0 produced by the
source into a SAW.

Taking into account the corresponding phase factors
as well as the mechanisms of reflection, transmission,
and transformation of SAWs, we obtain the following
expressions for the complex amplitudes of transmitted
waves SK(ω) and RK + 1(ω):

(3)

R z ω,( ) R ω( ) jκz–( ),exp=

S z ω,( ) S ω( ) + jκz( ),exp=

SK ω( ) = rKη1K 1 ζK
– 2

–( )
1/2

j κE κ0–( )pK–[ ] RK ω( )exp

+ η1K 1 rK
2–( )1/2

1 ζK
+ 2

–( )
1/2

× j κE κ0–( )pK–[ ] SK 1+ ω( )exp

+ ξK
– κ( )η2K j κE κ0–( )pK/2–[ ] U0,exp
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Fig. 2. The kth electrode of the transducer.
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(4)

Here, rK is the complex coefficient of reflection from
the kth electrode; κE is the effective wave number of

SAWs; k0 = 2π/pK, pK = zK + 1 – zK; quantities (κ) and

(κ) define the efficiency of direct transformation of
SAWs at the kth electrode in directions +z and –z,

respectively; coefficients  and  define the
decrease in the amplitude of a wave upon its transition
under the electrode due to inverse transformation; and
η1K = W1K/W0, η2K = W2K/W0, where W0 is the maximal
aperture, W2K is the overlap of the kth and (k + 1)th elec-
trodes; W1K = W0 if dummy electrodes are used; other-
wise, W1K = W2K.

The phase factors of the terms associated with
reflection (transformation) of waves determine the
phase incursion from the center of wave reflection
(transformation) zCK to the corresponding boundary (zK

for SK(ω) and zK + 1 for RK(ω), where zK and zK + 1 are the
coordinates of the midpoint between the corresponding
electrodes. The center of reflection (transformation) zCK

of SAWs is assumed to be at the center of the electrode.
We define the effective wave number on the segment

between coordinates zK and zK + 1 as the mean value of
the wavelength κE = 2πpK/[λ0(pK – LK) + λMLK] =
ωpK/[V0(pK – LK) + LKVM(hM)] – jαK, where V0 is the
SAW velocity on the free surface; λM and Vm(hM) are
the SAW wavelength and velocity under the metallized
surface, respectively; and αK is the attenuation coeffi-
cient due to all loss factors operating during the SAW
propagation in the electrode structure from coordinate
zK to coordinate zK + 1 and reduced to unit length.

In contrast to analogous equations from [2–5],
Eqs. (3) and (4) take into account the fact that the effi-
ciencies of direct transformation of SAWs at the kth
electrode in directions +z and –z may generally be dif-

ferent; i.e., (κ) ≠ (κ). This condition is deter-
mined both by the form of the Green’s function of the
SAW potential [14] and the redistribution of the surface
current on the electrodes under the effect of the field of
excited waves. In addition, in contrast to the equations
considered in [2–5], Eqs. (3) and (4) take into account
the decrease in the amplitude of waves as a result of
their passage under the electrodes. Allowing for this
effect is especially important in the case of strong
piezoelectrics.

Current variations in the IDT bus are due to the
transformation of direct and backward waves and the
voltage drop across the electrode capacitance. The

RK 1+ ω( ) = η1K 1 rK
2–( )1/2

1 ζK
– 2

–( )
1/2

× j κE κ0–( )pK–[ ] RK ω( )exp

+ rKη1K 1 ζK
+ 2

–( )
1/2

j κE κ0–( )pK–[ ] SK 1+ ω( )exp

+ ξK
+ κ( )η2K j κE κ0–( )pK/2–[ ] U0.exp

ξK
+

ξK
–

ξK
+ ξK

–

ξK
+ ξK

–
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change in the current ∆IK(ω) in the contact IDT bus at
the kth electrode is given by

(5)

where the asterisk denotes a complex-conjugate quan-
tity.

In accordance with the reciprocity principle, we
assume in Eq. (5) that the functional dependences
determining the direct and inverse transformation of
SAWs are complex-conjugate quantities.

The first and second terms in Eq. (5) determine the
current variation due to partial transformation of energy
of a direct wave with amplitude RK(ω) and backward
wave with amplitude SK + 1(ω), which are incident on
the electrode, into the energy of an ac electric field. The
third and fourth terms in Eq. (5) determine the current
variation due to the transformation of the energy of the
ac electric field produced by the current into a direct
wave with amplitude SK(ω) and a backward wave with
amplitude RK + 1(ω). The last term in Eq. (5) describes
the change in the current in the IDT bus due to voltage
drop across the static capacitance of the electrode,
which is equal to η2K(C2/2). Substituting Eqs. (3) and
(4) into (5), we obtain

(6)

Let us consider the terms associated with the trans-
formation of SAWs upon their passage through a IDT

electrode. Frequency-dependent coefficients (κ) and

(κ) determine the efficiency of transformation of the
power of the voltage source, which is supplied to the
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kth electrode of the transducer, into the power of SAWs
propagating in the +z and –z directions, respectively.

Using the Poynting complex theorem for the known
distribution of the surface current on the IDT electrodes
in the form J(z, κ), we can obtain

(7)

(8)

Using the method of Green’s functions, we can

express potentials (z, κ) and (z, κ) in the form

(9)

(10)

where G+(z – z0, κ) and G–(z – z0, κ) are the Green’s
functions of a SAW for κ > 0 and κ < 0, respectively
[14].

The self-consistent calculation of the surface current
distribution J(z, κ) on the electrodes, i.e., taking into
account the edge effects, finite length of the IDT, and
the back response for a piezoelectric, is described in [2].

Relations (3), (4), and (6) can be written in matrix
form,

where
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In this case, the P matrix of the IDT is determined
on the whole by successive multiplication of the P
matrices describing each electrode [3].

The above relations make it possible to calculate the
initial conductance of the IDT as a part of a filter or a
resonator with an arbitrarily varying period, the aper-
ture of the electrodes along the IDT structure, an arbi-
trary direction of current in the electrodes, and the
actual distribution of the surface current over IDT elec-
trodes. It should be noted that the input conductance of
the IDT is determined by element P(3, 3) of the overall
P matrix of the SAW structure.

THE THEORY OF A DADL 
WITH A CURVILINEAR CENTRAL LINE OF IDT 
ELECTRODES AND REFLECTOR STRUCTURES

Let us consider a DADL with a curvilinear central
line of the apertures of the IDT and RS electrodes
(Fig. 3). We assume that the source of a sinusoidal sig-
nal of frequency ω, amplitude U0, and internal resis-
tance Rg is connected to transducer IDT-1. The signal
detector with internal resistance Rn is connected to
transducer IDT-2. Transducers IDT-1 and IDT-2 consist
of electrodes with a smoothly varying period; each pair
of electrodes excites a SAW with a definite frequency,
which smoothly varies along the structures, and with a
certain delay relative to the origin.

It should be noted that the law of variation of the
period in the arrangement of IDT-2 electrodes must cor-
respond to the period of arrangement of IDT-1 elec-
trodes. The apertures of the electrodes in both IDT-1
and IDT-2 may be apodized independently in accor-
dance with the required characteristics in the frequency
range. The spatial arrangement, the period, and the
aperture of reflector elements RA-1 and RA-2 must be

P k( ) 2 2,( ) = +rKη1K 1 ζK
+ 2

–( )
1/2

j κE κ0–( )[ ] pK–[ ] ;exp

P k( ) 2 3,( ) +ξK
+ ω( )η2K j κE κ0–( )pK/2–[ ] ;exp=

P k( ) 3 1,( ) η2K j κE κ0–( )
pK

2
------–exp=

× ξK
– ω( )[ ] * η1K 1 ζK

2–( )1/2
rKξK

+ ω( )[–{

+ 1 rK
2–( )1/2ξK

– ω( ) ] j κE κ0–( )pK–[ ] } ;exp

P k( ) 3 2,( ) +η2K j κE κ0–( )
pK

2
------–exp=

× ξK
+ ω( )[ ] * η1K 1 ζK

2–( )1/2
rKξK

– ω( )[–{

+ 1 rK
2–( )1/2ξK

+ ω( ) ] j κE κ0–( )pK–[ ] } ;exp

P k( ) 3 3,( ) jωη2K C2/2( )=

– ξK
+ ω( )ξK

– ω( )η2K
2 j κE κ0–( )pK–[ ] .exp
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Fig. 3. DADL with a curvilinear central line of the apertures of the IDT and RS electrodes.

1st channel

RA-1
matched with the spatial arrangement and period of
IDT-1 and IDT-2 electrodes, respectively. However, we
do not impose any limitations on the spatial coordinates
of the elements of DADL topology, since the theory
presented here does not require such limitations. The
above requirements must be met only for obtaining
good characteristics of devices in the frequency and
time ranges.

The theory of DADLs with a curvilinear mean line
of the apertures of the IDT and RS electrodes involves
the calculation of the conductivity matrix elements
Y(lY, mY) for the transducers and the transmission coef-
ficient KRS(ω) of the reflector structure.

Let the mean line of IDT and RS electrodes of the
dispersion delay line have a smoothly varying slope rel-
ative to the direction of propagation of SAWs along the
structure (Fig. 3). The calculation of Y(lY, mY) of a
DADL with a tilted topology is based on a model in
which the IDTs and RS’s split into “channels” (Fig. 3).
The splitting is carried out into NK equal parts (only for
convenience of calculations) in the overlap region IDT
electrodes.

In accordance with the chosen model of partition
into channels, the equivalent circuit of the DADL can
be presented in the form shown in Fig. 4. The interac-
tion between individual channels is accounted for by

calculating (ω) using the total aperture of the
reflector element instead of the channel aperture. This
assumption is substantiated by the fact that the trans-
mission coefficient for the nearest channels slowly var-

KRS
i
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ies with channel number i and summation over all inter-
acting channels is equivalent to an increase in the chan-
nel aperture.

At the first stage, we calculate the components of the

conductivity matrix  of the transducers in the DADL
using a modified theory of coupled waves. We define
the matrix components of the input conductivity of
IDTs as the sum over all channels,

(12)

Ŷ

Y lY mY,( ) Yi lY mY,( ),
i 1=

NK

∑=

Rg

1st channel

ith channel

Nkth channel

Rn

U0

KB1
1 (ω) KRS

1 (ω)

KB1
i (ω) KRS

i (ω)

KB2
1 (ω)

KB2
i (ω)

KB1
Nk (ω) KRS

Nk (ω) KB2
Nk (ω)

Fig. 4. Approximate equivalent electroacoustic circuit of a
DADL with a curvilinear central line of the apertures of the
IDT and RS electrodes.
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where NK is the number of channels; Y(lY, mY) are the
components of the conductivity matrix in the ith chan-
nel, lY = 1, 2 and mY = 1, 2.

We assume that the number of channels into which
the structure splits is large enough for the result of cal-
culation of frequency characteristics to remain
unchanged upon an increase of NK. It should be noted
that the minimal channel width is bounded by a value
equal to half the period of the structure.

The contribution Yi(lY, mY) from the ith channel to
the total conductance of the SAW-based device can be
determined by treating the ith channel as an indepen-
dent SAW-based device (Fig. 5) and by using the com-

ponents (lp, mp) and (lp, mp) of the P matrices
of the input and output IDTs, as well as the transmis-

sion coefficients (ω) of the RS in the ith channel.
This leads to the following expressions for the input
conductance of the ith channel:

(13)

(14)

(15)

(16)

here, Yi0 = [ (ω)]2 – (2, 2) (1, 1).

Components (lp, mp) and (lp, mp) will be
calculated using the coupled wave theory.

To synchronize the channels, we must take into
account the initial phase for the first electrode of each
IDT-1 (IDT-2) channel. For this purpose, we introduce
the phase factors for the first electrodes of each channel

Pi
B1( ) Pi

B2( )

KRS
i

Yi 1 1,( ) Pi
B1( ) 3 3,( )=

+ Pi
B2( ) 1 1,( )Pi

B1( ) 3 2,( )Pi
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Yi 1 2,( ) Pi
B1( ) 3 2,( )Pi

B2( ) 1 3,( )KRS
i ω( )/Yi0,=

Yi 1 2,( ) Pi
B1( ) 2 3,( )Pi

B2( ) 3 1,( )KRS
i ω( )/Yi0,–

Yi 2 2,( ) Pi
B2( ) 3 3,( )=

+ Pi
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Fig. 5. The ith channel of a DADL with a curvilinear central
line of the apertures of the IDT and RS electrodes.
into the components of the P matrix in relation (11):

(17)

(18)

(19)

(20)

(21)

where the components of matrix  are defined by
relations (11),

is the distance between the first electrode in the ith
channel of IDT-1 (with number Li) and the first elec-
trode in the entire IDT-1, and λM is the wavelength
under the metallized surface; other components of the
P matrix for the first electrode remain unchanged (as in
relation (11)).

For the last electrodes in each channel of IDT-1, the
components of the P matrix taking into account the
phase factor have the form

(22)

(23)

(24)

(25)

(26)

where the components of matrix  are defined by
relation (11),

is the distance between the last electrode of the entire
IDT (with number N) and the last electrode in the ith
channel (Mi), other components of the P matrix for the
last electrode remaining unchanged.

Analogous expressions can also be derived for the
first electrodes of IDT-2:

(27)
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(28)

(29)

(30)

(31)

Analogously, for the last electrode in each channel
of IDT-2, we have

(32)

(33)

(34)

(35)

(36)

where the components of matrix  are defined by
relation (11).

We can now calculate the components (lp, mp)

and (lp, mp) of the P matrix for the ith channel by
multiplying the corresponding components for the elec-
trodes in each channel,

(37)

(38)

where , , , and  are the numbers of the
first and last electrodes in each channel of IDT-1 and
IDT-2, respectively (Fig. 5), and the symbol of the
product implies the computation of successive products
in accordance with Eqs. (8)–(16) from [3].

Let us now calculate the transmission coefficients

(ω) of the reflector structure in the ith channel.
Summation of partial waves reflected by inhomogene-
ities leads, in accordance with Fig. 4, to an expression
for the transfer coefficient of the ith RS channel of the
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form

(39)

where, in each ith channel, we sum the SAW passing
from the first reflector element Ni of the channel to the
last reflector element Mi of the channel; γnm is the over-
lap coefficient for the mth and nth grooves in the ith
channel; ρn and ρm are the coefficients of reflection
from the reflector element; ξn and ξm are the coefficient
of SAW transmission through the reflector structure to
the mth and nth grooves of the channel, respectively,
which determine the fraction of power transmitted to

the mth and nth groove; , , , and  are the
coordinates of the overlap center for the nth and mth
grooves, respectively; γV = β – iα(ω), β = ω/V||, α(ω) is
the attenuation coefficient for SAWs and kV = V⊥ /V||, V⊥
and V|| are the SAW velocities in the directions of z and
x, respectively.

Let us consider the quantities appearing in relation
(39) in greater detail. The transmission through the
reflector element of the RS is accompanied by SAW
reflection and scattering; since a fraction of SAW
energy is transformed into bulk waves, the transmission
coefficients are given by

(40)

(41)

where

(42)

(43)

(44)

In relation (42), coefficient ηk(ω) defines the frac-
tion of the power transferred into bulk waves on the nth
reflector element of the RS, hk is the depth (height) of
the kth reflector element of the RS, and λ is the wave-
length of SAWs at frequency f = ω/2π. The method for
calculating the frequency-dependent coefficient η(ω) is
described in [15]. In formulas (43) and (44), Nn and Nm

are the numbers of grooves through which a SAW
passes during its propagation along the x axis in the
upper and lower parts of the RS, respectively. Expres-
sions (43) and (44) are written as approximate equali-
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ties, since the variation of ζm, ζn, ρm, and ρn is disre-

garded when  and  are calculated. Coefficients
ξm0 and ξn0 account for attenuation of SAWs in the
transverse direction and make a noticeable contribution

only when an RS with a large aperture is used (  >

100λ, where  is the aperture of the nth groove of
the RS, which is typical of DADLs with a linear topol-
ogy).

Phase terms ϕ1nm and ϕ2nm in relation (39) take into
account the change in the slope of the dispersion curve
of the DADL upon a change in the velocity; in the case
of sharp variations of the RS aperture (e.g., as a result
of weight processing), they are responsible for devia-
tions from a quadratic law on the phase–frequency
characteristic. It should be noted that such distortions
on the phase–frequency characteristic can be elimi-
nated using “dummy” reflector elements.

It should be emphasized that the relations proposed
above are also valid for designing DADLs with a linear

ξm0
i ξn0

i
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RS
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Fig. 6. The results of (a) measurements and (b) calculation
of the frequency characteristic of a forming DADL. f0 =
60 MHz, ∆f = 1.5 MHz, T = 75 µs, and the slope of the dis-
persion curve is positive.
topology as well as a curvilinear central line of elec-
trode apertures and make it possible to account for the
“large” aperture effect (SAW attenuation in the trans-
verse direction of the RS due to scattering from reflec-
tor elements).

EXPERIMENTAL RESULTS

The theory described here was used for designing
DADLs intended for the formation and compression of
ultralong linear-frequency-modulated (LFM) signals
with the following parameters: central frequency of
60 MHz, transmission band of 1.5 MHz, and LFM sig-
nal duration of 75 µs.

To construct a DADL with the above parameters, we
choose a “linear” DADL topology with a reflector
structure in the form of a sequence of grooves on the
surface of a piezoelectric. To reduce distortions of the
amplitude–frequency and phase–frequency character-
istics in the reflector structures of the DADL, we used
dummy grooves. For the piezoelectric material of the
DADL, we chose lithium niobate of the Y, Z cut as the
material ensuring minimal losses introduced into the
DADL and the best quality of a compressed signal as
compared to other suitable piezoelectric materials such
as quartz or bismuth germanite. The transducer of the
forming DADL consisted of 11 electrodes with an aper-
ture of 120λ0. The reflector structure consisted of 5852
grooves with a depth of 0.14 µm, whose aperture corre-
sponded to the aperture of the IDT electrodes. To sup-
press Fresnel pulsations, 15% of the RS lengths on the
initial and final segments were apodized. To preserve
the plane top of the amplitude–frequency characteristic
and to keep the phase–frequency characteristic closest
to the maximum possible extent to the required qua-
dratic dependence in a frequency band of 1.5 MHz, the
RS length (dispersion delay in the RS) was increased by
30%. To preserve the required slope of the dispersion
characteristic, the RS frequency band at a level of
−20 dB was also increased by 30%. Thus, the duration
of the pulsed response of the DADL at a level of –3 dB
was 86 µs for a frequency deviation in the spectrum of
the LFM signal of ~1.65 MHz. The results of calcula-
tion of the transmission coefficient S21(f) and the
phase–frequency characteristic of the forming DADL
are shown in Fig. 6b. The phase characteristic ϕ( f ) is
given in the form of a deviation from the preset qua-
dratic law,

where GΦ = 0.0200 MHz/µs is the slope of the disper-
sion curve, fHΦ = 59.250 MHz, and THΦ = 16.414 µs is
the delay in the DADL–C at frequency fHΦ.

The frequency characteristics obtained on the exper-
imental sample of forming DADL are shown in Fig. 6a.
The amplitude–frequency characteristic was measured
on the complex transmission coefficient meter NR-784.
The working frequency band at a level of –3 dB was

∆ϕ f( ) ϕ f( ) πGΦ f HΦ f–( )2– 2πTHΦ f HΦ f–( ),–=
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1.65 MHz. The pulse response duration measured on
the screen of the oscilloscope S1-108 was 86 µs at a
level of –3 dB.

To obtain the minimal level of side lobes in a com-
pressed signal from a compressing DADL (DADL–C),
weight processing of the aperture of RS groove was
used. Since the choice of weight processing is impor-
tant for obtaining optimal parameters of a compressed
signal, we discuss this in greater detail.

The decrease in the level of side lobes in a com-
pressed signal due to weight processing is accompanied
by a simultaneous slight expansion of the compressed
signal. In the absence of weight processing, the mini-
mal level of side lobes is –13.5 dB. The Maas weight
function ensures the maximal suppression of side lobes
in a compressed signal for its preset expansion due to
weight processing. However, such a function cannot be
physically realized since it has singularities at the
edges. A physically realizable approximation of the
Maas function is the Dolf–Chebyshev and Taylor func-
tions, the Taylor function being more convenient for
practical application in DADLs. The Taylor function is
a practically realizable form of weight processing
ensuring the minimal expansion of the compressed sig-
nal for a preset level of side lobes. The frequently used
Hemming function is a rougher approximation of the
Maas functions than the Taylor function. A disadvan-
tage of the Taylor function is the absence of a decrease
in the side lobe level αs in the far-field zone (for n @ 1).
A decrease in the side lobe level in the far-field zone in
proportion to 1/t is ensured by the Gauss function. The
disadvantage of this function as compared to the Taylor
function is a longer duration of a compressed signal at
the same level of the nearest side lobes.

The contemporary technological level of manufac-
turing of DADLs makes it possible to obtain values of
αs ~ 40 dB. Since the choice of the weight function with
a larger theoretical level of αs also leads to a stronger
expansion of the compressed signal, the weight func-
tion is usually chosen with a theoretical value of αs

equal to 40–50 dB. In the DADL under investigation,
the aperture of the RS grooves varies in accordance
with the Gauss function with a pedestal of 0.008, which
ensures the maximal attainable level of side lobe sup-
pression in an ideal compressed LFM signal of –60 dB.

The results of calculation of the frequency charac-
teristics of a compressing DADL are shown in Fig. 7a,
while the frequency characteristics obtained on an
experimental sample of DADL are shown in Fig. 7b.
The values of S21(f) were measured with the help of a
complex transmission coefficient meter NR-784, while
the phase–frequency characteristic was measured using
a precision generator G4-176 and phase meter FK2-12.
Phase characteristic ϕ( f ) of a compressing DADL is
shown as a deviation from the preset quadratic law

∆ϕ f( ) ϕ f( ) πGC f HC f–( )2– 2πTHC f HC f–( ),–=
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where GC = –0.0200 MHz/µs is the slope of the disper-
sion curve, fHC = 60.750 MHz, and THC = 7.87495 µs is
the delay of a compressing DADL at frequency fH.

According to the results of measurement, the stan-
dard deviation of the phase characteristic from the pre-
set law was 1.5°.

The experiments on the formation and compression
of the LFM signal were performed with the DADLs
whose frequency characteristics are shown in Figs. 6b
and 7b. When a short rf pulse (of duration 0.1 µs) was
fed to the input of the DADL–F with a positive slope of
the dispersion curve, an LFM signal of duration 86 µs
was obtained at the output of the forming DADL with a
formed signal nonuniformity in the compressing
DADL band of less than 1 dB. The formed LFM signal
was amplified and fed to the input of a compressing
DADL with a negative slope of the dispersion curve. As
a result of the LFM signal compression, a level of side
lobes of 38 dB was attained for a duration of the com-
pressed signal of 1.1 µs at a level of –3 dB.
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Fig. 7. The results of (a) measurements and (b) calculation
of the transmission coefficient S21 and the phase–frequency
characteristic of a compressing DADL. f0 = 60 MHz, ∆f =
1.5 MHz, T = 75 µs, the slope of the dispersion curve is neg-
ative, and the apodization function is Gaussian.
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Abstract—The electrodynamic properties of the interface between two periodic dielectric superlattices are
studied. It is shown that the interface may serve as a guide for an electromagnetic wave whose field decays
exponentially on both sides of the plane of the interface. The field and power flux distributions, as well as the
frequency dependence of the field penetration depth, are studied. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Layered media have been attracting the attention of
researchers for a long time, because they are common
in nature and their properties differ from those of
homogeneous materials. Artificial layered media are
new-generation materials with technologically control-
lable properties. Of special interest are periodic, quasi-
periodic, and random layered structures. The physical
properties of the periodic structures have been the sub-
ject of investigation in recent decades. Typically, a sym-
metry break in such materials generates new types of
waves, such as surface waves, whose energy concen-
trates within the symmetry break region.

Infinite periodic structures are studied using the Flo-
quet [1] and Bloch [2] theorems. However, these are
inapplicable to asymmetric structures. Finite media
were concerned in [3]. Later, the Abeles theorem was
proved [4]. Semi-infinite periodic media were consid-
ered in [5, 6]. It was shown [6] that the relationship
between the field components in semi-infinite and infi-
nite superlattices is the same.

Surface waves at the interface between homoge-
neous and periodic media were theoretically studied in
a number of papers. In one of the pioneering works,
Tamm [5] predicted the existence of surface states at the
surface of a crystal. Rayleigh acoustic surface waves
were described in [6, 7]. Optical surface waves were
predicted in [8] and observed in [9, 10]. Electromag-
netic waves in semiconductor superlattices were stud-
ied in [4, 11].
1063-7842/04/4910- $26.00 © 21349
In this paper, we theoretically demonstrate that the
propagation of electromagnetic waves along the inter-
face between two various dielectric superlattices is fea-
sible and study the electrodynamic properties of these
waves. The properties of these waves are of interest,
since they offer scope for data transfer along interfaces
in layered information systems, for contactless quality
control during manufacturing, etc.

DISPERSION RELATION

Consider a contact between two semi-infinite lay-
ered periodic structures. Let either consist of alternat-

x

y

z

dl2 dl1 dr1 dr2

Fig. 1. Geometry of the problem (the interface is colored
gray).
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ing insulating layers of two sorts with different permit-
tivities. The respective permittivities of one superlattice
are εl1 and εl2; those of the other superlattice are εr1 and
εr2 (here, superscripts “l” and “r” stand for the right-
and left-hand superlattices, respectively). The geome-
try and coordinate system are shown in Fig. 1. We are
interested in natural electromagnetic waves that propa-
gate in this structure. These waves can be found by
solving the Maxwell equations

(1)

for each of the layers.

At the interfaces between the layers and at the inter-
face between the two superlattices, the boundary condi-
tions involving the continuity of the tangential compo-
nents of the electric and magnetic fields must be satis-
fied. Since the layers are assumed to be homogeneous
along the y axis, we may put ∂/∂y = 0. Then, the Max-
well equations are separated into two systems of equa-
tions for two independent polarizations with field com-
ponents Hx, Hz, Ey and Ex, Ez, Hy. Below, we study the
second type of polarization.

Consider the propagation of plane waves under the
assumption that all the field components are propor-
tional to exp(ikxx + ikzz – iωt). Substituting this depen-
dence into the Maxwell equations yields the transverse
wavenumbers for each of the layers:

(2)

where c is the velocity of light.

The fields inside the layers are written as

(3)

From the Maxwell equations, components  and

 can be expressed through . It is convenient to
describe the periodic structure by representing the
fields through their values at z = 0. Below, we will use
the transformation matrix m [4, 12]; for example, for
the left-hand superlattice,

(4)

where dL is the period of the corresponding (left-hand)
superlattice.

curlE
1
c
---∂B

∂t
-------, curlH–

1
c
---∂D

∂t
-------= =

kz
α ω2

c2
------εa kx

2– α l1 l2 r1 r2,,,=( ),=

Hy
α Aα ikz

αz( )exp Bα ikz
αz–( ).exp+=

Ex
α

Ez
α Hy

α

Hy
l1 0( )

Ex
l1 0( ) 

 
 

m l( ) Hy
l2 dL( )

Ex
l2 dL( ) 

 
 

,=
Matrix m for the left-hand superlattice is given by

(5)

For the right-hand superlattice, the transformation
matrix is written in the same way.

To derive a dispersion relation, it is necessary to
equate the tangential field components at the interface
between the two superlattices at z = 0. In so doing, we
will obtain two equations with four unknown coeffi-
cients. Two more equations can be obtained by estab-

lishing a relationship between components  and 
inside either of the superlattices using the Floquet the-
orem:

(6)

A similar formula can be derived for the right-hand

superlattice. Here,  are the Bloch wavenumbers for
both superlattices, which can be found from the charac-
teristic equation for either of the structures:

(7)

Our superlattices are semi-infinite; therefore, the
Floquet theorem applies in this case, as was noted in the
Introduction (the related arguments are adduced in [6]).
Eventually, we arrive at a homogeneous system of
equations with four unknowns. Equating the determi-

m l( )

m11
L( ) kz

l1dl1( ) kz
l2dl2( )coscos=

–
kz

l2εl1

εl2kz
l1

------------ kz
l1dl1( ) kz

l2dl2( ),sinsin

m12
L( ) iωεl2

kz
l2c

------------ kz
l2dl2( )sin kz

l1dl1( )cos–=

–
iωεl1

kz
l1c

------------ kz
l1dl1( ) kz

l2dl2( )cos ,sin

m21
L( ) kz

l1c

iωεl1
------------ kz

l1dl1( )sin kz
l2dl2( )cos=

+
kz

l2c

iωεl2
------------ kz

l1dl1( )cos kz
l2dl2( ),sin

m22
L( ) kz

l1εl2

εl1kz
l2

------------ kz
l2dl2( )sin kz

l1dl1( )sin–=

+ kz
l1dl1( )cos kz

l2dl2( )cos .



























=

Ex
α Hy

α

Hy
L 0( )

Ex
L 0( ) 

 
  Hy

L 0( ) ikLdL( )exp

Ex
L 0( ) ikLdL( )exp 

 
 

.=

kL, R

2ikL, RdL, R( ) m11
L, R( ) m22

L, R( )+( )–exp

× ikL, RdL, R( )exp 1+ 0.=
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nant of this system to zero, we get the dispersion rela-
tion

(8)

It should be noted that surface waves may propagate
along the interface if the fields fall ear from the inter-
face between the superlattices. This condition is met
when the opacity gaps of the superlattices overlap at
least partially. The roots of Eq. (8) must be selected
such that  and  lie in the opacity gaps and

exp(i z) and exp(i z) decay with distance from the
interface between the structures.

Figure 2 illustrates the zone pattern in both superlat-
tices that is obtained by numerically solving Eq. (8) at
dl1 = 2.7 × 10–4 m, dl2 = 1.1 × 10–4 m, dr1 = 3.1 × 10–4 m,
dr2 = 1.7 × 10–4 m, εl1 = 10.5, εl2 = 4.35, εr1 = 8.5, and
εr2 = 2.5. In Fig. 2, the frequency axes for the superlat-
tices are coincident and the abscissa axes are directed
oppositely. The zones in which the electromagnetic
waves may propagate are hatched. Such a representa-
tion demonstrates the partially overlapping opacity
gaps of the two lattices. It should be noted that there are
two types of opacity gaps: the 0 gap and π gap. The
former lies between the lines in which Re d = 2πn; the

latter, between the lines in which Re d = 2πn + π. Fig-

ure 2 also plots the velocity-of-light lines  = 0

(curves 1) and  = 0 (curves 2).

Dispersion relation (7) was solved numerically. The
results are shown in Fig. 2, where the thicker lines are
the dispersion curves for the surface waves, which
belong to the opacity gaps of both lattices. It is known
that dispersion curves cannot break [13]. In this figure,
the curves terminate when entering into the transmis-
sion zones in one of the superlattices (in the left or right
plot). This means that the wave ceases to be surface in
this superlattice.

SURFACE WAVE FIELDS AND FLUXES

In this section, we consider the field distribution in
the layers for the surface waves associated with differ-
ent zones. To find the fields, it is necessary to write the
boundary conditions at the boundaries of the first peri-
ods of either lattice and take into account the relation-

ship between field components  and  (6).
Eventually, one obtains a system of eight equations,
which are homogeneous algebraic equations. Let us
express the field components through one of the coeffi-
cients, for example, Al1, which is taken to equal unity.
Then, one of the equations may be eliminated. By solv-
ing the system of seven equations, we find the unknown
coefficients (see the Appendix).

m12
R( ) ikRdR( )exp

1 m11
R( ) ikRdR( )exp–( )

----------------------------------------------------
m12

L( ) ikLdL( )exp

1 m11
L( ) ikLdL( )exp–( )

---------------------------------------------------+ 0.=

kL kR

kL kR

k

k

kz
r2

kz
l1

Ex
L, R Hy

L, R
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The surface wave fields associated with different
opacity zones were studied numerically for the param-

eters given above. Wavenumbers , , , and 
may be both real and imaginary. This circumstance sig-
nificantly affects the field distribution in the layers. If
any of the transverse wave numbers is imaginary, the
field distribution in the corresponding layer is of the
surface type; i.e., the field amplitude reaches a maxi-
mum at the boundaries of this layer.

In the opacity zones, Bloch wavenumbers  are
imaginary. By way of example, the surface wave field
in the first zone is illustrated in Fig. 3. In the left-hand
superlattice, the field decays with distance from the
interface as exp(Im z); in the right-hand superlattice,

as exp(–Im z). In this case, the period of the fields
coincides with the period of the superlattices, because
Re  = 2πN. Such a surface mode can be called the 0
mode.

If Bloch wavenumbers in both opacity zones can be
represented as  + (2N + 1)π/dL, R, we are dealing
with the π mode, whose fields have a period twice as
large as the period of the corresponding superlattice.

In Fig. 3, the superlattices are in contact when the
permittivities of the layers at the interface are maximal:
εl1 = 10.5 and εr1 = 8.5. In this case, at z = 0, the mag-
netic field is maximal, while the electric field turns to
zero. The case where the permittivities of the layers at

kz
l1 kz

l2 kz
r1 kz

r2

kL, R

kL

kR

kL, R

kL, R
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2
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ω
c
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2
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2

Fig. 2. Zone pattern in the lattices and the dispersion curves
for the surface waves.



1352 BULGAKOV et al.
the interface are minimal (εl1 = 4.35 and εr1 = 2.5) is
shown in Fig. 4. Here, the situation is reverse: the elec-
tric field reaches a maximum at z = 0, while the mag-
netic field vanishes.

Dispersion curve c for the left-hand superlattice
passes through the second opacity zone, where Re  =
π. For the right-hand structure, it falls into the third
opacity zone, where Re  = 2π. Accordingly (Fig. 2),
the field pattern in the left-hand superlattice repeats
each two periods; in the right-hand lattice, each alter-
nate period. Furthermore, the fields in the given case
differ in that their distribution in layers l1 and r1 is of
the waveguide character, while in layers l2 and r2, of

kL

kR
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Fig. 3. Electromagnetic field distributions for the case
where the contacting layers of the superlattices have maxi-
mal values of ε (point 1 in Fig. 2).
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Fig. 5. Energy flux for point 1 in Fig. 2.
the surface type. It may be said that the fields leak (tun-
nel) through layers l2 and r2. This is the case of a mixed
surface mode.

Figure 5 plots the energy flux along the x axis for
point 1 in Fig. 2. The fluxes were calculated by the for-
mula

(9)

The energy flux is maximal in the layers of the first
period, i.e., in those adjacent to the interface, and expo-
nentially decays with distance from the interface. The
flux along the z axis turns out to be imaginary; hence,
energy transfer in the z direction is absent.

Px
c

4π
------Re Hy

α( )*Ez
α( ).–=
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Fig. 4. Electromagnetic field distributions for the case
where the contacting layers of the superlattices have mini-
mal values of ε.
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Fig. 6. Penetration depth for curves c and d in Fig. 1(thicker
lines refer to the right-hand superlattice; thinner lines, to the
left-hand superlattice).
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It is of interest to consider the depth of electromag-
netic wave penetration into the superlattices (δL, R =

1/ ). The penetration depth increases as the disper-
sion curve approaches the boundaries of the opacity
zones and becomes infinite when the surface wave
changes to the bulk wave (Fig. 6). Figure 6 plots curves
c and d, which lie in zones II and III.

CONCLUSIONS

We theoretically demonstrate that surface electro-
magnetic waves may propagate along the interface
between two different superlattices. The wave field
amplitudes exponentially decay with distance from the
interface on either side. Three types of the surface
waves are shown to exist: the 0 modes, the π modes,

kL, R
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
and the mixed modes. In the 0 mode, the field distribu-
tion repeats each alternate period of the superlattices; in
the π mode, each two periods; and in the mixed mode,
each alternate period in one of the superlattices and
each two periods in the other. The energy flux distribu-
tion over the layers for the surface wave is analyzed,
and the depth of field penetration into the superlattices
is calculated. The penetration depth decreases as the
dispersion curve associated with the surface wave
moves away from the boundary of the transmission
zone.

APPENDIX

The coefficients in the formulas for the electromag-
netic field in the first layer of the left-hand superlattice
are given by
(A1)A2 iA1

kz
l1dl1( ) kz

l2dl1( ) ikLdL( )expcoscos
kz

l1εl2

εl1kz
l2

------------ kz
l1dl1( ) kz

l2dl1( ) ikLdL( )expsin kz
l2dL( )cos–sin+

kz
l1dl1( )sin kz

l2dl1( ) ikLdL( )expcos  – 
kz

l1εl2

εl1kz
l2

------------ kz
l1dl1( ) kz

l2dl1( ) ikLdL( )expsin
kz

l1εl2

εl1kz
l2

------------ kz
l2dL( )sin+cos

-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------,–=
for the second layer of the left-hand superlattice,

(A2)

(A3)

Formulas for the right-hand superlattice are
obtained by changing the respective subscripts.
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Abstract—A method is proposed for obtaining an approximate dispersion equation for a surface magnetostatic
wave in weakly anisotropic ferromagnetic films. The derived equation provides an explicit analytic description
of the wave frequency on the tensor components of effective demagnetizing anisotropy factors. The approxi-
mate dispersion equation is used for studying the angular dependences of frequency in tangentially magnetized
films of cubically anisotropic ferrites. The results can be used for developing spin-wave devices. © 2004 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Surface magnetostatic waves (SMSWs) propagating
in thin ferrite films are studied in detail and used widely
in spin-wave electronic devices [1–4]. The dispersion
relations for waves being excited play an important role
in the development and analysis of physical models for
corresponding devices [5]. A surface wave in an isotro-
pic tangentially magnetized film is the only magneto-
static mode propagating at right angles to the magnetiz-
ing field. It is possible to derive an analytic expression
for the SMSW frequency. Allowance for the magnetic
anisotropy of the film material changes dispersion rela-
tion qualitatively [6]. In particular, the spectrum of
magnetostatic waves in the given geometry contains not
only the surface mode, but also bulk modes, and the dis-
persion equations for frequency cannot be transformed
in this case into an explicit analytic expression. This
circumstance considerably complicates an analysis of
wave characteristics.

This study is aimed at developing convenient meth-
ods for calculating the dispersion relations for SMSWs
in anisotropic ferromagnetic films. We will derive an
approximate dispersion equation and compare it with
exact equations.

BASIC RELATIONS

The geometry of the problem is illustrated in Fig. 1.
A ferromagnetic film of thickness d and of infinitely
large size in the plane is magnetized to saturation by an
external constant magnetic field. The magnetization
vector M0 forms an angle θ with the plane of the film.
A magnetization wave with wave vector k propagates
in the plane of the film at an angle ϕ to the projection of
1063-7842/04/4910- $26.00 © 21354
M0. We use two systems of coordinates. In the system
xyz, the y axis is parallel to the plane of the film and z ||
M0. In the system ξηζ , the ξ axis is directed along the
normal n to the film and η || k. The dispersion equations
(DEs) of magnetostatic waves are derived by integrat-
ing simultaneously the Maxwell equations in the mag-
netostatic approximation and the corresponding elec-
trodynamic boundary conditions as well as the linear-
ized equation of motion for magnetization,
disregarding exchange and losses. As a result, we
obtain the DEs

(1)

kd µξη µηξ+( )2 4µξξ µηη–
2µξξ

------------------------------------------------------------------tan

=  
µξη µηξ+( )2 4µξξ µηη–
µξη µηξ µξξ µηη 1––

-----------------------------------------------------------,

θ

x

y η, k

ϕ
d

ξ, n

ζ

z, M0

Fig. 1. Coordinate systems used in deriving the dispersion
equations for magnetostatic waves.
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for (µξη + µηξ)2 ≥ 4µξξµηη and

(2)

for the opposite inequality.
In these equations, we use the components of the

magnetic susceptibility tensor  of the film material in
system ξηζ . The expressions for the components of
tensor  can be derived in the simplest way in the coor-
dinate system xyz [7]:

Here, g is the gyromagnetic ratio (it is sometimes used
in the form of 2πg; g = 2.8 MHz/Oe for the electron

spin), He is the external magnetic field strength,  are
the tensor components of effective demagnetizing
anisotropy factors, and f is the wave frequency. In pass-
ing to the coordinate system ξηζ , the components of
tensor  are transformed as follows:

(3)

We will consider below the DEs for M0 ⊥  n and k ⊥
M0; i.e., θ = 0 and ϕ = π/2. Concerning the magnetiza-
tion geometry, the following remark should be made. In
an experimental study of properties of magnetostatic
waves, the orientation of the external magnetizing field
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He and not the orientation of magnetization M0 is usu-
ally controlled. In an anisotropic uniformly magnetized
film, for He ⊥  n and k ⊥  He, angles θ and ϕ specifying
the orientation of M0 may differ from values θ = 0 and
ϕ = π/2. It is clear from physical considerations that this
difference is smaller the larger the strength of the mag-
netizing field as compared to the effective magnetic
anisotropy fields is. A detailed analysis of this question
forms a separate problem and is beyond the scope of
our analysis of dispersion relations. It should only be
noted that the formulas given above can be used for cal-
culating the angular derivatives of frequency, which
turn to zero for θ = 0 and ϕ = π/2 (df/dθ = 0 and
df/dϕ = 0). Consequently, the corrections to the disper-
sion relations, which are associated with allowance for
small deviations of angles from the values considered
here, will have the second order of smallness.

Assuming that conditions θ = 0 and ϕ = π/2 are sat-
isfied and substituting these values into expressions (3)
and then into relations (1) and (2), we obtain, after sim-
ple transformations, the DEs required for our analysis.

(1) A surface wave (or, according to [3], a mixed

wave for  ≠ 0) has the dispersion relation

(4)

where

(5)

(6)

The spectrum of this type of wave occupies the fre-
quency interval

(7)

and the wave vectors are bounded by the values

(2) The frequency interval f2 < f < f0 contains the
spectrum of backward bulk waves, while the interval
f0 < f < f1 contains the spectrum of direct bulk waves.
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For f = f1 and k = ksv , the dispersion relation for the prin-
cipal mode of a bulk wave is smoothly transformed into
the dispersion relation for a surface wave. The DE for
the principal mode has the form

(8)

We will compare the frequency intervals occupied
by bulk waves and the wave formed by the principal
mode of a direct bulk wave for f0 ≤ f ≤ f1 and a surface
wave for f1 < f < f∞ (this compound wave will be hence-
forth referred to as a SMSW):

This expression implies that, in films of weakly

anisotropic ferrites, for which |M0 | ! 4πM0, the
major part of the spectrum of magnetostatic waves with
wave vectors perpendicular to the magnetization is
occupied precisely by the SMSW.

APPROXIMATE DISPERSION EQUATION

Let us derive an explicit approximate expression for
f from Eqs. (4) and (8). As the initial approximation, we
choose the dispersion relation

(9)

where f0 and f∞ are defined by formulas (5) and (7).

Equation (9) successfully approximates the disper-
sion relation for a surface wave. Indeed, for the limiting
values of the wave vector k  0 and k  ∞, Eq. (9)
gives correct expressions for the boundary frequencies
of the spectrum of the SMSW. In addition, in some
cases, Eq. (9) is exact for values 0 < k < ∞ also. Such a
coincidence is observed for isotropic ferromagnetic

films when  = 0 as well as for anisotropic films,
when the magnetization vector is directed along high-

symmetry axes characterized by the relation  = 0

and  = . For example, in monocrystalline films,
such directions will coincide with the tetrad and higher
order crystallographic symmetry axes. Thus, a further
construction of an approximate DE will be associated
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with taking into account component  and the differ-

ence (  – ) in this equation. We transform Eq. (4)
to the form (analogous transformations can also be car-
ried out for Eq. (8))

where the following notation is introduced to simplify
the form of the equation:

It can easily be verified that the transformed DE is
converted into the initial approximation (9) for σ = ε =
0. The approximation linear in parameters σ and ε can
be calculated by the formula

Calculations and substitution of the expressions for
the derivatives taken at σ = ε = 0 leads to the final rela-
tion,

(10)

where

It should be noted that R(kd)  0 both for kd 
0 and for kd  ∞ and that Eq. (10), analogously to
Eq. (9), leads to exact expressions for the boundary fre-
quencies of the SMSW spectrum. Dispersion relation
(10) has a physically clear structure—it consists of the
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symmetry directions of the magnetization vector in an
anisotropic film, and additional terms allowing for the
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attention to the fact that the dependence on the magne-

Nxy
a

Nxx
a Nyy

a

kd kd f 2 σ ε, ,( )
f 2 f 0

2–

2Φ f 2 σ ε, ,( )
------------------------------ 1---





ln≡=

+
Φ f 2 σ ε, ,( ) 4πM0g( )2 2 f 2 f0

2
–( ) σ 2Φ f 2 σ ε, ,( )+ +–[ ]

4πM0g( )2 f ∞
2 f 2–( )

---------------------------------------------------------------------------------------------------------------------------



,

Φ f 2 σ ε, ,( )

=  f 2 f 0
2–( )2

f 2 f 0
2–( )σ– 4πM0g( )2ε– ,

σ 4π M0g( )2 Nxx
a Nyy

a–( ), ε M0gNxy
a( )2

.= =

f 2 f 0
2 2kd–( )exp f ∞

2 1 2kd–( )exp–[ ]+=

–
∂ kd( )
∂ f 2

--------------
–1 ∂ kd( )

∂σ
--------------σ ∂ kd( )

∂ε
--------------ε+ .

f 2 f 0
2 2kd–( )exp f ∞

2 1 2kd–( )exp–[ ]+=

– P kd( )σ R kd( )ε,–

P kd( ) 2kd–( )exp
2

--------------------------- 2kd
1 2kd–( )exp–
------------------------------------ 1– ,=

R kd( ) 1
2kd( )exp 1–[ ]

-------------------------------------=

× 4kd
1 2kd–( )exp–
------------------------------------ 2kd–( )exp 3–+ .

Nxy
a Nxx

a Nyy
a

TECHNICAL PHYSICS      Vol. 49      No. 10      2004



A METHOD FOR CALCULATING THE CHARACTERISTICS 1357
tizing field strength is contained in Eq. (10) only in the
“high-symmetry” part. This circumstance is in accor-
dance with the physical concepts concerning the
decrease in the effect of magnetic anisotropy as we pass
to the limit He  ∞.

ANISOTROPY OF THE SPECTRUM OF SURFACE 
WAVES IN FILMS WITH CUBIC MAGNETIC 

ANISOTROPY

After the substitution of expressions for f0, f∞, σ, and
ε into Eq. (10), the latter will explicitly define the
dependence of f on kd as well as on the anisotropy ten-

sor components . Thus, the application of an
approximate DE instead of the exact DE allows us to
substantially simplify the analysis of the effect of mag-
netic anisotropy of films on the spectrum of SMSWs.

Let us consider by way of an example films with a
cubic magnetic anisotropy, which are oriented along
the planes passing through an axis of the 〈110〉 type. It
should be noted in connection with the problem being
considered that the basic material used in spin-wave
electronics is yttrium iron garnet (YIG, Y2Fe5O12)
belonging to weakly anisotropic ferrites with a cubic
symmetry of the crystal lattice. Films with crystallo-
graphic orientations of the {111} type have found the
widest application. The results of analysis of anisotropy
in the SMSW spectrum in YIG films with the {111} ori-
entation are given in [8]. At the same time, some char-
acteristics of spin-wave devices can be improved by
using films with other orientations. In particular, it was
noted in [9, 10] that the thermal stability of the SMSW
spectra for films with the {110} and {100} orientations
is higher than for {111} films. All these orientations
({111}, {110}, and {100}) are particular cases of the
model under investigation.

Figure 2 illustrates the model for a film with the tan-
gential {110} axis. The crystallographic orientation of
the magnetization vector is specified by two angles:
angle ψ measured from the 〈110〉 axis in the plane of the
film and angle δ defining the inclination of the {100}
plane passing through the 〈110〉 axis under consider-
ation to the plane of the film. Cubic anisotropy will be
taken into account using only one constant. Films with
the {111} orientation will be considered separately,
since two constants must be taken into account for such

films. The components of tensor  appearing in the
DE are described by the expressions (these expressions
are derived, analogously to [8], on the basis of the for-

mulas connecting components  with the cosines of
the angles between the coordinate axes in system xyz
and the axes [100], [010], and [001] of the cubic

Nij
a

Nij
a

Nij
a
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crystal)

(11)

where  is the first constant of cubic magnetic anisot-
ropy.

Figure 3 shows examples of the angular depen-
dences of the SMSW frequencies calculated using
Eq. (10) with substitution of expressions (11). In our
calculations, we used the values of magnetic parame-
ters for YIG crystals. Additional analysis of calculated
data revealed that the largest difference between exact
and approximate DE is manifested in the vicinity of
kd = 1. In Fig. 3, this difference does not exceed 1% rel-
ative to angular variations of frequency associated with
the effect of cubic anisotropy (i.e., relative to the differ-
ence max{ f(ψ)} – min{ f(ψ)}). The following two
peculiarities are worth noting. The first corresponds to
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Fig. 2. Model of a ferromagnetic film.
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films with orientations {100} and {110} (δ = 0 and δ =
π/2). For these orientations, the angular dependence of
frequencies is the most significant. Nevertheless, the
approximate DE describes this dependence to a high
degree of accuracy. The second peculiarity concerns
films with the {111} orientation. In this case, (1 +
3 cos2δ) = 0 and, in accordance with relations (11), the
dependence on angle ψ is observed only for component

. In contrast to diagonal components,  appears
in the DE in quadratic form; for this reason, the angular
dependence associated with this component is the
weakest. In this case, as shown in [8], the analysis of
anisotropy of the SMSW spectrum requires the inclu-
sion of not only the first, but also the second, constant
of cubic magnetic anisotropy. The tensor components
of effective demagnetizing factors corresponding to the

inclusion of the second constant ( ) have the follow-
ing form (the expressions were derived in the same way
as expressions (11)):
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Fig. 3. Angular dependences of the SMSW frequency for
kd = 1 in a cubic anisotropic film. Dependences fappr(ψ) are
calculated using approximate DE (10) (solid curves). In cal-
culating errors (dashed curves), we used the dependences
f(ψ) derived from exact equation (4) as well as the differ-
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The results shown in Fig. 4 visually demonstrate the
effect of the second constant on the angular dependence
of the SMSW frequencies in {111} films. It should be
noted that the approximate DE successfully describes
the “amplitude” and “phase” of angular variations of
frequencies.

Let us introduce into the film model the uniaxial
anisotropy in addition to cubic anisotropy. For exam-
ple, both types of anisotropy can be present in YIG
films [11]. We will assume that the principal axis of
uniaxial anisotropy is directed along the normal to the
film. Then, in the geometry of tangential magnetiza-
tion, the tensor components of the effective demagne-
tizing factors of uniaxial anisotropy have the form

(12)

where  is the first uniaxial anisotropy constant.

Examples of the dependences calculated on the
basis of expressions (11) and (12) are given in Fig. 5.

The approximate DE derived here takes into account
magnetic anisotropy in the most general form and,
hence, can be applied for monocrystalline ferromag-
netic films with any type of the crystal lattice and with
an arbitrary crystallographic orientation. The simple
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analytic form of the approximate DE makes it possible
to substantially simplify analysis of the process occur-
ring in anisotropic films with the participation of
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Fig. 5. Angular dependences of the SMSW frequency for
kd = 1 in a film with cubic and uniaxial anisotropy. The film
orientation is {110} (δ = π/2). Dependences fappr(ψ) are cal-
culated using approximate DE (10) (solid curves), while the
f(ψ) dependences are based on exact DE (4). The dashed
curves describe the difference fappr(ψ) – f(ψ). The magnetic
parameters are the same as in Fig. 3. The figures on the
curves correspond to the following values of the uniaxial

anisotropy constant: (1)  = 0, (2)  = , and

(3)  = – .
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SMSWs. Thus, our results can be used for improving
the characteristics of ferromagnetic films and in devel-
opment of spin-wave devices.

REFERENCES

1. R. W. Damon and J. R. Eshbach, J. Phys. Chem. Solids
19, 308 (1961).

2. B. Schneider, Phys. Status Solidi B 51, 325 (1972).
3. A. S. Beregov, Izv. Vyssh. Uchebn. Zaved. Ser.

Radioélektronika 27 (10), 9 (1984).
4. S. Ishak, Proc. IEEE 76, 171 (1988).
5. A. N. Slavin and Yu. K. Fetisov, Zh. Tekh. Fiz. 58, 2210

(1988) [Sov. Phys. Tech. Phys. 33, 1343 (1988)].
6. I. V. Zavislyak, V. M. Talalaevskiœ, and L. V. Chevnyuk,

Fiz. Tverd. Tela (Leningrad) 31, 319 (1989) [Sov. Phys.
Solid State 31, 906 (1989)].

7. A. G. Gurevich, Magnetic Resonance in Ferrites and
Antiferromagnets (Nauka, Moscow, 1973) [in Russian].

8. O. A. Chivileva, A. G. Gurevich, and L. M. Émiryan, Fiz.
Tverd. Tela (Leningrad) 29, 110 (1987) [Sov. Phys. Solid
State 29, 61 (1987)].

9. V. V. Shagaev, Zh. Tekh. Fiz. 68 (10), 99 (1998) [Tech.
Phys. 43, 1226 (1998)].

10. G. G. Bondarenko and V. V. Shagaev, Perspekt. Mater.,
No. 5, 33 (2000).

11. A. S. Beregov and E. V. Kudinov, Élektron. Tekh., Ser.
Élektron. SVCh, No. 6, 41 (1986).

Translated by N. Wadhwa



  

Technical Physics, Vol. 49, No. 10, 2004, pp. 1360–1363. Translated from Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 74, No. 10, 2004, pp. 113–116.
Original Russian Text Copyright © 2004 by Bondarenko, Gabdullin, Gnuchev, Davydov, Korablev, Kravchik, Sokolov.

               

SURFACES,
ELECTRON AND ION EMISSION

                     
Emissivity of Powders Prepared from Nanoporous Carbon
V. B. Bondarenko*, P. G. Gabdullin*, N. M. Gnuchev*, S. N. Davydov*, V. V. Korablev*, 

A. E. Kravchik**, and V. V. Sokolov**
* St. Petersburg State Polytechnical University, ul. Politekhnicheskaya 29, St. Petersburg, 195251 Russia

e-mail: disurf@phtf.stu.neva.ru

** Federal State Unitary Organization Russian Research Center Prikladnaya Khimiya, 
St. Petersburg, 197198 Russia

Received February 26, 2004

Abstract—Powders prepared from nanoporous carbon are promising for creating cold emitters, which are
essential to the development of reliable next-generation monitors. The results of an experimental study of the
temperature and time dependences of the emission current from nanoporous carbon coatings are reported. It is
shown that the stable emission may last at least 20 h under continuous operation if the emission current density
does not exceed 0.6 mA/cm2 at room temperature and an accelerating field strength of 800–1200 V/mm. The
highest values of the unstable-in-time current density vary from 2.5 to 3.2 mA/cm2. © 2004 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Efficient field-emission cathodes are made of differ-
ent carboniferous materials, such as nanodimensional
fibers, diamond-like films, and porous structures
[1−11]. However, the materials listed suffer from sub-
stantial disadvantages: complex production technology
[12, 13], high cost, the need for high electric fields to
provide acceptable emission currents, and emission
current instability.

In this work, we report the results of studying nan-
oporous carbon (NPC)—a material that is to a great
extent free of these disadvantages.

PREPARATION OF NANOPOROUS CARBON 
AND ITS BASIC PROPERTIES

The emitters used in this work were made using sim-
ple, cheap, and reliable technology. NPC specimens
were prepared by chlorination of silicon, titanium, and
boron carbides and molybdenum semicarbide:

MeC + n/2Cl2  MeCln + C.

Chlorination was accomplished in a direct-flow
graphite reactor at 870 K for Mo2C, 1070 K for TiC,
and 1270 K for B4C. The degree of removal of the ele-
ment was determined by weighing (from the loss of the
solid component weight). Table 1 lists a number of
properties of the initial carbides and the NPC yield after
chlorination. The yield is seen to correlate well with the
carbon content in the related carbide.

As follows from the X-ray diffraction data, the NPC
obtained from the carbides contains only the carbon
phase with a paracrystalline structure. This structural
1063-7842/04/4910- $26.00 © 21360
type features a random arrangement of hexagonal car-
bon-atom monolayers linked through atoms of amor-
phous carbon.

To remove residual chlorine, the NPC powders were
heat-treated in the hydrogen flow at 770 K. A high
degree of purification of the powders was confirmed by
the photoelectron spectroscopy data, which show that
the carbon content in the powder is as high as 98.5–
99.0%.

Based on the data of adsorption structural analysis,
the NPC prepared from titanium and silicon carbides
can be referred to microporous systems, as indicated by
the nitrogen adsorption isotherm of type I (according to
the IUPAC classification). The material prepared from
boron carbide and molybdenum semicarbide is referred
to mesoporous systems, as indicated by the nitrogen
adsorption isotherm of type IV (Table 2).

Table 1.  Properties of initial carbides and NPC yields after
clorination

Carbide
Mean

particle
size, µm

Density,
g/cm3

Carbon
content, 
mas %

NPC yield after
clorination,

mas %

SiC 0.8 3.21 30.0 29.8

TiC 2.0 4.91 20.1 19.5

B4C 2.0 2.52 21.2 20.8

Mo2C 40.0 8.9 5.9 5.5
004 MAIK “Nauka/Interperiodica”
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Table 2.  Properties of powders from nanoporous carbon

Initial
carbide

Apparent
density,
g/cm3

Pycnometric
density,
g/cm3

Volume
of pores,
cm3/cm3

Sorption capacity
with respect to benzene,

cm3/cm3

Specific
surface,

m2/g

Diameter of
pores, nm

Type of nitrogen
adsorption
isotherm

SiC 0.91 2.15 0.58 0.61 1000 0.7 I

TiC 0.99 2.20 0.55 0.60 1100 0.8 I

B4C 0.55 2.20 0.75 0.76 1310 4.0 IV

Mo2C 0.53 2.15 0.77 0.75 1740 4.0 IV
EXPERIMENTAL

The specimens to be tested for emissivity were pre-
pared as follows. A sheet of molybdenum was covered
by a thin layer of orthophosphoric acid H3PO4 (binder),
which, in turn, was covered by the powder. Those par-
ticles of the powder not adhered to the sheet were
blown away. During heating in a vacuum, the binder
burned up and the particles adhered to the substrate
constituted an emitter. The tests were carried out in a
stainless steel chamber at a pressure varying from 2 ×
10–7 to 1 × 10–9 Pa. The specimens were placed on hold-
ers made of chemically pure tantalum sheets.

A tungsten-wire helical heater was provided under
each of the specimens to raise the emitter temperature
to 720–770 K. Heating could be combined with mea-
surements; that is, the current emitted by the specimen
surface toward the cylindrical molybdenum anode
could be measured. The round-ended anode of diameter
d = 6 mm had a polished working (end) face. The dis-
tance between the specimen and end face of the anode
was 1.0 ± 0.3 mm.

It was assumed in the calculations that the emitting
region is just below the anode. The emission surface
area was equal to S ≈ π(d/2)2 = 0.283 cm2 ≈ 0.3 cm2.
The fact that it is the visual appearance of this region
that changed after the emission experiments (it became
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
darker than the rest of the specimen surface) supports
the validity of this assumption.

The temperature was measured with a thermocouple
whose junction was tightly pressed against the holder in
the immediate vicinity of the specimen edge.

EMITTER ACTIVATION

The as-prepared specimens did not emit at room
temperature and sweeping field strengths EA <
2000 V/mm. When activating the emitter, one should
take into account a number of factors, three of which
are ranked below in order of decreasing significance:
heating of the specimen, delay time, and application of
a positive (sweeping) voltage to the anode.

The most efficient way of activating the emitter is
heating combined with the application of a sweeping
potential to the anode. Figure 1 shows two typical time
dependences of the emission current, where the current
during activation either appears suddenly (almost step-
wise) (Fig. 1a) or smoothly grows (Fig. 1b).

The structural reconstruction taking place in the
material activated by heating lasts from 20 min to sev-
eral hours. Basically, the specimens can be activated
without applying a voltage to the anode. In this case,
however, activation takes one and a half or even twice
as much time as when the voltage is applied and the
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emission current is as low as several tens of microam-
peres (versus 400–800 µA, or 1.2–2.4 mA/cm2, as
shown in Fig. 1). The activation of the specimens can be
enhanced by application of a voltage to and moderate
heating of the anode (370–470 K); however, heating is
optional.

EFFECT OF VARIOUS FACTORS 
ON THE EMISSION CURRENT

(i) Effect of the specimen temperature on the
emission current. Heating of the specimen generates
an emission current. As the temperature is varied
between 290 and 670 K, the I–V characteristics of the
activated emitter remain concave (which is typical of
field and thermionic emissions) but the absolute values
of the current grow. For EA = 1000 V/mm, the current
density increases from 30–45 µA/cm2 at T = 320 K to
300–400 µA/cm2 at T = 490 K.

(ii) Effect of the field strength. For low field
strengths (EA < 400 V/mm), the emission may appear,
if at all, only if the specimen is slowly and thoroughly
(for several hours) heated. If the field EA = 500–
1000 V/mm is applied to the heat-preactivated cathode,
the emission current grows with time and slowly
reaches saturation. Thus, the application of a moderate
voltage to the anode raises the emissivity of the cath-
ode. If, however, the field strength is high (EA = 600–
2000 V/mm or higher), the emission becomes unstable
and eventually comes down to zero. If the emission
remains weak (no activation) and the anode is under a
smoothly increasing voltage, a short (0.5–1.0 s) current
spike (5–40 µA/cm2) is observed at EA = 1600–
2400 V/mm. Subsequently, the emission is impossible
to cause without heating.

In the case of the preactivated emitter, the current
becomes more and more unstable when approaching a
maximal value. The amplitude of its “random” oscilla-
tions (these oscillations do look like random) builds up,
reaching the value of the very current. At some time the
current drops below 10 µA again and does not rise any
longer, remaining at this level.

(iii) Temporal dependences. The onset and build-
up of the emission even from the preactivated specimen
is an inertial process if the cathode was not heated and
remained inoperative for a time. For EA = 500–
800 V/mm, the time it takes for the initial current IA =
10–20 µA to reach its maximal value (500–900 µA) is
several tens of seconds.

When the current density was low (JA = 300–
600 µA/cm2), the emission current might persist for
several hours, varying within ±2% (Fig. 2a). However,
for current densities above 1000 µA/cm2, the current
was extremely unstable (Fig. 2b).

CONCLUSIONS

The emission from the surface of NPC powders has
the following features. (i) It was established that the sta-
ble field-emission current of density up to 600 µA/cm2

may be achieved; (ii) preactivation of the surface is
requisite for high current densities; (iii) the onset of
emission is an inertial process; (iv) at low current den-
sities (<600 µA/cm2), the emission is indefinitely sta-
ble; (v) at high current densities (>1000 µA/cm2), it is
unstable, the relative amplitude of the random oscilla-
tions building up with increasing EA; and (vi) sweeping
field strengths above 600–800 V/mm jeopardize the
emission (for a reason other than electrical breakdown).

NPC-based emitters may find wide application, spe-
cifically because they are cheap and simple to fabricate.
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ELECTRON AND ION EMISSION
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Abstract—The energy that is lost by swift heavy ions (SHIs) in a material highly excites its electronic sub-
system, while the ion subsystem initially remains almost unperturbed. Subsequent energy transfer from the
excited electrons to target atoms may cause a short-term local temperature rise (thermal spike), which, in turn,
may induce phase transitions in the nanodimensional region near the ion trajectory. The possibility of nanois-
land nucleation within such spikes on the material surface exposed to SHIs is studied. Presumably, the nanois-
lands appear when the characteristic nucleation time is shorter than the time of spike region cooling. It is shown
that the maximal nucleation rate may be observed at a distance of the center of the spike. This may result in the
annular distribution of the islands around the SHI trajectory. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Recently, it has been discovered that, when passing
through a material, swift heavy ions with energies
exceeding 1 MeV/nucleon and masses N > 50mp, where
mp is the proton mass, affect the decomposition kinetics
of supersaturated solid solutions and cause the forma-
tion of nanodimensional precipitates in metals [1, 2],
insulators [3], and semiconductors [4]. This effect cor-
relates with the electron losses of the incident particles
(electron losses prevail at such energies) and demon-
strates new possibilities for controlling the formation
kinetics of anisotropic nanostructures.

With such energies and masses of projectiles, over
90% (Se > 10 KeV/Å) of the lost energy goes into the
electronic subsystem excitation, while the ionic sub-
system initially remains almost unperturbed. Subse-
quent energy transfer from the electrons excited to the
target atoms may raise the temperature for a short time
[5–13] (thermal spike) in the nanodimensional region
near the ion trajectory. The effect of a thermal spike due
to the relaxation of high-energy electron excitations in
SHI tracks on nanoprecipitation in supersaturated solid
solutions is considered in [5]. The temperature depen-
dence of the precipitation rate typically has a sharp
peak at elevated temperatures [14]. Because of this, it
was assumed [5] that nanoprecipitates appear in SHI
tracks when the material in the track heats up to the
point where the characteristic time of precipitation
(clustering) becomes shorter than the track cooling
time.

Swift heavy ions may also produce thermal spikes
on the irradiated surface. Similarly to the spike in the
bulk of the material, the surface spike may also influ-
ence the decomposition of the supersaturated surface
1063-7842/04/4910- $26.00 © 21364
solutions of impurity atoms and/or adatoms, thus favor-
ing the formation of 2D or 3D nanoislands.

In this work, we studied the characteristic time of
2D nanoisland nucleation as a function of temperature.
Based on the results obtained, the system’s parameters
and irradiation conditions that are the most favorable
for the nucleation of nanoislands in SHI-induced sur-
face thermal spikes were determined.

It is shown that, at certain parameters of the system,
the maximal nucleation rate may be observed at the
periphery of a nanodimensional thermal spot. Such
inhomogeneity may give rise to the annular distribution
of the nanoislands near the ion track.

MODEL

The state of a surface solution is characterized by
the concentration of impurity atoms and/or adatoms.
Let us assume that this concentration exceeds the ther-
modynamically equilibrium level for the irradiation
temperature (the solution is supersaturated).

We also assume that the relaxation of the electronic
subsystem excited by SHIs appreciably heats up a nan-
odimensional surface region near the ion trajectory. In
this paper, we omit the issues concerning melting of the
material and start our consideration from the instant in
time when the temperature in the spike region drops
below the melting point. One more assumption is that
the nucleating nanoislands are much smaller than the
region heated, so that the influence of temperature gra-
dients on the nucleation kinetics is disregarded.

As the temperature rises, the diffusion mobility of
impurity atoms and/or adatoms grows. On the other
hand, the supersaturation of the solution decreases,
since the equilibrium concentration is an increasing
004 MAIK “Nauka/Interperiodica”
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function of temperature. The competition between
these processes causes a maximum of the nucleation
rate, which is observed in a certain temperature range
depending on the material constants [14]. Thus, for a
certain set of the parameters of the impurity atom
(and/or adatom) solution, the local heating of the solu-
tion may markedly cut the characteristic time of nanois-
land nucleation around the SHI track under specific
irradiation conditions. It is evident that island forma-
tion in this region occurs if the nucleation time is
shorter than the time of spike region cooling. Therefore,
it is reasonable to compare the minimum time of sur-
face spot cooling with the maximal time of nanoisland
nucleation in the spot.

The characteristic time of cooling is given by the
expression

(1)

where RT is the initial radius of the region heated and
χi is the thermal conductivity of the material.

According to the experimental data and analytical
estimates, the radius of the thermal spike ranges from
several to several tens of nanometers [11, 15–17]. In
order to estimate the minimal time of cooling, we use
the thermal conductivity values that are typical of met-
als (χi = 10–3–10–2 cm2/s):

(2)

In the concentrated solutions, even two bonded
impurity atoms may form a stable cluster. Structural
irregularities present on the surface also assist in
nanoisland nucleation. However, we consider here the
slowest uniform nucleation at a weak supersaturation to
estimate the maximal possible nucleation time. In this
case, the nucleation can be described as the overcoming
of an energy barrier the height of which depends on the
supersaturation of the impurity solution and on temper-
ature. As the characteristic nucleation time (tc), we take
the mean time taken for the nuclei to reach the critical
size corresponding to this barrier. This time is given
by [18]

(3)

Here, ν is the oscillation frequency of the adatoms and
U is the barrier for impurity migration over the surface.
Due to the rapid (on the order of nanoseconds) cooling
of the spike region, the nuclei insignificantly, if at all,
disturb the impurity spatial distribution. In this case,
nucleation barrier ϕ(nc) and Zel’dovich factor
|d2ϕ/dy2  are defined by the following expressions
[14, 19–22]:

(4)
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Here, T0 = Φ/ln(ci/C) and the nucleation occurs only at
T < T0; T is the temperature measured in energy units;
ci and C are the concentrations of impurity atoms in the
nanoislands and on the surface, respectively; Φ is the
Gibbs free energy of impurity dissolution at the bound-
ary of a semi-infinite layer; s is the nanoisland surface
area per impurity atom; and σ is the specific excess
Gibbs energy of the nanoisland boundary. It is assumed
that the islands have the form of single-layer disks.

SYSTEM PARAMETERS FAVORING 
NANOISLAND NUCLEATION

The temperature dependence of nucleation time
tc(T) (Fig. 1) has a deep minimum whose position
depends on the energy parameters characterizing the
dissolution and diffusion of impurity atoms near the
island boundary, i.e., on Φ, σ, and U. From curves 1–7
in Fig. 2, we can determine their values that are the
most favorable for the nucleation of the nanoislands in
the region of subnanosecond thermal spikes.

For example, the increase in Φ increases the driving
force of the phase transition and reduces the character-
istic nucleation time (in Fig. 2, curves 1, 4, and 5 corre-
spond to Φ = 1.00, 1.25, and 0.75 eV, respectively).
These plots show that, when Φ is high, the nucleation
time does not exceed a nanosecond over a wide domain
in the plane of parameters (T, ci/C)).

The dependence of nucleation time tc on surface ten-
sion coefficient σ is illustrated in Fig. 2 by curves 1, 6,

d2ϕ
dy2
---------

y nc=

ci/C( )ln
3

2πσ2s
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T0 T–( )3

T
----------------------.=
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Fig. 1. Nucleation time tc vs. temperature T and supersatu-

ration ( ci/C)) at U = 0.7 eV, σ = 1 × 10–5 erg/cm, and
Φ = 1 eV.
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Fig. 3. Nucleus distribution near the SHI track.
and 7 (σ = 1 × 10–5, 0.75 × 10–5, and 1.25 × 10–5 erg/cm,
respectively). It should be noted that, when the impurity
concentration is about 1%, the nucleation time appears
to be less than a nanosecond even if the surface tension
coefficient is high (σ > 1.25 × 10–5 erg/cm).

The diffusion barrier height considerably affects the
nucleation kinetics. From Fig. 2 (curves 1–3), it follows
that a low barrier to impurity diffusion on the surface in
the spike region may substantially activate nucleation
of the nanoislands.

FORMATION OF SURFACE ANNULAR 
STRUCTURES NEAR SWIFT HEAVY ION 

TRACKS

Initially, the thermal spike heats only the central part
of the SHI track, while its periphery remains cool for a
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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time. Subsequent heat transfer cools down the spike’s
center and heats up the periphery. It may so happen that
the temperature providing the maximum nucleation
rate persists at the periphery for a longer time than at
the center. Figures 3a and 3b illustrate the case when
the normalized number of nanoislands at the periphery
of the cooling spike (r/RT ≈ 1) is larger than that at the
center (annular nucleation).

As follows from Fig. 4, pronounced off-center peaks
appear in the nucleus distribution at T0 . 0.3Tmax
(Tmax is the initial temperature at the center, nucleation
is assumed to occur at T < T0). In this case, a ring of
nuclei may form at a low solution energy (Ψ < 0.6 eV)
and high diffusion mobility (U < 0.5 eV) of the impu-
rity atoms and/or adatoms. In particular, when the max-
imal temperature in the SHI track is close to the melting
point (Tmax ≈ Tm, where Tm = 1500–2000 K is the melt-
ing point), the narrow dip in the temperature depen-
dence of nucleation time is bound to lie between 600
and 800 K. As the system evolves (for example, after
annealing), such an initial annular (nonuniform) spatial
distribution of the nanoislands may result in the appear-
ance of nanodimensional annular heterostructures on
the surface irradiated.
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Abstract—The flow of the conduction current in a metal–insulator–metal structure under X-ray and optical
excitation is considered. Accumulation of positive charge at the negative electrode in the KBr and CsI crystals
is studied. The method of discharge currents after the X-ray and optical excitation is suggested for estimation
of the near-surface charge. It is shown that the values of charge transported by the conduction current and those
determined from the measured discharge-current signal are in satisfactory agreement. The lifetimes of near-sur-
face charges of holes and anionic vacancies and the values of the electric-field strength at the metal–insulator
interface are estimated. It is assumed that electroneutrality of the sample is established owing to the motion of
electrons from the surface into the bulk over dislocations. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Metal–insulator–metal (MIM) structures are widely
used in optoelectronic devices and experimental studies
of radiation-induced conductivity in high-resistivity
materials. Ohmic contacts can be formed in MIM struc-
tures; the current flowing through the structure is a
through current due to injection of electrons from a
metal electrode. If the band gap of insulators is wide
(6–14 eV), a nonohmic contact forms at the metal–
insulator interface in MIM structures; this contact
retards the transport of electrons from the metal into the
insulator. Free charge carriers are generated in the crys-
tal itself, and the ohmic current is related to the motion
of nonequilibrium charge carriers in an electric field.
The second insulator–metal contact makes it possible
for electrons to leave the sample. When a conduction
current flows through the structure, a positively charged
layer of holes is formed at the metal–insulator interface
owing to the transport of electrons into the sample bulk.
If there is no injection from the electrode, the positive
charge of the holes is equal to the charge of the escaped
electrons. The near-surface charge of the holes screens
an external electric field, so that the problem of reduc-
tion and termination of the conduction current in the
sample arises. In the conditions of a high electric-field
strength (~106 V/cm) near the junction, the pattern of
the current flow can be more complicated, owing to
effects such as tunneling of electrons from the metal
electrode, electric breakdown, and so on. At present,
available quantitative data on the amplitude and spa-
tial–temporal distributions of electric field and charge
in MIM structures during generation of the conduction
current are lacking. In particular, this situation can be
attributed to the lack of relevant experimental methods
1063-7842/04/4910- $26.00 © 21368
for estimating the charge and field in insulators and to
the complexity of the theoretical calculations.

A photoelectric method based on a variation in the
potential of the semiconductor surface irradiated with
optical photons is a promising method for studying the
surface charges. At extremely high levels of illumina-
tion (1020–1022 photon cm–2 s–1), all external fields are
completely screened with nonequilibrium charge carri-
ers; simultaneously, the energy bands become com-
pletely flat at the surface [1].

The objective of this study was to gain insight into
the processes of positive-charge accumulation at the
interface between the insulator and the alkali-halide
crystal in the presence of the conduction current. We
intended to estimate the magnitude of the near-surface
charge, the electric-field strength at the metal–insulator
junction, and the characteristic time needed for screen-
ing the field in the sample. We were also going to clar-
ify the mechanism of the establishment of electroneu-
trality in the sample. The photoelectric method is used
to measure the surface charge in insulators.

EXPERIMENTAL

The method for measuring the current–voltage (I–V)
and photoelectric characteristics is illustrated in
Fig. 1a. We used the high-purity KBr and CsI single
crystals grown from the melt of the corresponding salt
of extra-pure grade. The samples were thin platelets
with an area of 15 × 15 mm2 and a thickness of ~300–
350 µm. Aluminum electrodes 8 mm in diameter and a
guard ring (in order to eliminate the surface current)
were formed on the sample surface using either sputter-
ing-assisted deposition or Al foil cemented to the sur-
face with a hermetic (a silicon-organic compound).
004 MAIK “Nauka/Interperiodica”
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Similarly, Al electrodes were cemented to the metal
substrate; the contact capacitance was found to be equal
to C1 ≈ 2.5 × 10–11 F. The thickness of the hermetic-
compound layer was d ≈ 60 µm. We also used contacts
in the shape of an electrode grid pressed to the sample.

The method for measuring the I–V characteristics
under X-ray and optical excitation was described previ-
ously [2, 3]. The X-ray radiation was generated by irra-
diating the ~300 µm-thick Al target with an electron
beam; the highest electron energy was ~0.3 MeV, the
pulse width (at the half-height) was ∆t ~ 20 ns, and the
electron-current density was ~300 A/cm2. The smallest
pulse separation was ~40 s. The volume density of gen-
eration of charge carriers G in alkali-halide crystals was
~1023 cm–3 s–1. A pulsed voltage V with duration of
~20 µs and with negative polarity was applied to elec-
trode 4 of the sample (Fig. 1a). An electron pulse was
generated in ~8 µs after the voltage was applied.

When measuring the photoconductivity, we irradi-
ated the sample with an X-ray pulse in order to generate
the color centers. The initial concentration of the F
color centers in KBr was ~3 × 1014 cm–3 [2]. Then (in
10 s), a voltage pulse and a photopulse were applied. A
single-mode Nd:YAG laser was used in the experiment.
The interelectrode space of the sample was illuminated
either through the side face or through the contact grid.
The energy density of laser radiation at the fundamental
wavelength of 1.06 µm was ~0.04 J/cm2 at the sample
with a laser-pulse width of ~30 ns (at the half-height).
The F– color centers were excited at the fundamental
wavelength. In order to excite the F centers, we used a
lithium niobate crystal to convert the laser radiation to
the second harmonic with a wavelength of 0.53 µm and
a photon-flux density of ~1024 cm–2 s–1.

In a MIM structure (Fig. 1a), the applied voltage is
divided into following components when a current
pulse is generated:

(1)

Here, ϕ1, ϕs, ϕv, and ϕR are the potential drop across the
hermetic-compound layer, the value of potential at the
sample surface, the potential drop across the sample
bulk, and the potential drop across the resistor R,
respectively.

In order to describe the transient processes in a first
approximation, we can introduce an effective capacitor
Ce formed by positive charge in the sample and negative
charge of electrons in the metal electrode 4. For a struc-
ture with a cemented electrode, we disregard the quan-
tity ϕs compared to ϕ1, so that the potential drop across
the effective capacitor ϕe = ϕ1 (ϕe ≈ ϕs for the cemented
electrode). Expression (1) can then be rewritten as

(2)

ϕ1 ϕ s ϕv ϕR+ + + V .=

Q
Ce

----- i RV R+( )+ V ,=
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where Q is the charge density at the capacitor plate, i =
∂Q/∂t is the current density in the structure, and Rv is
the sample-bulk resistance. A solution to (2) at the
charge-accumulation stage is given by Q = CeV[1 –
exp(–t/τ1)], where τ1 = (Rv + R)Ce is the time constant
of the circuit. This constant controls the field-screening
time in a MIM structure. The complete field screening
is attained in times ~3τ1. The current density i ≈

R
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Fig. 1. (a) Schematic representation of the experimental
setup: (1) the X-ray radiation; (2), the hermetic; (3), the
sample of an alkali-halide crystal; (4) and (5), electrodes;
(6), the oscilloscope; and R = 50 Ω , the load resistance.
(b) The pulses of the conduction-current density i0 at the

electric-field strengths of (1) 2 × 104 and (2) 5 × 104 V/cm
and of the discharge current isx for the KBr samples that
have (3) cemented and (4) deposited electrodes and are sub-
jected to the X-ray excitation.
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V/Rv(1 – t/τ1) is nearly constant at the radiation-pulse
width ∆t ! τ1. After completion of both the radiation
and external-voltage pulse, a negative charge is located
at the electrode 4; this charge compensates the positive
charge in the sample bulk. The potential drop ϕe can be
measured, for example, by discharging the capacitor Ce

through the series-connected resistors Rv and R. The
expression that describes the kinetics of the discharge
current density for capacitor Ce can be written as is =

Qs exp(–t/τ1), where Qs = Ceϕe is the charge density
at electrode 4. The initial amplitude is ≈ ϕe/(Rv + R), and
the charge-relaxation time equals ~τ1. In insulators,
Rv @ R even under irradiation, so that only a small frac-
tion of ϕe drops across the resistor R. In this case, we
can use the dependence ϕe = Qs/Ce in order to estimate
ϕe. The charge density Qs is determined by integrating
(with respect to time) either the density is of the dis-
charge current that drains off electrode 4 or the current
density i. At the metal–insulator interface, we have

(3)

where ε1ε0 and εε0 are the absolute dielectric constants
of the hermetic and the crystal, respectively, and E1 and
Es are the electric-field strengths in the hermetic’s layer
and at the crystal surface, respectively.

The method for measuring the discharge current in
the KBr and CsI samples consisted in the following:
after termination of the conduction-current pulse, elec-
trode 4 was disconnected from the voltage source and
was connected to the oscilloscope, while electrode 5
was connected to ground (Fig 1a). The structure was
then irradiated with an X-ray pulse; we measured the
density of discharge current isx that was originally gen-
erated by the X-ray pulse and flowed through the resis-
tor R. The measurement time was ~40 s.

The KBr samples were used in photoelectric mea-
surements. Positively charged vacancies are generated
and accumulated when the F color centers are ionized
by light. A layer of F centers is formed as a result of
excitation of F– centers. After termination of the photo-
current pulse, electrode 4 was connected to the oscillo-
scope and electrode 5 was connected to ground. The
structure was then irradiated with a laser pulse, and the
photodischarge-current density isp was measured. The
measurement time was ~10 s.

The polarity of the pulses of discharge currents
induced by the X-ray and optical photons corresponded
to the drain of negative charge off electrode 4.

In a KBr crystal, a near-surface charge due, for
example, to holes can relax as a result of irradiation
with an X-ray or optical photons. The values of the
peak amplitude of the discharge current after irradiation
with X-ray and optical photons were in satisfactory
agreement.

A study of the starting surface of the samples by the
discharge-current method showed that there was no ini-

τ1
1–

Qs ε1ε0E1 εε0Es,= =
tial band bending within the experimental accuracy.
The band bending was also not observed after separate
effects of radiation and an external electric field with a
strength as high as ~5 × 104 V/cm.

RESULTS AND DISCUSSION

According to previous reports [4–6], holes in alkali-
halide crystals self-localize rapidly (in 10–12 s) after
exposure to ionizing radiation and form a configuration

of the  type with neighboring atoms (here, X stands
for a halide atom); this configuration is also referred to
as the Vk center. The Vk centers capture free electrons
with the resulting formation of self-bound excitons in
an excited state. Later on, the self-bound excitons either
relax to a lower energy state with subsequent radiative
recombination or dissociate into two radiation defects
from the excited state; these defects are referred to as
the F–H color centers. The aforementioned dissociation
occurs in ~10–11 s. An F center is a positively charged
anionic vacancy that localized an electron. If an F cen-
ter captures an electron, an F– color center is formed.
An F center is neutral, whereas an F– center is charged
negatively [5]. The hole mobility is close to zero. Only
free electrons are involved in conduction until these
electrons either recombine with the Vk centers or are
captured by the F centers or initial defects in the crystal.
Bivacancies (cationic and anionic vacancies that are
close to each other) can be considered as initial defects
in alkali-halide crystals [6].

The lifetime of the F and F– centers in the KBr and
CsI crystals subjected to the X-ray excitation and also
the lifetime of near-surface charges of holes and
anionic vacancies after the completion of currents
induced by the X-ray and optical photons were deter-
mined from the decay of the peak amplitude of pulses
of the photoconductivity current and the discharge cur-
rent measured at different instants of time after termi-
nation of the excitation pulse. A decrease in the ampli-
tude of signals with time is described satisfactorily by
the exponential dependence ~exp(–t/τ2), where τ2 is the
lifetime of particles. The lifetime of the F centers was
equal to ~11 min. The behavior of photoconductivity
under excitation of the F– centers was an exception. An
increase in the photocurrent was observed for ~11 min
with subsequent slow decrease in the current. This phe-
nomenon can be attributed to the recharging of the F
and F– color centers. The charge of holes decreased
most rapidly. We have τ2 ~ 4.8 min for both the depos-
ited and cemented electrodes in the KBr crystal at room
temperature. The lifetime of the near-surface hole
charge in the CsI samples is shorter than ~40 s; how-
ever, τ2 increased to ~30 min at the liquid-nitrogen tem-
perature. The lifetime of the near-surface charge of
anionic vacancies is longest (~46 min).

In our experiments, we did not observe a signal of
photodischarge current after photoionization of the F–

X2
–
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centers, which was consistent with the absence of a
charge at the near-surface layer of neutral F color cen-
ters.

Dependences of the peak amplitude of the conduc-
tion-current density i0 and the discharge-current densi-
ties isx and isp on the electric-field strength E for the KBr
and CsI samples are shown in Fig. 2. One of the con-
tacts on the KBr platelet was deposited, and the other
contact was cemented. In the case of the CsI platelet,
both contacts were cemented. Differences between the
currents induced by X-ray radiation in the sample irra-
diated on the sides of the deposited and cemented con-
tacts were no larger than 10%. Experiments with the
CsI sample were performed at the liquid-nitrogen tem-
perature. The I–V characteristics of the KBr and CsI
crystals (curves 1, 4 in Figs. 2a, 2b) are nonlinear in the
range from 2 × 104 to 5 × 104 V/cm. Starting with a cer-
tain characteristic electric-field strength (E ~ 5 ×
104 V/cm), the curves i(E) become nearly ohmic. The
current-pulse width at E ~ 2 × 104 V/cm (Fig. 1b) is lim-
ited by the duration of irradiation with X-ray photons.
As the electric-field strength increases, a persistent cur-
rent component is observed after termination of the X-
ray pulse. The nonlinear shape of the I–V characteris-
tics in the KBr and CsI crystals in the fields with
strengths of 104–105 V/cm is most likely caused by an
increase in the charge-carrier concentration due to the
transfer of electrons from the trapping centers to the
insulator’s conduction band via the impact-ionization
mechanism. According to estimations [7], the activa-
tion energy of aforementioned centers in CsI is
~0.05 eV and their concentration is ~1014 cm–3. It is
conceivable that the trapping centers are initial crystal-
line defects, i.e., closely spaced anionic and cationic
vacancies. Heat treatment of the CsI crystal for 1 h at
600°C led to an increase in the absorption in the α band
by a factor of ~1.2 (the α band is the region of absorp-
tion by halide ions located near anionic vacancies [6]);
simultaneously, the conduction-current density
decreased by a factor of 3. This fact can be attributed to
separation of bivacancies and capture of electrons by
anionic vacancies with formation of the F color centers.
A heat treatment of the KBr sample for 3 h at 600°C did
not result in variations in both the absorption in the α
band and the conductivity, which is caused by a higher
activation energy for motion of anionic vacancies in
KBr (~0.92 eV) compared to that in CsI (~0.39 eV) [6].

Taking into account that the charge-carrier lifetime
~10–11–10–9 s [2–4] is shorter than the excitation-pulse
width, we determined the steady-state electron concen-
tration n0 from the expression i0 = en0µE, where e is the
elementary charge and µ is the electron mobility (for µ,
we used data reported previously [5, 8]). In the case of
X-ray excitation of KBr, the charge-carrier concentra-
tion increased by a factor of 2.6 (from ~1.6 × 1012 to
~4.2 × 1012 cm–3) in the nonlinear portion of the I–V
characteristic. In the CsI crystal at 77 K, the concentra-
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
tion n0 varied from 2.4 × 1011 to ~4.2 × 1011 cm–3,
respectively. Photoexcitation of the F color centers in
KBr at E ~ 5 × 104 V/cm gave rise to n0 ~ 3.3 × 1012 cm–3.
A large value of n0 under photoexcitation is caused by
a comparatively long lifetime of electrons in the con-
duction band of the insulator (~10–9 s [2]), which is a
consequence of linear recombination of charge carriers
in the case of capture by the color centers.

The available data on the radiation-induced conduc-
tivity make it possible to estimate the values of the time
constant τ1 ~ C1Rv. At E ~ 5 × 104 V/cm, Rv ≈ 4.4 ×
103 Ω at the conductivity peak in KBr, so that τ1 ≈
10−7 s. In CsI, Rv ≈ 1.8 × 103 Ω and τ1 ≈ 4.2 × 10–8 s.
The values of τ1 exceed the current-pulse rise time
~10 ns in KBr and CsI by factor of 10 and 4, respec-
tively. We may assume that the major portion of the
external voltage drops across the insulator bulk.

The amplitude and temporal properties of the X-ray-
excited isx and photoexcited isp discharge currents
include the following. The current densities isx and isp

(Figs. 2a, 2b) for the KBr and CsI crystals with the
cemented contact (curves 2, 5) and deposited contact
(curve 3) increase somewhat superlinearly as the elec-
tric-field strength increases. The known lifetime of the
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Fig. 2. Dependences of the (1, 4) conduction-current den-
sity i0 and the discharge currents (2, 3) isx and (5) isp on the
electric-field strength in the (a) KBr and (b) CsI crystals
under the (1–3) X-ray and (4, 5) laser excitation within the
absorption band corresponding to the excitation of the F
color centers. The amplitude 3 is increased by a factor of two.
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near-surface charge τ2 makes it possible to estimate the
current densities isx and isp at the time instant of the
charge-formation completion. In the case of the charge
relaxation of holes in KBr and CsI, the isx amplitude
should exceed the measured value by a factor of 1.4 and
1.1, respectively; the amplitude of isp is nearly constant
if we are dealing with relaxation of anionic vacancies.
In the context of the RC-circuit model, we can estimate
the ratio between the amplitude values of the discharge-
current density and the current density in the structure
isx/i ≈ ∆t/τ1 after the conduction-current completion;
this ratio is found to be equal to ~0.1 for KBr and ~0.25
for CsI (the used value of Rv corresponds to E ~ 2 ×
104 V/cm). The experimental ratios of the peak ampli-
tudes of isx and isp to i0 in the region of the high electric-
field strength E ~ 5 × 104 V/cm in KBr with the cemented
contact are equal to ~0.2 and ~0.1, respectively; in CsI
with the cemented contact, we have ~0.25. The value of
this ratio is equal to ~0.07 for KBr with deposited contact.
In the region of a low electric-field strength (E ~ 2 ×
104 V/cm), experimental ratio of the current densities
is/i0 exceed the estimates by a factor of ~2–2.5.

Three-to-five probing X-ray or optical pulses were
required in order to ensure the complete drain off of the
near-surface charge. The kinetic curve of the surface-
charge relaxation was simulated by the plot of decay of
the peak-pulse amplitudes isx and isp plotted along the
time axis with steps of 30 ns. The relaxation depen-
dences can be satisfactorily linearized if represented as
lnis(t). In the KBr sample with the cemented contact,
the relaxation time of holes τ1 was equal to ~115 ns at
a low electric-field strength (E ~ 104 V/cm) and to
~280 ns at a high electric-field strength (E ~ 5 ×
104 V/cm). In CsI, the relaxation times are shorter: ~60
and ~100 ns, respectively. The relaxation time for the
charge of anionic vacancies in KBr is equal to ~140 ns
at a low electric-field strength and to ~350 ns at a high
electric-field strength. The near-surface charge of holes
in the KBr sample with deposited electrode relaxes
most slowly; the charge-relaxation time equals to
~1.1 µs. The aforementioned values of the charge-
relaxation time are consistent with the estimate τ1 ≈
C1Rv (the value of Rv corresponds to E ~ 2 × 104 V/cm);
this estimate is equal to ~290 ns for KBr and 71 ns for
CsI. Undoubtedly, the measurement accuracy is low-
ered if short probing pulses are used. It is noteworthy
that the relaxation time of the near-surface charge
formed at low electric-field strengths E is smaller by a
factor of 2–2.5 than the value of τ1 for the charge
formed at a larger value of E. Conceivably, the extent of
the near-surface charge increases owing to the negative
charge localized at the traps. The effective capacitance
decreases, which leads to an increase in the amplitude
of the discharge current and to a decrease in the charge-
relaxation time.

In this study, the values of the density of the charge
transported by the conduction current Q0 were com-
pared with the density of the surface charge Qs at the
time instant of the current-generation termination. Tak-
ing into account the summation of charge at V = 500 V
(E = 1.56 × 104 V/cm) in KBr with cemented electrode,
we obtain the satisfactory agreement between the val-
ues of Qs = 1.2 × 10–9 C/cm2 and Q0 = 1.3 × 10–9 C/cm2.
At a high voltage V = 1500 V, we obtain Qs = 7.7 ×
10−9 C/cm2, which corresponds to ~70% of the charge
Q0 = 1.13 × 10–8 C/cm2. In CsI at V = 500 V (E ~ 1.6 ×
104 V/cm), the value of charge Qs = 4.1 × 10–9 C/cm2

agrees satisfactorily with Q0 = 4.83 × 10–9 C/cm2. At
1500 V, Qs = 2.15 × 10–8 C/cm2 and Q0 = 2.86 ×
10−8 C/cm2. It can be seen that the values of the charges
Qs and Q0 differ by no more than ~30%. We may
assume that Qs ≈ Q0 within the experimental accuracy.
This result indicates that there is no significant injection
of electrons from the metal electrode at the stage of the
conduction-current generation and localization of the
positive charge at the negative electrode. The accuracy
of estimating the value of Qs for the samples with a
deposited electrode is low.

The value of the potential ϕ1 after completion of the
conduction current was determined from the data on the
charge densities Qs and Q0 and the capacitance C1. The
value of Qs can be used to obtain ϕ1 ≈ 26 V in KBr at
V = 500 V. At a higher voltage V = 1500 V, one can use
the charge Q0 to find that ϕ1 = 226 V, which amounts to
15% of V. According to formula (3), the surface field
strength Es = 2.5 × 104 V/cm and E1 = ϕ1/d ≈ 3.7 ×
104 V/cm. As the conductivity increases, the potential
drop across the hermetic’s layer increases. For CsI at
1500 V, the charge Q0 can be used to obtain ϕ1 ≈ 571 V
(38% of the applied voltage V), so that E1 ≈ 105 V/cm.
It is worth noting that, during the flow of the current,
the values of E1, Es, and ϕ1 are smaller than the above
estimates, since the field strengths and the potential
drop are controlled by the surface-charge density ρ =

p – n)dx (here, n and p are the concentration profiles

of electrons and holes in the sample).
The values of ϕs can be determined using the calcu-

lated estimates. It is assumed that, for the MIM struc-
ture (Fig. 1a) with the deposited electrode, all the quan-
tities depend on the single coordinate x, which is reck-
oned from the left-hand surface of the sample. The
spatial distributions of the concentrations n and p in the
sample with quadratic recombination of charge carriers
can be found from the continuity equations (4) and (5),
the Poisson equation (6), and the boundary condition
for the problem (7):

(4)

(5)

(
0

l∫

∂n
∂t
------ G npv σ–

∂
∂x
------ D

∂n
∂x
------ µnE+ 

  ,–=

∂p
∂t
------ G npv σ,–=
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(6)

(7)

Here, D is the diffusion coefficient for electrons, v is
the thermal velocity of electrons, σ is the cross section
for the electron–hole recombination, and ns is the sur-
face electron concentration.

Let us express the electron concentration as n =
n0exp(eϕ/kT), where ϕ is the potential, k is the Boltz-
mann constant, and T is temperature. In the steady-state

case, the hole concentration p = /n and, taking into
account Einstein’s relation µ = eD/kT, the system of
Eqs. (4)–(6) can be reduced to the following equation
for n:

(8)

Here, L = (kTεε0/e2n0)1/2 is the Debye screening length.
Equation (8) was solved using the Bulirsch–Stoer

method [9]. Figure 3 shows the concentration profiles
for holes in a KBr crystal with n0 = p0 = 4.2 × 1012 cm–3

and L = 1.27 µm for the following values of the electric-
field strength at the insulator surface: Es = 103, 104, and
105 V/cm. As Es increases, the hole concentration p
increases predominantly in the near-surface layer with
a thickness of (0.02–0.04)L; this concentration at x = 0
is equal to about 7 × 1013, 2.6 × 1015, and 6 × 1016 cm–3

for the above-mentioned field strengths. In this case,

the total hole density Ps = dx and the charge density

ρ take almost the same values of 4.6 × 109, 2.83 × 1010,
and 2.8 × 1011 cm–2 (for Ps) and 2.8 × 109, 2.8 × 1010,
and 2.8 × 1011 cm–2 (for ρ). The values of the surface

potential ϕs = dx tend to a certain limiting value as

Es increases: ϕs ≈ 0.07, 0.16, and 0.21 V. At a depth x ~
3L, the hole concentration p ≈ p0, so that the value of E
is close to zero. Assuming that the spatial distributions
of the surface charge in the dynamic and static condi-
tions differ insignificantly in the KBr sample at E ~ 5 ×
104 V/cm, one can use the experimental estimate of the
hole density Ps = Q0/e ≈ 7.1 × 1010 cm–2 to find that ϕs ≈
0.18 V. If an effective capacitance Ce = Q0/ϕs ≈ 10–8 F
is introduced for the junction between the deposited
contact and insulator, the time needed for screening the
electric field equals τ1 ≈ 10–4 s.

Electroneutrality in the sample can be established
only owing to injection of external electrons from the
surface. It is well known that tunneling sets in at the
electric-field strength ~106 V/cm; evidently, the tunnel-
ing effect can be disregarded in the case under consid-
eration. Most likely, the mechanism of the charge-car-
rier transport is related to the activation character of
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motion of electrons over energy levels introduced by
dislocations into the band gap of the crystal. This infer-
ence is confirmed by an increase in the lifetime of the
charge in CsI when the sample is cooled to the liquid-
nitrogen temperature.

CONCLUSION

Accumulation of positive surface charge at the neg-
ative electrode is a specific feature of the flow of current
in a metal–insulator–metal structure. I suggested a
method for measuring the current induced by the X-ray
or optical excitation in order to determine the surface
charge in wide-gap materials; this method is based on
the initiation of the discharge current for an effective
capacitor at the metal–insulator junction and on the
estimation of the drained-off charge. The values of the
charge and the conductivity of the sample were used to
calculate the electric-field strength at the surface and
the surface potential. According to the data obtained in
this study, in a KBr sample that had a deposited elec-
trode and was subjected to X-ray radiation for ~30 ns at
an electric-field strength of ~5 × 104 V/cm, the conduc-
tion-current density is as high as ~0.6 A/cm2; the elec-
tric-field strength and the potential at the metal–insula-
tor junction are equal to ~2.5 × 104 V/cm and ~0.18 V,
respectively; the effective capacitance of the junction
equals ~10–8 F; and the time needed for screening of the
field is equal to ~10–4 s. The small values of the surface
electric-field strength and the values of the charge
transported by the conduction current that almost coin-
cide with those determined from the discharge-current
signal indicate that there is no tunneling injection of
electrons from the negative electrode during the con-
duction-current flow. Most likely, the electroneutrality
of the sample is established owing to the motion of
electrons from the surface over dislocations.
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Fig. 3. Concentration profiles of holes p in the KBr sample
for the surface electric-field strength equal to Es = (1) 103,

(2) 104, and (3) 105 V/cm.
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Abstract—We present a method for investigating the charge state of the semiconductor–insulator interface
using the measurements of the contact potential difference between the surface of the insulator film and a vibrat-
ing probe. In this method, the surface electrostatic potential is changed through charge variation at the outer
surface of the insulator. The charge value is determined by the time of the structure exposure to a corona dis-
charge. The method is applied for investigating the effect of exposure of a silicon–silicon dioxide system to
radiation and pulse magnetic fields. © 2004 MAIK “Nauka/Interperiodica”.
† INTRODUCTION

The charge state of the semiconductor–insulator
(SI) interface, which above all is understood as the
fixed charge stored in the insulator and the energy dis-
tribution of the surface states (SS’s) density over the
semiconductor band gap, determines directly the
parameters of the principal elements of the integrated
circuits. Elaboration and improvement of the methods
for controlling the charge state of the SI interface con-
tinues to be a necessary condition for progress in micro-
electronics.

The problems of studying the SI interface in the
metal-insulator-semiconductor (MIS) structure were
solved successfully by using the capacitance spectros-
copy techniques, among which the principal ones are
the Terman method of measurement of the high-fre-
quency capacitance-voltage (C–V) characteristics [1],
the Nicollian–Goetzberger method that involves the
measurement of the total conductivity [2], and the Ber-
glund method involving the low-frequency or quasi-
static C–V characteristics recording [3]. The study of
the SI interface without deposition of a metal electrode
is no less important for semiconductor device technol-
ogy and microelectronics. The principal difficulties in
solving this problem are due to the fact that the charge
properties of such structures are extremely sensitive to
probing actions.

The aim of this study is the development of a
method for investigating the charge state of the semi-
conductor–insulator interface without the formation of
MIS structure.

METHODOLOGY

It is known that the distribution of the surface state
density over the semiconductor band gap Nss (SS spec-

† Deceased.
1063-7842/04/4910- $26.00 © 21375
trum) is determined as

(1)

where ψs is the surface potential, Qss is the charge
stored in SS’s, and q is the electron charge.

The SS spectrum can be obtained expressing the SS
charge Qss(ψs) from the equation that describes the
steady-state potential distribution in a MIS structure,

(2)

and differentiating it with respect to ψs,

(3)

Here, Vg is the gate voltage of the MIS structure, ϕms is
the contact potential difference (CPD) between the
metal gate and semiconductor facing of the MIS struc-
ture being studied, C0x is the specific capacity of the
insulator layer, Q0x is the total charge stored in the insu-
lator per unit area, Qsc is the charge stored in the deple-
tion region of the semiconductor, ϕb is the bulk poten-
tial of the semiconductor, and Csc is the capacitance of
the depletion region of the semiconductor.

The problem of obtaining the SS spectrum is
reduced to the experimental determination of the
dependence of semiconductor surface potential ψs on
gate voltage Vg of the MIS structure.

In the recognized capacitance methods for studying
the charge state of MIS structures, the ψs(Vg) depen-
dence is determined from the experimental capaci-
tance–voltage (C–V) characteristics using theoretical
dependencies of the capacitance of the semiconductor
depletion region on the surface potential.

Nss ψs( ) q 1– ∂Qss ψs( )
∂ψs

----------------------,–≡

Vg ϕms ψs C0x
1– Q0x Qsc ψs ϕb,( ) Qss ψs( )+ +( ),–+=

Nss ψs( )
C0x

q
--------

∂ψs

∂Vg

--------- 
  1–

Csc ψs ϕb,( )
q

---------------------------– .=
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Unlike the variation of the surface potential or band
bending ψs in the semiconductor of the MIS structure,
which is accomplished by the simple setting of gate
voltage Vg, the variation of the band bending in the SI
structure represents the independent problem.

In the proposed method for investigating the charge
state of the SI interface, the surface potential of the
semiconductor is changed through the charge variation
at the outer surface of the insulator film. The value of
this charge is set by the time of SI structure exposure to
a corona discharge. It is essential that no data on the
absolute value of the charge placed at the insulator sur-
face be required to obtain SS spectrum at the SI inter-
face. It is sufficient to vary this charge and to measure,
not the charge itself, but the corresponding values of the
potential of the surface VC and the surface potential ψs

in the semiconductor. The potential of the surface VC is
determined employing CPD measurements by the
Kelvin probe method [4] with the calibrated probe,
which scans the surface of the semiconductor wafer,
and the band bending in the semiconductor is deter-
mined from the difference of the VC values measured in
the dark and under illumination with infrared or visible

light, , which ensures photovoltage saturation corre-
sponding to the flat-band condition

(4)

The derivation of the parametric dependence ψs(Vg)
for a SI structure in such a manner in order to obtain SS
spectrum and the effective charge in the insulator is the
kernel of the proposed method.

Let us consider the technique for determining the
charge characteristics of the semiconductor–insulator
interface employing the contact potential difference
method. In the presence of a difference in the work
functions for the metal and the semiconductor, the
potential of the insulator surface in the MIS structure
will be determined as follows:

(5)

The following equality should be fulfilled to ensure
electroneutrality in the structure:

(6)

Here, V0x is the voltage drop across the insulator layer
of thickness d0x and Q0 is the charge at the outer surface
of the insulator. The analytical dependence of the semi-
conductor space charge Qsc(ψs, λ) at a specified doping
level is known [5].

The charge Q0x stored in the insulator is determined
by the integral

(7)

VC
L

ψs VC VC
L .–=

VC ϕms– V0x ψs.+=

Q0 Qsc Qss Q0x+ + + 0.=

Q0x ρ x( ) x,d

0

d0x

∫=
where ρ(x) is the depth distribution of charge in the
insulator (coordinate x = 0 corresponds to the surface of
the insulator).

The voltage drop V0x across the insulator layer is
determined by the integral

(8)

whereas the electric field E(x) in the insulator can be
obtained by solving the Poisson’s equation

(9)

Integrating Eq. (9), we obtain

(10)

where ε0x is the absolute permittivity of the insulator.
Substitution of Eq. (10) into equality (8) gives

(11)

Taking the integral in expression (11) by parts, we
obtain

(12)

Then, using the equality

(13)

we obtain from Eqs. (5) and (13)

(14)

The integral appearing on the right-hand side of
equality (14) represents the effective charge in the insu-
lator reduced to the SI interface,

(15)

Taking into account Eq. (15), relation (14) can be
written as follows:

(16)

V0x E x( ) x,d

0

d0x

∫=

dE
dx
-------

ρ x( )
ε0x

-----------.=

E x( ) E 0( ) 1
ε0x

------ ρ x( ) x,d

0

x

∫+=

V0x E 0( )d0x
1

ε0x

------ x ρ x( ) x.d

0

x

∫d

0

d0x

∫+=

V0x E 0( )d0x

Q0x

C0x

--------
1

C0x

-------- x/d0x( )ρ x( ) x.d

0

d0x

∫–+=

E 0( )d0x

Q0

C0x

--------
Qsc Qss Q0x+ +

C0x

-------------------------------------,–= =

VC ϕms–
Qsc ψs λ,( ) Qss ψs( )+

C0x

--------------------------------------------------–=

–
1

C0x

-------- x/d0x( )ρ x( ) x ψs.+d

0

d0x

∫

Q0x  cff x/d0x( )ρ x( ) x.d

0

d0x

∫=

Qss ψs( ) = C0x VC ϕms– ψs–( )– Qsc ψs( ) Q0x  eff.––
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It was found that the surface states at the Si–SiO2
interface are caused by the so-called Pb centers, i.e.,
trivalent silicon atoms (–Si≡Si3), which have one unsat-
urated bond. These Pb centers are amphoteric, exhibit-
ing donor properties in the bottom half of the band gap
and acceptor properties in the upper half [6, 7]. As the
surface Fermi level crosses the middle of the band gap,
i.e., when surface potential ψs is equal to bulk potential
ϕb (middle gap mode), there is no charge at the Pb cen-
ters. In this mode, the SS charge is Qss mg ≡ Qss(ψs =
ϕb) = 0. Then, in the context of approximation on the
amphoteric origin of SS’s at the Si–SiO2 interface, to
determine the effective charge in the oxide layer, the
middle gap mode should be ensured by changing the
surface potential ψs through the variation of the charge
Q0 at the outer surface of the insulator layer, e.g. by
treatment of the structure with a corona discharge.

Equality (16) makes possible the obtaining of the
expression for calculating the effective charge in the
insulator layer Q0x eff(ψs = ϕb) for the middle gap mode,

(17)

Relation (4) enables us to rewrite Eq. (17) as fol-
lows:

(18)

Differentiating equality (16) with respect to surface
potential ψs, we obtain formula (1) for calculating the
energy density of surface states.

Probe scanning over the surface of the semiconduc-
tor wafer makes possible the obtaining of the planar
distribution of the potential and the estimation of the
character of its fluctuations, as well as fluctuations of
the surface charge.

Since the fluctuations of the surface charge and
potential stemming from the random character of the
local actions of technological processes are statistically
independent at various points at the semiconductor sur-
face, their distributions can be described by the Gauss-
ian distribution [8]

(19)

(20)

where  and  are the average values of the surface
potential and surface charge, respectively, and σψ and
σQ are the mean square deviations of the potential and
charge, respectively.

Q0x  eff ψs ϕb=( )
=  C0x– VCmg ϕms– ϕb–( ) Qsc ψs ϕb= λ,( ).–

Q0x  eff ψs ϕb=( )

=  C0x– VCmg
L ϕms–( ) Qsc ψs ϕb= λ,( ).–

Pψψs
1

σψ 2π
-----------------

ψs ψs–( )2

2σψ
2

------------------------–
 
 
 

,exp=

PQ Qs( ) 1

σQ 2π
-----------------

Qs Qs–( )2

2σQ
2

------------------------–
 
 
 

,exp=

ψs Qs
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The main contribution to fluctuations of the surface
charge Qs in the Si–SiO2 structures comes from the
fluctuations of the fixed charge of the oxide Q0x. Then,
using the Nicollian–Goetzberger model [8], we can cal-
culate the parameters of the Gaussian distribution for
the charge stored in the insulator Q0x from the results of
the direct measurements of the parameters of surface
potential distribution ψs as

(21)

(22)

where W = (2εs /qNB) is the average thickness of the
depletion region, εs is the permittivity of the semicon-
ductor, and NB is the doping impurity concentration in
the semiconductor.

IMPLEMENTATION OF THE METHOD

To realize the proposed method, a computer-aided
measuring device is constructed, which comprises a
noncontact scanning millivoltmeter with a Kelvin
probe and a setup for automatic maintenance of the sep-
aration between vibrating probe and surface being ana-
lyzed.

The functional scheme of the device is shown in
Fig. 1. The device consists of the following modules
and blocks: desktop 1.3 with probing head 1.1, low-fre-
quency generator 5, high-frequency generator 6,
preamplifier 2, tracking module 3, power amplifier 4,
and compensation module 7.

The desktop is intended for fixing the semiconduc-
tor wafer being analyzed, which can be 100 or 150 mm
in diameter. The probing head is an electromagnetic
vibrator consisting of a movable cylinder fixed with
bracing wires in a frame with a magnetic system. Vibra-

Q0x

W2σQ
2

q
--------------,=

σQ σψ C0x Csc Css+ +( ),=

ψs

+

+

+
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Fig. 1. Functional scheme of the measuring device.
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tor coil 1.2 is situated on the cylinder. A platinum probe
with a flat face of diameter d = 100–300 µm is attached
to the end of the cylinder. The face of the probe is pol-
ished, cleaned, and thermally treated. This ensures the
permanency of the work function of the probe material.
The probe calibration is performed using a material
with the known work function, in particular, mercury or
graphite. In the course of measurements, the probe per-
forms vibrations above the sample surface with an
amplitude of about 5 µm. The frequency of these vibra-
tions is determined by the design of the probing head,
and for this particular construction of the device it is
equal to 800 Hz [9]. The distance between the vibrating
probe and the surface being analyzed is d0 ≈ 0.1d. This
distance is kept constant with an accuracy of ±1 µm
during the probe movement above the surface being
studied as its relief changes within ±25 µm. The veloc-
ity of the probe movement above the sample surface is
4 mm s–1, and the range of CPD measurement is ±5 V.
A corona discharge unit, which furnishes a means for
surface charging by positive or negative charge, and an
optical unit for illuminating the surface up to the attain-
ment of the flat-band conditions are embedded into the
probing head.

Low-frequency generator 5 forms the sinusoidal
electric signal VGLF of frequency 800 Hz (probe swing-
ing signal), which is fed to vibrator coil 1.2 through
power amplifier 4 and ensures vibrations of the probe
with a preset frequency and amplitude. Besides, the
generator produces a rectangular signal with the adjust-
able phase shift VI to ensure the operation of the syn-
chronous detector of the compensation module.

High-frequency generator 6 forms the signal VGHF

of frequency 500 kHz required for the operation of the
tracking module that ensures the automatic mainte-
nance of the distance d0 between the probe and the sur-
face being studied.

Preamplifier 2 has two channels and serves for
selective amplification of the low-frequency compo-
nent of the measured signal and the high-frequency
component of the signal that is used for operation of the
tracking system. The VB socket positioned on the
preamplifier board serves for applying bias voltage to
the desktop circuit intended for calibration of the
device or variation of the operating range of the com-
pensation voltage VC measurement if the CPD value
falls beyond the operating range of the device.

The tracking module is intended for the formation of
the control signal VL that ensures a preset value of the
gap between the probe and the sample.

The power amplifier forms the signal V(t) supplied
to the coil of the magnetoelectric system of the probe
vibrator to control the amplitude of its vibrations and
the gap value.

The compensation module serves to form the con-
stant compensation voltage VC, which is equal in mag-
nitude to the contact potential difference between the
local part of the surface being studied and the measur-
ing surface of the probe.

The measuring device operates as follows. The off-
set current, which has two components, flows in the cir-
cuit in response to the probe vibration in the presence
of an electric field in the gap. The value of the low-fre-
quency component of frequency 800 Hz (frequency of
probe vibration) is determined by the potential of the
surface being studied. The value of the high-frequency
component (of 500 kHz frequency) is determined by
the deviation from the preset value of the gap between
the probe and the sample. Each of these components is
enhanced by the preamplifier.

The high-frequency signal component VHF comes
from the output of the preamplifier to the input of the
tracking module, where it is enhanced by resonant LC-
amplifier 3.1 and detected by amplitude detector 3.2.
The voltage, which is practically linearly related to the
VHF value and inversely proportional to the probe gap
value, is generated at the output of the amplitude detec-
tor. This voltage is applied to the inverting input of
tracking module integrator 3.3; the reference voltage
VR3 presetting the value of the operating probe gap with
the help of regulator R3 is applied to noninverting input
of the integrator. The difference of these voltages is
enhanced by operational amplifier 3.3, at whose output
the tracking signal VL is formed.

The tracking signal VL at the input of the power
amplifier is summed with the swinging signal of the
probe vibrator VR4, whose value is set by the probe
amplitude vibration regulator R4. At the output of the
power amplifier loaded on the vibrator coil, the voltage
V(t) is formed, which constitutes the sum of the con-
stant component of tracking voltage and the harmonic
component of the probe swinging, V(t) = V– + V~, where
V– and V~ are the constant and harmonic components of
the signal V(t), respectively. The value V– is intended
for probe gap stabilization, and the value V~ sets the
amplitude of the probe vibrations.

As the probe gap changes, the tracking system
forms an output signal in such a way that the value of
constant component V– flowing in the circuit of the
vibrator coil is changed compensating thereby the gap
variation.

The low-frequency component of the signal VLF

comes from the preamplifier output to the input of
active band-pass filter 7.1. The amplified signal is
detected by synchronous detector 7.2 controlled by the
rectangular pulses from the low-frequency generator
(VI). At the output of the synchronous detector, a unidi-
rectional signal is formed whose polarity is determined
by the relation between the work functions of the sam-
ple being studied and the platinum probe. This signal is
integrated by integrator 7.3 and passes to the output of
the compensation module via transistor voltage fol-
lower 7.4. Regulator R7 of the integrator is intended for
voltage compensation at the output of the synchronous
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
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detector as VLF = 0 at the input of the compensation
module.

Thus, at the output of the compensation module, the
compensation voltage VC is formed, which is equal but
opposite to the contact potential difference between the
probe and the surface being analyzed. This voltage is
applied to the probe through the feedback circuit, with
the result that the electric field in the gap is fully com-
pensated and the offset current in the measuring circuit
is terminated. The voltage VC comes to a computer
input through analog-digital converter 7.5.

APPLICATION OF THE METHOD

The elaborated method was used to determine the
radiation-induced modification of the SS spectrum and
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Fig. 2. Experimental dependencies of the surface potential
ψs on the compensation voltage VC (a) and calculated SS
spectra (b) of the irradiated samples. The measurements
were performed in 103 (1) and 105 s (2) of irradiation.
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to investigate the statistical parameters of the charge
distribution over the surface of a semiconductor wafer.

Polished 〈100〉-oriented silicon wafers of KÉF-7.5
and KDB-12 types 100 mm in diameter were used in
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Fig. 3. Potential relief ψs(x, y) of a silicon–silicon dioxide
interface.
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the measurements. The wafers were oxidized according
to the standard procedure for the gate insulator forma-
tion. The oxide thickness was from 40 to 98 nm. The SS
energy spectrum was changed by exposure to soft
X-ray radiation with the energy Ex ~ 20 keV of quanta
and a dose up to 2 × 102 C kg–1 using an X-ray setup
IRIS-M3. The measurements were performed both at
individual points and during continuous scanning over
the surface being studied.

Experimental dependencies of surface potential ψs

on compensation voltage VC measured at different
instants after irradiation, as well as SS spectra at the SI
interface calculated from these dependencies, are pre-
sented in Fig. 2. The energy distribution of the density
of radiation-induced SS’s consists of a broad peak with
the maximum near E = EV + 0.75 eV. Such an SS spec-
trum is typical of the known Pb centers generated by
radiation at the Si–SiO2 interface [10].

The typical potential relief of the oxide–semicon-
ductor interface over an area of 1 cm2 of one of the
wafers being studied is shown in Fig. 3. Note that the
character of potential distribution ψs was reproducible
both within the area of one wafer and in different
wafers.

The distribution function of the surface potential
fluctuations obtained as a result of the treatment of
experimental data presented in Fig. 3 is a Gaussian

function with the parameters  = 65 mV and σψ =
15 mV.

The parameters of the Gaussian distribution for the
stored charge calculated using formulas (21), (22) have

the values  = 7.2 × 10–8 C cm–2 and σQ = 2.5 ×
10−9 C cm–2.

The high sensitivity of the method to the charge
state of the semiconductor surface makes possible, in
addition to the quantitative measurements, the express-
control of the quality of semiconductor wafers to be
performed in order to reveal the latent defects, which
are manifested as local inhomogeneities of the surface
potential. The distributions of compensation voltage VC

along the diameter of a silicon KDB-12 wafer before
and after the exposure of its bounded area to a corona
discharge are shown in Fig. 4. It is obvious from this
figure that the exposure to the discharge results in the
formation of the local inhomogeneity at the semicon-
ductor surface, whose position is fixed and can be deter-
mined from the variation of the VC value (Fig. 4b). After
two days, the peculiarities introduced by the exposure

ψs

Q0x
to the corona discharge were no longer manifested in a
given point (Fig. 4c). However, subsequent treatment
with a pulsed magnetic field (PMF) makes it possible to
detect the area of the exposure to the corona discharge
by an abrupt local variation of VC. The increase of the
values of compensation voltage and surface band bend-
ing can be explained by the increase of the local density
of the positively charged surface states at the interface.

CONCLUSIONS

(1) A new noncontact method for studying the
charge state of the semiconductor–insulator interface
was developed using the Kelvin probe measurement of
the CPD and surface electrostatic potential modulation
by the corona discharge.

(2) In order to realize this method, a computer-aided
measuring device was designed, comprising a noncon-
tact scanning millivoltmeter with a Kelvin probe and
automatic maintenance of the distance between the
oscillating probe and the surface being analyzed.

(3) The potentialities of the method were demon-
strated for studying the effect of exposure of the sili-
con–silicon dioxide system to radiation and pulsed
magnetic fields.
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Abstract—The X-ray phase contrast method is used to study changes in a solution during the dissolution of
NaCl crystals. The effect of the solution concentration on the refractive index for X rays is studied experimen-
tally. The possibility of determining the refraction decrement in a local region of the solution is demonstrated.
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INTRODUCTION

X rays are electromagnetic waves with a very short
length (~1 Å) and, hence with a high penetrability.
The phase front of an electromagnetic wave passing
through an object experiences distortions leading to
refraction of X rays. The angle of refraction depends on
the radiation energy and on the electron density of the
object [1].

The phase contrast method is so sensitive that it
makes it possible to detect the change in the density of
solutions upon dissolution of crystals. The dissolution
of the crystals is accompanied by a deviation of the den-
sity and composition in individual microscopic regions
from their mean values over the entire volume. Fluctu-
ations may be so strong that the observation of light
scattering in the visible spectral range becomes possi-
ble [2].

The mass transfer occurring during the dissolution
of crystals leads to a change in the concentration in the
space of the medium. By monitoring this parameter in
the course of dissolution, it is possible to determine the
process dynamics and to study the effects of interaction
between the crystal and the solution.

This study is aimed at analysis of local changes in
the physical properties of a solution during dissolution
of NaCl crystals with the help of the phase contrast
method.

EXPERIMENTAL TECHNIQUE

Experiments were made on a three-crystal X-ray
diffractometer. The monochromator was a silicon sin-
gle crystal with symmetric triple reflection (111). The
analyzer was also a silicon single crystal, but with sin-
gle analogous reflection. To increases the sensitivity,
the analyzer was deflected from the exact Bragg posi-
tion towards smaller angles by a quantity equal to the
half-width of the diffraction reflection curve (DRC) of
the analyzer [3]. Radiation of Cu  was used.Kα1
1063-7842/04/4910- $26.00 © 21381
After the monochromator, an X ray passed through
a 4 × 10 × 30-mm plane-parallel polyethylene cell filled
with distilled water. A nylon rod of radius 0.7 mm was
mounted at the center of the cell. NaCl single crystals
weighing 0.051, 0.105, and 0.161 g (±0.001 g) were
placed one by one at a distance of 1 mm from the rod.
Each crystal was immersed in fresh water. In all exper-
iments, the dependence of X-ray radiation intensity on
the time of crystal dissolution was recorded. An X ray
passed through the rod boundary at the same level with
the crystals being dissolved. The schematic of the
experiment is shown in Fig. 1. The X-ray radiation
intensity was recorded by a scintillation detector with a
time step of 1 s during 1000 s after the beginning of dis-
solution of the crystals.

EXPERIMENTAL RESULTS 
AND DISCUSSION

Figure 2 shows the dependence of the X-ray radia-
tion intensity on the time of dissolution of single crys-
tals. The intensity recorded by the detector before

1

2

3
4

5
6

7

8

9

10

Fig. 1. Schematic diagram of the experiment: (1) radiation
source; (2, 3) slits, (4) crystal–monochromator; (5) polyeth-
ylene plane-parallel cell; (6) solution; (7) nylon rod;
(8) crystal to be dissolved; (9) crystal–analyzer; (10) detec-
tor.
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immersion of a crystal in the solution was taken as
unity. The statistical error of measurements was 0.3%.
All curves display a peak near 50 s. The peak height
increases with the curve number. Subsequently, the
X-ray radiation intensity on all the curves decreases
with time almost uniformly up to 250 s, after which the
decrease slows down. Curves 1 and 2 exhibit even an
increase in intensity in the region of 500 and 900 s. The
increase in intensity on curve 3 is observed only after
900 s.

The table contains instants of time at which the
extrema of the refraction decrement δ are observed, as

0 200 400 600 800 1000
0.4

0.6

0.8

1.0

1.2

1.4

I, arb. units

t, s

1

2

3

Fig. 2. Dependence of the X-ray radiation intensity
recorded by the detector on the time of dissolution of the
crystals with a weight of 0.051 (1), 0.105 (2), and 0.161 g (3).

Values of refractive decrement δ and relative electron density
n/n0 at extremal points in Fig. 1

t, s Curve
number Extremum δ × 10–6 n/n0

50 1 max 3.254 1.023

2 max 3.259 1.025

3 max 3.263 1.026

300 1 min 3.185 1.001

2 min 3.193 1.004

3 – –

500 1 max 3.215 1.011

2 max 3.222 1.013

3 – –

700 1 min 3.189 1.003

2 min 3.191 1.003

3 – –

900 1 max 3.262 1.025

2 max 3.253 1.023

3 min 3.185 1.001
well as the corresponding values of n/n0 (n is the elec-
tron density of the solvent at the instant of measurement
and n0 is the electron density of water). It can be seen
from the table that the first extremum was observed for
all curves in the region of 50 s. The second extremum
on curves 1 and 2 was formed after 300 s of dissolution,
while all subsequent extrema appeared periodically
over 200 s.

Water has a large dielectric constant ~78.3 at 25°C
[2]. This explains the high solubility of polar com-
pounds. Water is characterized by a short-range order;
in the given approximation, we can speak of the struc-
ture of water. During dissolution, ions are arranged in
the structure of water or in the voids, or substitute for
H2O molecules. Dissolution leads to violation of the
structure of water due to mismatching between the
sizes of the ions and water molecules as well as due to
forced orientation of water molecules. Ions may cause
not only damage to the structure, but also its ordering.
This is due to the fact that the interaction between the
ions and water molecules leads to a displacement of the
electron density to the cation; as a result, the interaction
of water molecules from the first hydrate layer with
water molecules from the second layer becomes stron-
ger. When NaCl is dissolved, Na+ ions tend to order the
structure, while Cl– ions strive to break it. Both destruc-
tion and ordering affect the processes accompanying
the dissolution of the crystals.

The phase contrast method is based on the variation
of the coefficient of reflection from the crystal–analyzer
as a result of refraction of X rays in the object being
studied. The strongest refraction takes place at a bound-
ary between the media of a rounded shape [4]; for this
reason, the intensity of X-ray radiation was measured at
the boundary of the nylon rod. In the experimental
setup used here, during displacement of the cylindrical
rod in air in a direction perpendicular to the X ray, a
maximum was observed when the rod entered the
X-ray region and a minimum was detected as the rod
left the X-ray region [5]. The experiments were made in
the vicinity of the minimum.

Dissolution of crystals is accompanied by an
increase in the density of the solution and, hence, in the
refraction decrement. As a result, the difference in the
refraction decrements at the rod boundary decreases,
which is accompanied by an increase in the radiation
intensity. The intensity of the X ray reflected from the
crystal–analyzer is defined [6, 7] as

where Ia is the intensity associated with absorption,
R(α) is the DRC from the crystal–analyzer, ∆Q is the
angle of rotation of the analyzer, and β is the angle of
refraction, which depends on the variation of the refrac-
tion decrement.

The increase in intensity observed for all curves dur-
ing the first 50 s is due to the increase in the density of
the solution at the rod boundary as a result of dissolu-

I IaR ∆Q β–( ),=
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tion of crystals. The height of the peak increases with
the crystal mass. This is due to the fact that the area of
the crystal surface also increases with its mass. An
increase in the surface of dissolution is accompanied by
an increase in the concentration of dissolved ions.

The subsequent decrease is associated with an
increase in the distance to the nearest face of the crystal
due to its dissolution. The distance becomes so large
that the ions that have arrived in the region under inves-
tigation diffuse to the remaining part of the cell at a rate
higher than the rate of arrival of new ions from the crys-
tals being dissolved.

Subsequent retardation in the decrease of the inten-
sity and even its increase are caused by hydrodynamic
jets. Our experiments were made in an open cell, which
must inevitably be accompanied by evaporation of
hydrodynamic jets that increase the concentration of
dissolved particles in some regions of the solution [8].

Using the formula given above, we can derive the
dependence of the refractive decrement of the solvent
on the dissolution time (the refractive decrements of
nylon and water are 3.52 × 10–6 and 3.18 × 10–6, respec-
tively). For this purpose, we must know the time depen-
dence of the intensity associated with absorption alone.
This quantity was measured in experiments carried out
without a crystal–analyzer. The refractive decrement
determined in this way varied with time in the same
way as the intensity in Fig. 1. The maximal and mini-
mal values are given in the table. The table also con-
tains the values of n/n0 showing the variation of the
electron density of the solvent. These values were
obtained using the fact that the refractive decrement is
proportional to the electron density.

It can be seen from the table that, at the extrema cor-
responding to maxima, the electron density of the solu-
tion substantially differs from the analogous value for
water. At the minima, the values are also higher than for
water, but insignificantly so. Alteration of extrema with
a period of 200 s after 300 s of dissolution on curves 1
and 2 indicates that evaporation of the solvent leads to
the formation of regions in which the electron density
increases and decreases periodically in time.

The late attainment of the minimal value on curve 3
indicates that the processes caused by the evaporation
of the solvent depend on the weight of the crystals
being dissolved. This can be explained as follows. Rel-
atively stable aquacomplexes formed in the solution
consist of ions surrounded by water molecules. In the
TECHNICAL PHYSICS      Vol. 49      No. 10      2004
course of dissolution, the ion concentration in a certain
region attains a value at which ions compete for water
molecules. This struggle for water molecules affects the
process of generation of hydrodynamic jets. The
increase in the intensity on curve 3 (Fig. 1) after 900 s
of dissolution indicates that the competition for water
molecules cannot rule out the generation of hydrody-
namic jets, but can postpone the beginning of their for-
mation. The increase in the intensity on curves 1 and 2
takes place much earlier than on curve 3, since the ion
concentration in the dissolution of the corresponding
crystals is lower than the limit beyond which the com-
petition for water molecules takes place.

The investigations performed here lead to the fol-
lowing conclusions. X-ray phase-contrast studies make
it possible to measure the refraction decrement (which
varies in the process of dissolution of NaCl crystals) in
local regions of solutions. Evaporation of solvent from
the open surface causes periodic variation of the elec-
tron density in individual regions of the solution.
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Abstract—We consider the algorithms of in situ methods for visualizing the localization zones of plastic defor-
mation, as well as experimental dependences of visualizing signals and parameter (which are inversely propor-
tional to the quality of measurements) on the deformation being visualized. Typical examples of the result of
visualization of a plastic flow are given in the case of propagation of Chernov–Lüders bands. © 2004 MAIK
“Nauka/Interperiodica”.
Inhomogeneity and localization of plastic flows
have been investigated in recent years mainly by using
two-exposure speckle photography, which does not
permit an analysis of the process in real time. General
interest in the problem of inhomogeneity of plastic
flows has stimulated the development of numerous
methods of electronic speckle-interferometry, which
does not employ the photographic process (see, for
example, [2, 3]). However, all these methods are char-
acterized by a high noise level in output data and are
restricted to an analysis of a plastic flow in a narrow
range of strain increments. These drawbacks are obvi-
ously insurmountable, since they stem from decorrela-
tion of speckles caused by an inseparable combination
of displacement of points on the surface (the informa-
tive part of the signal) and the change in the surface
relief, which is inevitable in plastic deformation
(noise).

The search for alternative methods of mapping pic-
tures of nonuniform deformation has led to two ver-
sions of direct application of the decorrelation effect for
observing deformation localization zones. The first
approach was realized in our earlier works [4–6], where
the nonuniform strain distribution over the sample was
visualized by the field of the mutual decorrelation
selection factor D of video signal S, which can be cal-
culated in situ within (m × n)-pixel neighborhoods of
the points of speckle-video images of the deformed sur-
face being mapped and which is defined as

(1)

Here, i and j are the coordinates in the pixel representa-
tion, k is the video frame number, p ≥ 1 is the frame
shift (the number of frames between the speckle images
being compared), and σSijk is the standard deviation of

Dijk
m n× p,( ) 1 Sijk Sijk〈 〉–( )/σSijk〈–=

× Sij k p–( ) Sij k p–( )〈 〉–( )/σSij k p–( )〈 〉 .
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the video signal within the (m × n)-pixel neighborhood
of points being mapped. Algorithm (1) ensured the
visualization of the Chernov–Lüders bands (Fig. 1) and
reconstruction of the positions of their fronts with an
error below 1.5–2.0 ps for an interframe increment ∆ε ≥
3 × 10–5 in the total tensile strain and with linear regres-
sive smoothing of the coordinates of fronts. However,
the range of applicability of the method also proved to
be limited by the nonlinearity of the dependence of D
on strain components εxx and εyy lying in the plane of
observation and its saturation for ε ≥ 0.00075 (Fig. 2,
curve 2).

These drawbacks in the direct application of the
speckle decorrelation effect for visualizing a plastic
flow could be overcome by improving the procedure of
counting the number M of speckle scintillations, which
was described in [7]. In this case, a plastic flow was suc-
cessfully visualized in situ by the field of speckle scin-
tillation rate, which is determined by ensemble-averag-
ing of statistically independent simultaneous measure-
ments in the (m × n)-pixel neighborhood of the point
being mapped:

(2)

The scintillation itself in the course of each indepen-
dent measurement is defined as an event of an inter-
frame (in the interval [k – 1, k]) transition of video sig-
nal Sijk via the corresponding counting threshold (1 +

β) , defined by a certain relative level β of video
signal Sijk averaged over the (m' × n')-pixel neighbor-
hood of the point being mapped. For transitions of Sijk

via counting β-threshold (both in the upward and down-
ward direction), current values of the number of scintil-
lations are calculated according to the rule Mijk(β) =

Ṁij k p/2–( )
m n× p,( ) 1

p
---Mij k p–( )

m n×( )
–

1

p2
----- qd

k p–

k

∫ Mijq
m n×( )

.+=

Sijk
m' n'×( )
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Fig. 1. Visualization of a plastic flow in the case of uniform extension of a plane sample made of low-carbon steel with symmetric
transverse cuts, carried out with spatially confined averaging (over the 11 × 11p neighborhood, 1 p = 8 µm) (a) by the computational
decorrelation method and (b) by the scintillation rate field of video speckles (11 statistically independent simultaneous measure-
ments; regressive smoothing parameter p = 5). In both cases, the fronts of the Lüders bands and other regions of localized deforma-
tion are reflected by darkening of grey images.
Mij(k – 1)(β) + 1 and the neighborhood is chosen from the
requirement of its statistical representability for deter-
mining the mean level S of the speckle field, which
approaches the general sampling average. It is found
that, in choosing the neighborhood, we can confine our
analysis to only two or three mean speckle sizes since a
decrease in the number of speckles inordinately
increases the dispersion of quantity M(β), while an
increase in the number of speckles reduces the quality
of visualization because of nonuniform illumination of
the object. Averaging of M(β) over ensemble β is car-
ried out by taking into account the weight coefficients
defined on the elastic segment of tension in the course
of obtaining gauges M(β) = M(β, εxx). A linear regres-

sive smoothing of current values of  (2) realized
as a result of integration based on the Gauss method in
the interval [k – p, k] facilitates suppression of noise
associated with the random distribution of the speckle
field if the assumption that the strain increment, linear
in time holds. An analogous result is attained by aver-
aging the interframe increment of the number of scin-
tillations in an (m × n)-pixel neighborhood, provided
that the εxx and εyy components are parallel to the
observed plane surface of the object being studied.

We assume that the process of speckle decorrelation
determined by the time evolution of plastic deformation
is a random steady-state Gaussian process, is character-
ized by the same distribution of the time derivative, and

Mijk
m n×( )
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describes the scintillation dynamics by the law [8] M ~
t/τ (τ is the correlation interval of the process). In this

case, taking into account the dependence (εxx)
derived by us (see Fig. 2, curve 1), interframe incre-

ments  –  can be juxtaposed to the
strain increment; this allows us to interpret the signal
defined by algorithm (2) as a linear function of strain
components  and .

Thus, algorithm (2) ensures visualization of defor-
mation with only one temporal parameter, viz., time
mark k – p/2. For a linearly increasing strain, the width
p of the regressive smoothing interval fails to explicitly
determine the value of the visualizing signal (the
speckle scintillation rate) in contrast to algorithm (1)
whose signal D is directly connected with the inter-
frame shift p. Consequently, algorithm (2) is one-para-
metric by nature, which considerably simplifies the col-
lection of data on the space–time structure of the defor-
mation field, simplifies their interpretation, and permits
the estimation of strain accumulation by integrating the
signal with respect to time if the increment of scintilla-
tions is a linear function of εxx and εyy.

Owing to the linearity of the dependence

(εxx), algorithm (2) is obviously advantageous
as compared to speckle-decorrelation algorithm (1) as
regards the precision and informativity of the strain

Mijk
m n×

Mijk
m n×( )

Mij k p–( )
m n×( )

ε̇xx ε̇yy

Mijk
m n×( )
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Fig. 2. Experimentally established dependences on the increment of total strain ε of (a) visualization signal (1—M, 2—D) for algo-
rithms (1) and (2) and (b) parameters of reciprocal quality of measurements; (3—CKO(M)/〈M〉 , 1 × 1p; 4—CKO(D)/〈D〉 , 2 × 2p;
5—CKO(M)/〈M〉 , 21 × 21p (p = 5); 6—CKO(D/〈D〉), 20 × 20p (p = 1).
field map. The obvious advantage of algorithm (2) in
respect to the noise level (which follows from the lower
value of the standard deviation and its independence of
strain; see curves 3 and 5 in Fig. 2) is equally important.
These circumstances illustrate the obvious advantages
of visualization potentialities of this algorithm in the
case of a plastic flow (see Fig. 1).
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Abstract—Surface electromagnetic waves, which can propagate along the plane interface between a superfluid
liquid and a normal metal, are investigated. The dispersion relations for surface waves with different polariza-
tions of the optical anisotropy of the superfluid liquid are obtained and their possible frequency ranges are deter-
mined. It is shown that anisotropic optical contribution to the dielectric constant of the superfluid liquid can be
determined from experiments on excitation of surface electromagnetic waves. © 2004 MAIK “Nauka/Interpe-
riodica”.
Investigations of surface electromagnetic waves
propagating along plane interfaces of media with dif-
ferent dielectric properties have aroused great interest
[1–3]. The term “surface wave” was introduced for the
first time in connection with the theory of radio-wave
propagation near the earth’s surface. In 1907, it was
theoretically shown [4] that a slow surface wave in the
range of radio frequencies could propagate along a con-
ducting earth (or sea) surface. This wave does not fun-
damentally differ from a surface wave propagating
along a wire.

It is also known that a surface H wave (P polariza-
tion) can propagate along the interface of two media
with positive and negative dielectric constants (ε1 and
−|ε2|), respectively. Then, the wave decays deep into
both media [5].

Two kinds of macroscopic movement with veloci-
ties of the normal v n and superfluid components v s are
possible in the superfluid liquid. Hence, the permittivity
tensor can depend on the relative velocity w = v n – v s.
Thus, optical anisotropy can appear in a homogenous
thermodynamically equilibrium liquid. The optical
anisotropy is expressed by [6]

(1)

where δεij is the nonscalar part of the permittivity and
λ is the constant of optical anisotropy (to be more pre-
cise, a function of temperature and pressure).

In the phonon range of fairly low temperatures, the
constant of optical anisotropy is determined by the
expression [6]

(2)

δεij λwiw j,=

λP ε1 1–( )2ρPn

ρ
-------- 1

s2
----,–=
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where ε1 is the isotropic part of the permittivity, ρ is the
density of the liquid, ρPn is the phonon part of the nor-
mal component density, and s is the velocity of sound.

In the high-temperature roton range, the constant of
optical anisotropy is expressed by [6]

(3)

where ρRn is the roton normal density, p0 and ∆ are the
momentum and energy of rotons, and T is the tempera-
ture.

The total permittivity tensor of the superfluid liquid,
 = ε1δij + λwiwj, can be reduced to the principal axes

when it is expressed in the form

(4)

The principal values of this tensor are positive, since

ε1 ≥ 1, while the anisotropy term |λ|  ! 1.

The permittivity of a normal metal can be expressed
by [7, 8]

(5)

where ωp = (4πne2/m*)1/2 is the electron plasma fre-
quency, n is the electron density, e is the electron
charge, m* is the effective mass of charge carriers, and
τ is the electron relaxation time (the time between con-
secutive collisions of electrons with defects or impuri-
ties).

Equation (5) for the permittivity describes the con-
tribution of intraband transitions to the permittivity of
almost free electron gas of a metal or n-type semicon-
ductor. In very pure metals (especially at helium tem-
peratures), τ ≈ 10–9 s, while for typical metals ωp ≈
1016 s–1 [8]. Hence, in the range of anomalous disper-

λR ε1 1–( )2ρRn

ρ
-------- p0

5T∆
----------,–=

ε̃1ij

ε̃1ij ε1 λwi
2+( )δij.=

wi
2

ε̃2ij ε2δij 1 ωp
2 /ω ω i/τ+( )–[ ]δ ij,= =
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sion of a metal for frequencies τ–1 ! ω – ωp, where ω ≈
1015–1016 s–1, the imaginary part of the permittivity in
Eq. (5) can deliberately be neglected and damping can
be regarded as weak. In this case, permittivity (5) is a
real and negative function of the frequency,

(6)

and the metal is a surface-active medium [9].

A metal of the alkaline group, for example Na, can
be used as the metal. Its spherical Fermi surface ensures
isotropy of metal permittivity.

Let us consider the possibility of propagation of sur-
face electromagnetic H waves along the superfluid liq-
uid–normal metal interface. In the coordinate system,
in which the tensors of the contacting media (4) and (6)
are diagonal, we take an interface as the xy plane and
the wave propagates along the x axis, while field H is
parallel to the y axis. For waves of P polarization pro-
portional to exp(–iωt) with nonzero components
{Ex, Hy, Ez}, the Maxwell equations are written in the
form

(7)

where D = E.

Let the half-space z > 0 be filled with a superfluid
liquid with a positive permittivity ( ), while the half-
space z < 0 is filled with a metal with a negative permit-
tivity ( ). We look for a field in the wave decaying at
z  ±∞ in the form

(8)

(9)

where k, κ1, and κ2 are real-valued quantities. The
boundary condition H1(z = 0) = H2(z = 0) has already
been met, while the condition for Ex continuity leads to
the dispersion equation k = k(ω),

(10)

or

(11)

As will be shown below, κ2 > κ1; surface waves exist
if the inequality |ε2| > ε1xx, which imposes an upper
bound on the range of possible frequencies ω < ωp/(1 +
ε1xx), is satisfied. Hence, the surface wave frequency
should satisfy the inequalities τ–1 ! ω – ωp/(1 + ε1xx).

ε̃2ij ε2δij ωp
2 /ω2 1–( )δij,–= =

∂Hy/∂z i ω/c( )Dx, ∂Hy/∂x i ω/c( )Dz,–= =

∂Ex/∂z ∂Ez/dx– i ω/c( )Hy,=

ε̃

ε̃1

ε̃2

H1 H0 ikx κ1z–( ) at z 0,>exp=

H2 H0 ikx κ2z+( ) at z 0,<exp=

1
ε1xx

--------
∂H1

∂z
---------- 1

ε2
----

∂H2

∂z
---------- at z 0= =

κ1

ε1xx

--------
κ2

ε2
-------.=
According to the Maxwell equations (7) for field
(9), the expression for κ2 has the form

(12)

Let us now assume that relative velocity w = (wx, 0,
0). For this direction of the relative velocity, the expres-
sion for κ1 according to the Maxwell equations (7) for
field (8) takes the form

(13)

Taking into account Eqs. (12) and (13), dispersion
equation Eq. (11) can be expressed by

(14)

If the relative velocity is directed along the z axis,
w = (0, 0, wz) and the relation for κ1 can be expressed by

(15)

while taking into account Eqs. (12) and (15), dispersion
equation (11) can be expressed by

(16)

In the general case of polarization of the relative
velocity, when w = (wx, 0, wz), taking into account
Eq. (12), the expression for κ1,

(17)

leads to dispersion relation (11) in the form

(18)

It is seen from comparison of dispersion equations
(14), (16), and (18) that optical anisotropy of a super-
fluid liquid results in the dependence of the form of the
surface wave spectrum on the polarization type of opti-
cal anisotropy.

Dispersion curves of the surface electromagnetic
waves as numerical solutions to Eqs. (14), (16), and
(18) are shown in Fig. 1. It is seen that the maximal dis-
crepancy in the spectral branches caused by the polar-
ization type of the liquid helium optical anisotropy can
be registered at frequencies close to frequency ω ≈
ωp/(1 + ε1xx). It follows from Eq. (12) for κ2 and disper-

κ2
2 k2 ωp

2 ω2
–

c2
------------------.+=

κ1
2 ε1 λwx

2
+
ε1

--------------------- k2 ω2

c2
------ε1– 

  .=

k2 ω( ) = 
ω2 ωp

2 ω2–( )ε1 ω2 ε1 λwx
2+( ) ωp

2 ω2–+[ ]

c2 ωp
2 ω2–( )2 ω4ε1 ε1 λwx

2+( )–[ ]
-------------------------------------------------------------------------------------------------.

κ1
2 k2ε1

ε1 λwz
2+

--------------------
ω2

c2
------ε1,–=

k2 ω( ) = 
ω2 ωp

2 ω2–( ) ε1 λwz
2+( ) ω2 ε1 1–( ) ωp

2+[ ]

c2 ωp
2 ω2–( )2 ω4ε1 ε1 λwz

2+( )–[ ]
---------------------------------------------------------------------------------------------------.

κ1
2 ε1 λwx

2+( ) k2

ε1 λwz
2+

-------------------- ω2

c2
------–

 
 
 

,=

k2 ω( )

=  
ω2 ωp

2 ω2–( ) ε1 λwz
2+( ) ωp

2 ω2 ε1 λwx
2 1–+( )+[ ]

c2 ωp
2 ω2–( )2 ω4 ε1 λwx

2+( ) ε1 λwz
2+( )–[ ]

---------------------------------------------------------------------------------------------------------------.
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sion relations (14), (16), and (18) that the penetration
depth of the surface wave electromagnetic field in the

metal is δ =  ≈ c/ωp = c/ vFks @ rD, where vF ≈
105–106 cm/s is the Fermi velocity of electrons and

 = rD is the Debye screening radius. However, the
electron mean free path in the metal is l = τvF =

(τωp/ )rD @ rD. The ratio δ/l = (c/vF)/ωpτ ≈ 10–2–10–3.
Due to the inequality δ ! l, one can assume that a sur-
face wave in the metal is subjected to the regime of
anomalous skin effect.

The studied waves with dispersion relations (14),
(16), and (18) are surface waves like the waves [4]
propagating along the plane interface between an opti-
cally anisotropic superfluid liquid and an isotropic nor-
mal metal in the visible frequency range.

If the volume of the superfluid liquid is experimen-
tally available, the contribution of optical anisotropy of
liquid helium can easily be determined by measuring
the optical birefringence for linearly polarized radiation
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1– 3
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1–

3
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0
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Dependence of the reduced wave vector ck/ωp on the
reduced frequency ω/ωp for surface electromagnetic waves.
(1) Solution to dispersion equation (18), (2) solution to dis-
persion equation (16), (3) solution to dispersion equation

(14) for parameters ε1xx ≈ 1 and |λ|  ≈ |λ|  – 10–3 in the

allowed frequency range 10–5 ≤ ω/ωp < 0.5.

wx
2

wz
2

TECHNICAL PHYSICS      Vol. 49      No. 10      2004
[6] or by measuring the rotation angle of the polariza-
tion ellipse for elliptically polarized light. If only the
surface of the liquid is experimentally available due to

some reasons, anisotropic contributions λ  and λ
to the permittivity of the superfluid liquid can easily be
determined from dispersion equations (14) and (16)
using optical experiments on surface wave excitation.

As can easily be shown, the propagation of surface
E waves (S polarization) with components {Hx, Ey, Hz}
along the interface between the superfluid liquid and
the normal metal is impossible in principle.
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