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Ser afim Nikolaevich Zhurkov
(May 29, 1905-September 18, 1997)

S.N. Zhurkov belongs to the league of scientists
who have devoted their academic careers to a single
main problem. For Zhurkov, the physical nature of the
mechanical properties of solids and, above all, of their
strength was such a problem. When investigating this
line of research, Zhurkov obtained new efficient results
that envisaged the possibilities of future successful
devel opments of the science of strength of materials.

Zhurkov began his scientific career in Leningrad in
1930 at the loffe Physicotechnical Institute of the
USSR Academy of Sciences after graduating from the
physicochemical faculty of Voronezh State University.
By then, the theoretical mechanical strength of solids
had already been calculated using data on the inter-
atomic bonding forces for perfect, defect-free struc-
tures (M. Born, F. Zwicky, and others). It became obvi-
ous that there was alarge (hundred times or larger) dis-
crepancy between the intrinsic capacities of solids
provided by nature and their low real strength. It was
necessary to establish the reasonsfor so large adiscrep-
ancy and to determine how to bring the real strength
closer to the theoretical value. The classical studies car-
ried out by A.F. loffe on rock salt (in 1924) showed that
the removal of defects from the sample surface causes
the strength to increase by several times. Zhurkov,
together with A.P. Aleksandrov, continued these exper-
iments using glass and quartz filaments. Surface cracks
were eliminated by etching filaments in hydrofluoric
acid, which resulted in the achievement of an outstand-
ingly high tensile strength of up to 6 GPafor glass and
13 GPafor quartz. These values were comparableto the
theoretical strength of the materials studied. Theresults
were summarized in the widely recognized monograph
by Zhurkov and Aleksandrov “The Phenomenon of
Brittle Fracture” (1933).

In his first serious study, Zhurkov solved a funda-
mental problem: he demonstrated the possibility of
achieving the theoretical strength. This extremely
important result encouraged and still encourages stud-
ies aimed at searching for ways to enhance technical
strength.

In the mid-1930s, the fabrication of synthetic poly-
mers, whose mechanical properties are of considerable
scientific and practical interest, began to intensely
develop. Unusualy great reversible deformations, a
strong temperature dependence of the elastic proper-
ties, the ability to strengthen through orientation, and a
gradual transition from a solid to a liquidlike state all
necessitated profound systematic studies. A team con-

sisting of outstanding scientists from the Physicotech-
nical Institute (PTI), including PP. Kobeko, A.P. Ale-
ksandrov, E.V. Kuvshinskii, S.E. Breder, and
Yu.S. Lazurkin applied themselves to studying these
very interesting objects. Zhurkov also belonged to this
group. The pioneering contribution made by these PTI
scientists to the physics of polymers is widely recog-
nized.

Zhurkov began to study the role that intermolecul ar
interactions play in determining the mechanical proper-
ties of polymers. This problem is important for the
physics of polymers. When studying the softening
effect that is produced by the introduction of low-
molecular compounds into polymers on the hardness
and the softening temperature of polymers, he came to
explain polymer solidification as being controlled by
the formation of local binding “bridges’ between the
side groups of chain molecules. The Great Patriotic War
suspended these studies.

After being evacuated to Kazan, Zhurkov success-
fully used his discovery of the softening-agent effect to
solve the important defense problem of increasing the
resistance of oil lubricants to cold. In 1942, Zhurkov
founded and took charge of the Laboratory of Physico-
mechanical Properties of Polymers (which was trans-
formed later into the Department of the Physics of
Strength of the PTI). When he returned from Kazan,
Zhurkov carried out concluding studies on the solidifi-
cation and devitrification of polymers, and in 1948 he
submitted his doctoral dissertation on “Studies of the
Mechanism of Polymer Transition from the Solid to
Rubberlike State”” In this work, Zhurkov established a
rule of equivalence according to which the shift of the
interval where softening and a decrease in the relax-
ation time occur isthe same for equimolecular amounts
of various low-molecular substances added to a poly-
mer. In addition to its theoretical significance, thisrule
isof practical importance, becauseit enablesoneto rea-
sonably choose a softening agent and to forecast its
effect.

However, Zhurkov did not restrict himself to phe-
nomenological studies. Having already presented his
dissertation and being inclined to prove directly his
conclusion on the role of intermolecular bonds in the
solidification of polymers, Zhurkov made fine and ele-
gant measurements of the temperature dependence of
specific heat and, particularly, of the infrared absorp-
tion spectra of polymers. This allowed him to directly
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detect and determine the concentration of intermol ecu-
lar bridges.

Thus, the second large period of Zhurkov's scien-
tific activities, focused on the fundamental problem of
the physics of polymers (the molecular mechanism of
solidification) was also successful and led to excellent
results and awidely recognized theory.

The most important period of Zhurkov's academic
activities started from the end of the 1940s; he began to
study the atomic—molecular mechanism of fracture of
solids. At that time, it went without saying that an exter-
nal tensile load applied to a solid is shared between
atomic bonds and, if it is sufficiently large, the load
causes atoms to separate, which results in fracture of
the solid. Thereof, the idea of the breaking point
appeared according to which thereis acritical externa
stress above which a solid abruptly loses its integrity.

Zhurkov doubted the existence of the criticd
strength as a real physical characteristic. His doubts
arose due to the fact that solids can fracture under
stresses below the critical strength, not at once, how-
ever, but after a certain amount of time. Before
Zhurkov’s studies, data on thiswere few and disembod-
ied. Such observations were not considered to be seri-
ous. It was presumed that various factors (like corro-
sion, aging, fatigue, etc.) had side effects on the ulti-
mate strength and caused it to decrease with time.
Zhurkov believed that these facts were evidence of a
common physical feature of fracture.

A new approach to the analysis of the tensile
strength and the time under stress proved essential and
to play a decisive role. Before Zhurkov’s studies, the
ultimate strength was mostly regarded as a function of
the duration of loading. Along this line (where time is
an argument and the breaking stress is a function), no
physical explanation has been offered for the features
of fracture. Zhurkov suggested “inversion”: he treated
thetimeit takesfor fractureto occur asafunction of the
applied load, which reached a breaking point. This
approach (in which the load is an argument and the
expectation time of fracture is a function) opened the
way to understanding the physics of fracture as a
kinetic phenomenon.

In his laboratory, Zhurkov carried out comprehen-
sive systematic studies of the durability of solids under
tension (the elapsed time between loading and fracture)
as afunction of the applied stress and temperature. The
setups devised made it possible to carry out the experi-
ments within a wide range of durability (ranging over
ten orders of magnitude, from thousandths of one sec-
ond to months). More than 100 materials representing
basic types of solids, such as metals, aloys, crystals
with various types of atomic bonds, glasses, polymers,
and composite and heterogeneous material's, were stud-
ied. The dependence of durahility (1) on stress (o) and
temperature (T) was found to be surprisingly uniform
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(except for the range of very low and very high stresses
and temperatures):

(o, T) = TOEXDEE%\—/%.

Here, k isthe Boltzmann constant, T, ~ 103sisatime
constant that is on the order of the period of atomic
oscillations in solids (corresponding to the maximum
frequency in the Debye spectrum), U, is an energy that
is close to the dissociation energy of a substance, and
Y = qV,, Where V, is the activation volume for an ele-
mentary event of dissociation and the coefficient q
characterizeslocal overstresses (dueto defectsin actual
solids, this coefficient can be 10 to 100 or even higher
and accountsfor the difference between the experimen-
tal and the theoretical strength). The fundamental tem-
perature dependence of durability in the form of the
Boltzmann—Frenkel factor, together with the identifica-
tion of the parameters involved in the t(a, T) function,
brought Zhurkov to the very important conclusion that
the fracture of solids is related to thermal fluctuations.
Macroscopic fracture of a solid is a process of succes-
sive elementary breaks of strained interatomic bonds
caused by fluctuationsin the thermal energy of atoms.

Thet(o, T) dependence indicated aboveisknown as
the Zhurkov formulain strength (fracture) science.

As mentioned above, Zhurkov did not restrict him-
self to phenomenological studies. In his laboratory,
many physical techniques were developed for direct
and detailed studies of fracture kinetics, which was
unprecedented in the laboratories concerned with
strength problems at that time (1950s-1960s). Mass
spectrometry, electron paramagnetic resonance, infra-
red and Raman spectroscopy, chromatography, radioac-
tive analysis, nuclear magnetic resonance, small- and
large-angle x-ray diffraction, electron microscopy, and
precision dilatometry were applied. Later on, some
other methods were also employed, including acoustic
emission, ultrasonic sounding, electron emission, lumi-
nescence, plasmon spectroscopy, Auger spectroscopy,
high-and low-energy electron diffraction, polariton
spectroscopy, €l ectron—nuclear double resonance, tun-
neling electron microscopy, and computer simulation.

A didtinctive feature of Zhurkov's experimental
approach was the use of al of these techniques for
studying specimens under mechanical loads. This
approach makes it possible to obtain detailed informa-
tion on the processes of nucleation and propagation of
fracture in loaded solids.

The places of overstress localization were deter-
mined, and the overstresses imposed on interatomic
bonds were estimated. It was established that succes-
sive interatomic breaks are caused by thermal fluctua-
tions (for solids with covalent bonds). The generation
of microscopic nucleating cracks was detected, and the
kinetics of their growth leading to the formation of
through cracks was traced. Thus, along with the funda-
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mental results following from phenomenological stud-
ies of durability, the concept of microscopic fracture
kinetics was founded, which continuesto be devel oped.

In 1958, Zhurkov was elected a Corresponding
Member of the USSR Academy of Sciences (physics of
polymers), and in 1968 he was elected a Full Member
(Academician) of the USSR Academy of Sciences
(physics).

Since the 1970s-1980s, fracture physics has been
actively studied in the directions created by Zhurkov
and hisfollowers.

Based on extensive experience from around the
world and his own results obtained in the 1930s
(strengthening of samples by surface treatment),
Zhurkov pointed out the importance of detailed study
of the processes that occur in the surface layer of a
loaded solid. For crystals and other objects under load,
active specific variations in the state of surface and
near-surface layers were established, including the for-
mation of a nanostructure up to amorphization, intense
dislocation processes, and crack formation.

At the first stage of these studies, the fracture kinet-
ics was treated at the atomic—molecular level Later on,
it became progressively clearer that not only the
atomic—molecular subsystem but also the electronic
subsystem of solids under stress had to be analyzed.
Indeed, the binding between atoms is actually due to
electron interaction; the mechanical loading causesdis-
turbances in the electron subsystem, and the breakage
of interatomic bonds results in abrupt excitation of the
electronic states. Therefore, it was natural to consider
“electronic problems,” and the possibility of perform-
ing such studies was aided by the complex of tech-
niques developed. New data were obtained concerning
the electronic processesin solids under stress. Based on
phenomenological studies of the effect of electric fields
on the kinetics of mechanical fracture, parallel studies
of the kinetics of mechanical and electrical breakdown
(measurements of the expectation time of electrical
breakdown of dielectrics), the discovery of the effect of
mechanical stress on the kinetics of electrical break-
down, and the results of detailed physical studies, it was
concluded that there is a close connection between the
mechanical and the electrical processes.

Since the fracture mechanism is related to thermal
fluctuations, Zhurkov attached importance to studies of
local fluctuations in atomic energy in solids. This sig-
nificant problem required special consideration and
was also raised by Ya.l. Frenkel, but it was not actually
elaborated until recently. Computer simulations and
experimental studies performed by Zhurkov and his
school of scientists, have greatly advanced our under-
standing of the nature and characteristics of these phe-
nomena, which are most important for solid-state phys-
ics on the whole and for fracture physicsin particular.

The study of the transition from the microscopic to

macroscopic level is very important in understanding
the fracture kinetics. Zhurkov and his followers have
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developed a two-stage fracture concept for heteroge-
neous solids. At the first stage, numerous scattered
small-scale cracks are accumulated, and, at the second
stage, large-scale fracture nuclei are formed as a result
of coalescence of the primary cracks. This two-stage
fracture model can be successively appliedto larger and
larger scale fracture processes. It was directly con-
firmed by the results of acoustic emission studies of
heterogeneous objects under stress.

Since the thermal -fluctuation mechanism of fracture
was established for the classical temperature range
(above the Debye temperature), it was of interest to
study low-temperature fracture. Studies carried out on
solids with a high Debye temperature (boron, poly-
mers) have shown that the fracture kineticsis observed
down to very low temperatures (measurements have
been performed down to liquid-helium temperature).
However, the mechanism of elementary events changed
from over-barrier transfer (at elevated temperatures) to
under-barrier tunneling transfer. Therefore, at el evated
temperatures, the corresponding atomic—molecular and
electron transitions are driven by atomic energy fluctu-
ations, whereas at low temperatures they are due to
fluctuationsin coordinates in accordance with the wave
properties of particles. Thus, the concepts of the kinet-
ics and thermal -fluctuation mechanism of fracture can
be extended to the entire temperature range, including
very low temperatures.

Theresults of fundamental studiesalso stimulatethe
solution of important practical problems.

Thekinetic approach to fracture makesit possible to
make long- a short-term fracture forecasts.

The Zhurkov formula determines the durability of a
loaded solid and can be used to solve the problem of
long-term (a priori) fracture forecasting. This forecast-
ing under real operational conditions (where loads,
temperature, the structure and imperfection of materi-
as, the effect of environment, etc., are temperature-
dependent) is certainly a complicated problem. How-
ever, the fracture kinetics laws established by Zhurkov
provide a physical grounds for its solution. A few suc-
cessful practical techniques for long-term forecasting
of fracture have aready been devel oped.

The acoustic emission method can be very effi-
ciently used for short-term forecasting of fracture. This
method has been used for a long time in forecasting
practice, but the empirical correlations, which were
previously commonly used in the analysis of acoustic
signas, reduced the efficiency of this method. The
staged model of fracture kinetics developed by
Zhurkov and his followers, along with improvements
made in the interpretation of the acoustic-emission
spectrum, made it possible to develop a new system of
analysis and make far more reliable forecasts of cata-
strophic fractures.

Computerized systems of acoustic testing of the
state of objects, which enable one to detect an impend-
ing catastrophe and to estimate the time before its out-
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break, have been created and are currently in operation.
Such systems are used to forecast fracture of large
structures (main pipelines, boilers, reservoirs, etc.),
rock bumps in mines, and earthquakes.

In practical applications of strength physics, the
main problemis, naturally, improvement of the strength
properties of materials. Here, the kinetic approach also
leads to considerable advances.

For example, the well-known technique for
strengthening polymers, namely, orientation stretching,
is based on applying atensile stress to an initially non-
oriented polymer. In this case, the polymer structureis
ordered, which resultsinits strengthening and, simulta-
neoudly, in its decay (because of breakage of the chain
molecules). Therefore, two processes, which differ in
terms of their kinetic characteristics, occur in parallel.
Kinetic analysis of these processes, in combination
with a specia structural preparation of samples, has
made it possible to find the optimum regimes of orien-
tation and to obtain the highest breaking strength of
polymers in the world, up to 10 GPa or higher. These
values are only 2 to 3 times lower than the theoretical
strength of polymers. In addition to the record “labora-
tory” strength achieved, a significant (by several times)
increase in the technical strength of polymers has been
attained using the kinetic approach and relevant recom-
mendations were given for large-scale manufacturing.

The problem of extending the operational life also
relates to the problems of strength and reiability of
materials. The results of studies of the mechanisms of
fracture (in most cases, nucleation and growth of
cracks) have madeit possibleto raise aquestion regard-
ing enhancement of the durability using purposeful
elimination or “treatment” of the cracks generated or
accumulated during the operational time. Studies into
the kinetics of regenerating the continuity of a solid
(this process is the reciprocal of fracture) showed that
the durability can be increased by tens of times. A com-
puterized system for thermal and pressure treatment of
failed objects was developed, which significantly
increased the duration of their operational life.

The methods devel oped for eliminating microcracks
and pores can be used to improve the electrical and
optical properties of materials.
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Serafim Nikolaevich Zhurkov lived a long fruitful
academic lifefull of research work and outstanding sci-
entific findings. He is acknowledged as the founder of
both the concept and the school of the kinetic nature of
strength. Discussions pertaining to fracture kinetics are
still going on, which is quite natural for living science.
The basis for the kinetic theory of strength has already
been established, and the discussions only concern
details, practical implementation, and paths of future
development. Zhurkov had the honored name of |eader
of the domestic school of strength physics. of
Zhurkov’'s contribution to strength science was
acknowledged with his election to the International
Fracture Congress as vice-chairman (1968-1976). His
seventieth anniversary (1975) was marked by an event
rare for the scientific community, namely, the dedica-
tion of aspecial anniversary edition of the international
journal Fracture.

Zhurkov worked for 67 years at the loffe Physicote-
chnical Institute and was one of the most revered and
beloved |eaders of the institute.

To the end of his days, Zhurkov vigorously contin-
ued to do research work with the intention of finding
answers to the problems concerning fluctuation pro-
cesses in fracture that he was interested in.

Zhurkov played an important part in the establish-
ment and assertion of the authority of the journa Phys-
ics of the Solid State founded by loffein 1959. Zhurkov
was head of the Editorial Board from 1961 to 1988 and
hel ped achieve world-wide recognition for the journal.

In honor of Serafim Nikolaevich Zhurkov’s cente-
nary, we would like to once again emphasize his out-
standing contribution to solid-state physics and to the
development of the theory of strength of solids and to
wish his scientific school successful development of his
ideas on the physics of strength.

The Editorial Board
of thejournal Physics of the Solid Sate

Trandlated by E. Borisenko
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Atomic-L evel Fluctuation M echanism of the Fractur e of Solids
(Computer Simulation Studies)

A.l. Slutsker
| offe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, S. Petersburg, 194021 Russia
e-mail: Alexander.9utsker @mail.ioffe.ru

Abstract—Experimental studies of the fracture kinetics of solids have shown that the process culminating in
fracture of a stressed solid comprises a sequence of elementary eventsin which stressed atomic bonds are rup-
tured by local energy fluctuations. This recognition sparked investigations into elementary fracture events and
into the fluctuations themsel ves that are responsible for bond rupture. Currently, only computer simulation of
the dynamics of atoms offersthe possibility of tracing, in considerable detail, the evolution of fluctuation events
characterized by very short duration (~10713-1012 5). An analysis is made of the results obtained in computer
simulation experiments on the temporal and spatial localization of atomic-energy fluctuations and atomic-bond
strains, fluctuation migration, the mechanism of fluctuation formation, the role of anharmonicity in atomic
interactions, and the magnitude of the volume activated in an elementary fracture event. © 2005 Pleiades Pub-

lishing, Inc.

1. INTRODUCTION

The kinetic theory of the nature of the strength of
solids developed by S.N. Zhurkov rests on the concept
that elementary events in the processes culminating in
the fracture of a solid in the classica temperature
region (above the Debye temperature) are ruptures of
stressed atomic bonds caused by local energy fluctua-
tions. This conclusion has been drawn from an analysis
of the dependence of the lifetime of solids on tempera-
ture and stress under applied load [1, 2] and corrobo-
rated by avariety of direct physical studies[2].

The conclusion that fracture occurs through the fluc-
tuation mechanism has naturally spurred a desire to
obtain more detailed information on the elementary
fluctuation events and resulted in the formulation of a
number of problems to be solved, among them the
extent of energy fluctuation localization in space and
time, the mechanism of formation of energy fluctua-
tions, detailed analysis of the action of the rupturing
fluctuation, therole played by atomic interaction anhar-
monicity in fluctuation-induced fracture events, and the
activated volume in which an elementary fracture event
OCCUrsS.

M odern methods employed in physical experiments
are not capabl e of providing direct answersto the above
guestions. While these methods can successfully deter-
mine the average characteristics of atomic dynamics
and detect the products forming in fluctuation dynam-
ics, local energy fluctuations themselves still cannot be
detected and the evolution of afluctuation event in time
cannot be followed.

It appeared therefore only natural to invoke com-
puter simulation of atomic dynamics, which can, to a

certain extent, assist in finding answers to the above
guestions and to other similar questions. Effective use
of this method was aided by recent progress in com-
puter technology and software, which allow analysis of
the behavior of each atom in many-atomic systems (in
models operating with hundreds and thousands of
atoms) in considerable detail.

The present paper presents several results that are
relevant to the above problems of fluctuation dynamics
and were obtained by computer simulation.

The results of studies performed by the present
author in collaboration with his colleagues[3-6] and by
other researchers are also discussed.

2. BRIEF OUTLINE OF THE METHOD
OF COMPUTER SIMULATION
OF ATOMIC DYNAMICS

The method itself and its applications have been
described in numerous publications starting with the
pioneering papers of E. Fermi in 1952 [7] and contin-
ued, in particular, in reviews [8, 9].

A basic description of the method can be given as
follows. A model of atomic arrangement (atomic coor-
dinates r)) and interatomic potential U(r) are pre-
scribed. An energy (temperature) is introduced by
assigning momenta or displacements to the atoms.
Next, the equations of motion are numerically solved
for each atom at a given integration step. Thisstepisa
small fraction (asarule, 0.01 to 0.10) of the calculated
atomic vibration period 1, The integration yields
instantaneous (to within the integration step) values of
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Fig. 1. Fragment of the thermal life of an atom. Three-
dimensional model with 864 atoms and the Stillinger—
Weber potential with nickel parameters; T =500 K, integra-
tion step, 0.051y. (a) Kinetic energy of an atom and
(b) potential energy per atom.
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Fig. 2. Differential distribution of instantaneous values of
the kinetic energy of atoms. Three-dimensional model with
864 atoms and the Stillinger—Weber potential with nickel
parameters; T = 500 K, integration step, 0.05t,. Points are
computer simulation data, and thelineisatheoretical distri-
bution [11].

the coordinates of each atomr;(t) and of the velocity of
each atom r, (t).

These data are used to derive the instantaneous val -

ues of the kinetic energy of each atom E,(t) = %m X

r'iz(t) (m is the mass of an atom), the strain of each
atomic bond Ar;(t) = r;, 4(t) —r;(t), and the potential
energy of each atomic bond U[Ar;(t)].
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In the course of calculation, one hasto monitor pres-
ervation of the integrals of motions, thermalization of
the system (i.e., to check that the system reached ther-
modynamic equilibrium after it acquired energy), and
the stability of the phase trgjectory of the system. Thus,
one can follow, with a high resolution, the evolution of
the main dynamic parameters (the atom energy and
compressive or tensile bond strains) for each atom and
each atomic bond.

Figure 1 presents, by way of illustration, a typical
scan of the thermal life of an atom. One readily sees
periods of time where the kinetic energy of the atom
oscillates in the vicinity of the average energy ([E, 0=

ng) and a period where afairly large kinetic energy

fluctuation occurs (Fig. 1a). Oscillations in the poten-
tial energy for the same atom are shown in Fig. 1b. Note
that dynamics simulation offers extremely broad possi-
bilities for varying the characteristics of a model and
the conditions under which it functions. One can vary
the structure, interaction potentials, initial and bound-
ary conditions, loading of the model by external forces,
etc. Thiswas used to advantage in obtaining the results
presented below, which helped answer a number of
guestions.

3. TESTING THE VALIDITY
OF THE SIMULATION METHOD WITH RESPECT
TO FLUCTUATIONS

The ahility of the model to describe the mean values
of dynamic characteristics of areal solid was tested by
computing the values and temperature dependences of
the thermal expansion coefficient, the bulk compres-
sion modulus, the Debye-Waller factor, and the tem-
perature dependence of heat capacity.

Dynamics simulation of asystem with an fcc lattice,
the interatomic potential, and atomic mass correspond-
ing to nickel yielded satisfactory agreement between
calculations and the experimental data on nickel for al
the above characteristics [10].

Consider now testing of the fluctuation aspect of the
adequacy of the model. To do this, the model of acrys-
tal was used to find the distribution of instantaneous
values of the kinetic energy of atoms. This distribution
was determined at 300 instants of time, and the results
thus obtained were averaged over 300 sets of data. The
resultant differential distribution (1/ny)dn(g)/de
(where ny = 864 is the number of atoms in the model,
€= E /KT, E; is the kinetic energy of the atom) is
shown with pointsin Fig. 2. The solid linein Fig. 2 plots
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the theoretical relation of the probability density of an
atom having an energy in the vicinity of € = E, /KT [11]:
2 12

dw

& - e exp(-¢). (1)
We witness a practically perfect matching between the
computer simulation and the theoretical data. This
coincidence permits the following two conclusions.
First, it lends support to the idea that computer simula:
tion provides reasonable results not only for the mean
characteristics of atomic dynamics (which is corrobo-
rated by a comparison with the experimentally mea-
sured characteristics) but also for the energy partition-
ing among atoms (i.e., for energy fluctuations).

The second conclusion is as follows. After Maxwell
had derived the relation for the energy distribution of
atomsin agas (1859), direct experimental confirmation
of this distribution was demonstrated only 60 years
later (by O. Stern in 1920). Direct experimenta evi-
dence of the validity of distribution (1) for solidsis still
lacking because of the limited possibilities for measur-
ing atomic energy fluctuations in solids. Therefore, the
results displayed graphically in Fig. 2 can aso be
treated, in a certain sense, as experimental evidence in
support of theoretical distribution (1).

Now that arguments for the validity of the computer
simulation technique have been presented, et usturnto
some aspects of the fluctuation dynamics phenomena
that are studied by computer simulation of atomic
dynamics.

4. EXTENT OF THE FLUCTUATION
LOCALIZATION IN SPACE AND TIME

The extent of fluctuation localization in time, i.e.,
the duration of a fluctuation in kinetic energy, can be
estimated from Fig. 1a. We readily see that the duration
of a fluctuation (which we define here as the time an
atom resides in a state with an energy in excess of the
average energy level) is about one vibration period 1.
Similar data were aso obtained for many Kkinetic-
energy fluctuations of atoms in one-, two-, and three-
dimensional models. In al cases, the fluctuationsin the
kinetic energy of the atoms are highly localized in time
(within about one vibration period). This appears only
natural for periodic (or quasi-periodic) vibrations of an
atom residing among like vibrating neighboring atoms.

The potential energy is determined by the state of
the interatomic bond (elastic tension or compression).
The concept of the potential energy of an atom can be
conventionally introduced and expressed by a half-sum
of potentia energies of the bonds connecting the given
atom with its nearest neighbors. Figure 1b displays a
time scan of the potential energy defined in thisway for
the same atom and at the same instants of time as in
Fig. 1a, which shows a scan of the kinetic energy. We
readily see potential-energy fluctuations of various
amplitude. The duration of such fluctuations is also
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Fig. 3. Space-time scan of the total energy of atoms. One-
dimensional model with 100 atoms and harmonic potential.
Ey is a fluctuation of the total atom energy. Space corre-
spondsto B¢ < 1.5KT; points correspond to E¢) = 1.5-2.0 KT;
(1) 2.0-2.5KT; (2) 2.5-3.0KT; (3) 3.0-3.5KT; (4) 3.5-4.0KT;
(5) 4.0-4.5KT; (6) 4.5-5.0KT; (7) 5.0-5.5KT; (8) 5.5-6.0kT;
(9) 6.0-6.5 KT; and the square corresponds to E¢ > 7.0 KT.

close to the atomic vibration period. This warrants the
conclusion that potential-energy fluctuations are like-
wise narrowly localized in time.

The problem of spatial localization of fluctuations,
(which is characterized by the number of atoms or
bonds involved at the same instant of time in a fluctua-
tion) can be conveniently considered using a spatial—
temporal scan. This scan would also reflect localization
of fluctuations in time, thus providing new information
on the behavior of fluctuations.

This scan looks the simplest for a one-dimensional
model, which is a chain of atoms vibrating along the
axis of the chain. Figure 3 shows a scan of the total
energy of atoms (the sum of the kinetic and potential
energy of each atom) in a chain with harmonic bonds
(the application of thisinteraction potential will be ana
lyzed below), and Fig. 4 shows a scan of interatomic
bond strains (tensile and compressive strains are given
separately), i.e., of strain fluctuations, which character-
ize fluctuations in the potential energy of the bonds.

The arrangement of fluctuations along the vertical
(time) axisfor each individual atom (numbered accord-
ingly on the horizontal axis) exhibits narrow localiza-
tion of fluctuations of all types in time, which was
already pointed out above (see Figs. 3, 4). Indeed, the
duration of a fluctuation lies within one vibration
period in all cases.

An idea of the extent of spatial localization can be
gained from the distribution of fluctuations over atoms
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Fig. 4. Space-time scans of atomic bond strains. One-dimensional model with 100 atoms and Morse potential; A isthe relative bond
strain. (@) Tensile strain; space correspondsto A < 10%, filled circlesare A = 10-16%, and open circlesare A > 16%. (b) Compressive
strain; space corresponds to A < 4%, filled circles are A = 4-7%, and open circlesare A > 7%.

or bonds (along the abscissa axis) for each instant of
time. We readily see that, at any instant of time, fluctu-
ationsencompass only asmall number of atoms (Fig. 3)
or of neighboring bonds of the same strain sign (Fig. 4).
Most often, a fluctuation encompasses one or two
neighboring elements (atoms or bonds) and, less fre-
guently, three or four of them or more. One may thus
conclude that fluctuation localization in space is very
narrow.

A significant result, strongly revealed in Figs. 3 and
4, is the migration of fluctuations, i.e., hopping of a
high-energy atomic state (Fig. 3) and of astrained bond
state (Fig. 4) from one element to another. Note that the
magnitude of a fluctuation, rather than remaining con-
stant, varies along the line of migration (i.e., this
motion is not soliton-like). Nevertheless, the migration
lines can be reliably traced over afairly long path.

The migration of fluctuationsimplies the possibility
of their collision, i.e., encounter at one atom or one
bond. As is evident from Fig. 3, collision of total-
energy fluctuations can give rise to an enhanced energy
fluctuation. In Fig. 3, the largest energy fluctuation
resulted from a crossing of two lines of fluctuation
migration.

This capacity of fluctuationsto migrate and thus col-
lide with one another brings about a whole range of
consequences of such encounters.

Fluctuations in the kinetic energy of atoms imply
fluctuationsin atomic velocity. Being vector quantities,
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velocities a'so have a sign. Therefore, when velocity
fluctuations migrating from two sides meet at the same
atom, the result will depend on the actual signs of the
velocities. If the velocities point in the same direction
(i.e., have the same sign), the fina result will be an
increased velocity of the atom and, hence, an increased
kinetic energy. Conversely, if the velocities have oppo-
site signs, the velocity of the atom will be damped to
some extent and its kinetic energy will decrease.

A similar situation holds for interatomic bonds with
respect to the sign of elastic bond strain (tensile or com-
pressive). If migrating fluctuations of the same sign
meet at abond, the bond strain will be amplified, aswill
the potential energy of the bond. Encounter of strain
fluctuations of opposite sign will bring about adecrease
inthe strain and adrop in potential energy. Figure5dis-
plays such situations as revealed by computer simula-
tion. We directly see the dependence of the final result
on the signs of colliding bond-strain fluctuations. From
Fig. 5b (bottom panel), it can a so be seen that damping
of the potential energy of two bonds dramatically
enhances the kinetic energy of the atom located
between these bonds. In other words, the potential
energy transforms into kinetic energy in the event of
fluctuation encounter.

Thisexampleillustratesthe rich potential offered by
computer simulation for detailing dynamic processes
occurring at the atomic level. This potential has still not
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been exhausted by far, and the paths toward this are
clear.

The one-, two-, and three-dimensiona models
reveal narrow temporal and spatial localization of fluc-
tuations. Two- and three-dimensional systems also
exhibit fluctuation migration. In a three-dimensional
system, such migration occurs primarily over close-
packed atomic planes [10].

5. MECHANISM OF FLUCTUATION FORMATION

The question isformulated as follows: how or at the
expense of what does an energy fluctuation, i.e., an
energy in excess of its average level, form for a short
time (about one vibration period) at an individual atom
or an interatomic bond?

The problem regarding the mechanism of formation
of energy fluctuations in a gas can be solved by consid-
ering the conditions of successive interaction of a gas
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atom (molecule) with a large number of other atoms,
with each transferring small portions of energy to the
given atom [5].

In a solid, where an atom interacts directly with a
small number of neighboring atoms (forming the coor-
dination shell), no such conditions for pumping energy
to an atom (or bond) exist.

Two possible mechanisms for the formation of
energy fluctuation can be conceived a priori for asolid:
() energy repartitioning among different vibration
modes, which is possible for a system with anharmonic
atomicinteraction, and (b) interference of elastic waves
(normal vibrations), for which anharmonicity is not a
necessary condition.

The possibilities inherent in computer simulation
allow oneto pinpoint the dominant mechanism. For this
purpose, computer simulation experiments were per-
formed in which harmonic potentialsweretried in addi-
tion to the realistic anharmonic interaction potential.
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Thelinear elasticity coefficient at the equilibrium posi-
tion of an atom was assumed to be the same in both
cases.

Figure 6 shows scansin time of the kinetic energy of
an atom for the anharmonic (Fig. 6a) and harmonic
(Fig. 6b) potentials. We readily see that the atomic
energy fluctuations generally follow the same pattern.
Significantly, pronounced energy fluctuations are also
observed in the harmonic model. Analogous results
demonstrating a noticeable similarity in the fluctuation
dynamics between the anharmonic and harmonic sys-
tems have aso been obtained for the two- and three-
dimensional models[10].

Thissimilarity suggeststhat fluctuationsforminthe
interference of elastic waves (phonons). This conclu-
sion is borne out by the abovementioned fairly strong
variationin thefluctuation amplitudein the course of its
migration (Figs. 3, 4). This variation should obviously
be assigned to atoms vibrating with different phases
along the fluctuation migration trgjectory, which is
essentia for interference. Theideaof fluctuationsbeing
of phonon origin was put forward before by Fabelinskii
[12]: “...fluctuations are actually the result of interfer-
ence among Debye waves” The results of relevant
computer simulation provide afirm basisfor this state-
ment. The conclusions drawn from an analytical con-
sideration of atomic energy fluctuations as many-parti-
cle beats in a harmonic system [3] agree well with the
results of computer simulation experiments.
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The migration of fluctuations and their interaction
are additional factors conducive to the formation of
large fluctuations.

6. RUPTURING FLUCTUATIONS

Since the fluctuation mechanism of fracture of
stressed solids is dominant, which has been shown by
experimental studies of fracture kinetics, it is of pri-
mary interest to consider rupturing fluctuations, i.e.,
fluctuations causing breaking of stressed atomic bonds.

It appears natura to consider bond rupture to be a
strong enough elongation (stretching) of the bond for
the atoms to be moved apart to the extent where they no
longer attract each other. Thus, bond rupture can be
considered a strong fluctuation of (tensile) bond strain
paralleled by a corresponding fluctuation in the poten-
tial bond energy. A detailed analysis of fluctuation-
induced bond rupture requires following the evolution
of various quantities: thetension (i.e., potential energy)
of agiven bond, the strain (with its sign) and the energy
of anumber of nearest neighbor bonds, and the velocity
(with its sign) and kinetic energy of atoms (primarily
those at the ends of this bond, as well as a few of the
nearest neighbor atoms). Computer simulation is capa
ble of providing all these characteristics. The pioneer-
ing results containing this information can be found in
[13, 14], where one-dimensional dynamics of an anhar-
monic chain of atoms under application of tensile stress
along the chain axis was modeled. Fluctuation-induced
bond ruptures were recorded. The behavior of atoms
and bondsin thevicinity of the breaking bond with time
was established, both before and after the rupture. Sig-
nificantly, a certain correlation in the motion of atoms
near the breaking bond was detected, which demon-
strates that there is a certain collective pattern govern-
ing the fluctuation-induced rupture of one bond and
raises interesting questions concerning the relationship
between the energy barrier to an elementary rupture
event and the bond dissociation energy. The entropy
factor is also of interest. The redlization of the rich
potential of computer simulation both for one-dimen-
sional systemswith inclusion of “transverse” dynamics
and of a dtill larger set of dynamic characteristics and
for two- and three-dimensional systems appears an
indispensable step in developing a deeper understand-
ing of elementary events in the fracture of solids.

7. THE ROLE PLAYED BY INTERATOMIC-
INTERACTION ANHARMONICITY
IN THE FLUCTUATION DYNAMICS
AND KINETICS OF FRACTURE

Theeffect of anharmonicity (nonlinearity) of atomic
interactions is known to be different in dynamic pro-
cesses and effectsin solids.

For instance, anharmonicity is essential for thermal
expansion of low-molecular solids, thermoelasticity,
and the Griinei sen effect. By contrast, such characteris-
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tics as heat capacity and elasticity are fundamentally
related to the linear component of atomic interaction,
while anharmonicity makes them dependent on temper-
ature. The existence of phonons is likewise not con-
nected with anharmonicity in any way, but nonlinearity
governs, for instance, the phonon mean free path (life-
time).

Let us consider in more detail the part played by
anharmonicity in atomic interactions in elementary
fracture events and fluctuation dynamics.

Anharmonicity certainly plays a dominant role in
the strength of solids, because it is the specific nonlin-
earity of the atomic interaction potential and of the
bond elasticity that accounts for the finite bond dissoci-
ation energy and finite ultimate force of atomic bonding
(theoretical bond strength).

I n the case where the anharmonic atomic interaction
potential isacubic trinomial,

_ 1, 2 1 3
U(x) = -D +2fx _ng
we obtain approximate expressions for the dissociation
energy

1f°
D ==,
692
and ultimate force
_1f
m 4g .

We see that it is the nonzero anharmonicity coefficient
g (we dea here only with first-order anharmonicity)
that providesfinite valuesof D and F,,,. It isthisfact that
justifies the concept of the energy fluctuation E
required to rupture an unstressed bond, E;, = D.

Another effect of anharmonicity of the potential is
that the tensile force F lowers the bond rupture barrier
tozeroat F = F,,[15].

For small values of F, we have

f
U(F) OD-—F.
(F) g

Hence, tensile loading of a bond reduces the energy
fluctuation needed to break the bond.

Thus, anharmonicity plays a dominant part in the
strength of asolid and in the conditions determining the
fracture of asolid in terms of energy and force.

The role played by anharmonicity in fluctuations is
somewhat different. As demonstrated by computer sim-
ulation, anharmonicity is not a dominant factor in the
onset of fluctuations themselves (created by phonon
interference), as it also is not in the generation of
phonons. The tendency of fluctuations to migration is
likewise not related to anharmonicity (see Fig. 3).
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Lifetimes of migrating fluctuations with dilatations opposite
insign

Potential | Tensile fluctuations | Compressive fluctuations
Morse (25 + 10)1 (90 + 10)1,
Harmonic (46 = 319 (46 £ 314

However, computer simulation reveaded the influ-
ence of anharmonicity on the characteristics of fluctua-
tions and on their mobility.

Space-time scans of atomic bond strain (Fig. 4)
reveal anoticeable differencein the lifetime of fluctua-
tions (i.e., the time a bond resides in a stressed state);
more specifically, fluctuations of bond tension last, on
the average, longer than those of bond compression.
Indeed, statistical treatment showed that, for the same
fluctuation energy (4kT), the duration of a fluctuation

At;, is found to be [J1.71, and [10.81, for tensile and
compressive fluctuations, respectively.

Bond anharmonicity naturally results in the tensile
strain being noticeably larger than the compressive
strain for equal potential energy. Thisis possibly what
brings about a difference in the fluctuation duration.

The same scan (Fig. 4) also reveals that the migra-
tion lines of fluctuations look different; indeed, these
lines are more pronounced for compressive fluctua-
tions.

Space-time scans (like those in Figs. 3, 4) can be
used to estimate the mean free path and the lifetime of
fluctuations from the length of the fluctuation migration
line measured from the fluctuation formation point
(more or less clearly defined) to its dissipation. Typical
averaged results calculated for achain of 100 atomsare
presented in the table.

Asis evident from the table, fluctuations with dila-
tations opposite in sign (for the Morse potential) differ
noticeably. There is also a difference in the migration
velocity of bond strain fluctuations. Figures 3 and 4
show that, while the fluctuation migration velocity is of
the order of the sonic velocity, this velocity for com-
pressive fluctuationsis noticeably higher (by afactor of
approximately 1.5) than for tensile fluctuations.

In order to check that it is the anharmonicity of
interaction potential sthat accountsfor the observed dif-
ferences in the fluctuation characteristics, we also cal-
culated the lifetime of fluctuations, their mean free
path, and the migration velocity for harmonic systems.
It turned out that these characteristics are the same for
dilatations opposite in sign. This is also evident from
the table, which presents, for comparison, the corre-
sponding datafor a harmonic chain.

To sum up, computer simulation of atomic dynam-
ics made it possible to establish the part played by the
atomic potential anharmonicity in the fluctuation
dynamics. Thisresult could not be obtained either ana-
Iytically or in experiments.
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8. ACTIVATED VOLUME OF ELEMENTARY
EVENTS OF STRESSED BOND RUPTURE

The significance of thisissue is stressed by the dif-
ficulties encountered in analyzing experimental data on
fracture kinetics, i.e., on the lifetimes of solids as a
function of temperature and stress parameters. The
dependence of the lifetime T on tensile stress o and
temperature T over abroad range (excluding very small
and very large values of o and T) can be generally writ-
ten in the following form (the Zhurkov relation) [1, 2]:

T Droexngokfry(E, 2)

where 1, 01013102 sisthe average period of atomic
vibrations or the period corresponding to the maximum
vibration frequency in the Debye spectrum and U, is
the initial fracture activation energy, which is reduced
by the applied stress o.

If the process preceding the fracture of a stressed
solid is considered to be a sequence of elementary and
random events, then the lifetime Tt of this solid can be
shown to coincide logarithmicaly with the average
expectation time of the elementary events governing
the process of fracture [2]. The activation energy U, in
Eqg. (2) in this case has the meaning of theinitial poten-
tial barrier in an elementary event of fracture. It isthe
closeness of the values of U, to the energies of dissoci-
ation of atomic bonds [1, 2] that gives one grounds to
treat elementary events of fracture asruptures of atomic
bonds. For molecularly one-dimensional systems
(polymers), this conclusion has been substantiated by
direct experiments[2].
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The coefficient y in Eq. (2) is a measure of the low-
ering of the initial barrier U, by the applied stress a.
From Eq. (2), we find that

Alnt
y O—KT R
The coefficient y has the dimensions of volume, and its
characteristic values as extracted from real experiments
on solids range from 0.5 to 5 nm?3 [2]. We immediately
see that the barrier height U, is of the atomic scale,
while the coefficient y is several orders of magnitude
greater than the atomic volume (~0.01 nmq). Neverthe-
less, the coefficient y is frequently called the activated
volume and is referred to as the volume of a*“ particle”
hopping over the barrier U, in an elementary event. We

may add that the derivative AInV/AP encountered in
other activated processes that are characterized by their
rate V under application of astressor pressure P isalso
called the activated volume [16-19].

By the accepted definition, the activated volume in
an elementary bond rupture event is the increment of
volume for which the work done by the applied stress
acting on the bond together with the work done by the
fluctuation makes it possible to overcome the bond dis-
sociation barrier [20].

We introduce the following notation: V, is the acti-
vated volume, 0y, is the stress acting directly on the
bond (as distinct from the average stress ¢ in aloaded
solid, which was employed above), A(Oioc) = VaOioc IS
the work done by the applied stressto rupture the bond,
D isthe original bond dissociation energy (initial bond
rupture barrier), and U(g,,.) is the rupture barrier low-
ered by the local stress and surmounted through the
occurrence of an energy fluctuation E;; = U(0,,.). With
this notation, the condition imposed on the fluctuation-
induced bond rupture can be written (in terms of
energy) as

D = EfI + A(cloc) = U(cloc) +VA0Iocv
whence

_dU(Gloc)

V. =
A do-Ioc

(©)
Asfollowsfrom Eq. (3), in order to find V,, we need to
know the function U(g,..), i.€., the dependence of the

bond rupture barrier height on the stress acting on the
bond.

In [15, 21-23], the dependence of the bond rupture
barrier height on stress in a diatomic molecule was
found with aMorse potential. Thisrelationis nonlinear
and fairly cumbersome. However, thereisthefollowing
quite satisfactory approximation valid within the inter-
va ~(0.2-1.0)c,,, where g, is the limiting stress in a
bond subjected to an elastic tensile stress:

U(GOio) DD(1 =01 2Orog).- 4
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Using Egs. (3) and (4), the activated volumeisfound
to be

1. e -
VaD3Do, 2O (5)
We readily see that V, is not a constant but the depen-
dence of V, on g, in the specified interval is fairly
weak.

Equations (4) and (5) were derived for asingle bond
and characterize the activated volume under fluctua-
tion-induced rupture of a single stressed bond in a
diatomic molecule. However, we are interested in cal-
culating the activated volume of an elementary event of
fracture in a many-atomic solid. Computer simulation
was also found to be effective for answering this ques-
tion. In [24, 25], fluctuation-induced rupture of a
stressed atomic chain was simulated. Thelifetime (time
to rupture) of such a chain and the dependence of the
lifetime on stretching force and temperature were
found. The results of those numerical experiments are
presented graphically in Fig. 7.

For comparison, Fig. 8 shows experimental data on
the dependence of the lifetime of a sample of an ori-
ented polymer (polyethylene) on temperature and
stress.

We readily see that the results obtained in the simu-
lation and real experiments follow practically the same
functional pattern. The only difference isthat the smu-
lation deals with a true stress (force) acting on chains,
whereas the quantity featured in the experimental data
is the average stress undergone by the sample.

Based on the fundamental relation for the mean
expectation time t;, for an energy fluctuation E;, [27],
T O toexp(E/KT) (this relation was directly derived
from statistical treatment of computer simulation data
[3-6]), and on the condition of rupture, U(0,,.) = E;, we
use the following expression for the simulation data on
the lifetime:

whence
T
U(Oipe) = KTIn—.
To

This relation permits one to reduce the data on the
dependence of In(t/ty) on 0),/0, (Fig. 7) to a U(0)oc)
relation. The results of this transformation are shown
graphically in Fig. 9, which plots the values of
U(0,,.)/D (normalized against the bond dissociation
energy D) corresponding to the extreme points on each
of the linear sections of the stress relation In(t/t,) plot-
ted for different temperaturesin Fig. 8. All the sections
are seen to join to form one weakly nonlinear relation
U(Oloc)/ D.
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Fig. 8. Lifetime of oriented polyethylene fibers plotted as a
function of tensile stress and temperature [26]. The temper-
ature Tis (1) 203, (2) 233, (3) 291, and (4) 323 K.

Figure 9 also presents, for comparison, the
U(o,,.)/D relation that correspondsto asingle bond and
is given by EQ. (4). The model and anaytica
“diatomic” relations are seen to be similar. Thisclearly
shows that inclusion of more than one atom in the
model does not radically change the energetics of fluc-
tuation-induced bond rupture as compared to the
diatomic case. Therefore, the activated volume of an
elementary event of atom chain rupture can be esti-
mated using Eq. (3) for asingle bond.

U(cloc)/D
0.8+ — 1
—-e?
0.6+
0.4+
0.2+
1 1 1 1 !
0 0.2 0.4 0.6 0.8 1.0
O-loc/o-m

Fig. 9. Stress dependence of the potential barrier to rupture.
(1) Theoretical dependence given by Eq. (4) for a single
bond and (2) the results derived from computer simulation
datagiveninFig. 7.
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By cutting out a quasi-linear section in the central
part of the plot in Fig. 9, we estimate the activated vol-
ume from its slope as

Vo0-2Y g7 2.
loc O-m
. 1Da .
For the Morse potential, we have 6,,, = E—S-w—, wherea is

aparameter of the potential (takentobe2 x 101°m™) and
Sy isthe cross-sectional area of the molecule. Thus, we
obtain

V,00.87 x 107°S,,.

For the polyethylene molecule, S, = 1.8 x 10%° m?
[28]; hence, for polyethylene, V, 01.6 x 102° m® [J
0.016 nm3.

Thus, the activated volume for rupture of an atomic
chain with parameters of the polyethylene molecule has
an atomic-scale vaue (thisvolumeis close to 0.023 nm?,
which is the volume of the CH, building block of the
chain molecule of polyethylene).

Experimental datafor polyethylene (Fig. 8) fitted by

. Uy— .
the expression T 0T exp— Yo yieldy 00.14 nm3. In

other words, the coefficient y exceeds the activated vol-
ume for rupture of the polyethylene molecule by about
one order of magnitude.

The reason for this discrepancy consists obviously
in that, in computer simulation, the activated volume
was cal culated from true (local) stressesin achain mol-
ecule, whereas the coefficient y was extracted from
specimen-averaged stresses.

The idea that various structural defects in a red
stressed specimen bring about local overstresses was put
forward along time ago [29, 30], after which these over-
stresses were detected directly in polymer molecules
[31] and shown to exist in crystaline solids [32-35].
This implies that elementary events of the processes
accounting for the fracture of rea solids occur predomi-
nantly (because of the strong exponential dependence of
the event probability on stress) at stress concentration
points,i.e, a 0,,. [1qo (qisthe stress concentration coef-
ficient, o is the stress averaged over the specimen cross
section) [2]. Therefore, we can write

dU(o). dU(o)
do - dcrmcdﬂ Vag-

It appears that the data amassed in computer simulation
experiments, which have made it possible to determine
the activated volume in elementary rupture events (thus
far in one-dimensiond systems only), have shown con-
vincingly that the results based on taking into account
solely averaged stresses can in no case be identified with
the activated volume. This conclusion is also supported
by analytical estimation of the activated volume in ele-
mentary events of rupture of three-dimensional systems
(metals), which shows the activated volume to have an

y O
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atomic scale in this case [36]. It should be stressed that
treating the coefficient y asthe activated volumeis essen-
tially eguivalent to ignoring local overstresses, an
approach which cannot be considered correct.

9. CONCLUSIONS

The results presented here were obtained as a result
of adetailed description of both the fluctuation-induced
elementary events in the fracture kinetics of solids and
the local fluctuations themselves. This description
remains accessible only through computer simulation
of atomic dynamics.

The method of computer simulation may becalled, in
a certain sense, an “ultrachronomicroscope,” and the
results obtained reveal the rich potential of this peculiar
microscopy to follow the behavior of individua atoms
with a resolution of a fraction of the atomic vibration
period.

The above results are the first step in the devel op-
ment of the microscopy of fluctuation phenomena.
Many areas to which this approach could be applied to
advantage are immediately evident. Among them are
attempts to provide an even more detailed description
of fluctuations of al kinds (atom velocities and bond
stresses, including their sign), as well as fluctuation
migration in two- and, particularly, three-dimensional
models, and a detailed description of elementary frac-
ture events in three-dimensional models (this descrip-
tion hasthus far been done within the framework of the
one-dimensional model only). Investigation of the
energetics of an elementary fracture event in models
should promote adeeper understanding of the val ues of
the activation energy of fracture extracted from real
experiments, where many questions invariably arise. A
very important step would be a transfer from model
results to a deeper insight into the so-called compensa-
tion effect (the relation between the prefactors and
exponents of the exponentia functions in Boltzmann-
type expressions for the experimentally studied rates of
activated processes).

The potential of computer simulation isrich enough
to permit solution of this and other similar problems,
thus providing a firm basis for further development of
the fluctuation kinetics approach in the theory of the
strength of solids.
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Abstract—Using a kinetic approach to the breakage of solids, a two-stage model of breakage is constructed.
The model isinvariant for objects of various scale. A physical approach to forecasting the final stage of macro-
scopic breakage is devel oped. The applicability of the methods devised is tested on laboratory samples, indus-
trial constructions, and large-scale objects. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The kinetic approach to the theory of the strength of
solids proposed by Zhurkov assumes that breakageisa
thermally activated process. This approach has made it
possible to forecast macroscopic breakage. According
to[1, 2], thedurahility T of asample under uniaxial ten-
sile stressis given by

T = 1oexp(Uy—yo/kT), (D)

where o is the applied tensile stress; T is the tempera-
ture of the sample; U, isthe activation energy for break-
age, which is close to the heat of sublimation; y is a
parameter characterizing the properties of the material
and the local stresses; k is the Boltzmann constant; and
Ty isthe period of vibration of atoms.

Giventheinstant of time at which theload isapplied
and the parameters involved in Eg. (1), we can predict
the instant of fracture of a sample, though only with
logarithmic accuracy. In actual practice, however, this
accuracy is often insufficient. A significant advance in
this direction has been made by studying the kinetics of
fracture on the atomic and microscopic levels, espe-
cialy by experimentally studying the kinetics of accu-
mulation and development of initial submicroscopic
cracks [3-6].

2. MICROMECHANICS OF FRACTURE
OF SOLIDS

Considerable advances in developing the microme-
chanics of fracture of solidswere made in the 1960s by
studying the formation and development of initial sub-
microscopic cracks using small-angle x-ray scattering
(SAXS). Accordingto[7], the size and concentration of
cracks can be determined by measuring SAXS from
cracks. Such studies were performed in [3-6] on vari-
ous materials: polymers, metals, and composites. It has
been found that the size of initial microcracks depends
on the structure of a material, which determines local
overstresses and limits their growth at the heterointer-
faces. More interesting results have been obtained in

studies into the kinetics of accumulation of submicro-
scopic cracks. As an example, Fig. 1 shows the crack
accumulation with time in an oriented kapron film
under various loading conditions. The following two
resultsare of great interest. First, therate of crack accu-

mulation C is described by an expression similar to
Eqg. (2) for the durability:

C = Coexp(Uy—YyolkT). 2

Thisfact indicatesthat the kinetics of crack accumu-
lation determines the durahility of aloaded material.

Second, the microcrack concentration immediately
before fractureisindependent of the loading conditions
and depends only on the size of the microcracks that
form during loading.

1 1 1 1
0 1800 3600 ; 55400 7200

1 1 1 1 1

0 20 40 60 80

g, MPa

1 1 1 1

0 5 10 15

€ %

Fig. 1. Accumulation of submicrocracks in a kapron film
under uniaxial tensile stress. (1) Under static stress (t scale),
(2) under increasing tensile stress (o scale), and (3) at acon-
stant strain rate (€ scale).

1063-7834/05/4705-0812$26.00 © 2005 Pleiades Publishing, Inc.
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As seen from Fig. 1, the microcrack concentration
can be very high. Therefore, in order to gain an under-
standing of the transition from microscopic to macro-
scopic fracture of a solid, large ensembles should be
considered and statistical relations should be used
when qualitatively analyzing the interaction and devel-
opment of microcracks. In this way, atwo-stage model
of fracturewas constructed in[5, 6]. Thismodd isillus-
trated schematically in Fig. 2. At the first stage
(Fig. 2a), single stable microcracks accumulate in the
entire solid and then, dueto fluctuationsin their density,
ensembles of closely spaced cracksform. These ensem-
bles interact with one anocther, coalesce, and finally
form a fracture nucleus. At the second stage (Fig. 2b),
the fracture nucleus increases and a through crack
arises, causing the solid to fracture. The transition from
thefirst stage of crack accumulation to the formation of
ensembles or clusterswas analyzed quantitatively in [8,
9]. The concentration parameter that controls this tran-
sition istheratio

K =r/L,

where L is the size of cracks that form in a solid and
r; is the average spacing between cracks. The inten-
sive formation of clusters beginsat K = 3.

In [3-6], theformation of crackswas studied by mea-
suring the number of cracks that form during a fixed
period of time. In this case, information on the discrete
generation of individual cracks is lost. The acoustic-
emission method does not suffer this disadvantage. This
method enables one to determine the instant of timet; at
which the ith microcrack formsin aloaded solid and the
parameters of the acoustic signal caused by the forma-
tion of this crack, such as the amplitude and duration,
which are related to the size of the crack [10, 11]. A
sequence of acoustic signalsthat are generated in asolid
under an applied static load is shown schematically in
Fig. 2c. Inthefirst stage of thelocal nucleation of micro-
cracks, the distribution of signals on atime axisis close
to aPoisson distribution. In this case, theinstants of time
t; at which acoustic signals are generated and the spacing
R between these signals, aswell astheir variances, were
shown to be important statistical parameters. The acous-
tic-emission method made it possible to study a wider
range of materials and, what is very important, a wider
size range of the objects under study. As an example, let
us consider an experiment that supported the main
assumptions of the two-stage model of fracture and
revealed important details of the transition from the first
stage to the second [12].

Figure 3 shows a schematic diagram of the experi-
ment. A uniaxial compressive stress was applied to a
cylindrical fine-grained granite sample 190-mm high
and 75 mm in diameter by a controllable press in a
high-pressure chamber (50 MPa in this experiment).
The sample was encased in a protective polymer jacket
into which acoustic-signal detectors were embedded.
Moreover, acoustic transducers were used to determine

PHYSICS OF THE SOLID STATE Vol. 47
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s t,s

Fig. 2. (a, b) Schematic diagrams illustrating two stages of
fracture: (@) the steady-state and (b) fracture nucleation
stages; and (c) acoustic signals generated during crack for-
mation. E is the energy of an acoustic signal, tistime, F is
the applied load, L; isthe size of initia cracks, Lgisthesize
of second-level crack clusters, and Sisthe region of afrac-
ture nucleus.

Fig. 3. Experimental setup for acompression test: (1) high-
pressure chamber, (2) loading piston, (3) granite sample,
and (4, 5) piezoelectric transducers for the generation of
acoustic waves and detection of acoustic pulses associated
with crack formation.
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Fig. 5. Distribution of microcracks over a sample (a) at the
first stage, in the time interval between t; and t,, and (b, c)
at the fracture nucleus stage, between the timest, and t4, as
indicated in Fig. 4.

the velocity of acoustic waves (which was used to cal-
culate the variations in the sample dilatation in the
course of deformation and more accurately determine
the site at which cracks form). In order to examine the
details of the transition from the first stage to the sec-
ond, computer-controlled loading was used for which
the acoustic-emission intensity did not exceed a certain
value. The applied uniaxial compressive stress was var-
iedintime as shown in Fig. 4. At the beginning of load-
ing (i.e., at small loads), the acoustic-emission intensity
is low and the load increases at a constant rate. As the
acoustic-emission intensity increases, the loading rate
decreases, so the sample is under afairly constant load
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(i.e., under creep conditions) for the greater part of the
duration of the experiment. At the final stage, the load
decreases due to the requirement that the acoustic-
emission intensity be constant. The acoustic-emission
pattern can be studied over various periods of time.

Before the instant t; (Fig. 5a), the pattern corre-
spondsto the first stage of nucleation of microcracksin
the entire sample (Fig. 2a). Then, a fracture nucleus
arises at theinstant t,, and its growth resultsin fracture
of the sample.

3. THE PHYSICAL APPROACH
TO FORECASTING MACROSCOPIC BREAKAGE

As mentioned above, the Zhurkov equation can be
used to estimate, with logarithmic accuracy, the time
until aloaded solid fractures if the parameters entering
this equation are known. The two-stage model enables
one to develop a physical approach to forecasting mac-
roscopic breakage of aloaded solid and make signifi-
cantly more accurate estimates of the time at which
breakage will occur. In genera, the durability of a
loaded solid T can be written as a sum [13]:

T =t + At,

where t; is the time it takes for stable microcracks to
accumulate. This time accounts for the greater part of
the overall durability of aloaded solid. In order to fore-
cast the onset of fracture, one has to be able to monitor
the process of damage accumulation and determine the
instant of time at which the transition from the first
stage to the second begins. It is also important to keep
in mind that the accumulation of damagesis a stochas-
tic process. Therefore, various stetistical parameters
can be used to predict thetransition of this processfrom
the stage of quasi static accumulation of damagesto the
stage of local growth of a fracture nucleus. Figure 6
shows the expected variations in the crack formation
parameters in a solid under an applied static load.
Curve 1 in Fig. 6a describes the accumulation of
defects (cracks). Thiscurvefirst rises and then becomes
flat (creep). When a fracture nucleus arises and begins
to grow, the defect nucleation intensity increases again
until fracture occurs. The concentration parameter K
decreases accordingly (Fig. 6b), which indicates that
the average spacing between defects decreases as their
concentration increases. Whereas the increase in crack
concentration cannot be characterized by a critica
value, the concentration parameter has a threshold
value (indicated by the dashed line in Fig. 6b) below
which clusters of defects are intensively created and a
fracture nucleus devel ops.

When defects arise chaotically over the entire solid
a the first stage, the average spacing between them
remains constant and then decreases sharply after the
appearance of afracture nucleus. Accordingly, the vari-
ance increases after the formation of this nucleus.
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The parameter that characterizes the time intervals
between successive events of defect formation is espe-
cialy informative; it carries information on the nucle-
ation rate of defects and can describe the kinetics of
their accumulation [12]. This parameter remains
unchanged at the steady-state stage, where the accumu-
lation rate of defectsis constant, and begins to decrease
when a fracture nucleus develops intensively. It is
important that the variance of this parameter isequal to
unity in the case where the events of defect nucleation
are characterized by a Poisson distribution in time (at
the first stage) and begins to increase when the process
becomes nonsteady. All these parameters can be reli-
ably measured using acoustic emission and enable one
to determine the instant of time at which the transition
occurs from the steady-state stage of defect nucleation
to the fracture nucleus stage and predict the onset of the
final breakage.

It should be noted that thereisarelation between the
final stage of fracture nucleus development and the
overall durability of a loaded solid. Figure 7 shows
theserelationsfor steel subjected to tensile stresses and
granite samples subjected to uniaxial compressive
stresses. These findings are of considerable practical
importance. After the onset of the fina stage is
revealed, the remaining durability can be estimated and
appropriate steps can be taken.

4. DISCUSSION OF THE RESULTS

In this paper, we outlined the physical approach to
forecasting macroscopic breakage. This approach has
been used to develop practical methods for checking
the integrity of various mechanical structures and pre-
dicting their macroscopic breakage.

It should be noted that the problem of forecasting
the onset of breakage has been virtually solved for lab-
oratory samples. An understanding has been gained of
both the kinetics of accumulation of microcracks and
the features of their formation, in particular, the trigger
effect that occurs under weak influences [14]. As for
large-scale constructions, underground  structures,
mines, and earthquake sources, there are certain diffi-
culties associated with the complexity of these objects,
theinefficiency of the methods used to detect the defect
nucleation, and the absence of a prehistory of the devel-
opment of breakage processes.

In order to develop morereliable methodsfor check-
ing serviceable constructions, extensive bench tests
have been performed at production plants (Central
Boiler—Turbine Institute NPO, Izhora plants, Neva
plant). Comprehensive tests have been carried out on
large-scale samples and construction members in
highly stressed states that are similar to actual objects.
Based on the results of those tests, efficient techniques
for checking the integrity of real objects have been
devised. A wealth of experience has been accumulated
in checking various operative objects in the oil and gas
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Fig. 6. Time dependence of the statistical parameters char-
acterizing crack accumulation (schematic): (a) crack accu-

mulation C and accumulation rate C; (b) concentration
parameter K (the dashed line indicates the threshold value

Ko); (c) average amplitude of acoustic signals A; (d) aver-
agetimeinterval At between successive events of defect for-

mation; and (€) the variance Vp,; of the time intervals.
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Fig. 7. Relation between the time it takes for a fracture
nucleus to develop and the durability of loaded samples for
(2) granite and (2) steel samples.
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industry and at nuclear power plants and other large-
scale objects.

In order to develop a method for forecasting rock
bumpsin adeep bauxite mine, apreliminary analysis of
microseismic impulses prior to rock bumps was per-
formed. Based on this analysis, a technique for fore-
casting rock bumps was devised and has been applied
in practice for the past severa years [15]. A detailed
analysis of microseismic patterns in terms of the two-
stage model and the concentration criterion for break-
age was performed in [16].

Based on thismodel, forecasting of earthquakeswas
considered in [17, 18]. For complex objects such as
mines and earthquake sources, forecasting is probabi-
listic in character and is hampered by the fact that the
microseismic events prior to a rock bump or an earth-
guake are small in number, which makes it difficult to
use statistical analysis techniques, as indicated above.

Nevertheless, in principle, forecasting is possible for
various objects. The fact that forecasting techniques can
be based on the same physical concepts of kinetic theory
of strength and the two-stage model of breakage indi-
cates that these techniques are universal in character.

In closing, it should be noted that S.N. Zhurkov was
an active proponent of this approach and that the
author’s studies in this field were published in collabo-
ration with him.
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Abstract—Structural mechanisms and features of brittle and quasi-brittle fracture of nanocrystalline materials
are theoretically analyzed. The role of size effects and internal stresses caused by a nonequilibrium structure
during brittletrans- and intercrystallite fractureis studied. The dependence of the nanocrystalline material dura-
bility on the working stress and grain sizeis calculated. The conditions for certain mechanisms of plastic defor-
mation to be operative in nanocrystalline materials are analyzed. The influence of the grain-boundary and dis-
location mechanisms of plastic deformation on the conditions of nanocrack formation is studied. The depen-
dence of the fracture toughness of nanomaterials on structure parameters is calculated. © 2005 Pleiades

Publishing, Inc.

1. INTRODUCTION

The main distinctive features of the structure of
nanocrystalline material (NM) are an extremely small
grain size; the resulting large area of grain boundaries
and their long junction length per unit volume; hamper-
ing or suppression of dislocation mechanisms of plastic
deformation at grain sizes smaller than a certain limit-
ing value; and nonequilibrium states of grain bound-
aries (GBs) [14].

The most important structural elements of NMs,
which control their macroscopic properties in many
respects, are GBs. It is known that GBs can have asig-
nificant effect on polycrystal fracture. Crack nuclestion
and growth can befacilitated at GBs, which are regions
of stress concentration and decreased strength. In NMs
featuring a very high density of GBs and their junc-
tions, theinfluence of GBs on crack propagation should
be much stronger than in conventional materials.
Depending on the methods of producing aNM, such as
nanopowder compaction, mechanical aloying, nanoc-
rystallization of amorphous alloys, and severe plastic
deformation, various grain structures can arise that dif-
fer in terms of the degree of structure nonequilibrium,
misorientation spectrum, degree of imperfection, and
chemical composition of GBs. In this case, the NM
structure can contain uncompensated GB junctions.

Fractographic studies of brittle-fracture surfaces of
NMs have shown the intercrystallite fracture mechanism
to play a dominant role [1, 4]. In [5], the indentation
method was applied to measure the fracture toughness of
an n-FeMoSiB aloy with an a-Fe grain size from 11 to
35 nm, produced from an amorphous state. It was shown
that the dominant fracture mechanism is intercrystalite
crack propagation. The average size of fracture pits on
the fracture surface for samples with grain sizesd = 11,
25, and 35 nmis0.5, 2, and 5 um, respectively. For sam-
ples with grain sizes from 11 to 35 nm, the crack resis-
tance increases from 2.7 to 4.6 MPamY2, The variation

in the fracture strength with grain sizeisindependent of
NM plastic strain [5].

The NM tensile strength is higher than that of the
corresponding coarse-grained materials by a factor of
g, whereq = 1.5-8.0 depending on the NM material and
grainsize[2, 3]. In NMs produced by crystallization of
amorphous Ni—P alloys, the ultimate strain before frac-
ture decreases with increasing grain size [6]. On the
fracture surface of such materials, plastic flow traces
were observed [6]; it was assumed that plastic deforma-
tion can have a significant effect on NM fracture condi-
tions.

The study of cracking featuresin NMs seems to be
important in developing methods for increasing the
fracture toughness (crack resistance) of brittle materials
with a disperse structure. There are experimenta data
on increased values of the fracture toughness of mul-
tiphase brittle materials in a nanostructured state (see,
e.g., [1]). At the same time, some data [1] show that
NMs do not exhibit higher plasticity. Theoretical stud-
ieson the size effectsin the NM strength and the crack-
ing featuresin NMs are only beginning to be published
[7,8].

Our current notion of the structural mechanisms of
NM fractureisrather schematic and qualitativein char-
acter. There are no experimental data on the depen-
dence of the fracture stress and toughness on the NM
grain size.

Inthis paper, we consider the problem of purely brit-
tle fracture of NMs. The dependence of the NM dura-
bility on the working stressand grain sizeis calculated.
We determine the dependence of the fracture stress on
the GB energy and grain size, aswell astherole of size
effects in fracture. Possible mechanisms of plastic
deformation and their role in microcracking are ana-
lyzed. The influence of the grain-boundary mechanism
of plastic deformation on the fracture toughness of
NMsis studied.

1063-7834/05/4705-0817$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Grainsand grain boundariesin ananomaterial (sche-
matic).

2. BRITTLE FRACTURE
OF NANOCRY STALLINE MATERIALS

The cracking mechanism in polycrystals and the
corresponding conditions of the initiation of trans- or
intercrystallite fracture are controlled by the relation
between the cohesion (y;,) and grain-boundary (y,) frac-
ture energies. The specific energies of trans- and inter-
crystallite fracture are given by

Yo = 2Y, Ye = N(2Y+2ys—Vy), (1)

where y and y;, are the specific energies of the free sur-
face and GB, respectively; vy, is the cleavage step
energy; and ) istheroughnessfactor of the fracture sur-
face.

In ordinary polycrystalline materials, the contribu-
tion of GB junctionsto the fracture energy isnegligible
and isdisregarded in the fracture analysis [9]. The vol-
ume fraction of the material involved in GBs and triple
junctions increases as the grain size decreases. For
NMs, the volume fraction of triple junctions becomes
comparable to the volume fractions of GBs and intra-
grain material and their contribution to the fracture
energy should be taken into account. For a crack prop-
agating in amaterial, the effective fracture energy is

Yo = foYo+ foYet T}y, (2

where f,, f,, and f; are the crack area fractions in the
internal volume of grains, GBs, and GB junctions,
respectively, which depend on the crack propagation
trajectory, and vy, Yy, and y; are the contributions of the
corresponding structural components to the specific
energy of NM fracture.

If the crack propagation plane is perpendicular to
the axis of the applied external stress o and the crack tip
deflects from its tragjectory, then, for a kink crack ori-
ented at an angle 6 to the plane of the basic crack, the
local stress coefficients k; and k, [10] are given by

k, = cos’(B/2)K,, k, = sin(6/2)cos’ (6/2)K, o
K, = ZG«/[.

where  isanumerical coefficient and L isthe length of
the basic crack.
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The condition of crack propagation along the grain
face at an angle O to the basal planeis[9]

k; +k; 2 [2Ey /(1-V7)], (4)

where E = 2u(1 + v) is the Young's modulus, v is the
Poisson ratio, and p is the shear modulus. In the case
where

Ky =Ky = [2Ey3/(1-v?)] " 5)

the crack will develop into the grain bulk, which will
result in transcrystallite fracture.

In the case of intercrystallite fracture of NMs, the
contribution of linear tension of the crack surfaceto the
fracture energy becomes significant. As the crack front
is bent between grains or is curved with asmall curva-
tureradiusr, the fracture energy is|[8]

Ye = Yot TIr, (6)

where T isthelinear tension of the crack front and 2r =
Disthegrainsize.

By comparing Egs. (4) and (5), we find the condi-
tion of intercrystallite fracture to be

(VEIY3) < €08 (Brnan2).- 7

With typical values of the parameters, we find from
Egs. (2) and (6) that the specific fracture energy
increases by 15-20% due to GB junctions and the sur-
face tension of an intercrystallite crack for NMs with
grain sizes of 10-20 nm.

The Giriffiths crack size [9] in a homogeneous con-
tinuum material is Lg = 4By} /(1 — v o;. At yi =
pb/20 (where b is the interatomic distance) and o; =

W/50, we have Lg = 500b > D (~10 nm); i.e., the Grif-
fiths crack size can greatly exceed the NM grain size.

Due to the high density of GBs and their junctions,
purely transcrystallite fracture cannot take place in
NMs. The crack front periodically passes through the
internal volume of grains, GBs, and their junctionseven
for astraight crack. Hence, the fracture energy periodi-
caly varies. In the case of intercrystallite fracture of
NMs, the fracture energy on a scale much larger than
the grain size is also a periodic function of the crack
length. The specific fracture energy y* (fracture tough-
ness G,) is a periodic (quasiperiodic) function of the
crack propagation path with a period approximately
equal to thegrain size D. Inthis case, anumber of ther-
modynamically steady metastable states of nanocracks
arise[7, §].

A nanocrystalline material can be considered to
consist of two phases, namely, grain boundaries and
intragrain regions (Fig. 1). In order to determine the
fracture toughness of ananomaterial, we need to gener-
alize EqQ. (2). If the volume fractions of grain volumes,
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boundaries, and junctions aref,,, fg, and f;, respectively,
the fracture toughness can be written as

G, = Gyfy+Ggfg+G;fy, (8)

where Gy, Gg, and G; are the critical rates of energy
release during the crack motion in the grain volume,
boundaries, and junctions, respectively.

The volume fractions of grain and grain-boundary
phases are

fy=1-0/D, fgz=4d/D, 9)

where & is the GB thickness. The dependence of the

fracture toughness on the grain size is given by

G. = G, +8(Gz—G,)D . (10)

In the case of intercrystallite fracture, we should also

take into account that the effective crack length

increases by afactor of (1 + Yf, )2, where the numeri-

cal coefficient | = 2 accounts for the grain configura-
tion.

Taking into account the increase in the intercrystal-
lite fracture toughness by K, /K, dueto friction between
crack faces[11], we obtain

-1

Gr = G+ 11, (12)

Using relations (10) and (11), one can also estimate the
fracture toughness of heterophase NMs. By varying the
sizes and properties of the phase components in het-
erophase NMs or nanocomposites, the crack resistance
parameters can be improved using the fact that the frac-
ture energy increases with the trgjectory length of an

intercrystallite crack or a crack propagating over an
interlayer of amore brittle phase.

3. FRACTURE CRITERION
FOR NANOMATERIALS
WITH NONEQUILIBRIUM BOUNDARIES
AND UNCOMPENSATED GRAIN JUNCTIONS

A GB junction with an uncompensated rotation
angle Q of nearby grains induces a long-range elastic
stress field similar to a disclination stress field of
strength Q [12]. An additional stress concentration in
GB junctions can be caused by uncompensated disloca-
tion densities in GBs. The equilibrium size of cracks
formed at disclinations was analyzed in [12-14]. Such
nonequilibrium GBs and their junctions can have asig-
nificant effect not only on the crack formation but also
on the propagation of a crack in amaterial.

Let us consider the condition of passage of a crack
of length L through alternating tension and compres-
sion regions caused by junction disclinations. The
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Fig. 2. (8) Intergrain crack motion through a system of
uncompensated triple junctions of grain boundaries and
(b) crack propagation between uncompensated junctions of
grain boundaries.

stress intensity factor of a crack in an inhomogeneous
stressfield is given by [9]

2 : o(x)dx
Kgt = Ko+ |= [ —=—,

If all GB junctions are uncompensated (Fig. 2a) and the
GB strength is low to the extent that intercrystallite
fracture takes place, the crack will move through a sys-
tem of alternating positive and negative disclinations.
The grain-boundary (interphase) crack will pass
through alternating tension and compression regions
associated with junction disclinations if the stress
intensity factor exceeds a critical value, which can be
determined from Eq. (12) with substituted disclination
stressfields [12]:

Ko = o, [miL/2]. (12)

K, = Ky +AK, (13)
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AK = Z[pQ/2r?*(1-v)]D™?, T = 6738, (14)

where K, isthe critical value of the stressintensity fac-
tor for crack propagation over GBs in a material with
compensated GB junctions. If only afraction of the GB
junctions is uncompensated (Fig. 2b), it is more favor-
ablefor the crack to move between them. The condition
of crack propagation between two uncompensated tri-
ple junctions spaced by Q, = nD isgiven by
)1/2.

AK = 2,0*(Qn)™ (15)
o* = 2[uQ/21m(1-v)][In(2R/Q,) - 2].

Let us consider the fracture condition for NMs with
uncompensated triple junctions and nonequilibrium
GBs. The free surface formation due to crack opening
inamaterial with long-range internal stressesresultsin
stress relaxation in the neighborhood of the crack.

The crack tip propagation will cause relaxation of
stressfields of junction disclinations arranged al ong the
front motion line. Moreover, the energy of uncompen-
sated junctions arranged at a certain distance from the
crack (rather than immediately along the line of crack
front motion) will decrease. The energies of adisclina-
tion at the center of acrystal of size Rand of adisclina-
tion near the crystal free surface at a distance & from it
are[12]

_ o po® o _ o po® o
Fao 41'[(1—\))R + Baq 41'[(1—v)E » (1)
respectively. Hence, as the crack tip moves by dL, the
energy of junction disclinations arranged at a distance
less than L from the crack surface, i.e., in aregion of
areaLdL, will significantly decrease (L. is the screen-
ing length of the disclination field in a disclination
ensemble). An analysis of L, shows[15] that L, = 3L*,
where L* is the average distance between disclinations
inthe ensemble. Asthe crack propagates by dL, thedis-
clination system energy decreases on the average by
AE = ¢[puQ%4m(1 — v)]LdL, where ¢ is a numerical
coefficient of order unity. The stress field relaxation
decreases the effective fracture energy by the quantity

Ay = O[uQ /AT(1-V)] L. (17)
The energy of nonequilibrium GBs[16] is given by
Vs = Veo+ 4y, Ay = pb’pIn(R/2b)/4T(1-v). (18)

The Griffiths criterion for the appearance of a crack
of length L in such amateria iswritten as

O = [4U(Ye—Dyg)/m(1-v)L] "

+[uQ/21P(1-Vv)] (D/L) .

Let us estimate characteristic values of the material
parameters. The energy of a perfect large-angle GB is
approximately three times lower than the free-surface
energy, Y, = V3 [13]. The energy of nonequilibrium

(19)
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boundaries with excess dislocation density p IS V,, =
(4/3)y, so we have y, = ub/30. The average value [Q0=
0.02-0.04. At L = (5-10)D, we obtain o; = p/40.

4. STRUCTURAL MECHANISMS OF PLASTIC
DEFORMATION OF NANOMATERIALS

Fracture of even rather brittle materials, asarule, is
preceded by local plastic deformation. Plastic flow can
play an important role during the crack formation and
propagation in NMs. Currently, several different
approaches to the description of plastic flow in NMs
have been developed [17, 18].

A model of low-temperature plastic deformation in
NMs was proposed in [19]. It is assumed that, at low
temperatures, GB structural elements are restructured
under strong shear stresses, which causes low-tempera
ture grain-boundary dlip over individual GB regions.
This process, referred to as grain-boundary microslip
(GBMYS), occurs through the formation of microscopic
regions of shear in GBs. Accommodation processes are
grain rotation and dislocation generation in GBs. The
deformation behavior of NMs is described by the rela-
tions[19]

o,(e) = o4+ Au(D/L)s/qhmz,

e<eg* = mgh(d/D)y*, (20)

0,(g) = 0,(e*) + ap[kbe/m¢D] V2 e>ex,

where a, h, k, q, and ¢ are numerical parameters [19];
misthe average orientation factor; (0,—om=1,-Tg
T, is the external shear stress; 1, is the shear stress of
resistance to free (not constrained) slip over a plane
GB; and L isthe average size of the GBM Sregion. The
yield stress oy, is determined from Egs. (20) as a stress
corresponding to a given plastic strain €, which is
accepted, e.g., as equal to 0.2%.

Thecritical grainsize D} for achangein the defor-
mation mechanism was determined in [19]. For nano-
sized grainswith D < D7 , plastic deformation of NMs
is controlled by GBMS and the main accommodation
mechanism is grain rotation. At D > D7, dislocation

generation in GBs becomes the main accommodation
mechanism.

The NM yield stress can be written as

—-1/2+x

0, = 0o+ k,D“F(D)=0,+D . (@)

wherex =0atD= D} andx =>1/2a D < D7 .

If the dislocation generation stressin GBsissmaller
than the stress required for a dislocation to penetrate
into agrain of asub critical size by bending, then there
will exist agrain size range in which dislocations will
remain in GBs. In NMs with larger grains, dislocation
emission from GBswill take place.
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In[20], molecul ar-dynamics simulation was used to
study the mechanisms of plastic deformation of n-Ni
with grain sizes from 3 to 12 nm; deformed was per-
formed with uniaxial loading at finite temperatures. At
small grain sizesin the range under study, plastic defor-
mation of NMs was controlled by grain-boundary slip.
In the upper region of the nanograin size range under
study, two competing mechanisms of plastic deforma-
tion were operative: grain-boundary dip and disloca
tion emission from GBs.

At least four critical grain sizesof NMsmay bedis-
tinguished: DY, D}, D3, and D} (and/or the corre-
sponding intermediate grain size ranges), which control
the conditions for changing the structural mechanisms
of NM plastic deformation (Fig. 3). Depending on the
grain size and the ratio between the GB shear stressand
the resistance stress to dislocation motion, the follow-
ing patterns of the development of plastic flow are pos-
siblein the lattice.

(i) If theNM grain sizeis smaller than the minimum
critical size DY, then the main mechanism of plastic

deformation is GBM S and the accommodation process
of GB deformation of NMsis plastic rotation of grains.

(ii) Intherange D; =D = D} , accommodation pro-
cesses of didocation generation in GBs become ener-
getically more favorable than plastic rotation of grains
under the GBMS conditions. The working stress is
larger than the dislocation formation stress in GBs but
issmaller than the stress of dislocation emergence from
the boundary [18].

(iii) In the NM grain size range D = D > D3,
where D3 isthe second critical grain size below which
dislocation clusters cannot arisein nanograins[18], sin-

gle lattice or partial dislocations become capable of
escaping from GBs into the grain volume.

(iv) At D > D3 , deformation of an NM (or a submi-

crocrystalline material, depending on the value of D7)

will develop due to the generation of dislocation trains
at GBs and the development of dlip bands.

(v) At D > Dy, al conventional intragrain disloca-
tion processes take place, e.g., multiplication and anni-
hilation of dislocations [21]. The quantity X in Eq. (21)
can take on various values in al the nanograin size
ranges under consideration. Depending on the NM
properties, some of these ranges can be not covered.
The critical grain size D* beginning from which the
classical Hall-Petch relation is satisfied can fall within
one of ranges (i)—(v) of nano- and submicrograin sizes.
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Fig. 3. Map of structural mechanisms of plastic deformation
of nanomaterialsin relation to grain size.
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Fig. 4. lllustration of nanocracking mechanisms that are
operative (@) in the region of crossed GBMS regions and
(b) at avertex of an individual GBM S region.

5. INFLUENCE OF PLASTIC DEFORMATION
ON CRACK NUCLEATION AND FRACTURE
STRESS OF NANOMATERIALS

GBMS regions are modeled by plane inclusions
with shear deformation or continual aggregates of loops
of effective dislocations. In both cases, the average
shear displacement is
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Fig. 5. Grain-size dependence of the reduced cracking
stress at a vertex of adislocation cluster in a nanomaterial.

u= A(t,—T1g)L/p.

The coefficient A is close to unity in both cases.

In avertex of a GBMS region, stresses are concen-
trated and promote microcracking. The most probable
microcracking mechanisms (Fig. 4) are similar to the
Cottrell and Stroh mechanisms[9].

The energy of a 2c-long microcrack formed at the
vertex of crossing GBMS regions (Fig. 4a), where the
shear displacements are u, is given by

InEZR]+4yc

(22)

2
__un 2R
W= Am(1-v) OcO
(23)

2 2
_MA=V)(0a *Ta) 2 Buc,c.
2u

Here, the first to fourth terms are the deformation
energy of a dislocation-type wedge crack, the surface
energy, the energy of elastic deformation of asolid with
acrack, and thework done by the external forcesin cre-
ating a microcrack, respectively, and 0 is a numerical
parameter dependent on the orientation of the crack
opening plane [9].

The equilibrium crack length is determined from the
condition 0W/dc = 0, which yields a quadratic equation
for c. Therefore, there exist two stable crack lengths or
the equation roots are both imaginary, which corre-
sponds to a spontaneous decrease in energy. At the
intermediate point, we have

ul(aZ+12)"*+ 00, = 4y,. (24)

If acrack is nucleated in one GBMS region (Fig. 4b),
Eq. (24) becomes similar to the Stroh fracture condition
o = 2y/u. Substituting Egs. (21) and (22) into this con-
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dition, we obtain the following dependence of the frac-
ture stress on the grain size:

0, 2 (21yo/k,) D *F(D). (25)

At D > D*, Eq. (25) gives the known dependence of
the fracture stress on the grain size [9].

In range (iv) of nanoscopic grain sizes, dislocation
clusters form and microcracks can arise at a vertex of
clusters pinned at a GB. To calculate the cracking
stress, we use the following dependence of the number
n of dislocations on the length L of a cluster of a small
number of screw dislocations locked at a dislocation
with Burgers vector mb [22]:

L™ = (A120)’[2(n+ m-1)""
—A4(n+m-1)",

where A = 1.85575 and A = pb/Tt

The nanocracking stress at a vertex of the locked
cluster isfound to be

o, = /4—u:y°D_ﬂ2¢(D)EKD_M(D(D). (27)

Figure 5 showsthe classical dependence of the reduced
fracture stress on the grain size at ® = 1 (dashed line),
an approximate solution for asmall number of disloca-
tions (solid line), and the exact solution (circles).

At D < D*, the form of functions F and ®, which
determine the deviation of the dependence of the frac-
ture stress on the NM grain size from the classical
dependence, is dictated by the operative mechanism of
plastic deformation of an NM.

(26)

6. DURABILITY OF NANOCRY STALLINE
MATERIALS

Zhurkov and his coworkers experimentally estab-
lished the following expression for the durability T of a
loaded solid at aworking stress o and absol ute temper-
ature T:

Ug—y

~= (28)

T = Toexp[
where U, is an energy constant of a material, 1, is the
period of thermal atomic vibrations, and y is the struc-
ture-sensitive parameter. The form of formula (28) and
extensive experimental data on changesin the structure
of solids under load suggest that the mechanism of
atomic rearrangements resulting in fracture is thermal
activation due to temperature fluctuations [ 23, 24]. Sev-
eral models explaining the Zhurkov formula have been
proposed (see, e.g., [25, 26]). Thetimeit takes for frac-
ture of a solid under load to occur, T(0), can be written
as[26]

T =Ty +‘[Cg, (29)
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where 14 is the time of formation of a macroscopic
crack in an ensemble of microcracks and 14 isthetime
of crack growth up to the critical sizefor theloss of sta-
bility. In[26], it was shown that thetimes T and T, can
be expressed in terms of the average microcracking
timet,,

T,, = Toexp[U(0)/KT] (30)

(U the microcracking activation energy, 1, isthe period
of thermal atomic vibrations) as follows:

ch = lem! Tcg = kZTmi (31)

where k; and k, are known structure parameters [26].

In other durability models, the material fracturetime
can also be expressed in terms of the microcracking
time.

In an NM, the kinetic conditions of cracking in GBs
and in the bulk become similar, which can result in a
strong dependence of the NM durability on the grain
size. A nanomaterial can be considered to consist of
two phases: GBs and the intragrain material (Fig. 4).

Assuming that the microcracking processes occur-
ring in grains and in grain boundaries are independent,
the probability of microcracking in an NM can be writ-
ten as

W =W, f,+W;fg, (32
where Wy = 1y = voexp[-Uy/KT] and Wi = 15" =
voexp[-Ug/KT] are the probabilities of microcracking
in grains and grain boundaries, respectively; f, and fg
arethevolume fractions of grains and grain boundaries,

respectively; and v, = rgl is the atomic vibration fre-
quency.

To a first approximation, we can write Uy(0) =
U(0) — y,0 and Ug (o) = U(0) — yz0, where U(0) isthe
energy fraction of the microcracking activation energy
that isindependent of the applied stressc. The structure
parameters y; also account for the stress concentration
factors. The NM durability is given by

T
T = (k) (33)

+ fg(Ty/Tg)’
wherefg=o/D andf,=1-0D.Atfz — Oand fy, —
1, Eq. (33) reducesto the Zhurkov formula (28).

7. INFLUENCE OF GRAIN-BOUNDARY
DEFORMATION ON THE FRACTURE
TOUGHNESS OF NANOMATERIALS

In the case of quasi-brittle fracture of NMs, it is
important to know the influence of grain-boundary
deformation on the fracture toughness. The plastic zone
at the crack tip is defined as the region in which shear
stresses initiated by a crack exceed the stress of resis-
tanceto GBMS.
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Using the model proposed in [27] for the crack
stress field in a hardening material characterized by a
strain-hardening exponent n, the following asymptotic
distribution of stresses in the crack line (the x axis)
within the plastic zone can be derived:

o,, = So,[r /""", (34)

wherer, is the distance from the crack tip to the inter-
face between the elastic- and plastic-strain regions
along the x axis (y = 0) and Sis a function of the NM
strain-hardening exponent. Assuming that the basic
crack propagates via nanocracks nucleating at a dis-
tancer* fromitstip under acritical local stressc, [28],
the fracture toughness can be found to be

Kie = ST (Keg)lafa ) 7, (39)

where K, is a model parameter independent of the
yield and fracture stresses [28]. Using Egs. (21) and
(27), wefind the following dependence of the NM frac-
ture toughness (crack resistance) on the grain size:

ch — S(1+n)/2n(KCO)
x [KD?®(D)/{ 0, + k,D"*F(D)} ]

For n = 1/2 and typical values of the parameters, we
find from Eg. (36) that, at D = 10-15 nm, K, can be
7-10 MPam¥2, which is at least two times larger than
the fracture toughnesses of conventional ceramic mate-
rials.

(36)

-2 (1-n)/2n

8. CONCLUSIONS

It is convenient to introduce the notion of an “ideal
NM,” which means a homogeneous one-phase poly-
crystal without dislocations with grains ~10 nmin size
and with GBs corresponding to coarse-grained materi-
as. An analysis of theinfluence of the grain size on the
mechanisms and conditions of fracture of the ideal NM
makes it possible to separate size effects on strength.
For NMswith D < 10 nm, the volume fraction of triple
junctions becomes comparable to the volume fractions
of GBs and intragrain material; hence, their contribu-
tion to the fracture energy should be take into account.
In the case of intercrystallite fracture of NMs, the con-
tribution of the linear tension of the crack surfaceto the
fracture energy becomes significant. Theincreaseinthe
specific fracture energy for NMswith grains 1020 nm
in size caused by triple junctions and crack surface ten-
sion can be estimated to be 20%.

In NMs produced using nanopowder compaction,
mechanical aloying, or severe plastic deformation, the
grain structure can be far from equilibrium. In this case,
the NM structure can feature uncompensated GB junc-
tions. An analysis has been performed of the influence
of relaxation of uncompensated GB junction fields and
external grain-boundary defects on the crack propaga-
tion conditions. It has been found that the crack tip
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propagation resultsin relaxation of stressfields of junc-
tion disclinations that are located in the front motion
line and at a small distance from it. The Griffiths crite-
rion changesin two respects dueto internal stresses: on
the one hand, the effective fracture energy decreases,
but on the other hand there appears an additional con-
tribution to the stress of the loss of crack stahility.

An important mechanism for increasing the fracture
toughness of materialsisthe development of structures
that facilitate bridging in the crack mouth. Asapplied to
ceramic nanocomposites, this mechanism was analyzed
in [29]. Since the nanostructured components of com-
posite materials cannot be plastically deformed, it was
concluded that internal stresses could be a source of
increase in the fracture toughness, which enhance fric-
tion when nanograins of another phase are pulled dur-
ing bridging.

An analysis of NM fracture mechanisms has shown
that the most significant source of anincreasein viscos-
ity is grain-boundary plastic deformation. If the stress
of resistance to grain-boundary microdlip in an NM
fabricated using a certain technology is less than the
stress of the crack formation and/or propagation, such
materials can exhibit plastic flow before fracture and
show significant viscosity.
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Abstract—Experimental data on the development and partial healing of microscopic cracks and pores in
loaded crystalline materials are considered. An analysis of the data indicates that fracture development has a
number of specific features depending on the state of the materials and the testing conditions and is a kinetic
thermal fluctuation process occurring virtually throughout the entire time of loading. © 2005 Pleiades Publish-

ing, Inc.

1. INTRODUCTION

According to a concept formulated by Zhurkov, the
fracture of solids begins from the instant they are
loaded and is a kinetic thermal fluctuation process [1,
2]. Thisapproach to the problem of fractureisgeneraly
consistent with the hypothesis of distributed damages,
which has been developed mainly by scientists in the
field of mechanics. According to this hypothesis, plas-
tic loosening is caused by purely force-induced crack
and pore nucleation [3—6] and is accumulated in solids
under aload throughout the entire time of loading. The
role of thermal fluctuationsis neglected in this process.

Therefore, to understand the physical nature of frac-
ture, it is important to determine the laws of formation
and development of microscopic cracks and pores and
the possihility of the reverse process, healing of pores
and cracks. It is generally accepted that microscopic
cracks and pores (hereafter, microdiscontinuities) are
typical defectsin solids (like dislocations and vacancies
in crystals) [7]. We distinguish two types of microdis-
continuities: acquired discontinuities and self-disconti-
nuities. Thefirst typeincludes microdiscontinuitiesthat
form during plastic deformation under loading, radia-
tion, high-energy lasers, etc. Self-discontinuities are
induced by the technological features of the production
of amateria (ceramics, amorphous and powder alloys,
electrodeposited and sputtered films, etc.). As arule,
the formation of microdiscontinuities deteriorates the
physicomechanical properties of materials, but a
decrease in their size (e.g., via healing) improves these
properties.

In this work, we consider some general features of
the development and healing of deformation-induced
microdiscontinuities.

2. EXPERIMENTAL

To study the evolution of microdiscontinuities, we
used Al (99.96%) single crystals and polycrystals; Zn

(99.97%), Ni (99.9%), and Cu (99.92%) polycrystals;
some steelsand alloys; and NaCl and KCl synthetic sin-
gle crystals.

To study the development of microdiscontinuities,
tensile loads were applied to samples under creep con-
ditions or at a constant rate at moderate (less than
0.5T,) or elevated temperatures. Under the loading
conditions, the samples were in the plastic state (strain
to failure g, = 20-50%). We also studied fracture in the
guasi-brittle state (g, = 1%).

Microdiscontinuity parameterswere studied using a
set of complementary methods. Nucleating microdis-
continuities were revealed with a modified method of
small-angle x-ray scattering (SAXS) on an apparatus
with Kratky collimation and a primary beam (MoK,
radiation) with awidth varying from four to several tens
of microns. It isimportant that, when the incident beam
was the thinnest, scattering from a metal during defor-
mation was observed only at ultrasmall angles (from
=0.7 to 2.5"). Because of this, we could, first, virtualy
eliminate double Bragg reflections (which are charac-
teristic of metals) and, second, obtain information on
depth profiles of microdiscontinuities by scanning a
beam from the surface of a deformed sample toward its
bulk. The total volume of microdiscontinuities was
determined by measuring a decrease in the density or
using aflotation method with an accuracy of 5 x 10%%
(Al, NaCl), as well as by triple hydrostatic weighing
with an accuracy of =102%. Usually, we determined
the relative change in the density (density defect Ap/p)
of a deformed sample as compared to its initia
annealed state. Some deformed samples were also pol-
ished to find depth profiles of their loosening. Using
scanning and transmission el ectron microscopy, micro-
discontinuities forming upon deformation were
detected and their parameters were determined.

1063-7834/05/4705-0825$26.00 © 2005 Pleiades Publishing, Inc.
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Al pm

Fig. 1. Dependence of the loosening Ap/p on the distance
from the surface Al of (1) 7- and (2) 1-mm-thick auminum
samples.

3. EXPERIMENTAL RESULTS

Microdiscontinuities are often studied by measuring
deformation-induced loosening (see, e.g., [3, 4]). How-
ever, a decrease in material density can be caused not
only by microdiscontinuities but also by other defects
that form during plastic deformation. To take into
account the contribution of these defects, we studied
polycrystalline Al (99.96%) samples. After preliminary
annealing, they were tensioned under conditions of
creep or active loading at moderate temperatures. The
quantity Ap/p of these samples after fracture was found
to be 4 x 10 [8]. The contribution from dislocations
(whose density was determined with an electron micro-
scope) to Ap/p was estimated to be less than 3 x 1075,
and the contributions from oriented microstresses and
equilibrium vacancies were estimated to be =(2—4) x
10% and =103, respectively. Quantitative dataon Ap/p
obtained upon annealing indicate that the loosening is
independent of nonequilibrium vacancies. Additional
arguments for the absence of a relation between Ap/p
and these vacancies were obtained when we studied the
depth profile of Ap/p for deformed Al. Deformation-
induced loosening is found to concentrate predomi-
nantly in thin surface layers (several tens of microns

Table 1. Loosening Ap/p depending on the distance from
the surface Al for deformed aluminum

Aplp
Al, um . ——
flotation method | x-ray diffraction method
5 6.5x 107 4x10°3
10 4x10°3 35x10°
20 6x10 5x 10
30 3x10™ 10
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Fig. 2. Dependence of the scattering intensity | on the scat-
tering angle ¢ at various distances Al from the surface of
deformed Al samples: (1) 4+ 2, (2) 10+ 2, (3) 20 + 2, and
(4) 300 £ 2 um. (5) Initial annealed aluminum sample.

thick for a sample thickness of 1-2 mm; Fig. 1). Note
that the thickness of the layer with a low density
increases with sample thickness. Similar data were
obtained for all the metals and ionic crystals under
study. Estimates show that the loosening in these layers
is oneto two orders of magnitude higher than that aver-
aged over volume (Table 1). These data allow usto con-
clude that the deformation-induced loosening (espe-
cialy with alowance for its near-surface value) can
only be related to defects such as microdiscontinuities.
(Other factors, in particular, microstresses, can contrib-
uteto Ap/p during severe plastic deformation, e.g., dur-
ing equal-channel angular pressing.) The parameters of
these microdiscontinuities were determined by SAXS
at ultrasmall angles. When scanning a sample from its
surface toward the bulk with a thin x-ray beam, we
found that the scattering intensity (and, hence, the con-
centration of scattering heterogeneities [9]) decreases
sharply with distance from the surface and, beyond the
low-density layer, virtualy coincides with the scatter-
ing intensity from an annealed, undeformed sample
(Fig. 2). Thelatter finding is an additional argument for
the scattering intensity being independent of the effect
of double Bragg reflections in the range of ultrasmall
angles under study, which is known to cause a substan-
tial increase in the scattering intensity after deforma-
tion [10-12]. The average sizes and concentrations of
heterogeneities as calculated (assuming them to be of
void nature) from the data in Fig. 2 [9] alowed us to
estimate the related decrease in density (loosening) at
various distances from the sample surface. As follows
from Table 1, this loosening coincides well with
directly measured values of Ap/p, which supports the
assumption regarding the void nature of the scattering
heterogeneities.

Table 2 gives the sizes and limiting (near-surface)
concentrations of microdiscontinuities for all metas

No. 5 2005
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under study and the microdiscontinuity parameters
determined by electron-microscopic examination. The
sizes of the smallest wedge and porelike discontinuities
were measured using transmission and scanning elec-
tron microscopy, and their concentrations were esti-
mated by studying fracture surfaces or lateral surfaces
with scanning electron microscopy [7].

Now, we consider the devel opment of microdiscon-
tinuitiesduring creep or active deformation of materias
at moderate temperatures. Note that the microdisconti-
nuity-induced loosening appears at the early stage of
plastic deformation, at strains of about 5% of €, (Fig. 3).
During creep tests, loosening develops throughout the
entire time interval until fracture and the variations in
Ap/p aresimilar in character to the creep curve (Fig. 4).
As atypica example, Fig. 5 shows the dependence of
the accumulation rate of loosening V = A(Ap/p)/Al at
the stage of steady-state creep on the stress o at various
temperatures T for a zinc sample. (A similar depen-
dence was obtained for aluminum samples tested under
creep conditions in the temperature range from 18 to
350°C at stressesfrom 5 to 70 GPa[13].) Processing of
these data showed that these dependences can be
described well by the equation

_ 0 Q—ao
where V,, Q, and a are the coefficients characteristic of
ametal.

Earlier, it was shown that both the loosening and
concentration of nucleating microdiscontinuities are
very nonuniformly distributed over the thickness of
deformed samples. For Zn samples, we plotted the
dependence of V on ¢ and T separately for the surface
layer with a high loosening and for the bulk (Fig. 5). It
is seen that the accumulation of Ap/p described by
Eqg. (1) occurs in both the surface layer and the bulk of
asample. However, the rate of accumulation of Ap/p in
the surface layer is one to two orders of magnitude

14+ 3
- 2
w 10r 1
=
. - A
<
g of
2,
0 20 40 60
€, %

Fig. 3. Accumulation of loosening Ap/p during active defor-
mation € at 18°C under (1) compression or (2, 3) tension for
(1) KClI, (2) Al, and (3) Zn.

PHYSICS OF THE SOLID STATE Vol. 47 No. 5

2005

827

Table 2. SizeL and maximum concentration N of nucleating
microdiscontinuities in deformed metals

L, um L, m3
Material | x-ray dif- | SEUON | rqy g | Eectron-

fraction scopic fraction scopic

method method method method
Aluminum 0.14 0.2 1017 -
Nickel 0.08 0.1 108 | 2x 1018
Platinum, - 0.2 - 2 x 10V
gold, silver
Copper, zinc - 0.25 - 5x 10%7
Beryllium 0.12 - 5x 108 -
Steel — 0.1 - -
Molybdenum - 0.08 - -

higher than that in the bulk. For aluminum samples, we
also studied the accumulation kinetics of near-surface
nucleating microdiscontinuities during creep (Fig. 4).
At the stage of steady-state creep, this rate also
increases exponentially with T (at aconstant value of o)
or with o (at afixed value of T).

The relations considered above for microfracture
are observed at moderate test temperatures. At elevated
temperatures (where the experimental life increases as
compared to the life calculated from the life formula
derivedin[1, 2]), the microfracture kinetics exhibit cer-
tain peculiar features. In this temperature range, at the
first stage of creep, loosening is actively accumulated
and microdiscontinuities are actively formed only in
the surface layer; however, long before fracture, the
microfracture accumulation rates in the surface layer
and in the bulk of a sample become equal (Fig. 6).

Quasi-brittle fracture of well-annealed NaCl single
crystals was studied in situ under tension at a constant

, 1018

7
H1017 E
=

11016

£, 10%s

Fig. 4. (1) Creep curve and the evolution of (2) the loosen-
ing Ap/p and (3) the concentration of near-surface microdis-
continuitiesN for Al at T =100°C and o = 35 MPa.
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0 40 80
o, MPa

120 160

Fig. 5. Dependence of the loosening accumulation rate V on
the stress o at atemperature of (1, 3) 150 and (2, 4) 18°Cfor
(1, 2) the surface layer and (3, 4) the bulk of azinc sample.

Fig. 7. (1) Breaksin acarbon film and (2) true microcracks
on the surface of deformed NaCl single crystals. (3) Sample
edges.

rate (102 mm/min) in the chamber of a scanning elec-
tron microscope at 18°C. We examined the kinetics of
development of microcracks on the crystal surfaces.
This examination is very important, since virtually al
microcracks in the case of quasi-brittle fracture form
only at the surface (as shown by transmission and scan-
ning electron microscopy [14, 15]); their concentration
in the bulk is four to five orders of magnitude lower
than at the surface. Before tests, a 2-nm-thick carbon
film was deposited on the surfaces of 30-mm-long sam-
ples having a cross section of 3 x 3 mm. Such afilmis
necessary to eliminate charge effects and also to detect
traces of local plastic deformation. A carbon film is
very brittle as compared to NaCl; therefore, it breaks
during the appearance of slip traces. During tension of
NaCl, the film was found to break in a characteristic
direction along [1100dlip bands and [100C0slip steps
(Fig. 7). When slip bandsintersect the edge of asample,
sharp cracks form aong the edge in the (100) plane
(i.e., inthedirection normal to theload direction). Their
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t,10% s

Fig. 6. Loosening Ap/p in (1) the surface layer and (3) the
bulk of Cusamplesand (2) the creep curveat T=500°C and
0=20MPa

110

30F

0.4 0.6 1.0 1.4 1.8 2.2
€, %

Fig. 8. Dependence of the average microcrack length ZI/N
on the plastic strain, where 2l isthetotal length and Nisthe
number of microcracks.

multipleformation beginsat astrain € = 0.1%. Sincethe
total strain at the instant of fracture is € = 2%, microc-
racks begin to form at astrain of 5% of €,, asin the case
of ductile fracture. Examination of regions containing
about one hundred microcracks showed that, unlike
ductile fracture, the number of microcracks remains
virtually unchanged with increasing strain and their
lengthsincrease. Microcracks grow jumpwise and cha-
otically, and the average microcrack length increasesin
proportion to the strain (Fig. 8). Fracture begins when
one of the growing microcracks reaches a critical size.

4. DISCUSSION OF THE RESULTS

Let usfirst analyze the data on nucleating microdis-
continuities. As is seen from Table 2, the SAXS and
electron-microscopic data agree well with each other,
which alows us to conclude that the smallest (nucleat-
ing) microdiscontinuities that form during deformation
of metals and alloys are about 10 mm in size and that

No. 5 2005
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their maximum concentration is=10—10'® m=. These
values are consistent with the results of electron-micro-
scopic studies obtained by other researchers. For exam-
ple, microcracks 0.1-0.3 pm in size have been detected
during in situ deformation of Ag, Zn, Fe, and Al in the
chamber of atransmission or scanning electron micro-
scope [16-18]. The smallest deformation cracks were
found to be =0.2 um in length in deformed W, Mo, and
Nb [19-21] and =0.1 um in a ferritic steel [22]. In
12MKh and 15MKh steels, porelike microcracks having
asize of 0.05-0.3 um and a concentration of =10* m=
in the bulk of the steels were observed to form during
creep [23, 24]. (Note that this concentration is two to
three orders of magnitude lower than that detected in
the surface layers (see Table 2).)

The experimentally observed sizes of nucleating
microdiscontinuities agree well with theoretical esti-
mates. For example, the authors of [25] took into
account thermal fluctuations to analyze the mecha-
nisms of microdiscontinuity nucleation via collective
effects in a system of dislocations (e.g., the Zener—
Stroh or the Cottrell mechanism) and could calculate
the sizes of nucleating microdiscontinuities as L =
(1/2)n?b, where b is the Burgers vector and n is the
number of dislocationsin pileups. At n = 2040 (which
is experimentally observed in pileups in, at least, fcc
metals), L = 0.1-0.25 um. The appearance of microdis-
continuitiesasaresult of onethermal fluctuation makes
it possible to explain the explosive character of their
appearance (which is observed in in situ experiments
[17]), when stress relaxation after coalescence of the
leading dislocations of a pileup causes avalanche coa
lescence of the other dislocations and an increasein the
microdiscontinuity size to L. The duration of the ava-
lanche-like microdiscontinuity growth is estimated to
be =10 s[25, 26]. Note that the value of L estimated
for the disclination mechanism of formation of anucle-
ating microcrack is about 0.1 um [27].

As noted above, microdiscontinuities forming dur-
ing plastic deformation at moderate temperatures are
mainly concentrated in thin surface layers, where their
maximum concentration is N = 10-10'® m=3. A sub-
stantialy lower value of N in the bulk of ametal makes
it difficult to make a strict estimate using a x-ray dif-
fraction method.

Nevertheless, based on a humber of comparative
estimates (in particular, by measuring Ap/p), it may be
presumed that the value of N in the bulk is more than
two orders of magnitude lower than that in the surface
layers. This differenceislikely to be one of the reasons
for the difficulty in observing nucleating microdiscon-
tinuitiesin el ectron-microscopic studies. Theformation
of microdiscontinuitiesis known to be related to local-
ization of shear and rotational plastic deformation.
Therefore, the formation of dislocation and disclination
structures in the surface layers is an important factor
causing high defect concentration in these layers. It is
well known that surface layers play aspecific roleinthe
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development of deformation and fracture. Indeed, it
was shown in [28] for the aluminum under study here
that loosened surface layers have a high density of cha-
otic dislocations, alow density of dislocations forming
low-angle block boundaries, and a high degree of frag-
ment misorientation (which, according to [29], charac-
terizes the intensity of rotational processes).

The original cause of the change in the defect struc-
ture of asurface layer seemsto be ahigh density of cha-
otic didocations in it, which was earlier detected by
many researchers. This factor obviousdly results from
the operation of surface sources of dislocations, the
increased mobility of dislocationsin the surface layers,
image forces, and a change in the stressed state of the
surface layer due to the accumulation of dislocation
charges (ANp = ANp, —ANp_). Moreintense accumul a-
tion of Ny in the surface layers leads to the fact that the
critical dislocation density for rotational instability [30]
is also reached faster near the surface than in the bulk.
The more intensive development of rotational pro-
cesses near the surfaceisalso related to thefact that dis-
clinations have a substantially lower energy near a sur-
face [28].

It should be noted that, athough the formation of
nucleating microdiscontinuities =10 mm in size can
be explained well in terms of dislocation—disclination
mechanisms, other, more general mechanisms (related,
e.g., to the energetics of the stability of microdisconti-
nuity nuclei) could also exist. Indeed, similar sizes of
nucleating microdiscontinuities have been revealed in
polymers and other materials[2, 7].

Let us analyze the accumulation kinetics of |oosen-
ing induced by the formation and development of
nucleating microdiscontinuities. We should note that
the loosening appears at the early stage of plastic defor-
mation and that the process of microfracture occurs
throughout the entire time of loading of materials. The
dependences of the Ap/p accumulation rate on ¢ and T
during creep isdescribed by an equation typical of ther-
mally activated processes.

The data obtained indicate that, at moderate temper-
atures, fracture is controlled by the continuous, ther-
mally activated formation of nucleating microdisconti-
nuities, whose rate in thin surface layersis one to three
orders of magnitude higher than that in the bulk of a
material. During accumulation, microdiscontinuities
grow and coalesce.

Indeed, a study of Al samples shows that the distri-
bution of the microdiscontinuity concentration in size
has two maxima: one is in the range of nucleus sizes,
and the other (which istwo to three orders of magnitude
lower) corresponds to the block sizes in deformed alu-
minum (=2 pm). Electron-microscopic data also indi-
cate that discontinuities that are comparable to the
blocks in size consist of almost merged nucleating
microdiscontinuities [7, 26]. It is obvious that the high
concentration of nucleating microdiscontinuities is
caused by its continuous increase during deformation
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and that structural heterogeneity is afactor that retards
the coal escence of microdiscontinuities.

It should be noted that, at moderate temperatures,
the formation and coal escence of microdiscontinuities
develop mainly in thin surfacelayers, inwhich acritical
loosening of =1% (which causes the formation of a
macroscopic crack [7, 26] followed by crack growth
deep into the materia) formsashort time beforethelife
has been exhausted.

As noted above, at elevated temperatures, microf-
racture rapidly propagates deep into the material. This
is caused by the intensification of healing of near-sur-
face microdiscontinuities through their vacancy disso-
lution followed by vacancy migration over dislocation
cores to the surface (which is anatural sink) [31]. The
activation energy for this processis substantially lower
than the self-diffusion energy of metals; therefore,
near-surface microdiscontinuities can easily be
annealed at T = (0.4-0.5)T,, (in kelvins). When nucleat-
ing microdiscontinuities forming in the bulk of a mate-
rial are healed, coarser discontinuities act as vacancy
sinks [32]. Therefore, loosening is continuously accu-
mulated in the bulk, and its critical value required for
the formation of a macroscopic crack can aso be
reached in the bulk.

The favored conditions of annealing of near-surface
microdiscontinuities made it possible to use this effect
to extend the life of metals tested under creep condi-
tions at moderate temperatures. At these temperatures,
as noted above, the life is mainly controlled by the
accumulation and coalescence of near-surface micro-
discontinuities. It has been shown that, for polycrystal-
line Al, Zn, Ti, and Ag samples that have exhausted
about 50-70% of their life, intermediate healing
annealing makes it possible to increase the time to fail-
ure twofold or more [31]. For creep tests at high tem-
peratures (where grain-boundary microporosity devel-
ops throughout the entire volume of a metal or alloy),
processing using a 1.5-GPa hydrostatic pressure has
been found to be an effectiveintermediate healing treat-
ment. This processing decreased the deformation-
induced microporosity and increased the life [33-35].
The healing effect of hydrostatic pressure allows one to
effectively decrease the self-microporosity in amor-
phous aloys [33-37], cement and concrete [38], and
polymers [39] and thus substantially improve their
mechanical properties, in particular, their strength,
microhardness, and Young's modulus.

5. CONCLUSIONS

(1) Nucleating microdiscontinuities =10# mm in
size aretypical defects forming at the sites of localiza-
tion of shear and rotational deformation. The process of
fracture, which is related to their formation and devel-
opment, occurs virtualy throughout the entire time of
loading of materials and is a thermal fluctuation pro-
Cess.
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(2) In a physical approach to fracture as a kinetic
phenomenon, this process is considered to consist of
severa stages. The initial stage is related to deforma-
tion localization and accounts for about 5% of the total
deformation to fracture. The basic stage consists in the
explosive appearance of nucleating microdiscontinu-
ities and their accumulation and coalescence (ductile
fracture) or development (quasi-brittle fracture). The
final stagein ductile materials (in which alarge number
of blunt porelike discontinuities form) follows the coa-
lescence of microdiscontinuities and the appearance of
acritical (=1%) local loosening, which causes the for-
mation of macroscopic cracks. In quasi-brittle solids, a
large number of sharp microcracks form throughout the
entire time of deformation and one of them reaches a
critical nonequilibrium size in the final stage.

(3) The scale of fracture, which is related to defect
hierarchy, should be taken into account.

(4) When the physics of the development of micro-
discontinuities (just as other defects) is analyzed, one
has to take into account the specific properties of the
surface and the surface layer, where the rate of develop-
ment and, hence, the concentration of microdiscontinu-
ities are afew orders of magnitude higher than thosein
the bulk of the material. At moderate temperatures, the
basic stage of microfracture development, which
resultsin the formation of a macroscopic crack, occurs
in the thin surface layer.

(5) At elevated temperatures and low stresses, it is
necessary to take into account the healing of microdis-
continuities, which is also most intense in the surface
layer. The healing of deformation-induced micropores
and self-microporesis a promising method for improv-
ing the properties of materials.
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Abstract—The basic principles of the Zhurkov kinetic approach are analyzed in light of the modern idea of self-
organization of nonlinear systems under nonequilibrium conditions. It isindicated that the final state before frac-
ture can be described in terms of the model of a self-organized critical state. © 2005 Pleiades Publishing, Inc.

The basic principle of the Zhurkov kinetic approach
[1, 2] isthe ideathat the fracture of solidsis not acrit-
ical event that occurs when external factors (various
combinations of the stresstensor components, asarule)
reach critical values. On the contrary, fracture is a
kinetic process proceeding in space and time. The
experimental basis for this approach is very broad and
includes materials that differ in terms of their chemical
nature and physical structure: polymers, metals, alkali
halide crystals, etc. For these materials, the process can
be described, over a wide range of values of external
factors (temperature, load), by a universal relation (the
well-known Zhurkov formula) for the material durabil-
ity T,

Uy-yo
kT
T = T4 :

where U, is the activation energy for the process, 1, is
the preexponential factor (equal, in order of magnitude,
to the period of thermal vibrations of atoms), y is a
structure-sensitive coefficient (activation volume), and
o isan externally applied stress (uniaxial |oad).

The Zhurkov formula has been given different phys-
ical interpretations. On the one hand, the universality of
this formula indicates that there is a universal mecha-
nism of fracture irrespective of the structure and prop-
erties of amaterial, which are taken into account by the
parameters (activation energy, activation volume) in the
Zhurkov formula. On the other hand, in the course of
deformation and fracture of amaterial, its structure var-
ies significantly and the system exhibits different
kinetic behavior in different stages of this process fol-
lowing adominant kinetic law [3].

In all cases, a solid subjected to a mechanical load
that exceedsthe elastic limit isanonequilibrium system
in which the defect structure varies in such away asto
minimize the influence of loading. Numerous attempts
have been made to describe the deformation and frac-
ture of materials in terms of the thermodynamics of
irreversible processes. In such a description, the struc-

ture is rearranged and a kinetic phase transition occurs
once an external factor (temperature or load) reaches a
certain critical value (bifurcation point). Over therange
between bifurcation points, the dissipative structures
that have thus arisen remain stable. Therefore, the crit-
ical point at which the structure is rearranged corre-
sponds to a special combination of external factors.

Another type of self-organization of dissipative
structures was described theoretically by Bak, Tang,
and Wiesenfeld [4, 5] and was called self-organized
criticality (SOC). As an illustration, the case is often
considered where sand is poured slowly over a sand
hill. If the hill has a sufficiently gentle slope, the steep-
ness of its dope increases due to the sand grain clusters
dliding down it. When the difference in height between
neighbor plateaus z, becomes larger than a critical
value, the system loses its stability and an avalanche
occurs. The process goes on until all z, become equal to
the critical values. The pattern of the process changes
gualitatively when the steepness of the hill reaches a
critical value. The amount of avalanching sand can be
arbitrary; i.e.,, the system becomes scale-invariant.
Once the hill steepness reaches the critical value, it
remains unchanged. The distribution of avalanches
over their scales and the power density spectrum are
power-law functions; i.e., the system exhibits scale
invariance in both space and time. Note that the sand
hill model ispurely illustrative; the real dynamicsof the
systems under study can exhibit various patterns.

The following basic properties of a self-organized
critical state can be indicated [6]: (i) the system being
in a nonequilibrium state; (ii) the existence of a large
number of metastable states that increases exponen-
tially with the size of the system; (iii) nonlinear intrin-
sic dynamics of the system; (iv) space scaling invari-
ance, which results in spatial fractal self-similarity;
(v) time scale invariance, due to which the frequency
spectrum of the system is flicker noise; (vi) the inde-
pendence of the effect in question from the initial con-
ditions, which is typical of nonlinear dynamics; and

1063-7834/05/4705-0832$26.00 © 2005 Pleiades Publishing, Inc.
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(vii) the occurrence of the effect in question over awide
range of external control parameters.

The last property qualitatively differentiates the
SOC from other analogous phenomena. There are four
basic types of self-organization that occur in nonlinear
systems. One type is self-organization during phase
transitions. Indeed, phase transitions are characterized
by space-time scale invariance; however, a transition
occurs at a critical point where the external parameter
(e.g., the temperature) reaches its critical value. In a
similar way, self-organization occurs during geometri-
cal (percolation-type) phase transitions, where the crit-
ical value of the probability of a cell being filled (per-
colation threshold) isreached. A third type of self-orga-
nization (the formation of a dissipative structure)
occurs at a bifurcation point, where an external param-
eter (the temperature gradient in the classical Benard
problem) also reaches acritical value. In the case of the
SOC, on the contrary, there is no need to adjust an
external parameter.

The SOC model has been applied to describe the
fracture of solids and, especialy, earthquakes. Accord-
ing to the Guttenberg—Richter law

logN = a—bM Q)

(where N is the number of earthquakes with a magni-
tude higher than M; a, b are constants), the magnitude
distribution of earthquakes exhibits scaling invariance
over a wide range of magnitudes, which suggests that
earthquakes possess SOC properties. The correspond-
ing geophysical models are based on dynamic stick-dlip
models, which are exemplified in Fig. 1.

InFigs. laand 1b, massive blocks of mass m (rectan-
gles) connected by harmonic springs are shown to move
along a rough surface with velocity-dependent friction.
In models of the Frenkel-Kontorova type, point masses
mmoving along the sinusoidal surface of a substrate are
considered instead of the blocks (Figs. 1c, 1d). The
blocks are attached by torsion springs to a mobile sur-
face located above them (Figs. 1a, 1d). The system is
disturbed from an equilibrium state by imparting an
infinitesimal velocity v to the upper surface or directly
to thefirst block (point mass).

The nonlinear dynamics of these models reduces to
the following [6]. Due to the motion of the upper sur-
face (or thefirst block), aforceis applied to each of the
other blocks. If this force exceeds the static frictional
force, the block begins to move in an accelerated fash-
ion, because the kinetic friction force is much less than
the static frictional force. Further, due to the interaction
with its neighbors, the block stops moving, because the
static friction forceisusually stronger than the resultant
interaction force. The nearest neighbor blocks can also
begin to move due to the interaction. This motion can
cause an “ earthquake,” which is defined (in terms of the
model) as motion of the chain as awhole. The strength
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Fig. 1. Four dynamic stick-dlip models of earthquakes:
(a) the model considered in [7, 8], (b) the model proposed
in[8], (c) the Frenkel-Kontorova model [6], and (d) a mod-
ified Frenkel-Kontorovamodel [6]. The SOC state arisesin
models (b, ¢) and does not arisein (a, d).

of this earthquake is defined as the sum of displace-
ments:

N
S = |XJ§fter _ ijefore . (2)
2

The chain dlippage length L is defined as the number of
blocks involved in the dippage. To describe an earth-
quake, the space and time distributions of these param-
eters are plotted in logarithmic coordinates. If the bend
of the rectilinear (scaling-invariant) portion of these
plots shifts to larger dimensions as the size of the sys-
tem increases, there is an indication that the model
exhibits the SOC effect.

Itiswell known that fracture surfaces of solidsare not
plain but rather arefractal in nature. Studiesinto the frac-
tal dimension of fracture surfaces have been performed
for awide range of materials subjected to either brittle or
plagtic fracture. The scaling-invariant state of fracture
surfacesindicates that a universal mechanism of fracture
is operative; this mechanism is associated with the non-
linear dynamics and the occurrence of SOC.

In order to verify this hypothesis, the available data
on acoustic emission that arises during breakage of |ab-
oratory granite samples and industrial steel structures
exposed to mechanical loads were analyzed in [9, 10].
The data contained the instants of time and amplitudes
of emission and sometimes the coordinates of cracks
that formed during breakage. Spatial and time correla-
tions were studied to reveal nontrivial scaling-invariant
dependences, which manifest themselves as power-law
dependences of the correlators, and the corresponding
scaling exponents were determined.
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Fig. 2. Grassberger—Prokacci space correlator of acoustic
noise caused by crack formation at various stages of break-
age of amaterial (t; <t <tg).
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Fig. 3. Time dependence of the correlation fractal dimen-
sion D, for acoustic noise caused by crack formation in a
Westerly granite sample.

Spatial correlationswere described by Grassberger—
Prokacci spatial correlation functions,

2 N N
C(r) = mz z H(r—rij). (3)

j=li=j+1

These functions are defined as the number of pairs of
cracks with the distance r;; between them not exceeding
r. In Eg. (3), H(X) is the Heaviside step function and N
is the number of events. The correlators were found to
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exhibit clearly defined scaling-invariant properties
(which manifest themselves in the linearity of these
correlators when plotted in logarithmic coordinates) at
various stages of breakage (Fig. 2).

The fractal dimension D, was determined from the
slope of the straight line. Its time dependence is shown
inFig. 3.

At theinitial stages of breakage, the fractal dimen-
sion is close to the dimensionality of 3D space. Asthe
fracture is approached, the fractal dimension becomes
close to the dimensionality of the fracture surface.

To study the temporal scaling properties of a sys-
tem at the steady-state stages of breakage, the power
density spectra of signals were calculated using vari-
ous methods:

K(ty tp) = Dk(ty)x(t)4

0

S(w) = IK(At)exp(iooAt)dAt, At = t,—ty, @

where the random variable x was taken to be either the
signal amplitude or the time interval between succes-
sivesignals. It wasfound that the cal culated power den-
sity spectrum at the final stages of breakageis of the 1/f
type, namely, Sw) [ P with B = 1, asisthecaseina
self-organized critical state.

Thus, both space and time correlators show clearly
defined scaling-invariant dependences at the fina
stages of breakage, which indicatesthat, at least for the
materials studied, the state of a material prior to frac-
ture satisfies the SOC conditions. This finding isillus-
trated in Fig. 4, which shows the time dependences of
both space- and time-scaling exponents measured in
two different experiments. It is clearly seen that, asthe
instant of sample fracture is approached, the space- and
time-scaling exponents vary synchronously. The
enhancement of the low-frequency component of
acoustic noise observed as the fracture of a materia is
approached indicates an increase in large-scal e fluctua-
tions in the final stage of breakage. Zhurkov was con-
cerned with this problem in hisfinal years.

The situation with regard to the occurrence of SOC
during breakage of amaterial issimilar to the situation
regarding the Zhurkov kinetic approach. Does fracture
of materials occur through a universal mechanism? The
fact that the state of a material immediately prior to its
fracture can be the SOC state (in which the statistical
properties are dictated by fundamental space-timerela
tions rather than by the microstructure of the material)
counts in favor of this hypothesis. In the course of
breakage, the defect structure of a material varies at a
progressively coarser scalelevel until the material loses
its ability to resist fracture. Thereafter, the specific fea-
tures of the defect structure at all space and time scale
levels lose their importance and the SOC state occurs.
However, the question as to whether the SOC state
occurs in the same way in all materials remains open.
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Fig. 4. Time dependences of the space- and time-scaling
exponents for two different granite samples.

In particular, it is unclear whether the scaling expo-
nents, which determine the scaling-invariant properties
(such as the fractal dimension of the fracture surface),
are universal constants or depend on the specific prop-
erties of a material. The scatter in the experimentally
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measured fractal dimensions of fracture surfacesis too
wideto makeit possibleto reveal the existence of auni-
versal mechanism characterized by materia-indepen-
dent scaling exponents. Further investigations are
required to resolve theseissues, especialy inrelation to
physical substantiation of the Zhurkov kinetic
approach.
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Abstract—The ductile-brittle transition observed in many solids due to either a decrease in temperature or an
increase in the loading velocity can be supplemented with a reversible brittle—ductile transition under loading
at a hypervelocity exceeding the velocity of propagation of fracture cracks. This phenomenon occurs in the
course of high-velocity penetration of solidsinto organic and inorganic glasses, aswell asinto ceramic materi-

als. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The possibility of attaining a high-strength state in
brittle solids was demonstrated in the monograph by
Aleksandrov and Zhurkov [1]. This state can be
achieved by eliminating the effect of surface microde-
fects that, under loading conditions, play the role of
fracture nuclei. For fibers fabricated from quartz and
silicate glasses, it has been shown that the strengths of
these materials approach the theoretical values.

The idea developed in [1] appeared very fruitful for
studying high-velocity penetration of solids into brittle
materials. Reasoning from the conclusions drawn in
[1], Vitman and Zlatin [2] were the first to establish a
correlation between the high indentation resistance of
brittle solids and their high-strength state, which can be
achieved by the elimination of brittle fracture propagat-
ing in front of an indenting solid.

In the genera case, the resistance of a target to
indentation has the form

P = 2p,U°+R M)

andinvolvesinertial (1/2p;U?) and strength (R) compo-
nents. Here, py isthe density of the material of the tar-
get and U is the penetration vel ocity.

The indentation resistance of plastic solids has been
extensively investigated, and its nature is well under-
stood [3—6]. Numerous experimental studies have dem-
onstrated that the strength component R of the indenta-
tion resistance correlates best with the Meyer dynamic
hardness, which is measured upon penetration of a
solid conic indenter at velocities in the range 1-10 m/s.

The problem concerning the strength resistance to
indentation of solids into brittle materials is signifi-
cantly more complicated. Aswas shown in our previous
works [7, 8], progressively increasing fracture in front
of an indenting solid leads to a transformation of the
materia of the target into a fragmented discontinuous
medium with a negligible strength. In this situation, it
makes sense to consider only a strength resistance

which is averaged over time and over the penetration
depth and which, according to the estimates made by
Sternberg [9], can amount to 0.2-0.4 of the strength of
the target material.

By extrapolating the strength component R of the
indentation resistance to the initia instant of penetra-
tion, it was found that the strength resistance is very
high and close to the hardness of brittle targets [10].
The same strength was obtained upon penetration of
solids into inorganic glasses and ceramic materials at
vel ocities higher than the vel ocity of propagation of the
fracture front [11-13]. It is assumed that, under these
conditions, the penetrating solid continuously interacts
with the intact medium and the dominant contribution
to the strength component of the indentation resistance
is made by the plastic deformation rather than by the
kinetics of fracture of the target material. In other
words, an increase in the penetration velocity in brittle
solids should result in an anomalous brittle-ductile
transition and the formation of a crater should occur in
much the same manner asin plastic materials.

Theconclusionsdrawnin earlier investigations [11—
13] are based on the results of experiments performed
at impact velocities V = 4-8 km/s, which ensure pene-
tration velocities that are higher than the velocity of
propagation of the fracture front in glasses and ceram-
ics. The question arises as to whether the observed
behavior of brittle materials under a high-velocity
impact has agenera character, i.e., whether this behav-
ior istypical of any solid in the brittle state over awide
range of velocities. However, performing indentation
experiments with ceramic materials distinguished by
high velocities of propagation of fracture cracks
requires impact velocities of approximately 10 km/s or
higher. At present, such experiments are difficult to exe-
cute. From this viewpoint, it is interesting to perform
investigations with polymer glassesin which the veloc-
ity of propagation of fracture cracks is one order of
magnitude lower than that in ceramic materials[14].

In the present work, we investigated the strength
resistance of polymer glassesto indentation over awide

1063-7834/05/4705-0836$26.00 © 2005 Pleiades Publishing, Inc.
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range of loading (impact) velocities and compared the
behavior of the polymer glasses with the behavior of
high-strength ceramic materials. The main objective of
this work was to elucidate the general behavior of brit-
tle materials under a high-velocity impact and to estab-
lish a criterion for crossover to a hypervelocity impact
for brittle materials.

2. SPECIMENS AND EXPERIMENTAL
TECHNIQUE

The experiments were performed with a polymer
glass, namely, poly(methyl methacrylate) (PMMA).
The physicomechanical characteristics of this material
are presented in the table.

It should be noted that penetration of solids into
polymer materials does not necessarily lead to a duc-
tile—brittle transition even at high loading velocities. To
overcome this impediment, the experiments were per-
formed at liquid-nitrogen temperature (77 K).

Rigid indenters (HRC hardness ~60) with a90° con-
icl head were introduced into specimens of
poly(methyl methacrylate) at indentation (or impact)
velocities ranging from 10~ to 10° m/s.

The penetration depth h and the load P applied to the
indenter were measured at velocities in the range from
10 to 1.0 m/s. The hardness of the material under
investigation was determined from a smooth portion of
the curve P(h) (Fig. 1) according to the formula[15]

P2 /\/E]D
H = - == 2
TtAhZ%L PH @
where Ah is the increment of the depth of the indenta-
tion dueto anincreasein the applied load from P, to P,.

The indentation resistance R was determined from
the maximum of the mean load P (as shown by dashed
line 2 in Fig. 1) according to the expression

R = P/T[rg, 3

where ry is the radius of the indentation on the initial
surface of the specimen.

The impact load in the velocity range 10°-10° m/s
was applied using rigid projectiles 7.62 mm in diameter
and 60 mm in length with a 90° conical head. In the
experiments, the positions of the rear part of the slowed
projectile were recorded with a multiframe high-fre-
guency photographic camera. By this means, we
obtained a“projectile position—time” curve. This curve
was used to determine the instantaneous values of the
indentation resistance [3, 6].

3. RESULTS AND DISCUSSION
The indentation resistance thus determined can be
identified with the strength resistance R. This identifi-
cation is fully justified, because, under experimental
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Phys comechanical characteristics of poly(methyl methacrylate)

o Temperature, K M easurement
Characteristic 300 - conditions

Density p, g/cm® 1.18 1.20
Longitudinal wave | 2700 3100 v=5MHz
velocity C;, m/s
Shear wave velocity| 1300 1600 v =1.67 MHz
Cg m/s
Poisson ratio p 0.34 0.32
HardnessH, MPa | 250 900 U=2x10%m/s

conditions (i.e., at arelatively low impact velocity and
at alow density of thetarget material), theinertial resis-
tance forces play a very minor role in the total resis-
tance and, to afirst approximation, these forces can be
ignored.

In hardness measurements, theradiusr, of aninden-
tation produced by a90° conical indenter isequal to the
penetration depth h. Therefore, relationship (3) can be
rewritten in the form

R = P/rZ = P/mh’. (4)

Judging from the smooth curve P(h) (Fig. 1, curve
1), the hardness H coincides with the indentation resis-
tance R. This coincidence holds for soft loading at a
velocity of 0.06 mm/s. For a higher velocity (8 mm/s),
the curve P(h) has a saw-tooth shape (Fig. 1, curve 2).
This shape is associated both with the nucleation and
growth of cracks around the indentation and with par-
tial unloading of the material. The averaged curve P(h)
(Fig. 1, dashed line 2) passes significantly below
smooth curve 1. Thisdiscrepancy between these curves
clearly demonstrates that, at higher velocities of |oad-

2.5
PMMA, 77K

2.0

L5F

P,kN

1.0+

0.5

Fig. 1. Load—penetration depth (P—h) diagram for PMMA at
penetration velocities of (1) 0.06 and (2) 8.00 mm/s.
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Fig. 2. Ratio of the indentation resistance R to the hardness
H of the material of the target as a function of the penetra-
tion velocity.

ing, the indentation resistance R becomes less than the
hardness H.

Theratio of the indentation resistance R to the hard-
ness H of the target material as afunction of the pene-
tration velocity is presented in Fig. 2. In contrast to
plastic materials with a nearly constant ratio R/H,
poly(methyl methacrylate) is characterized by a ratio
R/H that is dependent on the penetration velocity. Anal-
ysis of this dependence revealed two transitions. The
first transition can be treated as a ductile-brittle transi-
tion. The penetration velocity corresponding to this
transition (~10-2 m/s) can be referred to as the embrit-
tlement velocity by analogy with the brittle temperature
characteristic of polymer glasses. Beginning with this
velocity, the indentation resistance is predominantly
determined by the fracture kinetics, because the nucle-
ation and growth of fracture cracks around the indenta-
tion (crater) are responsible for the decrease in the
indentation resistance as compared to the hardness of
the target material. A further increase in the penetration
velocity very weakly affects the indentation resistance,
which remains approximately constant and amounts to
0.5 of the hardness.

Theratio R/H = 0.5 observed for poly(methyl meth-
acrylate) is considerably larger than the mean ratio R/H
obtained for ceramics in [9] (Fig. 2). This finding
implies that, unlike ceramics, poly(methyl methacry-
late) even in the brittle state does not transform into a
strength-free medium. This suggests that, in the veloc-
ity range under consideration, the penetration of solids
into polymer glasses occurs through a mixed (plastic
flow and fracture) mechanism.

For impact velocities higher than 400 m/s, the
indentation resistance increasesdrastically and theratio
R/H tends to unity (R'H —= 1). Thisindicates that, in
poly(methyl methacrylate), the crater formation occurs
through the mechanism of plastic flow and the projec-
tile-target interface moves ahead of the fracture front.
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Under these conditions, the indentation resistance is
governed by the fundamental properties of the target
material and the brittle material attains a high-strength
state. It can be assumed that an impact velocity of
approximately 400 m/sis close to the limiting velocity
of propagation of the fracture front V; in poly(methyl
methacrylate). This is in agreement with the results
obtained in direct measurements of the velocity of
propagation of fracture cracks[16].

Figure 2 also presents the data obtained for the sili-
cate glass and ceramic materialsin our previous works
[11, 12]. The behavior of these materials is similar to
that of poly(methyl methacrylate): the silicate glassand
ceramics also undergo a brittle-ductile transition. How-
ever, in the ceramic materials, this transition occurs at
velacities higher than those in poly(methyl methacry-
late) by one order of magnitude. This is in complete
agreement with the difference in the elastic properties
of poly(methyl methacrylate) and ceramics, specifi-
caly in the velocity of sound, which determines the
highest velocity of fracture propagation.

Thus, the experiments performed over a wide range
of indentation (impact) velocities (from 10 to 10° m/s)
demonstrated that the velocity has a twofold effect on
the indentation resistance of brittle solids.

First, at low indentation (impact) velocities, an
increase in the loading velocity brings about embrittle-
ment of the materidl, i.e., the nucleation and growth of
cracks around the indentation area (indentation or cra-
ter). Thevelocity at which there occurs aductile—brittle
transition can be referred to as the embrittlement vel oc-
ity (V). For velocities V > V,, the indentation resistance
is governed by the kinetics of fracture of the target
material. The embrittlement |eads to an abrupt decrease
in the indentation resistance as compared to the hard-
ness of the target.

Second, at penetration velocities higher than the
velocity V; (V; isthe velocity of propagation of the frac-
ture front), there occurs a reverse brittle—ductile transi-
tion. Under these conditions, the material once again
acquires ahigh strength resistance to indentation at the
level of itshardness. The crater formation at penetration
vel ocities higher than the vel ocity of propagation of the
fracture front V > V; and the indentation at velocities
V <V, are essentially identical phenomena, because, in
both cases, the effect of cracksisexcluded. Thisimplies
that the indentation resistance is governed primarily by
the fundamental properties of the target material.

The second (brittle-ductile) transition can be used
to define, in physical terms, the hypervel ocity impact as
applied to brittle solids.

Thereare groundsto believe that the impact vel ocity
ensuring abrittle—ductile transition can be considered a
criterion for hypervelocity impact for brittle targets. It
is obvious that the criterion for hypervelocity is greatly
affected by the velocity of fracture propagation and,
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consequently, by the velocity of sound in brittle materi-
als.

It should be emphasized that there is a fundamental
difference in the character of the crossover to hyperve-
locitiesfor plastic and brittle targets. In the case of plas-
tic targets, the crossover is determined by the velocity
at which the strength properties of the target materia
can be ignored as compared to the inertial indentation
resistanceforces. Inthe case of brittletargets, the cross-
over is governed by the velocity at which the brittle—
ductile transition occurs and the strength resistance of
the material to indentation drastically increases to a
value comparable, in some cases, to the inertial resis-
tance.
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High Strength and Superplasticity of Nanocrystalline M aterials
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Abstract—The part played by grain boundariesin nanocrystalline materials produced by equal-channel angu-
lar pressing is considered. The tensile strength and tensile and compressive yield stresses of various materials
and alloys were studied over a broad |ow-temperature range. It was found that, at close-to-liquid helium tem-
peratures, the strength is the highest possible for the given material and that strain localization is better pro-
nounced than in conventional materials. The results obtained are interpreted in terms of the influence of bound-
aries, which act as the dominant hardening factor increasing the resistance to dislocation motion. By contrast,
experiments conducted at elevated temperatures showed the boundaries to become mobile, thus imparting
superplasticity to materials in some cases. The actual maximum tensile and torsional shears are compared. Itis
demonstrated that, despite the closeness between the tensile- and torsional -deformation activation energies, the
stress—strain curves and the shears differ strongly, which implies that these characteristics are affected by the
actual type of deformation involved. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Nanocrystalline (submicrocrystalline) materials
have recently been attracting considerable interest in
connection with studies on how the mechanical proper-
ties of solids are related to their structure [1, 2]. The
main structural elements in these materials are grain
boundaries. On the one hand, they are efficient obsta-
clesfor moving dislocations (at low and moderate tem-
peratures) and favor hardening, while on the other,
mobile boundaries (at high temperatures) can provide
high strains unattainable for processes operating inside
grains. Thefabrication of bulk specimens of metals and
alloys with an average grain size ranging from 100 nm
to a few micrometers by multiple equal-channel angu-
lar pressing (ECAP) [3] offersthe possibility of loading
fairly large volumes of a material and, in contrast to
local loading (for instance, in the case of indentationin
microhardness measurements), of investigating the
strain-averaged characteristics.

The present paper reports on some results obtained
in a study of low-temperature high strength and high-
temperature superplasticity of ECAP materials.

2. EXPERIMENTAL TECHNIQUES

Experiments were carried out on various metals (alu-
minum, copper, and nickel with the fcc structure; bce
niobium) and aluminum- and copper-based compounds
(anAl-5.5wt % Mg-2.1 wt % Li dloy, Cu: ZrO, com-
posite). The last composite was prepared from a Cu—
0.15 wt % Zr solid solution through internal oxidation
[4] and contained 0.3 vol % ZrO, in the form of nano-
particles about 10 nm in size. The ultrafine granular
structure was produced through multiple ECAP (up to
16 times) by rotating the bar through 90° after each

cycle[3]. X-ray structural data, which made it possible
to separate the contributions from the finite size of
coherent-scattering regions and lattice distortions (the
relative change in the lattice parameter Aa/a) to line
broadening, and the grain sizesare listed in Table 1. As
followsfrom Table 1, the coherent-scattering regionsin
copper, niobium, and the two alloys are small, whilein
nickel and aluminum these regions are larger. Therela
tive change in the unit cell parameter Aa/a caused by
internal stressesis large for both aloys and aluminum;
in the latter case, an increase in the number of ECAP
runs brings about a decrease in the size of grains and
coherent-scattering regions and an increase in Aa/a.

The ECAP procedure produced bars about 50-mm
long and ~14 x 14 mm in cross section. The specimens
intended for mechanical tests at low and moderate tem-
peratures were cut along the longer side of the barsand
had the following dimensions: a height of 6 mm for
compressive tests, a 10- or 15-mm-long working part
for tension, and a diameter of 3 mm in both cases. The

Table 1. Structural characteristics of materials after ECAP

e [Cansza | S o R
regions, nm | change, 10° Aa/a

Cu <200 50 <05

Cu: ZrO, <200 55 2.5

Ni <200 130 5

Nb <200 30 11

Al <500 87 2.7
<1000 210 13

Al-Mg-Li | <2000 65 275

1063-7834/05/4705-0840$26.00 © 2005 Pleiades Publishing, Inc.
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specimens were deformed on an Instron 1342 universal
testing machine in the temperature range 4.2-300 K.
L ow-temperature measurements were conducted in an
Oxford liquid-helium cryostat. Cooling of specimensto
temperatures T = 77 K, aswell as precooling for testsin
therange4.2—77 K, was achieved using liquid nitrogen.
Liquid helium was supplied to the cryostat by means of
two pumps producing weak rarefaction in the cryostat.
Tension and compression were performed at a rate of
0.15-1 mm/min.

Tests at elevated temperatures were conducted on
cylindrical specimens 3 mm in diameter, as well as on
plane specimens about 1-mm thick and 2-mm wide.
The working part of both types of specimens was 5- or
10-mm long. The tension rate varied from 0.5 to
50 mm/min, and the temperature ranged from 523 to
673 K. Cylindrical specimens with square heads were
also subjected to torsional tests at rates of 18 and
180 rad/min using a specially designed attachment to
the Instron 1342 machine, in which the rotation rate of
the crosshead was set by an electric motor with areduc-
ing gear. The torque was measured with a 10-N load
standard Instron cell, whose output signal was pro-
cessed by the Instron controller and entered into a PC.

The measurement error of the strain and of the strain
rate (which is axial for tensile or compressive tests and
shear for torsional tests) was 2.5%, and that of the axial
force and torque was 1%. During measurements, the
temperature was maintained constant to within +3 K.

3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. Low-Temperature Srength
of Nanocrystalline Materials

The mechanical properties of microcrystalline
materials, including those obtained by ECAP, have
recently become a subject of considerable interest [1—
3]. While the low-temperature region is potentially
interesting both for gaining a better understanding of
the mechanism of deformation and, hopefully, for
obtaining the highest possible levels of materia
strength, this region still remains the least studied. We
carried out studies of the low-temperature deformation
of variousfcc and bcc metalsand alloys. Thefcc metals
are known to retain high plasticity down to very low
temperatures. The same appliesto pure niobium loaded
at low rates. Generally speaking, this behavior is not
typical of bcc metals, which become brittle when the
temperature is lowered [5]. Another reason accounting
for the interest in the low-temperature deformation of
niobium isits transition to the superconducting state at
T, =8.7 K [6], which affects its deformation character-
istics[7, 8]. Furthermore, analyzing the dependence of
strength on grain size offers the possibility of testing
the validity of the Hall-Petch relation, which has been
repeatedly discussed in connection with the problem of
nanocrystalinity [9-11].
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Table 2. Compressiveyield stress of nanostructural Nb, Cu,
and Ni, and a Cu : ZrO, composite

Material | Nb Cu Cu: ZrO, Ni
T, K 42 |42 | 77 |290| 42| 290 | 4.2 | 290
0, MPa | 1810| 578 | 570 | 403 | 680 | 412 | 1450 | 1002

Studies of the tension and compression diagrams
have shown plastic deformation to be unstableat liquid-
helium temperature; serrations were observed to
accompany low-temperature deformation of metals
with larger grains (see, e.g., [12, 13]). It was found that
serrations appear immediately beyond the yield stress;
their amplitudeisinitially small and then increaseswith
strain. The nanocrystalline structure apparently favors
broadening of the region where serrated yielding per-
sists. Indeed, in our case, serrations in nickel were
observed to occur at temperatures of 4.2—-17 K, whereas
annealed nickel did not exhibit serrated flow in this
temperature interval [14]. Deformation of niobium is
accompanied by large stress jumps, which demonstrate
astrong localization of the strain. The serration ampli-
tude Ao increases with strain, as reported, for instance,
in [8, 14-16], and at a strain level € = 10% the ratio of
the serration amplitude to the applied stress can reach
Ao/o = 40%. Such deep stress serrations are accompa-
nied by axial displacements of 0.5-0.6 mm, which can
be identified with the giant localized strain associated
with macroscopic shear bands [17-19] or cracks [17].
The data obtained in this work suggest that localized
strains (serrations in the tension or compression dia-
grams) appear immediately after the yield stress oy is
reached and that the deformation between the serra-
tionsis either fully elastic or elastic with a certain uni-
form plastic component. Serrationsin compression dia-
grams for nanocrystalline niobium were aso observed
to occur at 10 K but were not detected at 20 K.

A separate study was devoted to thermal effects
occurring in serrated deformation of niobium at 4.2 K
at its transition from the superconducting to normal
state. Estimates of the temperature of a specimen of
volume ~20 mm?® undergoing a localized shear y ~
800% showed that it can reach ashighas 70 K. At aser-
ration, evaporated helium would form a ball up to
1.5 cm in radius with the specimen at its center.

Figure 1 depicts the temperature dependences of the
yield stress of the metals studied, and Tables 2 and 3
separately list the yield stress ,, the ultimate strength
0,, and maximum elongation o at 4.2 K, 77 K, and
room temperature. The yield stress was derived either
directly from the stress-strain curve obtained for a
given temperature or by repeatedly measuring o, on the
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1 Niobium undergoes tensile fracture, as arule, aready at the first
serration. Tensile stress diagrams with more than one serration
can be obtained only for very pure niobium, which does not
exhibit high strength.
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Fig. 1. Temperature dependence of theyield stressfor nano-
structural nickel, niobium, aluminum, and copper.

same specimen [20]. Thefirst method was employed to
determine the yield stress in tests conducted in liquid
helium, liquid nitrogen, and at room temperature, and
the second method was used at intermediate tempera-
tures. In the latter case, the change in the flow stress at
the serration temperature was found and then, by using
known yield stresses as references, the value of the
hardening at the given strain was reduced to the change
in the yield stress Ao, and o, was found. This method
isindirect but has nevertheless anumber of advantages.
First, it does not involve the error associated with test-
ing different specimens. Second, the change in the flow
stress (its magnitude and sign) is determined very accu-
rately; therefore, any possible small deviationsfrom the
basic o,(T) relation, rather than being experimental
errors, should be considered a specific feature of the
deformation, as was pointed out in [20].

Asfollows from Fig. 1, three regions in the temper-
ature dependence of the yield stress can be isolated for
nanocrystalline materials, namely, a weak dependence
(or athermic behavior in some cases) at low tempera-
tures followed by a stronger dependence, which again
becomes weak at higher temperatures.

These regions have different extents for different
metals. Note that this type of pattern of the o,(T) rela-
tion is typica of many polycrystalline materials;
indeed, coarser grained niobium [8] exhibits an analo-

Table 3. Tensile mechanical properties of nanostructural Al,
Ni, Cu, and Cu: ZrO,

Material Cu Cu:ZrO, | Ni Al

T, K 42 | 290 | 42 | 290 | 42 | 77 | 290
O, MPa | 448 | 382 | 637 | 398 | 1220 | 607 | 391
O, MPa | 550 | 435 | 698 | 431 | 1292 | 650 | 445
0, % 15 | 10 | 18 | 10 | 12 | 10 8
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gous three regions, but the critical points at which the
o,(T) relation changes pattern are shifted toward higher
temperatures and the stress level is less than one-half
those shownin Fig. 1.

The strength and deformation characteristics of the
Cu : ZrO, composite were measured over the tempera-
ture range 4.2—300 K [15]. A comparison of the tem-
perature dependences of the yield stresses of copper
and the composite revealed that, below ~200 K and
above ~300 K, theyield stress of the compositeishigher
than that of copper, while in the intermediate domain,
200-300 K, theyield stresses of copper and of the com-
posite practicaly coincide. In the high-temperature
region, ZrO, particles hinder crystallization while
favoring stabilization of the microcrystalline state; at
low temperatures, the yield stress can increase because
of the dislocations being damped by these particles in
theinitial stage of deformation of the material.

3.2. High-Temperature Superplasticity
of Nanocrystalline Materials

Superplagticity of various materias, including that
following ECAP, has recently become atopic of consid-
erable interest [21-27]. A study of the high-temperature
tensile deformation of an aluminunHithium aloy [25,
26] hasrevealed that, at temperatures T = 590-670 K and
strain rates € = 102102 s, the alloy is superplastic
and the axial strain at rupture may be in excess of
1800%. It was established that the dependence of the
true stress g, on thetrue strain €, under tension with € =
const exhibits, in place of a softening stage, an
extended stationary region described by the expression
& ~ (0,/0y)"exp(-U/KT) with coefficients n = 2 and
U =1 eV characteristic of duminum and its aloys; the
strainrate €, turnsout to be closeto the creep rate under
comparable strains and stresses. The pattern of the
& (o, T) relation, the values of the coefficients, and the
structural features observed suggest that, in this stage,
deformation is mediated by intergrain dliding. At the
hardening stage (preceding the stationary region), the
activation energy is U = 1.4 eV, which indicates that
self-diffusion in the grain bulk is responsible for defor-
mation at this stage.

A similar result has been obtained under torsion on
specimens of the same alloy with a cylindrical working

part [27]. The shear strain rate y was found to be
related to tangential stresst asy = A(t/1,)"exp(-U/KT),
where, asin the above expression for €, the parameter
Ty IS introduced for dimension considerations and is
To= 1 MPaif T is measured in megapascals; k is the
Boltzmann constant; U isthe activation energy for plas-
tic deformation; T is the temperature; and A~ Tt isa

coefficient. The activation energy U and exponent n for
the initial deformation stage and the superplasticity
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0 2 4 6 g

Fig. 2. Comparison of (1) torsional and (2) tensile diagrams
constructed in the coordinates of maximum shear tress Ty,
versus true logarithmic shear g for an aluminum alloy. T =
673 K. The torsional shear strain rate and initia tensile
shear rateare ~102 s,

region were found to be close to their values obtained
under tension. However, there were also significant dif-
ferences in the characteristics of the material obtained
under tension and torsion. The torsional shear strain
was several timeslarger than that under tension, and the
superplasticity region itself was broader and shifted
toward lower temperatures. The stress-strain diagrams
were likewise different. Figure 2 compares stress—
strain curves measured under tension and torsion for
similar testing conditions and plotted in the coordinates
of maximum shear stress T, versus true logarithmic
shear g, which was calculated as g = 1.5¢; for tension

and g = In(1 + y?/2 + y+/1 +y?/4) for torsion [28]. We
readily see that the initial region of hardening under
tension is more extended along the strain axis and cor-
responds to substantially lower stresses than that under
torsion. In the region g = 2-3, the stress-strain curves
approach one another, after which tension terminatesin
rupture of the specimen. Another distinctive feature of
torsion diagrams in the low-temperature region is the
presence of a second region of hardening at large
strains [27].

4. CONCLUSIONS

We have shown that the low-temperature strength
and yield stress of ECAP materials can be 1.5-2 times
higher than the values observed previously. This sug-
gests that the nanocrystalline state has a structure with
the highest resistance to plastic deformation and frac-
ture. In addition to arecord-high strength for this mate-
rial, nanostructural materias reveal a number of low-
temperature deformation features; indeed, the serrated
character of deformation is more clearly pronounced
and manifests itself over a broader temperature and
stressrange, the flow stressis sensitive to the load sign,
impurities have a different effect on the strength and
yield stressin different temperature regions, etc. At ele-
vated temperatures, the ECAP material s become super-

PHYSICS OF THE SOLID STATE Vol. 47 No. 5

2005

843

plastic, which should be attributed to the high mobility
of grain boundaries.
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Grain Size Refinement due to Relaxation
of Disclination Junction Configurationsin the Course of Plastic
Defor mation of Polycrystals
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Abstract—A mode is proposed for the formation of the substructure in polycrystals during plastic deformation.
According to thismodel, fragmentation of agrain occurs through the formation of asystem of diagonal low-angle
boundaries, which originate at the edges of arectangular grain. Misorientation boundariesform through relaxation
of a nonsymmetric junction quadrupole disclination configuration accumulated at the grain corners under severe
deformation when the disclination strength reaches a certain critical value. The energetics of this processis ana-
lyzed. A generd caseis considered where the disclinations at the junctions of the chosen grain differ in strength.
The energetic approach used makesit possible to determine the mi sorientation angle w, of theresulting boundaries
corresponding to the maximum energy gain and to find the dependence of this angle on the degree of asymmetry
of the quadrupole configuration of junction disclinations. According to the proposed model, the splitting of agrain
with ashort edge greater than 0.5 um isenergetically favorable and decreases the latent energy of the grainfor any
ratio between the junction disclination strengths if the grain length-to-width ratio is less than 30. It is shown that
the minimum possible grain sizein the proposed model does not exceed 0.1 um. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

A common feature of the evolution of the disloca-
tion substructure of various crystal's subjected to severe
plastic deformation isthe fragmentation and refinement
of grains [1-4]. Studying the mechanisms of this pro-
cess and its theoretical description is currently of con-
siderable importance because of the need to develop
methods for producing ultrafine-grained materials
based on severe plastic deformation (twisting under
pressure, equal-channel angular pressing (ECAP),
forging, etc. [5]).

The experimental and theoretical studies carried out
by Rybin and coworkers have shown that fragmentation
occurs through the generation of pairs of broken dislo-
cation boundaries at junctions and sharp bends of grain
boundaries, which is equivalent to the formation of par-
tial-disclination dipoles and their motion through a
grain [2-4]. The appearance and growth of broken
boundaries in agrain are accompanied by complicated
rearrangement of the dislocations located near the ends
of these boundaries, which can be treated as disclina-
tion dipoles. This rearrangement includes the genera-
tion of dislocations (under the combined action of the
applied stress and the disclination dipole stress) and the
motion and accumulation of dislocations with the for-
mation of misorientation boundaries. In the course of
this process, slip systems in which the shear stress
exceeds the critical value become operative. A two-
dimensional model of this process was proposed and

investigated in [6-8]. The kinetics of accumulation of
didocations and disclinations was also analyzed in [9]
in studying the plastic-strain hardening of polycrystals.
However, quantitative models capable of predicting the
evolution of the substructure of a polycrystal subjected
to severe plastic deformation have not yet been pro-
posed.

A comprehensive three-dimensional analysis of the
structure formation in terms of the theory of disloca
tions and disclinations should take into account the
grain strain distribution over dip systems, which makes
this analysis extremely difficult. However, plastic
deformation of polycrystals can be adequately
described in terms of a micromechanical model based
on an approximate continuum description of slip on a
few systems, such as the viscoplastic self-consistent
(VPSC) model [10]. In thismodel, adeformed grainis
assumed to be embedded into an effective homoge-
neous medium that is equivalent to the neighbor grains
surrounding the grain in question.

Itisimportant that thismodel makesit possibleto cal-
culate the accumulated strain incompatibility between
grains, which is the reason for the occurrence of discli-
nations in junctions and, in the final analysis, for the
fragmentation of grains. Therefore, in order to describe
the evolution of the substructure of apolycrystal, it may
be advantageous to combine the concept of disclina-
tions with the micromechanical model. In this case, the
VPSC model can be used to perform a three-dimen-

1063-7834/05/4705-0845$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Mesoscopic defects forming at agrain boundary due
to a difference in plastic strain between the grain and the
surrounding medium (schematic). (a) Misorientation of the
dlip systemsthat are operative in the grain and the surround-
ing medium and difference dislocations captured by the
grain boundary as a result of this misorientation. (b, ¢)
Decomposition of the defect structure of the grain boundary
into (b) homogeneous distributions of tangential disloca-
tions (which can be approximated by four SD dipoles) and
(c) normal-dislocation walls forming disclination dipoles;
the resultant configuration of difference disclination dipoles
is shown.

sional computer simulation of the plastic deformation
of a polycrystal and determine the misfit between the
strain tensors of grains, while the disclination model
can be applied to find the conditions for the fragmenta-
tion of grains through the formation of low-angle
boundaries and determine the character of this frag-
mentation. A decisive role is played here by the crite-
rion for fragmentation, which should be derived from
an analysis of possible disclination configurations and
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will make it possible to determine the instant at which
fragmentation will occur and to predict the geometric
characteristics (low-angle boundary planes and misori-
entations, the shape and orientation of subgrains, etc.)
of the substructure that will arise.

Grain fragmentation models based on the energetic
criterion also show promise[11]. According to this cri-
terion, as the strength of mesoscopic defects accumu-
lated at grain boundaries and their junctions due to
deformation reaches a certain value, these defects are
replaced by an energetically more favorable system,
which arises through the formation of new misorienta-
tion boundaries bringing about the fragmentation of
grainsinto subgrains.

The objective of this work is to formulate a grain
fragmentation criterion, which can subsequently be
combined with the VPSC model.

2. MODEL

In apolycrystal subjected to deformation, grainsare
deformed depending on their crystallographic orienta-
tion relative to the neighbor grains and on the applied
load. For simplicity, let us consider agrain in the form
of a 2b x 2a rectangle (two-dimensional approxima-
tion). Since the grain and its neighbors are deformed
differently, adislocation structure arises at its boundary
(Fig. 1a), thereby adjusting the strained grain to its
environment. This dislocation structure can be approx-
imated by a disclination quadrupole and Somigliana
didocations. In general, due to nonhomogeneous defor-
mation of the neighbor grains, there occur four dipoles
of Somigliana dislocations (Fig. 1b) and four disclina
tion dipoles at the edges of the chosen grain. Asaresult,
at the corners of the grain, there appear four difference
disclinations with strengths w, —qw, —gw, and kw
(Fig. 1c), where q, g, and k are positive constants. In
what follows, the system formed by these disclinations
is referred to as the asymmetric disclination quadru-
pole. Thus, in the grain junctions, two types of mesos-
copic defects are accumulated: Somiglianadislocations
(which produce internal stresses but do not cause mis-
orientations) and junction difference disclinations,
which cause both stresses and misorientations. A
detailed anaysis of the formation of mesoscopic
defects on the planar facets of grain boundaries was
made by Zisman [12].

Experimental studies and theoretical estimates
made by Rybin and coworkers [2—4] have shown that,
as the strength of a disclination produced in a grain
boundary junction through plastic deformation reaches
a critical value Q. = 1°-3°, the disclination can relax
through the formation of a low-angle boundary grow-
ing from this junction. This boundary crosses the grain
and causesit to split.

Let us consider amodel inwhich stress relaxation of
the asymmetric disclination quadrupole located at the
corners of the chosen grain occurs through the forma-
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tion of low-angle boundaries along the diagonals of the
grain (Fig. 2). Once the geometric criterion Q. = 1°-3°
is met, four boundaries with a misorientation w, begin
to grow from the grain corners and the grain splitsinto
subgrainsasshowninFig. 2b. InFig. 2, thelarge ellipse
and the four small ellipses denote the initial grain and
subgrains, respectively, described in terms of the VPSC
model, in which grains are assumed to be ellipsoidal in
shape. In thisway, the descriptions of grainsin terms of
the VPSC and disclination models are reconciled.

We consider two extreme cases: (1) the case where
0<(q, 9, K) < 1 and, therefore, w is the highest of the
strengths of the four disclinations and (2) the case
where g, g, and k are greater than unity and, hence, wis
the lowest of the strengths of the four disclinations. In
both cases, we assume that rel axation beginsto occur at
w = Q.. Therefore, in the former case, the strengths of
the other three disclinations are less than the critical
valueand, in the latter case, the strengths of al four dis-
clinations exceed Q..

Fragmentation of the chosen grain through relax-
ation of the disclination quadrupole will occur only if
the disclination stresses, in combination with the
applied stress, are favorable for additional grain strain
associated with the formation of low-angle boundaries.
This condition ismet if the strain of the chosen grainis
less than that of the surrounding medium.

3. ENERGETIC CRITERION FOR GRAIN
FRAGMENTATION

Relaxation of the disclination configuration bring-
ing about grain fragmentation through the formation of
diagonal misorientation boundaries has to be accompa-
nied by a decrease in the energy of the system. Let us
analyze the energy conditions for such grain fragmen-
tation.

The energy difference AE between the split and
unsplit configurations consists of the following compo-
nents: (i) the energy of the four misorientation bound-
aries with misorientation w,, (ii) the interaction energy
between these boundaries and the disclinations at the
corners of the chosen grain, (iii) the interaction energy
between these boundaries and the four dipoles of
Somigliana dislocations (SDs) located at the edges of
the chosen grain, and (iv) thetotal surface energy of the
resultant misorientation boundaries.

Each of the four resultant misorientation boundaries
(semidiagonal s of the chosen grain) isabroken disloca
tion wall, which can be approximated by adisclination

dipole with arm Ja’+ b’ and strength w,. The energy
of the four misorientation boundaries with misorienta-
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Fig. 2. Grain splitting due to low-angle boundaries growing
from the grain junctions. (a) Low-angletilt boundaries (dis-
location walls) growing from junction disclinations with
strengths w, —qw, —gw, and kw. (b) The formation of four
new grains, two of which are misoriented relative to the ini-
tial grain orientation through an angle w.

tion w, isequal to the energy of a quadrupole with arms

2b and 2a and strength £, [13]:
b +a’ b’+a’
E¥ = 2Dcof[azln > +b’In - } )

where 2a and 2b are the dimensions of the chosen grain
(Fig. 2), D = G/21(1 —v), G is the shear modulus, and
v is Poisson’sratio.

The interaction energy (E*™) between the newly

formed boundaries and the disclinations at the corners
of the chosen grain can be found as the energy neces-
sary for aquadrupole with arms 2b and 2a and strength
*w, to form in the resultant elastic field of the four dis-
clinations located at the corners of the grain:

Ei™ = Dow(l+q+g+k)
2 2 )
X[azln a 2+b2In2b—2}. @
a+b a +b

Let usfind the contribution from the interaction of SDs
with the newly formed misorientation boundariesto the
difference energy. The SD dipoles located at the grain
edges differ in terms of strength. Indeed, at the 2b-long
edges, the strengths of the SD dipoles are equal to w,
and +g.w,, Whereas at the 2a-long edges they are equal
to 0. and £k, where the coefficients g, gs, and kg
are determined by the geometry of plastic deformation
(Fig. 1b). A contribution to the difference energy is
made by the interaction of all SDswith boundaries that
have arisen with misorientation w,. This contributionis

equal to theinteraction energy E;..'* of all SD dipoles

with a newly formed quadrupole with strength +w,.

This interaction energy can be found as the work
done when a disclination quadrupole with arms 2b and
2a and strength +w, formsin the elagtic field of all the
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Fig. 3. Change in the energy of a grain due to its splitting
aong low-angle boundaries. (a) Dependence of AE on the
grain length-to-width ratio b/a and the parameter p = w/w
varying withintherangefromOto1forv=28anda=1pm.
(b) Dependence of AE on the parameter p = w,/w for b/a =
1,4,and7;v=28anda=1pum.

SDs. The formation of the disclination quadrupole
involves only the stress components a,, of the four
dipoles of SDs located at the four edges of the chosen
grain (Fig. 1b).

Thetotal stress due to the SDs forming one of these
dipoles (e.g., the SDslocated at the upper 2b-long edge
of the grain) can be found as

b
. dax'
O'Z? = IGXy(X—X,y—a)L—l, ©)
b

where p; = 1/L, is the didocation density associated
with the strength w, of this dipole of SDswith Burgers
vector B = wJ,; (the origin of the coordinate frame is
located at the center of the grain; Fig. 1b).
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In this way, we can find the stresses due to each of

the four SD dipoles and the sum of these stresses offD .

SD/qgx

Theinteraction energy E;; = can be written as

b a
SD/gx

End =wxjdxjoffD(x,y)dy. (4)
b -a

where 2a and 2b are the arms of the newly formed qua-
drupole and w, isits strength.

Calculations show that this interaction energy is
zero. Therefore, only the disclinations make a contribu-
tion to the difference in energy between the split and
unsplit configurations of the grain.

With inclusion of the effective surface energy of the
four misorientation boundaries, the difference energy
AE can be written as

AE = E™+ 4yd + EZ/'¥ (5)
where d is the length of each of the misorientation

boundaries (d = Ja’+ b’ inour case) and yistheeffec-
tive surface energy per unit length of low-angle bound-
aries. The energy y can be calculated using the Read—
Shockley formula[14]
D ea
y = 2(x)XBIanq(, (6)

where the coefficient a = 2—4 allows for the energy of
the dislocation cores and B isthe Burgers vector of low-
angle boundary dislocations.

Introducing the notation p = w,/w and using Egs. (1),
(2), and (6), we write Eq. (5) in the final form

AE = Dwz[—pz(l +q+g+k)

b® + aZD
b2 U

(7)
2 2 2 2
+2p2%:1zlnb +2a +b2Inb +2aE
a

b
@ 2 2 ea
+ " Ja“+b’In pw]

2T

2 2
2, b"+a 2
x ' In==> +b’In
a

4. ANALY SIS OF THE RESULTS

By analyzing the difference in energy between the
split and unsplit grains, we can find physically reason-
able values of w,.

First, we consider thecase of 0< (g, g, k) < 1. The
dependence of AE on the ratio b/a and the parameter
p = w/w (varying in the range from 0 to 1) for the cho-
sen grainisshown in Fig. 3. It can be seen that the for-
mation of misorientation boundaries along the diago-
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nals of the grain is energetically favorable everywhere
over therange 0 < p < 1 for sufficiently large values of
the ratio b/a (Fig. 3@). The greater the ratio b/a, the
greater the energy gained in splitting the grain with the
given initial disclination configuration (Fig. 3b).

For given values of a, b, g, g, and k, thereisavalue
of the misorientation of newly formed boundaries
(wy o OF Peg) @ Which AE reaches a negative minimum
and, hence, the gain in energy is maximum. It can be
seen that, when the grain splits along its diagonals, the
strength of the accumulated disclinations relaxes only
partially. According to Fig. 3b, the value of py, isalmost
independent of the ratio b/a but varies with g, g, and k.

It isnoteworthy that the asymmetry coefficientsq, g,
and k enter into Eq. (7) only through the combination
v=1+q+ g+ k which characterizes the degree of
asymmetry of the disclination distribution over the
grain edges. In the case, where 0 < (g, g, k) < 1, v
decreases as the degree of asymmetry increases,
whereas in the case where g, g, and k are greater than
unity, on the contrary, a more symmetric quadrupole
configuration corresponds to a smaller value of the
parameter v. Calculations show that, as the parameters
g, 9, and k vary at afixed value of v, the parameter pg,
remains unchanged. The dependence of p, on v islin-
ear (Fig. 4d). The higher the general asymmetry (i.e.,
the smaller the value of v), the greater the difference
between w, and w. Note that, in the particular case
where the initial disclination configuration consists of
two disclination dipoles (g = 1, k= q) or isasymmetric
quadrupole (g = g = k = 1), the most probable splitting
(corresponding to the negative minimum value of AE)
also takes place at avalue of w, that is different from w
(more specifically, it is dlightly smaller than w). The
Pe(V) dependence varies with the dimension 2a of the
initial grain but remains linear (Fig. 4b).

From this fact, it follows that the relaxation of the
energy accumulated in the disclination configuration
that occurs after a single act of grain splitting through
the formation of misorientation boundaries is incom-
plete; the higher the general asymmetry of the disclina-
tion configuration, the greater the difference between
w, and w.

Inthe model considered, the disclination strength in
some junctions can increase as a result of the grain
splitting along the diagonals. In this case, the relaxation
of the accumulated energy can cause an additional con-
centration of internal stressesin these junctions, which,
in turn, can initiate fragmentation of a neighbor grain.

Note that the size of theinitia grainisalso of consid-
erable importance. We analyzed the energetics of grain
fragmentation for the grain size range from 0.05 um to
0.5 mm. It isfound that the grain splitting through the
formation of misorientation boundaries along the grain
diagonals remains energeticaly favorable only for
grain sizesdown to a certain critical size 2a. dependent
on the parameter v. Further grain size refinement
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Fig. 4. (a) Parameter pey corresponding to the formation of
equilibrium misorientation boundaries as a function of the
parameter v characterizing the asymmetry of the disclina-
tion configuration located at the corners of agrain;a=b =
1 pm. (b) Relation between pg, and the asymmetry param-
eter v for various values of theinitial grain dimensions. a =
b=0.2,0.4, 1.0, and 10 pm.

becomes energetically unfavorable in the model con-
Sidered.

Figure 5a shows the dependence of the energy dif-
ference AE on the parameter p and the ratio b/a for the
initial grain dimension 2a = 0.4 um. It can be seen that
there are values of the ratio b/a and the parameter p
(and, therefore, of the asymmetry parameter v) for
which the energy difference is positive, i.e., for which
the grain fragmentation is energetically unfavorable.
Figure 5b shows the dependence of the energy differ-
ence on the ratio b/a for grains with various values of
the initial dimension a and the parameter v = 3. It is
seen that the range of b/a values for which the grain
fragmentation is energetically favorable narrows as the
grain dimension becomes smaller. For example, for
Q.=1° and v = 3, grain fragmentation becomes unfa-
vorable for b/a > 7 if 2a =400 nm and for b/a > 4-5 if
2a = 300 nm. Estimates show that, for Q. = 1°, grain
fragmentation is favorable for any value of v if the
smaller dimension 2a exceeds 0.8-1.0 um and b/a < 30.
In the case of Q. = 3°, the restriction on the values of
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Fig. 5. (&) Change in energy due to grain splitting AE as a
function of the grain length-to-width ratio b/a and the
parameter p = w,/w for v = 3 and a = 200 nm. (b) Depen-
dence of the energy change AE on theratio b/afor theinitial
grain width a = 200, 150, and 100 nmand v = 2.1.

Fig. 6. Critical grain dimension a, as a function of pand v
forQ.,=1°anda=nh.

b/aiseven less strong: grains can split at b/a< 30if the
dimension 2a exceeds 0.5 um.

We calculated the critical value 2a. of the smaller
grain dimension. The dependence of a, on the asymme-
try parameter v and the parameter p for Q. = 1° is
shownin Fig. 6. Taking into account the dependence of
Peg ON V (Fig. 4), we find that the critical value of the
grain dimension for grain fragmentation in the model
considered is2a, = 300 nmfor Q.= 1° and 2a. = 100 nm
for Q.= 3°.

Now, we consider the case where g, g, and k are
greater than unity (case 2). In this case, the relaxation
of the asymmetric disclination quadrupole begins after
the minimum disclination strength reaches the critical
value Q..

An analysis of the energy difference shows that the
grain fragmentation through the formation of low-angle
boundaries is also energetically favorable in this case,
with the gain in energy being amost one order of mag-
nitude greater than that in the case considered above
(case 1) for equivalent values of the initial parameters.
Figure 7 shows the dependence of AE on the parameter
p = w/wfor various values of theratio b/a. In this case,
the equilibrium misorientation w, ¢, of the boundaries
that have arisen along the grain diagonals is always
higher than the minimum strength w of the initial dis-
clinations.

Figure 8 shows the dependence of a, on the asym-
metry parameter v and the parameter p for Q. = 1°. It
can be seen that the restrictions on the initial grain
dimension under which grain fragmentation occurs in
the model considered in case 2 are significantly weaker
than thosein case 1. Thecritical grain sizefor fragmen-
tation is 2a, = 100 nm for Q. = 1° and 2a, = 50 nm for
Q. = 3°. Therefore, in case 2, our model covers almost
any experimentally attainable degree of grain size
refinement.

p
0 0.5 1.0 1.5 2.0
T T T T
2.5
1
=
. =15+
3
<)
Q 4
g 1251
<
bla=7
175+

Fig. 7. Energy change AE as afunction of the parameter p =
w/w for the grain length-to-width ratio b/a = 1, 4, and 7;
v=6anda=1pum.
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metry parameter v and the parameter p for Q. = 1°.

5. CONCLUSIONS

We have considered amodel for the relaxation of an
asymmietric disclination configuration forming in grain
junctions under inhomogeneous plastic deformation. In
this model, relaxation occurs through the formation of
low-angle boundaries along the grain diagonals. It has
been shown that the grain fragmentation is energeti-
cally favorable for any value of the grain length-to-
width ratio and any misorientation of the newly formed
boundaries (in the range from 0 to w) if the grain width
is not less than approximately 0.5 um. The larger the
ratio b/a, the greater the elastic energy |AE| released in
the grain splitting along the diagonals. The equilibrium
misorientation of low-angle boundaries w, o is not
equal to w and is amost independent of the grain
length-to-width ratio but depends on the asymmetry
parameter v of theinitial disclination configuration. We
have found an analytical expression for this depen-

851

ple, physically ill-founded criterion for grain splitting,
according to which a grain undergoes fragmentation if
the grain length-to-width ratio is greater than 5. In this
study, we have proposed a physically well-founded cri-
terion for grain splitting, which can be used in simula-
tions of the ECAP process based on our combined
model. Thiswill be the subject of afuture publication.
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Abstract—An interrelation between the surface energy of a material and the work of plastic deformation at a
crack tip isanalyzed. Theoretical relationshipsfor the limiting stressintensity factors of acrack tipinamedium
of aggressive gases and in vacuum are derived. The results of the calculations are compared with the experi-

mental data. © 2005 Pleiades Publishing, Inc.

1. GENERAL STATEMENTS

Fracture of materials is associated with the emer-
gence of a new surface. The main characteristic of the
surface of a deformed solid is the surface energy V..
When the surface energy V. at a solid—gas interface
decreases (as compared to the surface energy in vac-
uum), the work expended on forming anew surface can
appear to be significantly reduced as a result of the
absorption and diffusion of active substances on the
surface and in the bulk of the solid. These statements
have been confirmed by the results of numerous theo-
retical and experimental investigations [1-4].

Since plastic deformation aways precedes the
appearance of discontinuities [5], the problem regard-
ing the influence of the surface of a deformed solid on
its plastic propertiesis of considerable research interest
(the case in point is the manifestations of plasticity,
such as the yield strength, hardening, and the ultimate
strain). When the interatomic bonds in surface regions
of asolid undergo a transformation under the action of
a medium, the plastic deformation of this solid due to
the motion of dislocations can either proceed readily or
become hindered. In particular, the hardening of sur-
facelayers hindersthe emergence of dislocationsonthe
surface of the sample. In this case, the surface and near-
surface defects (such as grooves, microcracks, pores,
and vacancies [6]) can heal up. Conversely, the soften-
ing of these layers facilitates not only the motion of
existing dislocations but also the generation of new dis-
location sources. Therefore, if the surface and near-sur-
face regions of a solid make a substantial contribution
to the total resistance to residua deformations, then,
however, paradoxically enough, the plasticity can be
considered (of course, only to acertain extent) asurface
property.

A characteristic feature of the fracture of polycrys-
talline materialsin an adsorption-active medium is that
the generation and propagation of microcracksin these
solids predominantly occur along the grain boundaries.
This intercrystalline mechanism of fracture is associ-
ated with both the excess energy of the boundaries and

the fast motion of the adsorbate atoms along the grain
contour (as compared to the diffusion into the grain). In
this case, unlike the conventional brittle fracture char-
acterized by a high velocity of propagation of amacro-
crack (which is comparable to the velocity of sound in
asolid), the cracks of adsorption fracture propagate rel-
atively slowly. As arule, the velocity of their propaga-
tion does not exceed several centimeters per second.

It isknown that the theoretical strength of amaterial
o, isrelated to the surface energy v, through the expres-

son g, = Ayij2 (A = const). As can be seen from this
fundamental relationship, the surface energy v, isof the
utmost importance in elaborating mechanical theories
of strength that would be consistent with modern con-
cepts of solid-state physics. Unfortunately, the majority
of these theories are constructed without regard for the
surface energy. Partly, this can be explained by the fact
that structural materias, as a rule, exhibit pronounced
plastic properties. Upon fracture of these materials, the
energy is expended first of al for plastic deformation,
then for elastic deformation, then for heating, and
finally, for the surface energy itself. The surface energy
asif stepsback, in contrast to the case of brittlefracture,
in which the role of the surface energy is decisive. Itis
not self-evident from the aforesaid that one can disre-
gard the surface energy Y, as compared to the work
expended for plastic deformation in the vicinity of the
crack tip (as is the case with all quasi-brittle strength
criteria of the Irwin type). Of course, such disregard
would be correct if the work a, were to be independent
of the surface energy .. Actually, these two character-
istics are interrelated through a functional expression.
This circumstance has been repeatedly emphasized by
many authors [7-10].

Since the fact is unquestionable that the work a,
depends on the surface energy y,, we can write this
dependencein the form

a, = Ay;, A n = const. (@)

1063-7834/05/4705-0852$26.00 © 2005 Pleiades Publishing, Inc.
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Here, A and n are the parameters determined by the
mechanical properties of the material, its physical
structure, and the character of the stressed state.

L et us consider the situation where adeformed solid
is placed in an active gaseous medium. In this case,
molecules of the medium will continuously interact
with atoms of the solid on its surface. This interaction
results in physicochemical reactions, which, in turn,
lead to achangeinthefunctional y,. Such changeispar-
ticularly significant for samples with cracks, because,
according to the Griffith—-Orowan energy criterion for
fracture, we have dW/ds = a, + 2y.. Here, dW is the
increment of the strain energy when the area of the
crack increases by ds.

2. THE INFLUENCE OF PHYSICAL
ADSORPTION OF GASES

In the case of physical adsorption, the gas molecules
are confined to the surface of the crack by relatively
weak van der Waals attractive forces. Physical adsorp-
tion isareversible exothermal high-rate process occur-
ring at low pressures and at temperatures T < 50°C.

Relationship (1) can berepresented in the equivalent
form

n

5= a(vilye) 2)
where the superscripts * and © refer to the gaseous
medium and vacuum, respectively. According to [11],
we can write the expression dy, = -I'kTdIna. Here, I is
the number of gas molecules adsorbed on a unit areain
a crack mouth, k is the Boltzmann constant, T is the
absolute temperature, and aisthe gas activity. If thegas
pressure p is low in comparison with the saturation
vapor pressure py, we have dy, = -I'kTdInp. Upon inte-
grating the last equality, we find

p

0
Ve = y.—k[rdinp.
!

After substituting this expression into relationship (2),
we obtain

p n

kTIFdInp

-a 1-

*
ap

3 ©)
Ye

Following Langmuir (see the monograph by Adam-
son [12]), we can write

b.p
™ +bp’

Here, Iy, is the limiting adsorption at saturation (the
number of adsorbed gas molecules necessary for a

=T

b, = const.
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dense monolayer to cover one sguare centimeter of the
crack surface).

After subtituting thelast relationshipinto formula(3),
we obtain the expression

kTr In(1 +b,p)7"
Vc

The Langmuir isotherm describes monomolecular
gas adsorption on a homogeneous surface of the crack
in the absence of dissociation of gas molecules. As a
rule, biatomic gas molecules that are physically
adsorbed on solids dissociate into atoms. The mono-
layer isotherm of these gases has the form

— m/\/bzp
1+ Jo,p

If the crack surface is covered with several mono-
layers of adsorbed gas molecules[13, 14], we can write
the relationship

" mCP/ Po
@ plpo[ L+ (c-D)pipg’
where p, is the saturation gas pressure. After substitut-
ing relationships (5) and (6) into formula (3), we obtain
the following expressions:
for monolayer adsorption with dissociation of gas
molecules,
| _2KTT In(1+ /bzp)}
Vc

for multilayer adsorption (without dissociation) of
gas molecules,

0

—ap

*
ap

(4)

- %

b, = const.

)

c = const, (6)

0

:a[

*

ap

(7)

p

cp/po 77"

2KTT . In %l_+1_ /pdj

*

ap

(8)

_ .0
=8y 1- 0
Ye

The work a, isrelated to the critical stressintensity

factor K through the expression a,, = BKf (B = const).
Hence, from expressions (4), (7), and (8), we obtain the
following relationships:

for monolayer adsorption of gas molecules in a
crack mouth (without dissociation),
:|n/2

_ Ko[l—kTr In(1+ b, p)
Vc

for monolayer adsorption (with dissociation into
atoms),

KS (9)

n/2
2KTT ,In(1+ /b,p) |
v : ; (10)

K¥ = Ks[l_
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for multilayer adsorption (without dissociation),

n/2
2KTT InEL + _1Cp’ Po O

- p/pg’

0
K% = Kp|1- (11)

0
Ye

Let us now numerically estimate the effect of the
physical hydrogen adsorption on the work a, for struc-
tural steels. The surface energy for a structural steel in

vacuum istaken to be yf = 1000 erg cm. By assuming
thatn=1,b, =3.7x 10°Pa?, and I ,= 12 x 10" cm2in
relationship (4) [15], we find that the H, pressure of the
order of 133 Paat temperature T = 293 K decreases the
work of plastic deformation by =40% (as compared to
this quantity in vacuum). This result is in good agree-
ment with the experimental data obtained by Fed-
chenko et al. [16].

3. THE INFLUENCE OF CHEMICAL
ADSORPTION OF GASES

Chemical adsorption (chemisorption) is associated
with the transformation of the electron shells dueto the
interaction of the atoms of the medium with the atoms
of the deformed solid. A chemisorbed compound
involvesastable monolayer [17], in which molecul es of
the medium are bonded to the atoms of the material
through strong covalent forces. In the case of chemi-
sorption, unlike physical adsorption, not all molecules
of the medium, but only those with the necessary acti-
vation energy, can be bonded to the atoms of the sur-
face. Thisreaction isan exothermal heterogeneous pro-
cess occurring at temperatures T = 200°C. According to
Roberts and McKee [18], the gas molecules impinging
on the surface of the solid transform into a presorption
state. From the presorption state, these molecules are

either chemisorbed at a rate V, = O(Cf(e)e_EJkT (a=

const) or desorbed at arate V_= BCe_E'/kT . Here, Cis
the surface concentration of gas molecules in the pre-
sorption state, E, isthe activation energy of chemisorp-
tion, E_ isthe activation energy of desorption, and f(0)
isthe relative fraction of free centers of chemisorption.

Following Trapnell [17], we can write the following
expressions:

V,-V_ = 9 ,
J2TMKT[1 + ¢t]
b = e(E+_E’)/kT, q = const.

Here, misthe mass of agas molecule.

The decrease in the surface energy of the material
dy, for time dt is determined from the equality dy, =
—-a(V, —V_)dt. Upon substituting the above expression
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for V. —V_into the right-hand part of this equality and
integrating, we find
V= yo[l_aqln(l + q)t*)}
¢ ‘ q)ySA/ankT

From thisexpression, we obtain thecritical stressinten-
sity factor
/2
K* = Kg[l _agin(i+ ¢t*)}“ .
Py~ 2TIMKT
When the time required for the onset of the fracture t
isvery short, the condition In(1 + ¢tp) = dt< lissat-
isfied; consequently, we have

(12)

aqnt* :|n/2
2yf A/2TImKT
Conversely, if the condition ¢t> 1 is satisfied, we
obtain In(1 + ¢t = In(ptp). Taking this circumstance
into account, from formula (12), we derive the follow-
ing relationship:

J2mmkTO K"
te =2 exp dYn/2TmkT O-—0 |
¢ ag O kIO

This relationship is similar to the known formula pro-

posed by S.N. Zhurkov (see the monograph by Regel
etal. [19)]).

K* = Kg[l -

ACKNOWLEDGMENTS

Thiswork was supported by the Russian Foundation
for Basic Research, project no. 03-01-00601.

REFERENCES

1. V.I. Likhtman, P. A. Rebinder, and G. V. Karpenko, The
Influence of a Surface-Active Medium on Processes of
Metal Deformation (Nauka, Moscow, 1974) [in Rus-
sian].

2. G. V. Karpenko, The Influence of a Medium on the
Srength and Durability of Metals (Naukova Dumka,
Kiev, 1976) [in Russian].

3. J. D. Fadt, Interaction of Metals and Gases (Centrex,
Eindhoven, 1965 and 1971; Metalurgiya, Moscow,
1975), Vols. 1 and 2.

4. B. D. Kolachev, Hydrogen Brittleness of Metals (Metal-
lurgiya, Moscow, 1985) [in Russian].

5. A. V. Stepanov, Fundamentals of Practical Srength of
Crystals (Nauka, Leningrad, 1974) [in Russian].

6. V. |. Betekhtin, S. Yu. Vesekov, Yu. M. Dd’,
A. G. Kadomtsev, and O. V. Amosova, Fiz. Tverd. Tela
(St. Petersburg) 45 (4), 618 (2003) [Phys. Solid State 45,
649 (2003)].

7. P A. Rebinder and E. D. Shchukin, Usp. Fiz. Nauk 108
(2), 3(1972) [Sov. Phys. Usp. 15, 533 (1973)].

No. 5 2005



10.

11
12.

13.

14.

FRACTURE OF SOLIDS IN AGGRESSIVE GASES

D. McLean, Mechanical Properties of Metals (Claren-
don, Oxford, 1961; Metallurgiya, Moscow, 1965).

D. H. Kaelbly, J. Appl. Polym. Sci. 18 (6), 1869 (1974).

V. M. Finkel’, Physics of Fracture (Metalurgiya, Mos-
cow, 1970) [in Russian].

Interphase Gas-Solid Boundary (Mir, Moscow, 1970).

A.W. Adamson, The Physical Chemistry of Surfaces, 4th
ed. (Wiley, New York, 1982; Mir, Moscow, 1979).

A. Zangwill, Physics at Surfaces (Cambridge Univ.
Press, Cambridge, 1988; Mir, Moscow, 1990).

I. O. Protod’'yakonov and S. V. Siparov, Mechanics of
Adsorption Process in the Gas-Solid Systems (Nauka,
Leningrad, 1985) [in Russian].

PHYSICS OF THE SOLID STATE Vol. 47 No. 5

2005

15.

16.

17.

18.

19.

855

G. W. C. Kayeand T. H. Laby, Tables of Physical and
Chemical Constants and Some Mathematical Functions,
16th ed. (Longman, New York, 1995; Fizmatgiz, Mos-
cow, 1962).
V. S. Fedchenko, A. |. Radkevich, and L. M. Korvatskii,
Fiz.-Khim. Mekh. Mater. 12 (4), 96 (1976).
B. M. W. Trapnell, Chemisorption (Butterworths, Lon-
don, 1955; Inostrannaya Literatura, Moscow, 1958).
M. W. Roberts and C. S. McKee, Chemistry of the
Metal-Gas Interface (Clarendon, Oxford, 1978; Mir,
Moscow, 1981).
V. R. Regel, A. |. Slutsker, and E. E. Tomashevskii,
Kinetic Nature of the Srength of Solids (Nauka, Mos-
cow, 1974) [in Russian].

Trandated by O. Moskalev



Physics of the Solid State, Vol. 47, No. 5, 2005, pp. 856-862. Trandlated from Fizika Tverdogo Tela, \Vol. 47, No. 5, 2005, pp. 830-836.

Original Russian Text Copyright © 2005 by Butyagin, Streletskii.

TheKineticsand Energy Balance
of M echanochemical Transformations

P. Yu. Butyagin and A. N. Streletskit

Semenov Ingtitute of Chemical Physics, Russian Academy of Sciences, ul. Kosygina 4, Moscow, 119991 Russia
e-mail: str@center.chph.ras.ru

Abstract—The kinetic theory of strength formulated by Zhurkov is expanded to include an energy consump-
tion analysis of the processes of deformation and fracture of solids and their compounds. The dependence of
the kinetics of the structure defect formation and of chemical reactionsin the processes of deformation and frac-
ture of solids on the energy expended is found. Experiments and calculations concerning energy yields of the
defect formation, deformational mixing, and mechanochemical reactions are discussed. © 2005 Pleiades Pub-

lishing, Inc.

1. INTRODUCTION

The Zhurkov equation [see Eqg. (1) below] is the
foundation of both the kinetic theory of strength and
mechanochemistry, the study of the reactivity of solids
during their deformation and fracture. This paper pre-
sents an analysis of the kinetics and energy consump-
tion in the processes of the formation of crystal struc-
ture defects, deformational mixing, and chemical syn-
thesis in solids under mechanical |oad.

2. THE ZHURKOV MODEL

The kinetics of the interatomic-bond rupture caused
or assisted by elastic deformation of solids is usually
analyzed in terms of classical chemical kinetics. This
approach was developed by Zhurkov [1] and his
coworkers from a hypothesis to an elegant theory in
numerous papers. A summary can be found in the now
classic work [2].

According to the Zhurkov theory, the exact moment
at which a solid is destroyed by a mechanical load
depends on the lifetime before rupture of deformed
interatomic bonds:

T = 1,exp(Uy—YyO0)/RT, Q)

where T isthelifetime before rupture, 1, isthe period of
atomic oscillations, (U, — yo) is the reaction activation
energy, U, is the bond energy, and the product yoisan
equivalent of the deformation energy.

3. ENERGY RELATIONS
IN THE ZHURKOV MODEL

Kinetic eguation (1) used in the Zhurkov model
implies that there is an ensemble of deformed inter-
atomic bonds and that the process ends with fracture.
However, the fracture is accompanied by the relaxation
of residual stressesin the entire bond ensembl e after the

moment of fracture. Hence, according to Zhurkov, the
thermally activated rupture of deformed bonds is sup-
plemented by a subsequent relaxation of energy accu-
mulated before the rupture. The rupture and subsequent
energy relaxation differ in terms of calorific effect, its
sign, and characteristic times. Thermally activated rup-
ture is an endothermic reaction, while relaxation is an
exothermic process. Therefore, the equation of energy
balanceis (Fig. 1a)

A=Qq+ Z NiH;. 2

The ensemble of interatomic bonds is deformed and
broken by applied work A; free radicals and atoms with
low coordination numbers created at the point of rup-

turehave anet excessenergy Y N;H; (where H; isthe
partial molar enthalpy of one of the products of the rup-

(a) (b)

AMCH

Qrel

2N;H|

A
AH ch
7

Fig. 1. Relations (a) between the work donein creating struc-
tural defects Ay and the defect enthalpy Z N;H; and (b)

between the work done during mechanochemica synthesis
Anch and the mechanochemical reaction enthalpy AH,.

1063-7834/05/4705-0856%$26.00 © 2005 Pleiades Publishing, Inc.
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ture and N, isthe fraction of defects of thiskind). After
the rupture, the deformation energy of bonds in the
parts released from stress is transformed into heat Q.
over the time span 1,4. The release of Q.4 is often
accompanied by secondary dissociation reactions
which produce low molecular—weight products [3-5].

4. ENERGY YIELDS
OF MECHANOCHEMICAL PROCESSES

The energy yield G of a mechanochemical process
isthe ratio of the amount of the product AN (in moles)
to the expended energy, that is, to the dose D:

G = AN/D [mol/J]. 3)

Theinverse of theyield A= 1/G [Jmol], the formation
energy, characterizes the work done to create products
of the mechanochemical process.

The concept of the energy yield [6, 7] isvaid for the
process of formation of point defects, dislocations,
grain boundaries, and phase boundaries, as well as for
structural and chemical transformations that occur dur-
ing the deformation and fracture of crystals and their
mixtures.

Thediagramsin Fig. 1 qualitatively show the energy
balance of structural defect creation and mecha-
nochemical transformation. A mechanical load, which
is applied in order to create structural defects and/or
active centers, always|eadsto an exothermic process of
energy relaxation, i.e., arelease of heat (Fig. 1a) Q4 =

Aua= 3 NiH/.

During a mechanochemical reaction, the work
Auch 1S spent on grinding and deformational mixing
of the components. Finally, a synthesis takes place
Xs+ Ys —= XYg and the system transfers to the
energy level AH,,. Additional heat from the synthesis
reaction AH, is produced in the process. Therefore, in
thiscase, Q.4 consists of the expended energy Ay, and
the reaction heat AH, (Fig. 1b): Q,q = Aucy + AHg.
The quantities A and G characterize the way the elastic

energy is converted into the energy of crystal defectsor
products of chemical reactions.

The most popular equipment for mechanical activa
tion of powder materials and carrying out mecha
nochemical processes is energy-intensive mills of vari-
ous types. Systematic measurements [8] and calcula
tions [9, 10] of the energy intensity (specific power) |
[W/g] of mechanochemical reactors of different types
were performed in order to determine the work Ay, or
Aucy done during mechanical processing of powders.
Various methods of measuring the energy intensity
(calorimetric method, test-object method, etc.) are
described in [10, 11]. The energy intensity of mecha-
nochemical reactorsis 10110 W/g, and the mechani-
cal energy dose D transferred to the powder material
can beashighasD = It ~ 10>-10°% kJ/g.
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Fig. 2. Growth of the surface area S of iron grain bound-

aries during mechanical processing of Fe and powder mix-
tures Fe/X = 80/20 (data taken from [21]).

5. DEFECT FORMATION ENERGY
5.1. Didlocation Processes

Dislocation-assisted plastic deformation can be
described by a model in which an advance of atomic
configuration by one step (the lattice parameter) results
from the regrouping of atomic bonds under a shear
stress 0. The work done at each step is o7V, (Where
V, is the atomic volume), and the strain € depends
directly on the absorbed energy (dose) D: € = f(D). If
the concentration of dislocationsis low, the interaction
between them can be neglected and all steps are equiv-
alent (o1 = congt). In this case, the energy characteristic
of a regrouping event is the energy yield G, given by
G =1aV,.

All the main dislocation processes—multiplication
of dislocations, their annihilation and merging into
grain boundaries, capture of impurities by dislocations,
etc.—also depend on the dose D.

5.1.1. Multiplication of dislocations. The expected
energy yield of dislocation multiplication can be esti-
mated using the Frank—Read model. According to this
model, beforean atomisinserted into adislocation line,
the dislocation bows out and is stretched between two
pinning points. The tension of a dislocation segment
favors inserting lattice atoms into the dislocation line,
and its flexure sweeps a section of the dlip plane under
the dislocation loop.

If adislocation segment is displaced from position A
to position A’ by a distance dR, its length | grows by dl
(see, eg., [12, Figs. 3-16]). In this case, dI/b atoms
(where b is the lattice parameter) are inserted into the
dislocation and the dislocation loop in the slip plane
sweeps over an area containing ng = |dR/b? lattice sites.
Atoms inserted into the dislocation line increase its
energy by Wdl/b (where W, is the dislocation energy
per length b), and the work done is ngo{V,,.
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Fig. 3. (1) Consumption of the component X and (2) appear-
ance of X in the products during deformational mixing of
the Fe/X mixtures for (@) X = Zr and (b) X = W (data taken
from[21]).

The energy yield of the dislocation multiplication
Gp isgiven by theratio of the number of atomsinserted
into the dislocation to the work donein this process:

Gp = 1/{W,+aVy(R/b)} . 4

The maximum energy yield Gp is achieved when
both terms in the denominator of Eq. (4) are equal. In

this case, Gg~ ~ 1 mol/MJ. The actua yield Gy is

much lower than Gy and is estimated below by using
the results obtained by Gilman [13]. According to [13],
the didlocation generation rate dNp/dt during plastic
flow, as well as the strain rate de/dt, is proportional to
the dislocation concentration Np:

dNp/dt = Mv N, (53)

de/dt =bvNp. (5b)
Here, v isthe gliding velocity of dislocations [m/s] and
M is the dislocation multiplication factor [m?]. The val-
ues of M for anumber of crystalsarelisted in Table 1.
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Fig. 4. Work A(—X) done during the deformational mixing
of a Fe/X mixture as afunction of the yield stress oy of the

component X (data taken from [22]).

It follows from Egs. (5a) and (5b) that the energy
yield of the dislocation multiplication G is given by

Gp = (dNp/dt)/o;(de/dt) or Gy = M/(bay). (6)

Estimations made using Eq. (6) and the available M data
(Table 1) show that the Gy valuesfor anumber of metals
(Al, Cu, Fe, Ni) fdl in the range 0.005-0.1 mol/MJ.
According to the Gilman model, the main contribution
to the work donein the generation of dislocations Ay is
due to internal friction, which is inevitable during dis-
location formation.

5.1.2. Grain boundary formation. Grain bound-
aries in ductile metas are usualy formed by
polygonization. In this process, the mean free path of
didocations before merging into grain boundaries is

30+
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Fig. 5. Energy transformations for impact of a ball and a
powder material: the inelastic interaction between the ball
and the powder lasts for 1., ~ 107 s followed by a relax-
ation of stresses for T,g (Trg = Tgg))- The stresses are char-
acterized by awide range of relaxation times.
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comparable to the size L of the crystallites being cre-
ated (for example, to the size Lg Of the coherent scat-
tering regions). In this case, the work done to create
grain boundaries Ag; can be estimated as Az =
LresN<O1V,, Where Ng is the surface density of atoms
on the grain boundaries. According to estimations
based on this model, the work done in the formation of
grain boundaries is about 10-10° Jm? [14]; that is, Ag
is tens or hundreds of times larger than the boundary
energy.

Thework Ag was measured for various metals (Fig. 2,
Table 2) by mechanical processing of powder materials.
The area of the boundaries created was estimated by
analyzing the shape of x-ray diffraction linesand calcu-
lating the size of coherent scattering regions (S; ~
1Lgcs). The work Ag in metals (corresponding to the
dlopeof thelinesin Fig. 2) remains constant asthe crys-
tallite size decreases to tens of nanometers. For the
majority of metals, Ag isin therange 10°-10° Jm?; i.e.,
there is agreement, in order of magnitude, with the
expected values.

Usually, the energy yield of dislocation processes
G, depends only dightly on the parameters of mechan-
ical processing, such as the temperature and intensity
(doserate).

5.2. SQurface Formation

5.2.1. Crystal cleavage. The growth of a crack dur-
ing cleaving of abrittle crystal can be taken as amodel
of theformation of anew surfacewith arelatively small
amount of energy required.

For example, it is common to assume that, in the
Griffithsrelation, the work dAg doneto increase the sur-
face area during the expansion of a cavity in the bulk of
a crystal is equal, in a first approximation, to the
increase in the surface energy:

0As = YOS. (7)

Here, Sisthe surface area of the cavity and y isthe sur-
face energy.

However, Eq. (7) is valid only at thermodynamic
equilibrium. In actual conditions, when a crack grows
during adestruction process, the energy islost to collat-
eral processes: plastic deformation of the surface layer
(Aq) and electrization of the crack walls (Ag). In addi-
tion, the separating parts of the crystal acquire kinetic
energy (Ax) and, in practice, it is difficult to avoid fric-
tion between them (Ag). Therefore, the actual value of
A significantly exceeds the surface energy v: As= vy +
ActAg +Ac+ A

These terms can be calculated using different mod-
els. The kinetic energy of the separating parts of the
crystal is calculated using equations of theoretical
mechanics based on measurements of the crack growth
rate and geometry of the sample. In order to estimate
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Table 1. Dislocation multiplication factor M according to
Gilman [13]

Crystal M, 1072 m

Ta 1000

Ag 230

Fe 30-250
Al 80

Cu 50

Ni 8

Ge 1

KCI 0.5

Table 2. Work done in forming grain boundaries during
mechanical processing of metal powders

Metal Ag, Im?
Al 120
Fe 230
Ni 220
Cu 310
Ag 530
W 710

the plastic deformation, the following model of interac-
tion between the growing crack and dislocations is
used: the compression region in front of the propagat-
ing crack tip does not cut the transverse dislocation as
aknife cuts athread but rather dragsit and stretchesthe
dislocation along the crack edges at asmall depth [15].
Afterward, the elastic stresses of deformed parts of the
cleaved crystal push the dislocations out to the surface.
The number of dislocations can be measured by count-
ing the atomic steps on the mirror-smooth cleavage sur-
face.

Didocations in crystals are electrically charged.
They take this charge outside when they come to the
surface from the surface layer. The cleavage is rarely
exactly symmetric; the thinner part is more bent than
the broader part. Therefore, inthethinner part, thereare
more dislocations, which take their charge to the sur-
face[16]. The difference in charge density between the
opposite sides of the crack can reach tens of CGSE/cm?
(up to 10%° elementary charges per square centimeter).
Growth of such a crack can be stopped by an electric
field [17].

The work A¢ done to separate the charged walls of
the crack can be calculated using formulas for a capac-
itor [18]. If the cleavage takes place in vacuum, the
chargeis preserved at its maximum all along the crack
and the electrostatic component Az of the destruction
energy is maximum. The charge is so large that elec-
trons are torn off the surface and accelerated up to doz-



860

Table 3. Main channels of energy absorption during crack
growth in LiF crystal, in units of A/y[7]

Y Ak Ag Ae
1 3-5 >10 2

Table4. Work done in forming the surface during milling
measured by the Brunauer—Emmet—Teller method

Compound Ag Jm?
BN 6
Graphite 30-60
Nb,Os 30
Sio, 100
Si 900

ens of kiloelectronvoltsin the electric field of the crack
(the Deryagin effect [18]).

Contributions from different channels of energy
absorption in the process of crack growth in LiF crys-
tals are compared in Table 3, which is compiled from
review [7]. Energy losses in each channel are normal-
ized to the surface energy of the LiF crystal. It is clear
that the work done in forming a surface is 10-20 times
larger than the surface energy even neglecting the fric-
tion term. The quantity Asdepends on the crack growth
rate and the defect concentration in the crystal. There
are numerous papers devoted to the nature of collatera
processes (see, e.g., review [16]).

5.2.2. Milling. A high specific surface area of tens
and hundreds of square meters per gram, to which for-
mally correspond particle sizes of 108-10" m, is
obtained by milling layered and brittle materials.

The specific surface of graphite increases in propor-
tion to the dose up to ~ 350-400 m?/g. The surface for-
mation energy of graphite remains constant in the range
of mill power (energy intensity) from 0.35 to 80 W/g
[10, Fig. 2]. Therefore, Agisan energy parameter of the
surface formation of the material.

Values of Agfor several layered and brittle materials
are compared in Table 4. It is clear that Ag of different
materials varies within more than two orders of magni-
tude. A new surface is most easily created in layered
materials (boron nitride, graphite). Ag of silicone oxide
reaches 100 Jm?. Surface formation is most difficult
for silicon [19].

Thus, in al the examples considered above, the
work done to create structural defects through the
mechanical processing of crystals is several orders of
magnitude higher than the partial molar enthalpy of the
defects themselves and the main contribution to G and
A comes from external or internal friction.
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6. DEFORMATIONAL MIXING
AND MECHANOCHEMICAL SYNTHESIS

The deformational mixing and mechanochemical
synthesis are achieved by mechanically processing sev-
eral components of a reaction mixture, alloy, or com-
posite together. The components are ground and mixed,
and the accumulated energy isreleased in the formation
of the crystal structure of the products.

To model deformational mixing and/or synthesisin
a ball mill, where the material is subjected to multiple
pulsed loads (~10° s), a method based on the energy
balance is used. During an inelastic impact, the ball
transfers an energy dose D* to the powder material. As
aresult, synthesis products form in the powder mixture
and the energy of chemical reaction GRAHD* is
released. Here, G isthe energy yield of the reaction per
unit contact area [(mol/MJ)/(m?/g)], S is the specific
surface of the contact [m?/g], and AH isthe transforma-
tion enthalpy [J¥mol]. Therefore, the relaxation energy

Q.4 isgiven by
Q= (1+GSAH)D*. (8)

Equation (8) establishes the relation between the relax-
ation energy Q,q and the intensity of milling (the sur-
face formation energy is S~ 1/A), the intensity of mix-
ing (G), the reaction enthalpy AH, and the impact
energy D*. The relaxation energy Q,y affects the kinet-
ics of product formation, its type, and the chemical
composition. A prominent example is explosive defor-
mational processes[20]. In order to achieve self-propa
gating high-temperature synthesis, the adiabatic tem-
perature during relaxation has to be higher than the
melting temperature of one of the mixture components.

As an example of cold mechanical fusion, we con-
sider the atomic mixing of two-component combina
tions of bcc metals 80Fe + 20X, where X is Sn, Ti, Zr,
Nb, Ta, Mo, or W [21, 22]. For all the compositions, the
Fe grain boundary areawas observed to grow asaresult
of milling, the X component was consumed, and X
atoms appeared in the Fe phase as a result of mixing.
For a conversion fraction of up to 0.5-0.75, the energy
characteristics of milling Ag(Fe) and mixing A(—X) and
A(+X) are constant (Figs. 2, 3) and the work A(—X) that
characterizes solving the X phase in a-Fe is propor-
tional to the yield stress of the metal X. Thisrule holds
for al metalsfrom Snto W (Fig. 4).

The behavior of the atoms of the dissolved compo-
nent depends on its nature. Atoms of Nb, Ta, Mo, and
W appear in the solid solution simultaneously with
their disappearance from the initial phase X (Fig. 3b);
they form crystalline (Mo, W) or amorphous (Nb, Ta)
solutionsin a-Fe. Theyield stress (ay) of Nb, Ta, Mo,
and W is higher than oy of Fe, and we can presume that
the deformational mixing in thisgroup of metals occurs
through the substitution of Fe atoms by X in the lattice.

Atoms of Sn, Ti, and Zr leave their phases as frag-
ments (clusters), which cannot be detected using x-ray
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analysis (i.e., Lres < 1-2 nm), and appear significantly
later with respect to the dose in the structure of crystal-
line or amorphous solutions (Fig. 3a). Thus, in the suc-
cession of Fe + X mixtures, the mechanism of deforma-
tional mixing—the atomic solution for refractory met-
as and fragmentation for softer metals (Sn, Ti, Zr)—
depends on the relation between the yield stress values
of the components.

Similarly, the products of mechanochemical reac-
tions of the type Xg+ Y — XYgform either immedi-
ately at the contact of reagents (in this case, G(XY) ~
0S,/0D; for example, the reaction Nb,O5; + PhO —
Pb,Nb,O- [23]) or during the mass-transfer processes
in the contact zone. The latter caseis prevalent, and the
energy Yield of the products G(XY) = 6a/dD (where a
is the conversion fraction) is proportional to the inter-
phase boundary area S,v:

5a/3D OIS,y 9)

7. RELAXATION EFFECTS

The diagram in Fig. 5 shows the kinetics of energy
transformations for the case when reagents or their
mixtures are subjected to a pulsed load. For example,
the inelastic impact of a ball is only 1., = 10°-s long
and during this period the kinetic energy of the bal is
transferred to the powder of reagents. The powder
absorbs the energy dose D* and turns to a nonequilib-
rium state where external stresses no longer act and
internal residual stresses relax, causing the material to
transfer to the equilibrium state. From experience, it is
known that the relaxation time 1,4 is usually much
longer than the duration of the impact of a ball and
material and also that thereisawide range of relaxation
times.

Short relaxation times are measured by analyzing
the reactivity of solidswith gases during the destruction
process. It turns out that the yields of heterogeneous
reactions of hydrogen and oxygen with silicon oxide
[24], of oxygen with silicon [25], and of carbon oxide
with zirconium [26] during mechanical processing are
tenstimes greater than those after the processing is ter-
minated. In order to determine the relaxation times
from the decrease in the chemical activity, we can use
the dependence of the yield of the heterogeneous reac-
tion Xs + Yg on the gas pressure. When the pressure is
high, the yield is maximum, because molecules hit the
surface at a high rate and all of them become involved
in the reaction. When the pressure is low, the reaction
yield islow, because the fresh surface loses its reactiv-
ity due to relaxation before it is hit by a gas molecule.
A drawback of this method is that the relaxation times
remain uncertain because the adhesion factor is
unknown.

Slow relaxation and a gradual accumulation of
residual stresses were discovered using the method of
intermittent mechanical processing. The mechanical
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processing was periodically terminated for agiventime
and resumed after a pause. For the quasi-explosive
mechanochemical synthesis [20], periodic breaks of
10-30 min caused a significant increase in the induc-
tion period. Similar experiments with “resting” breaks
of several hours[27] confirmed thelong relaxation time
in the Fe + C system. Quenching and subsequent ther-
mal relaxation of phases with an excess energy of
molecular interaction were studied in experiments on
polymersin [28].

Thus, thewide range of the relaxation timesis estab-
lished experimentally but information about the limits
and mechanisms of the relaxation is still lacking.

8. CONCLUSIONS

In the studies we have discussed, amethod of energy
balance analysis of structural and mechanochemical
transformations during plastic deformation and fracture
of solids was developed and quantitatively substanti-
ated.

There are several fields concerned with the effects of
deformation and fracture. The values of deformations
and stresses and the state of the crystal structure imme-
diately prior to the point of failure, which itself is
defined by Eq. (1), are important for the kinetic theory
of strength created by Zhurkov and his co-workers. The
chemical structure and reactivity of deformed materi-
als, low-coordinated atoms and free radical s, fragments
of molecules and ions, and excited states carrying an
excess energy Q,y released after fracture are important
for mechanochemistry.

The moment of rupture of atomic bonds is both the
critical point in the diagram of the mechanical proper-
ties and the staring point for the release of accumulated
energy and adrastic increase in reactivity. Zhurkov and
his coworkers considered processes separated by the
breaking point together, but the tradition has not always
been followed in recent years; strength theory and
mechanochemistry are drifting apart in the flux of prac-
tical applications.

In the present paper, we tried to return to the com-
plex consideration of destruction and reactivity based
on analysis of the energy properties of these processes.
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Dynamic Diffusion of Helium into Various Types of Solids
during Ther Deformation and Dispersion
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Abstract—Quantitative relations governing the penetration of helium atomsinto various types of solidsin the
course of their plastic deformation in liquid 3He (T = 0.6-1.8 K) and “He (T = 4.2 K) and dispersion in gaseous
helium at 300 K were obtained and analyzed. Experiments were carried out on metals with different lattice
types, ionic single crystals, amorphous aloys, and barite and titanium dioxide powders dispersed in helium.
Curvesiillustrating helium extraction from deformed specimens under dynamic annealing were obtained. The
temperature range of helium extraction was found to correlate with the melting temperature and theinitial and
deformed structures of a material, which determine the number and character of helium traps present in the
material. The dependence of helium penetration intensity on the type of defectsforming under plastic deforma-
tion for various materials, aswell asthe formation of chemical bonds of helium atoms to the defected structure
of these materias, is discussed. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Studies of the mechanochemical penetration of par-
ticles of an ambient medium into varioustypes of solids
are based on the experimentally observed phenomenon
of dislocation-mediated dynamic diffusion (DMDD),
i.e., the penetration of atoms and molecules of the
ambient medium into crystalline materials over nucle-
ating and moving dislocations in the course of plastic
deformation [1, 2]. The gradient of chemical potentia
at the ambient-medium—solid interface, as well as the
large amplitudes of atomic vibrations in moving dislo-
cations due to which dynamic lowering of potentia
barriers occursin the dislocation cores, accountsfor the
efficient penetration of particles of the ambient medium
into the surfacelayer of materials subjected to deforma-
tion. The surface layer can become either stronger or
softer depending on the actual type of atoms or mole-
cules of the medium (their size and chemical affinity),
the atomic parameters of the material structure, the dis-
location types, and the structure and dimensions of the
impurity centers present in the surface layer. The
atomic particles contained in the cores of moving dislo-
cations giveriseto achangein the energy parameters of
the interaction between the dislocations and impurity
centers (stoppers) due to which they multiply in the sur-
face layer of the deformed material.

In this study, we obtain and analyze helium extrac-
tion curves from crystalline materials and amorphous
eutectic alloys having different initial structure and
deformed to different extentsin liquid *He and “He (T =
0.64.2 K) or dispersed in gaseous helium at 300 K.

2. MATERIALS STUDIED AND EXPERIMENTAL
TECHNIQUES

The materials used in the study were as follows:
metals with the fcc (Al, Cu, Pb), hep (Cd, Ti), bec tet-
ragona (Sn), tetragona (BaSO,), and rhombic (TiO,)
structures; ionic single crystals (NaCl, LiF); films of
amorphous eutectic aloys Ni,g—Sig—B, (10 x 60 x
0.125 mm) and Pdg, 5—Si;55 (2 x 60 x 0.06 mm); and
powders of barite (BaSO,, d = 100 um) and rutile
(TiO,, d = 150 um). The purity, original structure, and
test conditions of the materials used are as follows: for
Al(99.9%), polycrystals, grain sized = 0.15-0.17 mm,
tension, strain rate € = 104 s, and T = 0.6 K; for
Cu(99.998%), single crystals, tension, € =10*s*, and
T = 4.2 K; for Cu(99.996%), nanocrystalline (d =
100 nm), compression, € =10*s*, and T=4.2K; for
Sn(99.998%), single crystals, tension, € = 102 s, and
T = 3.0K; for Cd(99.8%), a polycrystal, tension, € =
10%s?, and T =3K; for Pb (technical grade), compres-
sion, € =10% s, and T = 3 K; for a-Ti(99.94%), a
0.1-mm-thick polycrystallinefail, tension, € =10 s,
and T=4.2K; forionic single crystals of NaCl and LiF
(LOMO grade), compression, € =10%s™, and T=3K;
and for amorphous eutectic films of Pdg,—Sij;ssat T =
0.6 K and Ni,gSig By, a T=4.2K, tension at arate of
0.02 mm/min. BaSO, and TiO, powdersweregroundin
aball mill in standard mode (over 5 h). Tests in liquid
SHe were conducted in a setup designed at UPTI
(Kharkov) [3], and in “He, in a setup designed at the
loffe Institute (St. Petersburg) [4].

1063-7834/05/4705-0863$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Fraction F of helium released from materials with
different melting points plotted vs. reduced temperature
T/Tg of annealing: (a) (1) BaSO,, (2) TiO,, (3) Ti, (4) NaCl,
(5) Cu and (6) LiF; (b) (7) Al, (8) N|78—S|8—Bl4 (9) Phb,
(10) Cd, (11) Pdgy 5-Sizs 5 and (12) Sn

The helium content in deformed specimens was
determined with a high-resolution resonance mass
spectrometer [5] with a sensitivity of ~10° atoms for
3He and ~10° atoms for “He. Helium extraction curves
were recorded for deformed specimens of various mate-
rials under dynamic annedling at rates of 5-10 K/min.
The curves were reduced to graphs of the fraction F of
liberated helium plotted versus the temperature T and
the reduced temperature T/T,, where T, is the melting
point of the material.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The curves obtained by dynamic annealing of mate-
rials deformed in liquid helium were used to construct

PHYSICS OF THE SOLID STATE  Vol. 47

KLYAVIN et al.

£
=]
E
<
g
=
|
273 473 673 873 973
T,K

Fig. 2. Helium extraction curves from (1, 2) BaSO, and
(3) TiO, powders dispersed with a ball mill at 300 K: (1)
origina powder and (2, 3) after dispersion in helium.

F(T/Ty) graphs. The graphs were obtained for all speci-
mens containing approximately equal amounts of
helium per unit surface area (N, atoms/cm?). The curves
are S shaped (Fig. 1), which implies the existence of
three helium extraction stages of different extent,
depending on the type of material, its origina and
deformed structures, and melting point. These are a
low-temperature stage with T = (0.2-0.3)T, a stage
close to and at the recrystallization temperature, T =
(0.4-0.6) T, and ahigh-temperature stagein thevicinity
of T, (below, above, and at this point). The existence of
different stages and the number of peaksin the helium
extraction curves are determined by various parame-
ters. Among them are the type and melting point of the
material, its original defect structure, and its deformed
structure (which determines the types of helium traps
forming in the course of plastic deformation). Let us
consider the experimental relations in more detail.
Curves1-6inFig. larelateto BaSO, (T,= 1853 K), TiO,
(Tg=1833K), Ti (T;= 1933 K), NaCl (T;= 1073 K), Cu
(Ts = 1356 K), and LiF (Tg = 1113 K), respectively.
These materials feature high melting points, and al
curves relating to them are confined to the interva
T/T,=0.15-0.65.

BaSO, and TiO, powders (macroscopically brittle,
crystalline, but not metallic materials) exhibited the
presence of noticeable amounts of helium after they
were dispersed with aball mill in helium ambient. The
corresponding helium extraction curves are given in
Fig. 2. These curves are confined to the region T =
(0.15-0.33) T, for these materials. A BaSO, powder stud-
ied in the initial state (before dispersion) revealed two
peaks of the amount of released helium, a T = 480 K
(0.25T) and T =600 K (0.33T,). After dispersion of the
powder, the peak at T = 600 K decreases noticeably,
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while the peak at T = 480 K, by contrast, increases
sharply (compare curves 1, 2). This implies helium
transfer from deep to shallower traps forming in the
course of dispersion. The amount of helium in the
powder increases by nine times (from 3 x 10% to 28 x
10%3 atoms/g). A dispersed TiO, powder exhibits two
closely lying peaks at T = 420460 K (0.22-0.25)T,,
and the amount of helium increases by 13 times (from
0.1 x 10" to 1.3 x 10™ atoms/g). For both powder
types, the grain diameter after dispersion in helium
decreases by 40% (as compared to 20% in the air ambi-
ent). This means that helium penetrates efficiently into
TiO, and BaSO, powders. The microcracks forming in
the powder grains in the course of dispersion bring
about microplastic deformation through the formation
of short dislocation loops near the microcrack propaga-
tion front. By penetrating into dislocations, helium pins
them, which gives rise to additional embrittlement of
the powder grains and, hence, facilitates their disper-
sion. Dislocation pinning by helium atoms has been
demonstrated for the specific case of a screw disloca-
tion in bcc iron by computer modeling [6]. The data
obtained suggest that the efficiency of this process can
be substantially increased in a specially chosen gas
medium, which may be of practical significance in
industrial technologies involving dispersion of various
types of materials.

Polycrystalline titanium with a high temperature
T,=1933K likewiserevealsanarrow helium extraction
interval of T = (0.2-0.6)T; (curve 3, Fig. 1a) with three
low-temperature peaks (at T =520, 700, 870 K; Fig. 3).
Theincreasein the amount of helium from 1.5 x 10 to
3 x 10" atoms/cm? in specimensdeformed at 4.2K (€ =
5%) results in a growth of these peaks and the appear-
ance of anew peak at T = 1000 K (compare curves 1, 2
in Fig. 3) associated with the formation of deeper
helium traps. Therange of helium extraction from NaCl
(T,=1073K), LiF (T,= 1113 K), and Cu (T, = 1356 K)
single crystals shifts dightly toward higher tempera-
tures (0.25-0.65) T, (curves 46 in Fig. 1a). For Cu and
NaCl, the helium extraction curves have two broad
maximalocated at T=570and 670K for Cuandat T =
420 and 570 K for NaCl [7]. LiF single crystals are
characterized by three maximaof heliumreleaseat T =
420, 480, and 620 K [1]. These peaks can be identified
with helium release from interstices[8] and divacancies
[9] (at T=420K), monovacancies (T =480K) [10], and
edge didocations (T = 620 K) and are characterized by
activation energiesk; =0.32 eV, E, =0.63 eV, and E; =
0.42 eV, respectively. The energy E; coincides with the
helium binding energy with LiF lattice cations, which
was also found experimentally in [11] using helium
spectroscopy. Therefore, chemical bonding takes place
for helium interacting with the lattice and, hence, with
moving dislocations, into which helium penetrates in
the course of plastic deformation of these crystals. The
bonding energy was found to be 30 times higher than
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Fig. 3. Helium extraction curves from titanium samples that
were deformed at T = 4.2 K to € = 5% and contain different

amountsof helium: (1) 1.5 x 101 and (2) 3 x 10! atoms/cm?.

the van der Waals interaction characteristic of inert
gases.

For metalswith lower melting points, namely, for Al
(Ts=932K), Pb (T; =601 K), Cd (T, =594 K), and Sn
(T = 505 K), the F(T/Ty) curves spread over a very
broad temperature interval, (0.25-1.3)T/T; (curves 7, 9,
10, 12 in Fig. 1b). Significantly, the F(T/T) relation for
tin (curve 12) differs strongly from that for Al, Cd, and
Pb. This curvelieswithin a substantially narrower tem-
perature interval, T/T, ~ 0.8—1.1, which may be associ-
ated with the fact that tin specimens are single crystals,
whereasAl, Pb, and Cd are polycrystals. The number of
helium traps of different depth in polycrystalline spec-
imens was considerably higher than that in tin because
of the polycrystals being of granular structure and of
the existence of an additiona grain boundary mecha-
nism of deformation inthem. Cadmium and lead arethe
most remarkablein thisrespect, asthey have practically
equal melting temperatures. About 20% of the helium
present in these metal s continues to evolve at tempera:
tures exceeding their T, by 100-200 K (curves 9, 10).
The intensity of recrystalization taking place in the
deformed structure of cadmium is so high that, after
maximum predeformation at 4.2 K (7%), the tensile
strain curve practically coincides with that obtained at
300 K for this metal [12]. This means that warming a
specimen from 4.2 to 300 K and subsequent dynamic
annealing activate intense internal stress relief and
recrystallization of the deformed cadmium structure
through didl ocation annihilation and growth of the grains
in size because of a high density of thermal and strain-
induced vacancies. The vacancies merge to form pores,
in which helium atoms build up. Dynamic annealing of
deformed specimens initiates pore growth, with the
result that, at T > T, they leave the melt, culminating in
large and broad helium extraction maxima[12].

Let us consider curves of helium extraction from
Ni;g—SigBi14 (Ts=1223K) and Pdg, 5-Si;55 (Ts = 1073 K)
amorphous eutectic films (curves 8, 11 in Fig. 1b),
which have high melting points T,. These curves spread
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Fig. 4. T/Tg at afraction F = 0.5 of helium extracted from
materials with different melting temperatures plotted as a
function of T,

over avery broad temperature region, T/T;~ 0.25-1.15,
which practically coincides with that characteristic of
materialswith alow T (cf. Figs. 1a, 1b). The reason for
this strange coincidence can be traced to the specific
features of the atomic structure of amorphous films
consisting of metal-metalloid clusters. The clusters are
separated by buffer layers with a very loose atomic
structure containing various disclination—dislocation
defects, aswell as various vacancy and atomic configu-
rations due to the presence of a large number of nano-
sized pores in the amorphous films, particularly in the
surface layers of the films [13]. This distinctive feature
of the amorphous film microstructure gives rise to a
radical change in the mechanism of their plastic defor-
mation. This mechanism operates not through the gen-
eration of dislocations but rather through viscous plas-
tic flow of the material down to liquid-helium tempera-
tures [14]. This mechanism is characterized, unlike in
crystalline materias, by the absence of strengtheningin
deformed films. Plastic deformation in amorphous
films takes place over cluster interfaces (buffer layers).
Plastic shear over cluster boundaries may occur, for
instance, through homaogeneous nucleation of Somigli-
ana quasi-dislocations with a variable Burgers vector,
which are free of long-range stresses [15]. Apart from
this, plastic deformation of amorphous films in liquid
helium isaccompanied by local heating of plastic-shear
regions up to the melting point of the material, a phe-
nomenon that has been both observed experimentally
and described theoretically [14]. All thisgivesriseto a
sharp intensification of helium penetration into amor-
phous films through the formation of various nanosized
helium traps in the course of their plastic deformation
and, hence, to the existence of avery broad temperature
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region of helium release, which practically coincides
with that for metals with alow T, (Fig. 1b).

The above anomaly in the F(T/T,) curvesis particu-
larly clearly seen when one constructs the plot of the
parameter T/T, for F = 0.5 as a function of T for al
materials with different T, (Fig. 4). We readily see that
the crystalline materials fit to this (exponential) curve
with a small scatter, except for the amorphous alloys,
which fall far from this curve. For metals with alow T
(Pb, Cd, Sn), the fraction of released helium F = 0.5is
reached at temperatures close to their T, T/T, = 0.8—
0.95, while for materials with a high T, (BaSO,, TiO,,
Ti, Cu, NaCl, LiF) thisfractionisattained even at T/T, =
0.20-0.55. This difference may be accounted for by the
fact that high bond strengths in the rigid lattices of Ti,
TiO,, and BaSO, favor the formation of shallow helium
trapsonly and helium is extracted fromthemat T < T
By contrast, in metals with the metallic (soft) bonding
type and low T, deep helium traps form more easily, so
these traps manifest themsel ves at temperatures closeto
T.. Aluminum occupies an intermediate position in T,
between these two groups of materials (cf. Figs. 1a, 1b).
One should also take into account the effect of the poly-
crystalline structure of aluminum on the formation of
deep helium traps. Both these factors combine to
extend the region of helium extraction from aluminum
to its melting point.

A guestion may also arise as to the effect that the
varioustypes of defectsforming inthe course of plastic
deformation exert on the intensity of helium penetra-
tion. It was experimentally revealed in [16] that nanoc-
rystalline copper deforms at T = 4.2 K and € < 5%
through the motion and multiplication of dislocations.
Asthe strain increases to € ~ 14%, intragrain dliding is
replaced by twinning, and for € > 14%, the grain bound-
ary (rotation) deformation mechanism becomes opera-
tive. The amount of released helium N dependson € in
a nontrivial way. For small values of €, N increases
threefold as compared to an undeformed specimen.
After the dislocation-mediated deformation has trans-
formed into the twinning mechanism, helium no longer
penetrates into the specimen under deformation, because
the process of twinning is accompanied by very small
atomic displacements, which (unlike dislocations) do not
favor helium penetration into the material under defor-
mation. For € > 14%, twinning in nanocrystalline copper
is replaced by a jumplike grain boundary mechanism of
deformation, through which helium penetration into
deformed specimens becomes intensified. Rotation plas-
tic shear forming in these conditions givesriseto astrong
localization of deformation, which is about one order of
magnitude stronger than that in disl ocation-assisted plas-
tic shear. The values of N increase sevenfold as com-
pared to those for an undeformed specimen and are about
three times larger than those in the initial stage of their
compression o(g) curves, where the dislocation-assisted
mechanism of deformation is redized (218 x 10° and
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Fig. 5. Fraction F of helium extracted from (1) singlecrystal
and (2, 3) nanocrystalline copper plotted as a function of
temperature for various values of €: (1, 2) 14 and (3) 19%.

69 x 10° atoms/cn?, respectively). At T = 4.2 K, the
grain boundary mechanism of jumplike deformation is
accompanied by appreciable specimen heating, which
canreachtensof kelvins[17]. Thisheating intensifiesthe
localization of deformation in grain boundary plastic
shear and, hence, helium penetration into the material.

Thus, the change of the type of defects favoring
plastic deformation of nanocrystalline copper from dis-
locations to twins followed by grain boundary sliding
has a significant effect on the rate of helium penetration
into this material. Amorphization of the original struc-
ture of crystalline materials also radically changes the
character of helium traps and, hence, the temperature
region and the intensity of helium penetration into
amorphous films under deformation, the points dis-
cussed above.

The original defected structure of copper specimens
also strongly influences the character of helium evolu-
tion. For single crystals, the F(T) curves have a sym-
metric shape (curve 1 in Fig. 5), while nanocrystalline
copper deformed to the same extent (€ = 14%) exhibits
aplateau at T = (350-500) K (curve 2 in Fig. 5). As ¢
increasesto 19%, the pattern of the F(T) graphinitsini-
tial stage does not change (curve 3) but the curve
becomes less stegp and helium continues to evolve up
toT=900K (T =0.6 T). The plateaus in curves 2 and
3for nanocrystalline copper can be caused, asshownin
[18], by grain boundary dislocations being pinned by
point defects (unlike the case with single crystals,
where there are no such defects). The flattening and
stretching of curve 3 is associated with activation of the
grain boundary mechanism of deformation for € > 14%,
which accounts for the formation of deeper helium
traps at grain boundaries (this mechanism does not yet
operatein curve 2).
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4. CONCLUSIONS

Our studies of helium penetration into materials of
various types have shown that the intensity of this pro-
cess depends both on their original defected structure
and on the type of deformation-induced nanosized
defects forming in them. These data, as well as the
results obtained with LiF single crystals [1], suggest
that helium atoms are capable of chemical bonding to
various deformation-induced defects in the crystaline
and amorphous materials studied. This is indicated by
the fact that the temperature region of helium penetra-
tion and the amount of helium released from specimens
undergoing deformation depend strongly on the melt-
ing point of the material and on the actua type of its
atomic and defect structure. More comprehensive
information concerning the energy parameters and
types of helium trapsin the materials studied by us may
be gained by invoking dynamic (at different rates) and
isothermal annealings of specimens deformed in liquid
helium. This problem would require further coordi-
nated studies.

Thus, the carriers providing penetration of particles
(helium atoms) of an ambient medium into solids of
various types (crystalline and amorphous) are mobile,
chemically activated nanosized defects (localized states
of groups of atoms or molecules) undergoing a rear-
rangement of electronic structure due to plastic defor-
mation or other dynamic processes in which mechani-
cal fields acting on a solid change the energy parame-
ters of the interaction between the solid and particles of
the external medium. These processes can also be
affected by physical fields that are not mechanical (for
instance, magnetic fields) [19].

REFERENCES

1. O.V.Klyavin, N. P. Likhodedov, and A. N. Orlov, Prog.
Surf. Sci. 33 (4), 259 (1990).

2. O. V. Klyavin, Fiz. Tverd. Tela (St. Petersburg) 35 (3),
513 (1993) [Phys. Solid State 35, 261 (1993)].

3. V.I. Dotsenko, A. |. Landau, and V. V. Pustovalov, Mod-
ern Problems of Low-Temperature Plasticity of Materi-
als (Naukova Dumka, Kiev, 1987) [in Russian].

0. V. Klyavin, Zavod. Lab., No. 4, 461 (1963).

5. B. A. Mamyrin, B. N. Shustrov, and G. S. Anufriev, Zh.
Tekh. Fiz. 42 (12), 2577 (1972) [Sov. Phys. Tech. Phys.
17, 2001 (1972)].

6. O. V. Klyavin, N. V. Likhodedov, and A. N. Orlov, Fiz.
Tverd. Tela (Leningrad) 27 (11), 3388 (1985) [Sov.
Phys. Solid State 27, 2039 (1985)].

7. O. V. Klyavin, B. A. Mamyrin, L. V. Khabarin,
Yu. M. Chernov, and V. S. Yudenich, Fiz. Tverd. Tela
(Leningrad) 24 (7), 2001 (1982) [Sov. Phys. Solid State
24, 1143 (1982)].

8. S. Kahitzer and J. Kiko, Z. Naturforsch. A 24 (12), 1996
(1969).

9. Kh. I. Amirkhanov, S. B. Brand, and E. P. Bartnitskif,
Radiogenic Argon in Mineralsand Rocks (Makhachkal a,
1960) [in Russian].

e



868

10.

11.

12.

13.

14.

KLYAVIN et al.

P. Subtitz and J. Teltov, Phys. Status Solidi 23 (1), 9
(1967).

A. 1. Kupriyanov and A. Yu. Kurkin, Fiz. Tverd. Tela (St.
Petersburg) 35 (11), 3003 (1993) [Phys. Solid State 35,
1475 (1993)].

O. V. Klyavin, B. A. Mamyrin, L. V. Khabarin,
Yu. M. Chernov, andV. S. Yudenich, Fiz. Tverd. Tela(St.
Petersburg) 44 (2), 291 (2002) [Phys. Solid State 44, 302
(2002)].

A. M. Glezer and B. V. Molotilov, Sructure and
Mechanical Properties of Amorphous Alloys (Metal-
lurgiya, Moscow, 1992) [in Russian].

E. D. Tabachnikova, V. Z. Bengus, E. S. Shumilin,
L. I. Voronova, and Yu. F. Efimov, Metallofizika (Kiev)
13 (4), 47 (1997).

15.

16.

17.

18.

19.

PHYSICS OF THE SOLID STATE Vol. 47

A. K. Emaletdinov and R. L. Nurullaev, in Abstracts of
XIV Petersburg Reading on Problems of Srength (St.
Petersburg, 2003), p. 146.

O.V.Klyavin, V.. Nikolaev, L. V. Khabarin, Yu. M. Cher-
nov, and V. V. Shpeizman, Fiz. Tverd. Tela (St. Peters-
burg) 45 (12), 2187 (2003) [Phys. Solid State 45, 2292
(2003)].

G. A. Malygin, Fiz. Tverd. Tela (St. Petersburg) 39 (11),
2019 (1997) [Phys. Solid State 39, 1806 (1997)].

Yu. A. Burenkov, S. P. Nikanorov, B. I. Smirnov, and
V. 1. Kopylov, Fiz. Tverd. Tela (St. Petersburg) 45 (11),
2017 (2003) [Phys. Solid State 45, 2119 (2003)].

V. I. Al'shits, E. V. Darinskaya, M. V. Koldaeva, and
E. A. Petrzhik, Kristallografiya48 (5), 826 (2003) [Crys-
tallogr. Rep. 48, 768 (2003)].

Trangdlated by G. Skrebtsov

No. 5 2005



Physics of the Solid State, Vol. 47, No. 5, 2005, pp. 869-875. Trandated from Fizika Tverdogo Tela, Vol. 47, No. 5, 2005, pp. 843-849.

Original Russian Text Copyright © 2005 by Shpeizman, Zhoga.

Kinetics of Failure of Polycrystalline Ferroelectric Ceramics
in Mechanical and Electric Fields

V. V. Shpeizman* and L. V. Zhoga**
* | offe Physicotechnical Institute, Russian Academy of Sciences, Poalitekhnicheskaya ul. 26, S. Petersburg, 194021 Russia
e-mail: shpeizmv@mail.ioffe.ru
** \olgograd State Architecture and Building Academy, Akademicheskaya ul. 1, Volgograd, 400074 Russia
e-mail: postmaster @vgasa.ru

Abstract—The kinetics of mechanical failure and electrical breakdown in polycrystalline ferroelectric ceram-
ics was studied under the simultaneous action of an electric field and a mechanical load. A kinetic approachis
shown to be preferable as compared to the concepts that treat the failure and breakdown as critical phenomena.
The mechanical failure and electrical breakdown are shown to be interrelated. It isfound that a weak action of
one of the fields retards failure caused by the other field and that the simultaneous action of these strong fields
accel erates both the mechanical failure and electrical breakdown. Methods for determining the activation char-
acteristics of both processes only from the failure kineticsin one of these processes are devel oped. © 2005 Ple-

iades Publishing, Inc.

1. INTRODUCTION

During operation, ferroelectric (FE) materials are
subject to electrical and mechanical loads. The charac-
teristic of failure of such materialsin an electric fieldis
the breakdown voltage or the breakdown electric field,
i.e., the value of a uniform electric field E,, at which
breakdown occurs. The analogous characteristic for a
mechanic field is the strength upon tension or bending
[1,2].

Mechanical stresses g that appear inside solid ferro-
electrics placed in an electric field E are known to be an
important factor affecting the development of break-
down and the €electric strength E,, of materias [2].
Owing to strong electrostriction or the piezoelectric
effect (e.g., in ferroelectrics and related materials),
electric fields can cause high stresses that are sufficient
for failure or microcracking of samples in some cases
[3, 4]. The development of such processes is aso
favored by the reorientation of FE domains (mechani-
cal twins) under the action of the field E (e.g., during
the polarization of polycrystalline ferroelectric ceram-
ics (FCs) [5]). Under resonance conditionsin FC sam-
ples (acoustic transducers [6]), the stresses o can reach
ultimate tensile strength even in a relatively low field
E < E,,, whereas in constant or low-frequency electric
fields microscopic failure processes develop at higher
values of E.

The role of mechanical stresses in the development
of electrical breakdown in FE crystalsand FCshas been
analyzed qualitatively in theliterature. In particular, the
authors of [ 7] werethefirst to take into account therole
of mechanical distortionsin the structure of BaTiO; FC
when a pulse field E is applied at temperatures below
the Curie temperature T. It was also found experimen-

tally [8] that electrical breakdown in an imperfect FE
crystal is preceded by mechanical failure. It was also
shown that thermal breakdown occurs in the paraelec-
tric phase. The strong effect of polarization on E,, of a
highly dense FC based on Pb(Zr,Ti)O5 (PZT) can aso
be explained by mechanical stresses appearing in a
sample during the magnetization reversal of non-180°
domains [9]. These facts indicate the importance of
electromechanical interactions for the development of
electrical breakdown in ferroelectric materials.

To solve the problem of failure of ferroelectric
ceramicsin an electric field (electrical breakdown), itis
important to analyze the effect of mechanical stresses
in ferroelectric ceramics on the development of break-
down in time under application of an electric field E.
Experimental studies dealing with delayed failure of
ferroelectric ceramics in an electric field (breakdown
kinetics) arerather scarce. Thekinetic characteristics of
these materialswere studied in [9-12]. The effect of the
mechanical stresses appearing as a result of the con-
verse piezoelectric effect in BaTiO; piezoelectric
ceramics was theoretically considered in [13, 14].
However, in those studies, failure was considered to be
acritica phenomenon; that is, it was assumed to occur
only when the electric field reaches a certain value.

In [15], we showed that the processes of failure of
FCsin electric and mechanicfieldsareinterrelated. The
breakdown-voltage and mechanical-strength distribu-
tions were shown to be similar; we detected hardening
and softening regionswhen an electric field affected the
mechanical strength and anal ogous regions for the case
where the breakdown voltage was influenced by a
mechanical load. The failure kinetics in electric or
mechanic fields were found to be similar.

1063-7834/05/4705-0869$26.00 © 2005 Pleiades Publishing, Inc.



870

In this work, we are the first to study the failure
kinetics under the simultaneous action of electric and
mechanic fields and to try to describe both types of fail-
ure using the same approach.

2. ANALY SIS OF FAILURE IN ELECTRIC
AND MECHANIC FIELDS AFTER GRIFFITH

Interest in thefailure of insulatorsin an electric field
(breakdown) and in the relation between various types
of breakdown and failure under a mechanica load
appeared along time ago. Almost a hundred years ago,
Griffith [16] proposed a concept of failure based on a
comparison of the elastic energy released during crack
growth and the energy required to increase the crack
surface. When analyzing electrical failure, the authors
of [1, 17, 18] proposed to replace the elastic energy by
an electric energy, i.e., by the energy of charges gener-
ated on the crack surface.

Let us consider a plate of unit thickness with athin,

through edge crack of length |. The energy associated
with the crack in the case of mechanical loading is

‘e’
2 (1)

where y is the specific surface energy, o is the stress,
and E,, isthe elastic modulus. For the same plate placed
in an electric field E, the energy associated with the
crack is

Uy = 2ly-—

el’E?
Ue = 2|V——16—, 2

where € is the permittivity.

From the condition dU/dl = 0, we can find the criti-
cal stress o, (electric field E,) above which the crack
growth becomes energetically favorable:

_ IZVEM
0-cr - T[| ’ (3)
Eq = 4 @l 0

It isinteresting that, by dividing Eq. (3) by Eq. (4), we
can eliminateyand | (if they have the same meaning for
both cases of failure). Thus, we can bypass many diffi-
culties associated with verifying Eq. (3) experimentally
and interpreting y. The calculated and experimental
estimates of the o /E,, ratio given in [1, 2] are similar
only in order of magnitude and raise doubts on the
validity of this approach to the relation between el ectri-
cal and mechanical failure. The data from [15], where
strength and breakdown were studied under the simul-
taneous action of an electric field and a mechanic load,

L Note that Eqgs. (1) and (2) can contain various coefficients
depending on the crack shape and the state of stress near the
crack. However, thisisinsignificant for the purposes of thiswork.
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only partly support the possibility of using a“modified”
energy Griffith criterion.

Indeed, in this case, instead of Eq. (1) or (2), we
have

o’ | elE°

2y £ + 5 ()
In the o—E coordinates, acurve corresponding to failure
ispart of an ellipse (o, E = 0) with semiaxes o, and E,.
We restrict ourselves only to the description of the
shape of the curves given in [15] and note that only the
middle portions of the curves (at ¢ and E close to half
their critical values) are somewhat similar to Eq. (5). In
the ranges close to the coordinate axes, both the value
of the effect and its sign are different.

Although the idea of using the Griffith energy crite-
rion to describe dielectric breakdown appeared long
ago, it has not gained acceptance. One of the reasons
for this was likely the recognition that failure is not a
critical event but rather akinetic phenomenon that can-
not be described by critical characteristics.

3. KINETIC APPROACH TO FAILURE
IN ELECTRIC AND MECHANIC FIELDS

It was shown in [19] that, athough brittle bodies
subjected to a constant load often exhibit alarge scatter
of experimental values of the strength and lifetime, the
timetofailure (thelifetimeT) for them can be described
by the Zhurkov formula

Uyg— V0

Here, V4 = nVisthe effective activation volume; nisan
overstress coefficient, which depends only on the struc-
ture of a material in a steady-state state (which takes
place only at either very short or very long loading
times) and, in an intermediate range, also depends on
therelaxation rate; o isthe applied stress (o, = no isthe
local stress); V is the true failure activation volume;
U, is the effective activation energy; T is the tempera
ture of the experiment; k isthe Boltzmann constant; and
T, = const. For a constant temperature, Eq. (6) reduces
to 1= Ae®°, where A determines the effective failure
activation energy and B determines the effective failure
activation volume. In[19], expressionswere al so derived
for calculating A and B from the average strength ¢ and

from the probability W of failure occurring under con-
stant o in atimeinterva from T, 10 Tra

Iogi _ ClogT ! Trin B = l0g A/T @
Timin ® o
J'Wdc
PHYSICS OF THE SOLID STATE  Vol. 47 No.5 2005



KINETICS OF FAILURE OF POLYCRY STALLINE FERROELECTRIC CERAMICS

For example, the coefficients A and B can be calculated
for steplike loading at a step height Ao that satisfies cer-
tain conditions [20].

In [15], the analysis of failure kinetics described
above was applied for studying breakdown upon a step-
like increase in the electric field. It was assumed that,
when an electric field is applied to ferroelectric ceram-
ics, the defect sites at which local stresses appear are
the same as those in the case of mechanical loading.
The eélectromechanical characteristics of defect sites
differ from those of the surrounding material; therefore,
local tensile stresses can appear in them [4, 5]. In par-
ticular, if breaking stresses in ferroelectric ceramics
have an electrostrictive nature, we can write

0, = 8,E%; (8)
and, if they have a piezoelectric nature, then
0, = O,E. 9

Here, the coefficient 6, depends on the elastic and elec-
trostrictive constants of amaterial and the coefficient g,
depends on the el astic constants, the piezoel ectric modu-
lus, and the relative orientation of the polarization vector
P of the defect volume of the material and the external
electricfield E. Therefore, the dependence of the electric

lifetime T on E can be written as logt = logA, — B.E?
if the local mechanical breaking stresses have an elec-
trostrictive nature and as logt = logA, — B,E if the

local stresses have a piezoelectric nature. It is obvious
that all considerations regarding the experimental
determination of the coefficients A and B involved in
the equation for mechanical failure given above areaso
valid for analogous equations for breakdown; i.e., we
can use Egs. (7) by substituting E for o.

We now consider the general case of failure of a
material subjected simultaneously to electric and
mechanic fields. We will use the designations for the
failure activation energy and the preexponential factor
(Up and 1, respectively) for any type of failure (electri-
cal falure at a constant ¢ and mechanical failure at a
constant E). Aswill be shown below, the coefficients A
and B, as estimated from Egs. (7) and experimental
data, are independent of whether these coefficients are
constant or depend on the type of loading involved. For
definiteness, we consider the case where Eqg. (9) holds
true. Then, we can write

Uo— V50—V bE

kT '
where, according to [14], o, = bgE (where g isthe over-
stress coefficient; i.e., the local field strength is E, =

gE). Thus, we assume that V§f = gVE and that the coef-

ficient b, which has the dimensions C/n?, is the polar-
ization charge per unit area. Asin the case of mechani-

cal loading (for which Vg = nVo), the effective and

T = Tyexp (10)
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true activation volumes for electrical failure are con-

nected by the relation V§, = gVE. Then, for electrical
failure in the presence of mechanical stresses, we can
use Eq. (10) and obtain logTt = Agy — By E, Where
Ug— VO Ug

0 eff — .[Oexpk_:eltf,

Aem = To€Xp KT

(11)

KT °

Here, U§f is the o-dependent effective activation
energy for electrical failure. Thus, in semilogarithmic
coordinates, logAg, depends linearly on o, and the

slope of this straight line can be used to determine Vg
by a method that is not related to mechanical failure. A

similar method can be used to determine V§f from

experiments with mechanical failurein the presence of
an electric field and to compare this value with that cal-
culated from experimental data on the breakdown
kinetics:

Uo— V& bE ug
Ave = ToeXp—O—E-I‘-e‘ﬁ—‘ = ToeXpﬁ’
(12)
g
B.. = \_/_ef_f
ME =TT

To check this approach to failure, we performed exper-
iments on the steplike mechanical loading of PZT-19
disks at room temperature and various values of the
applied electric field and experiments on a steplike
increase in the electric field under a constant mechani-
cal load. The average grain size in samples was 4 um,
and the pore content varied from 17 to 20%. Mechani-
cal loading was carried out by axisymmetric bending.
The maximum tensile stresses were cal culated from the
following formula for bent round plates in which the
neutral planeis not deformed [21]:

_ 3(1+v)g b, (L+v)(b’-a’) 3
M— Bna+ 2(1-v)c? 0% 0

Here, c=10mmand h=0.7 mm arethe radius and thick-
ness of an FC disk, respectively; b = 6.5 mm is the sup-
port radius; a = 3.5 mm is the radius of the loading ring
punch; Q is the load; and v is the Poisson ratio of the
piezoelectric ceramics. Theload stepwasAc = 1.7 MPa,
and the time of storing under a constant load was 900 s.

An electric field in a sample was created with silver
electrodes deposited on its flat surfaces. To eiminate
surface breakdown, one of the electrodes was | ocated at
the center of the plate and had the same dimensions as
the circular area under the loading punch. The sample
was placed in liquid ethyl siloxane, and avoltage U was
applied stepwisetoitselectrodes. Therate of increasing
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Table 1. Electrical failure of polarized ferroelectric ceramics under amechanica load 0 =2 MPaandE 11 P

E, MV/m

35 | 40 | 45 5.0 55 6.0 65 7.0 75 8.0 85 9.0

ni - 13 19 24 29 34 39 40 43 45
n 1 4 3 5 5 3 3 1 1 0 - -
nt 44 37 33 27 21 18 13 10 5 5 2 -
ni/n 0022| 0088| 0066| 011 | 011 | 0066| 0066| 0022| 0022| O 0 0

Note: n! isthe number of samples that failed upon increasing E; n; is the number of samples that failed at E = const at the step of agiven
level; and nt isthe number of samplesthat did not suffer failure until reaching the next step.

the voltagewas 1 kV/s, the step height was AU =500V,
and the storing timewas At = 4 s. The electrical strength
was taken to be the electric field E = U/h. For polarized
samples, the field direction was coincident with or
opposite to the polarization vector.

The breakdown kinetics was studied in detail under
a constant mechanical stress and a steplike increase in
theelectricfield. Asan example, Tableland Fig. 1 give
datafor c =2 MPa(E 11 P). Table 1 presents the sta-
tistics of failure when the stress increases step by step
and the statistics of failure at E = const. Figure 1 shows
the integral distribution of the breakdown field and the
failure probability at E = const for each step. Based on
these data, using Eq. (7) and analogous formulas in
which E is substituted for o, we can cal cul ate the coef-
ficients A and B in Egs. (11) and (12) to determine the
electrical and mechanical strengths under the simulta-
neous action of E and o.

0.12 }

0.08 -
£
= 0.06

0.04 -

0.02

0 |

E, MV/m

Fig. 1. Failure probability at E = const for the case of a step-
like increase in E and the integral distribution of the break-
down field. 0 = 2 MPa.
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From the data in Fig. 1, we obtain J‘;Wdo =

0.33MV/m, E =5.83MV/m, logA = 39, and B = 6.57 x

1078 C/N. The coefficients A and B and thevalue of E for
other values of thestresso and for thecaseof E 11 P are
givenin Table 2.

A similar processing of the results of studying the
kinetics of mechanical failurein an electric field of var-
ious values was made in [22]. The final characteristics
of the analysis of the probability of mechanical failure
in an electric field, as well as coefficients (12) calcu-
lated from them, arelisted in Table 3.

Figure 2 shows the log Ag, (0) dependence, whose

slope specifies Vg, and the dependence of the average

electrical strength E (0) on the mechanical stress. As
follows from Eq. (10), the slope of the latter depen-
dence is equal to the ratio By/Bgy. In Fig. 2, the
straight lines are plotted through points having high o,
since low stresses o strengthen the FC (asfollows from
thiswork and from the datafrom [15, 22]) and, accord-
ing to Eq. (10), this hardening can occur only in the case
when variable coefficients are involved in Eq. (10). For
thecaseof E 11 P, we can usethe datafrom Table 2 and

Fig. 2aand find Vg = 9.5 x 102" m? and Vb = 6.3 x
1026 C m. Using the data from Table 3, we find the

averagevalue Vg, = 12 x 1027 m3, whichiscloseto the

experimental value aobtained in the experiments on
electrical faillure under a mechanica load. The

V% /Vb ratio is equal to 0.15 V m/N, which coin-
cides with the slope of the straight line in Fig. 2b. We
can also compare Vg, with Vg, = 11 x 102" m3, which
was obtained in [23] in mechanical tests of the same
ceramics. These values are seen to be in good agree-
ment, which suggests that electrical loading causes
mechanical failurein defect sites due to electromechan-
ical coupling in the FE ceramics and that this failure
results in the breakdown of a sample [8]. After the
mechanical failure of individual defect volumes, an
el ectrical breakdown begins becausetheelectricfieldin
microcracks increases and, as a consequence, electron
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transfer occurs from one crack edge to the other. This
transition from mechanical to electrical failure is cor-
roborated by experiments on electron emission in poly-
crystalline Pb(Zr,Ti)O; ferroelectric ceramics [3].

Note that the hardening effect of low mechanical
stresses on the breakdown is stronger in the case where
vectors E and P are directed opposite to one another.

Table 3 shows the characteristics obtained by pro-
cessing the data on the kinetics of mechanical failurein
an electricfield of various values. The main tendencies,
e.g., hardening in weak fields and softening in strong
fields, are seen to remain the same. Using the slope of

the log Ay (0) curve given in [22], we found ngb =
5.2 x 107% C m, which is close to the value calcul ated
from the breakdown data obtained in the presence of

mechanical stresses. Using the average value of the
coefficient By,z (Table 3), we can independently find

Vg = 12 x 102" m3, which also agrees with the esti-
mates given above. Finaly, according Eq. (10), the
product of the slopes of the E(0) straight linein Fig. 2b
and the o(E) straight line from [22], which were plotted
using the results of different experiments, must be
equal to unity. In our case, the former slopeis equal to
0.15V m/N and thelatter is6.4 N/V m, so their product
is 0.96. These estimates support the validity of the
approach to describing electrical and mechanical fail-
ures and the assumption that both processes are con-
trolled by the same defect regions in a material. The
relation between both cases of failureis seenin Fig. 3,
which shows the E(o) and o(E) dependences; they are
seen to coincide in the range 3 < E < 5 MV/m and
6<o0<17MPa

It should be noted that, when describing the el ectri-
cal failure of the polarized ferroelectric ceramicsin this
work, we used the dependence T = Agy eXp(—BgyE),
whichisvalid for the piezoel ectric effect. In [15], a bet-
ter fit to the experimental data on mechanical failure
was obtained by substituting the electrostrictive
stresses into the exponent: T = Agy, exp(—BgyE?). Inthis
case, the preexponential factor Az, coincides with the
value determined from the experiments on mechanical
failure. The experiments on unpolarized ferroelectric
ceramics performed in [15] differ from those carried
out in thiswork in terms of the time of storing at a step
with E = const: thistimein [15] is more than two orders
of magnitude longer. FE ceramics undergoes three
types of deformation throughout the entiretime an elec-
tric field is applied: the deformation of a crystallite due
to the reorientation of non-180° domains is accompa-
nied by the piezoelectric effect of orientated domains,
and this effect is superimposed on true electrostriction
[24]. These effects are likely to occur; however,
depending on the experimental conditions (storing
time, stress, temperature), one of them will be domi-
nant. The fact that these effects can explain the time
effects during electrical failure indicates the leading
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Table 2. Characteristics of the breakdown kinetics of a
polarized FC under the action of different mechanical
stresses 0. The field and polarization vectors are codirec-
tional (E 11 P) or oppositely directed (E 11 P)

0,MPa | Agy,S |Bgy, 108 CIN| E, MV/m
Ett P 0 10°%8 6.95 5.65
2 10%° 6.57 5.83
6 10°%6 6.78 5.35
10 10% 6.53 5.25
14 102 6.59 4.46
17 107 6.55 417
EtL P 2 10%° 6.06 6.65
6 10°%6 5.47 6.82

Table 3. Characteristics of the failure kinetics of apolarized
FC under a mechanical load in the presence of an electric
field of variousvalues. E 11 P

E, MV/m Auve S Bye MPal | &,MPa
0 10% 1.31 21.3
1 10%0 1.17 25.6
2 102 1.31 22.2
3 10% 1.19 21.0
4 10% 1.36 14.7
5 1013 1.47 8.8

role of the mechanical failure of ferroelectric ceramics
under application of an electric field.

The value of V5, can be estimated by taking b to be

the piezoelectric constant e;; = 14.9 C/m? [24] (upon
bending along the P direction, we have compressive

deformation). In this case, we find Vg = 4 x 102" m3
(since V5, b = 6.3 x 102 C m), which isfairly closeto

the value of Vg, obtained in thiswork. Thisfact further

supports the possibility of describing the processes of
electrical and mechanical failure using the same
approach.

4. CONCLUSIONS

Thus, physically, the failure of ferroelectric ceramics
under the simultaneous action of eectric and mechanic
fields occurs as follows: after mechanical and electrical
loads are applied, the processes of stress relaxation and
failure begin in the defect regionsin ferroel ectric ceram-
ics. If one of the fields is weak, its effect on the failure
due to the other field consists mainly in relaxation; that
is, the failure rate decreases and the strength increases.
At high vaues of the fidlds, on the contrary, the failure
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Fig. 2. Effect of mechanical stresses on (a) the parameter
Agy during electrical failure and (b) the average electrical
breakdown field.

1 1 1
0 5 100 15 20 25 30
o, MPa

Fig. 3. Combined dependences of (1) the average electrical
breakdown field on the mechanical stressesand (2) the aver-
age breaking mechanical stresses on the electric field.

accelerates and the strength decreases. Thus, under the
simultaneous action of electric and mechanic fields, the
failure can proceed faster or dower than under the action
of one of thefieldsand thefailure kineticsisdescribed by
one equation, Eqg. (10).

PHYSICS OF THE SOLID STATE Vol. 47
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When an electric field is applied, the deformations
of the matrix and a crystalite are different due to the
converse piezoel ectric effect and electrostriction; there-
fore, internal mechanical stresses arise in the crystal-
lite. These stresses favor either relaxation via domain-
wall motion or the appearance of microcracks at 90°
domain walls, resulting in breakdown [25]. Microc-
racks at 90° domain wallsinside individual crystallites
were abserved when polycrystalline BaTiO; was polar-
ized in fields that were about half the breakdown field
[26, 27].
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Atomic Structure and Strength of Inorganic Glasses
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Abstract—The role of the atomic structure in the fracture processes is considered using borate, silicate, and
phosphate glasses as an example. Primary attention isfocused on the degree of connectivity of the atomic struc-
ture. It isshown that the degree of connectivity isamajor factor responsible for the structural strength of glasses
under conditions excluding the influence of both accidental surface defects and the environment. The change
in the Young's modulus as a measure of elastic deformation and the change in the hardness as a characteristic
of irreversible deformation are analyzed. The ultimate elastic strain experienced by aglass at theinstant of frac-
ture is examined. It is found that the ultimate elastic strain is approximately equal to 10% for glasses with a
three-dimensional atomic structure and 5% for glasses with a two-dimensional (layered) or chain structure. It
is assumed that this behavior of the strength as a function of the degree of connectivity of the atomic structure
isassociated with the degree of uniformity of the external load distribution over atomic bonds. © 2005 Pleiades

Publishing, Inc.

1. INTRODUCTION

Physicists began to express particular interest in
problems regarding the strength of inorganic glasses
aready in the early 1930s following the publication of
the pioneering works by S.N. Zhurkov and A.P. Ale-
ksandrov, who demonstrated that the strength of glass
fibersiscloseto the theoretical limit [1, 2]. Subsequent
investigations performed in thisfield of glass science at
the laboratory headed by F.F. Vitman at the loffe Phys-
icotechnical Institute revealed that a high natura
strength is inherent not only in glass fibers but also in
massive sheet glasses, i.e., in any material in the vitre-
ousstate [3—7]. Thisraised the question asto whichrole
is played by the atomic structure of glassesin the frac-
ture processes. In the present paper, we summarize the
results of our investigations carried out in thisdirection
over the last twenty five years [8-13]. Apart from the
data on the tensile strength, we analyze the changesin
other important strength characteristics, such as the
elastic modulus E, the hardness H, and the ultimate
elastic strain €.

2. EXPERIMENTAL TECHNIQUE

The elastic moduli were determined from the veloc-
ities of longitudinal and shear waves. These velocities
were measured by the pulsed technique. The hardness
was measured on a PMT-3 tester using a standard Vick-
ers diamond pyramid with an apex angle of 136°.

The strength of glasses should be measured under
conditions excluding the influence of both accidental
surface defects and the environment (moisture). In our
experiments, we used three-point bending of glass
fibers with diameters ranging from 100 to 150 um [14].
In this case, the maximum tensile stress acts in a

microregion approximately 10 mm? in area and, con-
sequently, the effect of accidental surface defectsisvir-
tually ruled out. Moreover, the use of this method
insures against contact damages of operating surfaces
of samples during drawing of glass fibers and subse-
guent manipulations with the samples. However, the
spread of strengths about a mean value indicates that
microinhomogeneities of different types arise in the
structure of glasses because of the disadvantages of the
techniques and conditions used for the melting and
drawing of glass fibers.

It should be noted that the surface crystallization
occurring in the course of drawing of glass fibers can
also bring about the formation of structural defects. In
our case, these defectswere removed by chemical etch-
ing [15]. In order to prevent the influence of water con-
tained in the environment and adsorbed on the surface
of samples, the structural strength was measured in lig-
uid nitrogen [15].

Table 1 presents the data on the strength of commer-
cial sheet sodium calcium silicate glasses.

It can be seen from Table 1 that the structural
strength of the fibers drawn from the sheet glass is
equa to 7.5 GPa, which is close to the theoretica
strength of thisglass[7]. Itisinteresting to notethat, for
the commercia sheet glass subjected to etching, the
strength determined by the symmetric bending method
(when the area of the operating surface isfour orders of
magnitude greater than the area used in the case of fiber
bending) isonly 30% lessthan the structural strength of
glass fibers. Therefore, it can be said with assurance
that the structure of sheet glasses is almost on a par in
terms of strength with the structure of glass fibers
approximately 100 um in diameter.

1063-7834/05/4705-0876$26.00 © 2005 Pleiades Publishing, Inc.
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Table 1. Strengths of sodium calcium silicate glasses for different types of samples, measurement techniques, and media of

measurements
M < . Strength o, GPa
easurement ate o
Sample type technique the sample air liquid vacuum (residual
nitrogen pressure, 107 Torr)
Fiber (diameter, 100-150 um) | Three-point Initial 1.20 2.40 -
drawn in the flame of aburner | lateral bending Etched 3.20 750 _
Sheet glass plates (thickness, Central bending | Initial 0.25 - 0.50
2.5 mm) (ring in ring) Etched 250 _ 5.00

The structural strength of glasses should be treated
asaphysical characteristic indicating the potential (the-
oretical) limit of their strength.

3. RESULTS AND DISCUSSION

Let us consider the deformation of silica glasses
under loading. The main structural units of silicate
glasses are silicon—oxygen tetrahedra. A silicon atomis
located at the center of a silicon—oxygen tetrahedron.
This silicon atom is bonded to four oxygen atoms due
to the sp? hybridization. The adjacent tetrahedra are
joined together via the bridging oxygen atom; i.e., the
tetrahedra are shared by vertices (Fig. 1) [16]. It turns
out that, in the strength field of two silicon atoms, the
oxygen atom is bonded to these atoms owing to a com-
plex spd hybridization and the bond involvesafree Si d
orbital, which is used by p electrons of the oxygen
atom. This results in the formation of a partial donor—
acceptor bond. The S—O-Si angle between two adja-
cent tetrahedra can vary from 120° to 180°, whereas
this angle in the structure of crystalline quartz modifi-
cations is fixed. The elastic deformation of silica and
silicate glasses occurs predominantly through a change
in the angles between tetrahedra, i.e., through their
rotations [17]. By virtue of the density defect and the
presence of discontinuities in the silicon—oxygen net-
work, the structure of the silicaglassis capable of ori-
entating and hardening (as is the case with organic
polymers) and the elastic modulus increases with an
increase in the strain under tension (Fig. 2) [17].

The irreversible deformation of the silica glass at
room temperature manifests itself only under local
loading, for example, upon indentation of a diamond
pyramid. It is worth noting that the deformation occurs
only through the densification of the structure. Recall
that the density defect of silica glass as compared to
crystalline quartz amounts to ~18%. The hardness of
silica glass with an ultimately cross-linked structure is
approximately equal to 8.5 GPa and is maximum
among the known inorganic glasses. The structural or
ultimate strength of silica glass reaches ~12 GPa.

The introduction of sodium oxide Na,O into silica

glass leads to a loosening of the structure due to the
breaking of a humber of Si—O bonds formed by the
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bridging oxygen atoms through which the adjacent tet-
rahedra are joined together. Thisisaccompanied by the
formation of nonbridging oxygen atoms. The introduc-
tion of Na,O (up to 33%) results in the formation of
two-dimensional structuresin which the planes (layers)
involve chemically bonded SiO, tetrahedra. These lay-
ersare linked through aweak ionic interaction (Fig. 1).
Such a decrease in the degree of connectivity of the
atomic structure of the glass leads to a decrease in the
strength to 3.5 GPa.

The formation of layerslinked to each other through
weak ionic interactions brings about the deformation of
these structures due to mutual shears of the layers. This
is accompanied by a more than twofold decrease in the
hardness to 3.7 GPa. The elastic modulus E decreases
by 18% and is equal to 60 GPa.

When the third component, namely, a divalent- or
trivalent-meta oxide, for example, zinc oxide ZnO or
aluminum oxide Al,QO;, is introduced into the silicate
glass modified with sodium oxide, there arise addi-
tional donor—acceptor bondsthat areinvolved in forma-
tion of ZnO, or AlQ, tetrahedra, which are isomorphi-
cally incorporated into the silicon—oxygen network
(Fig. 1). Thisleads to a partial or complete compensa-
tion for the adverse effect exerted by sodium oxide, the
recovery of broken Si—O bonds, and an increase in the
degree of connectivity of the glass-forming network.
The anionic network consists of tetrahedra of two
types, namely, SO, and MeQO,. The strength and hard-
ness of the ternary glasses are higher than those of the
binary glass. Sodium aluminosilicate glasses possess
extremely high strengths close to the strength of silica
glass, because the energy of the AI-O bond is only
dightly less (by 15%) than that of the Si—O bond [18,
19]. Glasses of optimum compositions contain Na,O
and Al,O; with identical molar concentrations. In these
glasses, al oxygen atoms introduced with sodium
oxide participate in the formation of AlO, tetrahedra,
whereas the Na* cations compensate for the negative
charge of the tetrahedra. The role of glass formers and
donors can also be played by other oxides. For exam-
ple, in magnesium aluminosilicate glasses, AlO, tetra-
hedral groups are formed by donor—acceptor bonds
between aluminum atoms and oxygen atoms intro-
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Fig. 1. Typesof atomic structure of oxide glasses: (a) athree-dimensional glass-forming (anionic) network (SiO, silicaglass, Na,O—
Al,O3-SiO, ternary glass), (b) atwo-dimensional layered structure (NayO - 2SO0, silicate glass, B,O3 borate glass), and (c) achain

structure (NayO - P,Os phosphate glass).

duced with magnesium oxide. In these glasses, the
anionic network aso forms a continuous three-dimen-
siona structure. The strength and hardness of magne-
sium aluminosilicate glasses appear to be even higher
than those of sodium aluminosilicate glasses (Table 2).

Let us now analyze the elastic moduli E of inor-
ganic glasses. As can be seen from the data presented
inTable 2, the elastic moduli of sodium aluminosilicate
glasses are equal to the elastic modulus of the silica
glass. The elastic modulus of the magnesium alumino-
silicate glass (E = 95 GPa) is 30% greater than those of
sodium aluminosilicate and silica glasses. This can be
explained by the fact that, as was noted above, the elas-
tic deformation of glasses occurs through mutual rota-
tions of tetrahedra. Modifier cationsinteract with nega-
tively charged tetrahedra and, thus, hinder their mutual
rotations and displacements. In this case, the greater the
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cation charge, the stronger the interaction and the larger
the elastic modulus.

It is of interest to elucidate how the degree of con-
nectivity of the atomic structure affects the mechanical
properties of borate glasses. Boron atoms are character-
ized by the sp? hybridization and, hence, have three
valence electrons. As a consequence, the reaction of
boron with oxygen gives boron oxide B,O; with a
structure consisting of BO; planar triangles joined into
B;Og planar boroxol rings. To put it differently, the
valence chemica bonds in this glass are two-dimen-
sional bonds. Such two-dimensional systems are bound
by weaker van der Waals forces. Therefore, the B,O,
single-component glass has a graphite-like structure
with strong chemical bonds inside the planes and weak
bonds between the planes (layers). The strength, the

No. 5 2005
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Fig. 2. Dependence of the Young's modulus E on the strain

¢ for the silica glass under tension [17].

elastic modulus, and the hardness of this glass are

approximately equal to 1.2, 22.0, and 1.7 GPa, respec-
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Fig. 3. Dependences of (1) the Young's modulus E, (2) the
hardness H, and (3) the structural strength o on the fraction
of fourfold-coordinated boron atoms for borate glasses in
the Nap,O-B,03 system.

If sodium oxide is incorporated into boron oxide,

the oxygen ionsintroduced with sodium oxide can play

tively. the role of donors. As a result, boron atoms having a
Table 2. Mechanical characteristics of inorganic glasses in three oxide systems
S| cremicacomposton | gt nigud] e [voung s e plietedstc
Borate glasses
1 | B)Os 12 1.7 22 55
2 | 15Na,0 - 85B,04 2.7 39 52 5.2
3 | 33Na,0 - 67B,04 3.0 49 73 4.1
Silicate glasses
4 | SO, 12.0 85 73(100%) 12.0¢
5 | 33Na,0-67S0, 35 3.7 60 5.8
6 | 12.5Na,0 - 12.5A1,05 - 7550, 8.3 5.4 72 115
7 | 16.5Na,0 - 16.5A1,05 - 67SI0, 8.4 5.5 73 11.6
8 | 25Na,0 - 25Al,0; - 50Si0, 85 6.0 74 114
9 | 14.5MgO - 14.5A1,05 - 71SI0, 10.4 6.4 95 10.9
10 | 6TiO, - 94S0, 75 6.5 68 11.0
Phosphate glasses
11 | 16.5Cs,0O - 16.5Al,05 - 67P,05 16 35 50 3.2
12 | 16.5Rb,0 - 16.5A1,05 - 67P,05 24 3.8 55 4.4
13 | 16.5K,0 - 16.5A1,0; - 67P,05 25 4.1 59 4.2
14 | 16.5N&,0 - 16.5A1,05 - 67P,05 3.0 45 68 4.4
15 | 16.5Li,0 - 16.5A1,05 - 67P,05 34 49 74 4.6
16 | 27.5Al,0; - 67.5P,05 4.0 5.7 89 45
17 | 17.5A1,0;5 - 15Zn0 - 67.5P,05 5.7 55 81 7.0

* The parameter obtained with due regard for the increase in the Young's modulus with an increase in the strain [ 17].
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Fig. 4. Dependences of (1) the Young's modulus E, (2) the
hardness H, and (3) the structural strength o on the cation
field strength R for phosphate glasses in the R,O-Al,O5—
P,Os (R = Cs, Rb, K, Na, Li) systems. Notation: R = z/a?,
where z is the cation charge and a is the cation—anion dis-
tance with due regard for the coordination number.

free p orbital form additional donor—acceptor bonds
with oxygen atoms. In Na,O-B,O; glasses, the sp?
hybridization leads to the formation of BO, spatial
(three-dimensional) tetrahedra. For each molecule of
sodium oxide there is only one boron atom in a four-
fold-coordinated state. This brings about the formation
of a mixed structure in which BO; planar triangles
aternate with BO, three-dimensional tetrahedra. In
turn, this structure provides a partial chemical cross
linking of planes and an increase in the degree of con-
nectivity of the atomic structure. The higher the Na,O
content in the glass, the higher the degree of connectiv-
ity of the structure of glass. The dependences of the
mechanical characteristics on the fraction of fourfold-
coordinated boron atomsin borate glasses (Fig. 3) indi-
cate that an increase in the degree of structural connec-
tivity results in a considerable increase in the strength,
the hardness, and the elastic modulus of the glass.

The understanding of the role played by the atomic
structure of phosphate glasses in the fracture processes
opens up new possihilities for purposefully changing
the degree of polymerization of the anionic network in
the structure of glasses. Unlike the SiO, tetrahedron,
the PO, tetrahedron contains one terminal oxygen atom
that is not involved in the formation of the anionic net-
work. This circumstance a priori decreases the degree
of connectivity of the anionic network in the structure
of phosphate glasses. The introduction of alkali metal
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oxides R,0O into these glasses | eads to the formation of
chain structures. By varying the field strength of modi-
fier ions, it is possible to control the interchain interac-
tion and, thus, to change the mechanical characteristics
of glasses.

Thedatapresented in Table 2 and Fig. 4 demonstrate
that, for glasses in the R,O-Al,O+P,0; ternary sys-
tems, an increase in the field strength of modifier ions
(in the series from Cs*" to Li*) resultsin an increase in
the structural strength, the elastic modulus, and the
hardness[12].

Aluminum ions in phosphate glasses can serve as
modifiers and network formers. In the former case, alu-
minum ions participate in the formation of chain struc-
tures with strong ionic interaction between chains. In
the latter case, aluminum ions favor the formation of
three-dimensional network structures due to the trans-
formation of terminal oxygen atoms (P=0) into bridg-
ing oxygen atoms [20].

Our earlier studies revealed [13] that, in phosphate
glasses of the R,O-Al,04+P,05 system, the aluminum
ion hasan octahedral coordination; i.e., it actsasamod-
ifier. An increase in the aluminum oxide content in
these glasses leads to an increase in the structural
strength, the hardness, and the elastic modulus due to
an enhancement of the ionic interaction between chain
structures. The binary aluminophosphate glass with a
composition similar to aluminum metaphosphate has
the largest values of the elastic modulus and hardness
(Table 2).

The maximum structural strengthisobserved for the
zinc aluminophosphate glass, even though the elastic
modulus of thisglassis somewhat |ess than that for alu-
minum metaphosphate. We assume that, in the zinc alu-
minophosphate glass, the chain structures coexist with
three-dimensional structures dueto theincorporation of
tetrahedrally coordinated zinc ionsinto the anionic net-
work. An increase in the degree of connectivity of the
anionic network results in an increase in the structural
strength.

Therefore, the structural strength, the hardness, and
the elastic modulus of phosphate glasses can be close
and even exceed those of the known silicate glasses
owing to the strong ionic interaction between chain
structures and the formation of three-dimensional
structures upon introduction of the second network
former.

An important characteristic is the ultimate elastic
strain, which, as can be seen from Table 2, also depends
on the atomic structure of glass. In a structure with
identical atomic bonds, the external load is uniformly
distributed over individual bonds. Such a structure is
optimum from the standpoint of high strength.

However, in astructure of glassin which the atomic
and molecular bonds have different rigidities, the exter-
nal load is distributed nonuniformly. The degree of uni-
formity of the external load distribution is determined

No. 5 2005
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both by the difference between the rigidities of bonds
and by their distribution over the bulk of the glass. In
our opinion, it isthis degree of uniformity of the exter-
nal load distribution that is responsible for the highest
structural strength and the maximum elastic strain
(~10%) of three-dimensional structures. The ultimate
elastic strain of layered and chain structures reaches
only ~5%.
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Electromagnetic Phenomena Entailed by Defor mation
and Fracture of Dielectric Solids
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| offe Physicotechnical |nstitute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, S. Petersburg, 194021 Russia
e-mail: victor.kuksenko@mail.ioffe.ru

Abstract—Mechanoel ectric effects caused by elastic deformation of glasses and marbles are studied in a neu-
tral environment and with weak electric polarization of samples. It isfound that the electric potentials that are
produced by bending a sample are opposite in sign in compressed and stretched regions. The mechanoelectric
effectsincrease or decrease depending on the direction of the electric field applied to the sample. It is concluded
that the electric polarization and the polarization induced by mechanical deformation are of a common nature.
Electromagnetic precursors of earthquakes are discussed. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Besides being of purely scientific interest, the elec-
tromechanical phenomena in naturally occurring insu-
lators are of great practical importance because of the
problem of interpreting electromagnetic precursors of
earthquakes [1-3]. In addition, they facilitate under-
standing of the physical nature of powerful responsesto
weak causes (including electromagnetic responses to
seismic events [4]) and aspecia state of solids[5, 6]. It
is demonstrated in [7] that the phenomenon of an elec-
tric field arising in solid dielectric materials under load
has alot in common with the polarization of materials
in aweak eectric field. In the present paper, we study
theinfluence of mechanical stress on the polarization of
solid dielectric materialsin weak electric fields. For the
sake of brevity, wewill call the electric potentia arising
under mechanical stress the mechanoelectric potential
to distinguish it from the electric potential arising dur-
ing usual polarization by an electric field. In this paper,
we present the results of a study of quartz glass and
marble samples. Marble is widely used in laboratory
studies, because it has al the main features of solid
dielectrics and does not exhibit the piezoel ectric effect,
a property important for our study.

2. EXPERIMENTAL SETUP

The experimental setup is presented in Fig. 1. Mar-
ble sample 1, in the form of a40 x 40 x 100 mm prism,
isloaded by auniaxial compressive stress produced by
ahydraulic press through glass ceramic insulators. Two
electrodes 2 made of asilver powder mixed with epoxy
are attached to opposite surface sides of the sample.
The electric voltage between the electrodes is created
by a dc power source. The electrodes can be grounded
if required. The distribution of electric potentialsin the
sampleis measured with aspecially designed electrom-
eter (EM) in a contactless mode. Electrometer probe 3

is attached to a micrometer feed system permitting
scanning along the sample surface maintaining a 2-mm
clearance between the probe and the surface.

Under uniaxial compressive loading, an induced
electric field arises in a marble sample, with the side
surface taking a positive potential. Without a mechani-
cal load, the sampleis polarized if a voltage is applied
to the electrodes. In the latter case, the induced electric
field is symmetric relative to the sample center and
there are parts of the sample surface with positive and
negative potentials. For brevity, we will call the phe-
nomenon of an electric field arising under amechanical
load mechanical polarization and the phenomenon of
an electric field appearing when an €electric voltage is
applied to the electrodes electric polarization.

A sequence of measurements of theinduced electric
field performed with the probe position fixed is pre-
sented in Fig. 2. The sample was subjected to auniaxial
compressive load P equal to 0.3 of the failure load at
timet,, and the load was immediately released. A posi-
tive induced potential F, was detected. Next, at timet,,
a positive voltage (of the same polarity as under a
mechanical load) was applied to the electrodes. When
the electric potential reached the steady state in the

W

Fig. 1. Experimental setup including (1) sample, (2) elec-
trodes, and (3) electrometer probe.

1063-7834/05/4705-0882%$26.00 © 2005 Pleiades Publishing, Inc.
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F, - AF

Fig. 2. Variationsin the el ectric and mechanoel ectric poten-
tials under the action of a sequence of mechanical and elec-
tric fields applied to the sample.

period t—t; the sample was subjected to the same
mechanical load again and then was again released.
This time, the induced electric potential increased by
AF. Let us denote the total potentia at this moment as
+W¥. The induced potential returned to F,, when the
mechanical load was removed. Then, at timet,, the volt-
age on the electrodes was switched off and they were
grounded. At timets, avoltage of the same magnitude but
of opposite sign was applied to the electrodes again. The
probe detected a negative potential, which soon reached
acongtant level F,,. Next, at timetg, the sample was sub-
jected to the same uniaxial load. The detected potential
decreased by AF, and the total electric potentia was
equal to —W. After the load was removed, the potential
returned to F,,. Then, eectrodeswere grounded to ensure
electric neutrality of the sample.

This sequence was repeated with the voltage
between the electrodes kept constant and with the
mechanical load changed in steps. In another case, the
mechanical |oad was kept constant and the voltage was
varied. Theinduced potential F,,,increased or decreased
depending on the direction of electric polarization of
the sample.

Figure 3 shows the induced electric potentia F, as
afunction of the mechanical load. Line 1 corresponds
to no electric polarization; line 2 corresponds to the
case where the polarities of the induced electric field
and electric polarization are the same, that is, where F,,,
and F, have the same sign; and line 3 correspondsto the
case where the polarities of the induced electric field
and electric polarization are opposite. All the depen-
dencies are linear in this range of loads, but they have
different slopes.
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Fig. 3. Mechanoelectric potential as a function of the com-
pressive mechanical load F measured (1) without electric
polarization; (2) in the case where the polarities of the elec-
tric potentials coincide, that is, where F, and Fg have the
same sign; and (3) where the polarities of the induced elec-
tric field and the electric polarization are opposite.

Let us formaly introduce the electromechanical
modulus of amaterial by analogy with the piezoel ectric
modulus:

E = F+ AF.

In our experiment, it would make no sense to measure
the absolute value for the modulus, because it depends
on the probe design, its size, the gap between the probe
and the sample, etc. However, therelative variationin A
ischaracteristic for the effect of mechanical stresson an
induced eectric field in the presence of electric polar-
ization. It was found that the electric modulusincreases
(decreases) when the polarities of the electric fields
induced by the electric and mechanical polarizations
are of the same sign (opposite in sign).

Figure 4 shows variations in the induced electric
potential when the mechanical load is constant and the
potential of electric polarization is varied. Three sec-
tions can be separated in the line shown in Fig. 4. The
point on the vertical axis corresponds to the induced
electric potential without any electric polarization, i.e.,
toF.=0.

Section 1 corresponds to the case where the electric
and mechanical polarizations are of the same sign.
Here, for the same load, the sample response is stron-
ger, so the modulusis larger.

Sections 2 and 3 correspond to the case when the
electric potential and induced electric field are opposite
insign.

In this case, the electromechanica modulus
decreases and, at a certain point, the sample does not
react to the mechanical load F* at all. It is interesting
that a further increase (in magnitude) of the negative
polarizing electric field causes the potential to appear
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Fig. 5. Total potential W of the induced electric field as a
function of mechanical load for the case of opposite polari-
ties of the electric fields.
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Fig. 6. Bending of a sample. (a) The field distribution and
(b) the induced electric potential Fg as a function of defor-
mation for the case of (1) compression and (2) tension.

again when the mechanical load is applied, but in this
case the potentia is negative. So, a rather complex
interaction occurs between the electric and mechanical
polarization fields.

There is another parameter of great interest, espe-
cialy for practical applications. Let us consider Fig. 2.

The total potential W increases under load if the
polarities of the electric fields induced by the electric
and mechanical fields coincide (section 1in Fig. 4), and
the total potential decreases under load if the polarities
mentioned above are opposite (sections 2, 3in Fig. 4).
Let usintroduce a generalized parameter W

Y= (+W) + (W),

which is the sum of two electric potentials equal in
magnitude that arise on the opposite-polarity electrodes
when both the load and electric field are applied simul-
taneously. This parameter turns out to be the sum of the
potentials measured under load (Fig. 5).

Thisdependenceislinear becauseit isthe sum of two
linear functions, 2 and 3 in Fig. 3. It is amost indepen-
dent of the electric polarizing field. Asthefield increases,
the dopeof line 2 grows but the d ope of line 3 decreases.
For this reason, this parameter is theoretically useful for
measurements of unknown mechanical stresses (for
example, in the bulk of rocks). Practical estimations of
mechanical stresses by this method are complicated by
therelaxation of theinduced electric field [4]. Therefore,
this technique can be suitable for measurements of vari-
ations in mechanical stresses, which are equally impor-
tant for forecasting dynamica manifestations of macro-
scopic breakage (in particular, in an earthquake epicenter
a the active stage).

3. DISCUSSION

Thus, our data provide compelling evidencein favor
of interaction of the electric fields induced by mechan-
ical and electric polarizations. This interaction is not
limited to smple addition of the field potentials but
rather is more complex in nature. The phenomenologi-
cal studies presented in this paper are insufficient for a
complete understanding of this phenomenon. Theoreti-
cal development of amicroscopic model based, e.g., on
materials with a smpler structure, is necessary. How-
ever, it is possible to outline the direction of develop-
ment for this model by comparing the induced electric
fields under compressive and tensile strains. This com-
parison can be made most simply through bending of a
sample.

The corresponding experimental setup is shown in
Fig. 6a. One end of abeam-shaped sampleisfixed, and
a bending moment is applied to the other end. The
probe is fixed in one place, and the transition between
compression and tension at this point is produced by
changing the direction of the bending moment.

Figure 6b shows that the induced €electric fields are
opposite in sign for compression and tension. More-
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over, the magnitude of the electric field is strongly
affected by the gradient of the mechanical stressfield.

In [8], an attempt was made to relate the induced
electric field to the orientation of dipoles by the gradi-
ent of the mechanical stressfield. It is noteworthy that
the appearance of an induced electric field under the
action of a mechanical stress field is a rather universal
phenomenon. Manifestations of this effect for glassand
marble are qualitatively similar despite the great differ-
ence in the physical properties of these materias.
Therefore, electromagnetic phenomena that accom-
pany deformations and destructions of dielectric solids
(in particular, rocks) can be treated on common
grounds.

In [2], the electromagnetic pulses that accompany
the formation of cracks were explained in terms of the
separation of charges on the walls of a crack. Without
denying the possibility of this mode of generation of
electromagnetic pulses, we can suggest that al
dynamic processes, including the formation of cracks,
must cause drastic changes in local mechanical fields
and, therefore, in theinduced el ectric fields that accom-
pany electromagnetic pulse emission. This universal
mechanism can explain the electromagnetic phenom-
ena, both static and dynamic, that occur in epicenters of
rock bumps and earthquakes.

It is our pleasure to stress that Zhurkov has sup-
ported this line of research and emphasized the impor-
tance of the interaction between various physical fields.
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Internal Friction and Young' s Modulus of a Carbon Matrix
for Biomor phic Silicon Carbide Ceramics

B. K. Kardashev*, Yu. A. Burenkov*T, B. I. Smirnov*,
A. R. deArédlano-Lopez**, J. Martinez-Fernandez**, and F. M. Varela-Feria**
*| offe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, S. Petersburg, 194021 Russia
e-mail: smir.bi@mail.ioffe.ru
**Universidad de Sevilla, Sevilla, 41080 Spain

Abstract—The amplitude, temperature, and time dependences of the Young's modulus and interna friction
(ultrasonic attenuation) of a eucalyptus-based carbon biomatrix intended for preparing biomorphic silicon car-
bide ceramics were studied. Adsorption and desorption of molecules of the ambient medium (air) was shown
to determine, to a considerable extent, the effective Young's modulus and acoustic vibration decrement of a
specimen. A doublet maximum in the temperature dependence of ultrasonic attenuation was observed at atem-
perature close to the sublimation temperature of solid CO,. The microplastic properties of the material were
estimated from acoustic measurement data. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

This communication reports on the continuation of an
investigation [1, 2] into the elastic and indlagtic charac-
teristics of biomorphic silicon carbide ceramics. Bio-
morphic SiC ceramics (bio-SiC) have attracted consider-
ableinterest over the past decade becausethey are distin-
guished from conventiona high-strength ceramic-based
composites in that, in addition to a high strength, they
exhibit a high resistance to oxidation and corrosion, low
density, high thermal conductivity, and heat shock resis-
tance [3—7].

Our earlier publication [1] dealt with a study of the
high-temperature (up to 1300 K) elastic properties of
wood-based biomorphic SIC ceramics prepared by
pyrolysis of eucayptus and oak followed by silicon
infiltration. It was shown that the decrease in the
Young's modulus E with an increase in temperature is
accompanied by the appearance of acoustic anomalies
in the form of a number of jumps (splitting) in the res-
onance freguency.

In [2], the influence of vibrational strain amplitude
on the Young's modulus and ultrasonic attenuation at
moderate temperatures (116-296 K) was studied in
bio-SiC specimens prepared from white eucalyptus.
Vibrational loading of samples in air and in vacuum
was also found to produce a number of unexpected
effects. In particular, it was observed that adsorption
and desorption of molecules of the ambient medium
(air) can noticeably increase or decrease both the effec-
tive Young's modulus and the ultrasonic vibration dec-
rement.

It was concluded in [1, 2] that the effects observed
in SiC bioceramics are due to pores and residual car-

T Deceased.

bon. In this connection, acoustic studies of preforms
(carbon matrix) intended for preparing bio-SiIC would
present a certain interest. In this study, particular atten-
tion was focused on the behavior of acoustic character-
istics (Young's modulus E, ultrasonic vibration decre-
ment &) of the white-eucalyptus carbon biomatrix.
Acoustic measurements were carried out both in air and
in vacuum over a broad strain amplitude range at tem-
peratures ranging from ~100 to 296 K. The results
obtained are compared with similar earlier measure-
ments performed in [2] on SIC bioceramics also pre-
pared from white eucalyptus.

2. SPECIMENS AND EXPERIMENTAL
TECHNIQUES

We studied a carbon biomatrix of white eucalyptus
(precursor). It was prepared by pyrolysis of a piece of
wood (containing approximately 50% carbon) in argon
at 1000°C [4, 7]. In the course of this procedure, the
weight of the original material decreased by about
75%. The final product was a carbon biomatrix, which
retained the main microstructural characteristics of the
original natural material, namely, the cellular structure
extended in the tree growth direction. Microstructural
SEM studies of eucalyptus biomatrix specimensclearly
reveal this pattern, as well as the presence of pores
ranging up to 100 pm in size [1].

The specimens intended for acoustic studies were
~20-mm-long rods with a roughly sguare cross section
~16 mm? in area. The specimens were oriented either
along or perpendicular to the original tree fibers. The
density of the material was 0.68 g/cm?.

Asin the earlier work dealing with bio-SiC [2], the
Young's modulus E and the ultrasonic vibration decre-

1063-7834/05/4705-0886$26.00 © 2005 Pleiades Publishing, Inc.
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ment & were measured using the composite-oscillator
technique. Longitudinal resonance vibrations at a fre-
guency of about 100 kHz were excited in a rod-shaped
specimen. The vibrational strain amplitudes € varied
from ~10 to 2 x 10*. A more detailed description of
the method can be found in [§].

The studies were conducted in the following order.
First, the strain amplitude dependences of E(€) and d(g)
were measured on a specimen stored in normal condi-
tions after preparation, i.e., in air under atmospheric
pressure at room temperature. Next, the acoustic sys-
tem (the specimen and the quartz oscillator) was placed
into a vacuum chamber and subsequent measurements
were carried out at a pressure of ~10° mm Hg. The
measurements yielded data on the time, temperature,
and strain amplitude dependences of the Young's mod-
ulus E and the decrement o.

3. EXPERIMENTAL DATA AND DISCUSSION

Figure 1 depicts the measured E(g) and () depen-
dences for two carbon matrix specimens, one of which
was cut along (C aong), and the other across (C
across), the original wood fibers. In these measure-
ments, the as-prepared specimens were subjected to
high strain amplitudes. We readily see that the first
increase in acoustic stress applied to the specimens
brings about a noticeable rise in the Young's modulus.
The decrement & of the specimen cut along the fibers
decreases gently, while that of the specimen cut across
the fibers exhibits a more complex behavior. Just as for
SiC bioceramics [2], the changes in the modulus turn
out to be irreversible to a considerable degree; indeed,
after the measurements are terminated, the modulus
increases to above its original value in the region of
small €. Contrary to the bio-SiC, the decrement mea-
sured on the C-along specimen remains practically
unchanged, while the decrement of the C-across speci-
men even uncreases. The E(g) and d(g) curves obtained
in repeated measurements under increasing and
decreasing strain amplitude practicaly coincide with
one another and with the original curve measured under
decreasing €. The principal difference between the car-
bon biomatrix and the SiC bioceramic isthat the former
has low values of the modulus and higher values of the
decrement (by one order of magnitude or greater). Nev-
ertheless, high strain amplitudes affect the modul us and
the decrement in SiC more clearly than in the carbon
matriX.

Vacuum turned out to affect the matrix considerably
more strongly than the SIC ceramic. By way of illustra-
tion, Fig. 2 displays the time evolution of E(t) and d(t)
of a carbon matrix specimen cut across the original
wood fibers measured in a vacuum chamber under
pumping. It can be seen that the Young's modulus
increases noticeably and the decrement decreases with
time when subjected to vacuum, thusimplying an effect
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Fig. 1. Strain amplitude dependences of the Young's modu-
lus E and of the decrement & for two carbon matrix speci-
mens cut along (C along) and across (C across) the original
wood fibers. Two measurements were performed one after
the other at an interval of about 1 min in air at atmospheric
pressure on as-prepared specimens; (1) first measurement
and (2) second measurement. The arrows identify the direc-
tion of € variation. T =296 K.
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Fig. 2. Time evolution of the Young's modulus E and of the
decrement 6 for acarbon matrix specimen subjected to lon-
gitudinal vibrations across the origina wood fibers. The
measurements were conducted in a vacuum chamber in the
course of evacuation for e =5.0x 10~ at T = 296 K.
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Fig. 3. Strain amplitude dependences of the Young's modu-
lus E and decrement o for two carbon matrix specimens cut
aong (C aong) and across (C across) the origina wood
fibers. Two measurements were performed one after the
other at an interval of about 1 minin vacuum on specimens
subjected to high amplitude acoustic vibrations and low
temperatures; (1) first measurement and (2) second mea-
surement. The arrows identify the direction of € variation.
T=296 K.

of adsorbed air molecules on the acoustic parameters of
interest.

Figure 3 plots the E(€) and &(g) curves obtained in
vacuum at room temperature. A comparison of Figs. 1
and 3 shows that the effect of high strain amplitudesin
vacuum is clearly stronger for the decrement and is
barely distinguishable for the Young's modulus. Mea-
surements conducted in air revealed the reverse effect
(Fig. 1). Notice also the higher values of the Young's
modulus and the lower values of the decrement, a pat-
tern typical of measurements performed in vacuum.

The E(€) and d(¢) dependences measured at low
temperatures (Fig. 4) differ in some respectsfrom those
measured at room temperature (Fig. 3). Here also, how-
ever, high-amplitude acoustic vibrations bring about
only asmall change in the decrement and have a barely
discernible effect on the modulus at low values of .

Figure 5 shows the temperature dependences of
E(T) and &(T) measured under cooling (Fig. 5a) and
warming (Fig. 5b) of carbon biomatrix specimens. The
most interesting feature appears to be the existence of
two ultrasonic-attenuation pesaks, one of which lies
below, and the other above, the CO, ice sublimation
temperature of 194.5K [9]. The effect of the phasetran-
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Fig. 4. Strain amplitude dependences of the Young's modu-
lus E and of the decrement o for two carbon matrix speci-
mens cut along (C along) and across (C across) the original
wood fibers. Two measurements were performed one after
the other at an interval of about 1 min in vacuum on speci-
mens subjected to high amplitude acoustic vibrations and
low temperatures; (1) first measurement and (2) second
measurement. The arrows identify the direction of € varia-
tion. T=106 K.

sition in the region of 273 K (the temperature of freez-
ing of water and melting of ice) becomes pronouncedin
this material only under warming, when ice transforms
into water.

As aready pointed out, the irreversible changes in
the modulus and decrement in specimens maintained in
vacuum can be accounted for by the desorption of var-
ious molecules present in the air. Adsorption and des-
orption of gas molecules affect, to some degree, the
level of ultrasonic attenuation and the effective elastic-
ity modulus in both bio-SiC [2] and the carbon bioma:
trix, which is indicated by the strain amplitude, time,
and temperature dependences of E and d.

The most remarkable and certainly unexpected
result of thiswork is the observation of a doublet max-
imum of ultrasonic attenuation (Fig. 5), which we
believe to be caused by a change in the phase state of
adsorbed carbon dioxide molecules. This maximum
reveal s some fine features of the phase transition and is
most likely dueto the differencein the bonding strength
of the carbon matrix to the atoms of the complex CO,
molecule. Obviously enough, the carbon—carbon and
oxygen—carbon bond strengths should be different. Itis
this fact that apparently accounts for the doublet struc-

No. 5 2005



INTERNAL FRICTION AND YOUNG'S MODULUS

15800
15600
15400
£ 15200 -
=
12400

12000
11600

(a)

900

100 150 200 250

15800

300

15600
15400
15200

1 12400
12000
11600

900 -

1 1
200 250

T,K

1 1
100 150

Fig. 5. Temperature dependences of the Young's modulus
and of the decrement & measured on two carbon matrix
specimens cut along (C along) and across (C across) origi-
nal wood fibers. The measurements were conducted in vac-
uum under (@) cooling and (b) warming on specimens sub-
jected to high-amplitude acoustic vibrations at room tem-
perature. The7 arrows identify the direction of T variation.

£€=50x10"".

PHYSICS OF THE SOLID STATE Vol. 47

1
300

No. 5

2005

889

100 £
© o™ SIC T=296K
10E
(C-along
&
S C-across
S 0.1 3
0.01
E 1 1 ! L
100 ‘ s° SiC T=106K
10E
E C-along
< r o oo of A A& B as
% le Y L * C-across
o C
0.1E%
0.01 EX L ' ' : '
0 4 8 10
€4 1078

Fig. 6. Stress—-microplastic strain curves derived at two tem-
peratures from acoustic measurements on a SiC-along bio-
morphic ceramic specimen and on carbon matrix specimens
cut along (C along) and across (C across) the origina wood
fibers.

ture; indeed, the breakage of bonds of onetyperequires
a higher temperature than that of the other. As for the
intensities of the two lines of the doublet, they are
determined by the specimen prehistory and the actual
character of the stressed state. This state is obviously
different for specimens cut along and across the wood
fibers (Fig. 5). Interestingly, there is no such maximum
in silicon carbide ceramics [2]. This fact suggests that
the bio-SIC contains amost no adsorbed CO, mole-
cules.

Note that the carbon biomatrix studied in this work
also exhibits microplastic properties. Figure 6 presents
stress versus microplastic-strain curves derived from
acoustic measurements. The graphs were constructed
with the use of curves 2 for E(g) (Figs. 3, 4) measured
under decreasing strain amplitude. The details pertain-
ing to how such diagrams are constructed can be found
in [10, 11]. The microplastic properties of the carbon
biomatrix and bio-SiC ceramics studied are compared
in Fig. 6 and the table. Comparison clearly shows that
the behavior of the microplastic flow stress o for the
biomatrix differsfrom that observedin bio-SiC; indeed,
the level of these stresses decreases with decreasing
temperature. For a specimen cut along the wood fibers,
this stress drops to less than one-half, while o for the
specimen cut across the fibers decreases only dlightly.

Currently, it would be difficult to identify the micro-
structural elements responsible for the microplastic
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Microplastic flow stress g determined for a strain €4 = 1.0 x
108 (conventional yield point)

. o, MPa
Specimen
T=296K T=106K
SiC-along 33 67
C-dong 12 0.55
C-across 0.32 0.29

deformation of both the carbon biomatrix and SiC bio-
ceramics. Nevertheless, the microstrainsrevealed in the
acoustic experiments show that these materials are not
absolutely brittle, thus suggesting that they should con-
tain plastic-deformation carriers analogous to disloca-
tionsin conventional crystals.

4. CONCLUSIONS

Our studies have shown that adsorption and desorp-
tion of molecules of the ambient medium (air) notice-
ably affect the effective elasticity modulus and internal
friction in the carbon biomatrix employed in the fabri-
cation of biomorphic SiC ceramics, i.e., that the carbon
biomatrix exhibits effects typical of the bio-SIC itself
[2]. A doublet ultrasonic-attenuation maximum has
been observed at a temperature close to that of solid
CO, sublimation. Acoustic measurements were also
used to estimate the microplastic properties of the car-
bon biomatrix.
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Cleavage of Cg, Fullerite Crystals
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Abstract—It isfound that, under certain conditions, Cq fullerite crystals can be cleaved along cleavage planes
that are close-packed planes of the {111} type. Rigid gas-phase grown crystals exhibit good cleavage proper-
ties. In experiments with active compressive deformation, these crystals showed a high yield point 1, =
2.65 MPa, a“parabolic” stress—strain curve, and brittle fracture after attaining a shear strain of about 8%. The
fracture surface was clearly seen to have fragments parallel to the (111) plane. Typical microstructures observed
in the cleavage plane are discussed: crystallographic cleavage steps, an indentation pattern, and a dislocation
prick rosette. The fact that the activation volume V = 60b% is small (b is the Burgers vector of adislocation) and
strain-independent indicates the Peierls character of fullerite deformation or dislocation drag in adense network

of local defects. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The physical properties of Cg, fullerite crystals
depend on method of their growth and on the purity of
the original raw material; they are sensitive to the pres-
ence of impuritiesand extended structural defectsinthe
crystal and can change due to the effect of the ambient
atmosphere and illumination. Crystals grown from a
solution contain traces of solvent, C,, molecules, and a
large number of stacking faults. In the as-grown state,
the microhardness of such crystals is low (H, =
20 MPa); after prolonged exposure to air at room tem-
perature, the microhardness increases by a factor of
amost 10[1, 2].

The gas-phase grown crystals have fcc structure
and, asarule, are distinguished by high purity and per-
fection. For such crystals, measurements on the (111)
plane at room temperature have usually exhibited a
well-reproduced value of the Vickers hardness, Hy, =
150-200 MPa[3-5]. The possibility of preparing rather
large Cq, crystals has facilitated the beginning of stud-
ies into their mechanical properties using the methods
of standard compression tests[1, 6-8]. In[7, 8], it was
shown that, at T = 295 K, the stress—strain curve for a
Cep Single crystal has several stages, which istypical of
fcc metals, and the yield point (i.e., critical shear stress
T, in the [110](111) slip system) is approximately
0.7 MPa. The crystal was deformed without fracture to
a shear strain of about 30% [8].

The ambient atmosphere has a significant effect on
the mechanical properties of the Cg, fullerite [1, 2, 9-
11]. Exposure to an argon or oxygen atmosphere pro-
duces a strong hardening of the crystal [10] due to the
introduction of gasimpurities into the octahedral voids
of the fcc lattice.

[llumination of Cg, crystalsincreasestheir hardness
[10, 11] and creates cracks on the surface [12—14]. The
effect of hardening depends on the wavelength of the
incident light, itsintensity, and the duration of illumina-
tion[10, 15, 16]. The nature of fullerite photosensitivity
isrelated to the formation of covalently bonded dimers
or chainsin the surface layer of the molecular lattice of
the crystal [17]. Due to polymerization and oxidation,
prolonged storage of fullerite in air under natural illu-
mination conditions results in substantial surface deg-
radation even at room temperature [18].

Thus, the mechanical properties of the Cg, fullerite
are affected by numerous factors, which most often
lead to hardening of the crystal. Existing modifications
of the gas-phase growth methods and the features of the
growth process [12, 13, 19-21] alow one to fabricate
crystals which, even in the original state, can substan-
tially differ in terms of the degree of structural perfec-
tion in them and, therefore, of their strength character-
istics.

When studying the mechanisms of crystal plasticity
and strength, microhardness measurements are not suf-
ficient, since this characteristic is weakly sensitive to
the defect structure of the crystal as a whole. The
method of recording the stress—strain curves in com-
pression or tension experiments under avariation in the
strain rate and temperature is more informative. In [7,
8], such curves were measured at room temperature for
soft Cq, fullerite single crystals. In this study, we
attempt a comparative study of the plastic and strength
propertiesof rigid Cg, crystalsat T =293 K using meth-
ods of macro- and micromechanical tests: we deter-
minetheyield point 1y, fracture stress Ty, activation vol-
ume V, and microhardness Hy,. The cleavage properties

1063-7834/05/4705-0891$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Stress—strain curve of a Cg fullerite crystal at room

temperature. The strain rate is 2.5 x 10 s71, the sample
height is3.98 mm, and the cross-sectional areais5.73 mm2.

of crystals are observed, and the cleavage plane is
established.

2. EXPERIMENTAL

Cqo Crystals were grown from the gas phase. An
original Cg, fullerite powder of 99.95% purity was
placed into a quartz cell and exposed to two-stage
cleaning in adynamic vacuum of ~1073 Torr. At thefirst
stage, the traces of organic solvents were cleaned at
temperatures of 300-400°C for 2-3 h. At the second
stage, the powder evaporated and condensed on the
cold part of the cell at temperatures of 600-650°C. At
this stage, other impurities, in particular, oxygen, were
also removed.

After the procedure described above, an originally
prepared powder with a mass of 1-2 g was placed
inside a quartz cell 9-10 mm in diameter, which was
pumped to a residual pressure of ~10 Torr and then
soldered. The cell was placed in ahorizonta resistance
furnace heated to 650°C. In the furnace, a temperature
gradient of 2—3°C was created over a distance of 100—
120 mm (the cell length). The duration of the single
crystal growth process was 57 days. After cooling to
room temperature, the crystalsweretaken fromthe cell,
visually sorted by quality and size, and then put into
new glass cells, which were evacuated and in which the
crystals were stored with protection from light before
the beginning of experiments.

For compression experiments, we chose single crys-
talsof upto 6 mmin length. The axis of the crystalswas
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parallel to the (110direction, and the lateral sideswere
formed by the {110} and {111} planes. The end faces
of the samples were polished using fine emery paper
with dlight pressure; the lateral sideswere not polished.
To protect the samples against possible fracture at
deformation, thin steel plates were glued to the end
faces (using BF-2 glue). The prepared sample was
glued to the lower support of the deformation device.

Compression of samples was performed at arate of
about 10° s using an MRK-1 device designed and
constructed at the Institute for Low Temperature Phys-
ics and Engineering, National Academy of Sciences of
Ukraine [22]. For four (1100111} dlip systems, the
Schmid factor was equal to 0.408. To determine the
activation volume, stress relaxation curves were
recorded after the onset of plastic yield, before the first
cracks appeared.

Hardness was measured with a PMT-3 microhard-
ness meter, and the surface structure was studied using
an MIM-7 optical microscope.

Except for the optical studies, all operations were
performed under natural illumination conditions.

3. RESULTS AND DISCUSSION

From the measurements on the habitus (111) plane
in the original state of one of our crystals under aload
of 0.05 N, we determined values of the microhardness
typical of Cg, crystals grown from the gas phase; how-
ever, these values varied over a sufficiently wide range
(from 150 up to 250 MPa), depending on the place of
indentation.

The stress—strain curveisshownin Fig. 1, wherethe
normal stress o is plotted as afunction of the compres-
sive strain €. By comparing this curve with that
obtained in [8], we note the following differencesin the
behavior of the tested samples. We observe no stage
structurein the o— curve; thiscurve hasavirtually par-
abolic shape characteristic of multiple slip. Indeed,
optical studies showed that there aretwo active dip sys-
tems in the sample. The appearance of cracks after
small plastic deformation and the low reserve of plas-
ticity before fracture of the sample are possibly due to
this fact. The edges of the slip bands are very clearly
visible; there are no bifurcations of the dlip bands. Such
a pattern is typical of brittle crystalsin the case where
the cross dlip of didlocations is difficult. Electron
microscopic observations [23], theoretical analysis
[24], and computer simulation [25] show that, inthe Cg,
fullerite, dislocations are strongly split, which compli-
cates their exit to the cross-dlip planes.

In [8], the easy glide stage, the second hardening
stage, and plastic flow up to 30% of shear strain without
fracture were observed for one active slip system. In
our case, the fracture of the sample occurred at a stress
T;= 6.4 MPa(1;/G = 1.2 x 103, where G = 5.28 GPaiis
the shear modulus of the Cg, fullerite [26]) and at a
shear strain of about 8%. The yield point 1, as defined
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from the stress—strain curve as the stress corresponding
to the beginning of the deviation of the curvefrom elas-
tic behavior (in Fig. 1, thispoint ismarked by an arrow)
was equal to 2.65 MPa (1;/G = 5 x 10%), which is
almost four times greater than that obtained in [8]. For
the second tested sample of about the same size, a
somewhat smaller value of the yield point was obtained
but the fracture of the sample occurred almost immedi-
ately after the elastic-strain stage. For the first sample,
the activation volume V = 60b3 (where b = 10.02 A is
the Burgers vector of the dislocation) did not depend on
strain in anarrow strain interval of up to 2%.

Thus, during active deformation, the tested samples
of the Cyq, fullerite behaved in the same way asdo rigid
and fragile crystals. Failure occurred gradually with
increasing stress. At the final stage, a sample was split
along the compression axis (along a surface almost par-
ald to the habitus { 111} plane) into fragments of var-
ious sizes, for which optical studies were possible.

The reasons for the elevated rigidity and brittleness
of our crystals are not clear. Probably, these properties
are related to the growth method. Attention should be
paid to the following fact. For one of the flat samples
grown using the technique described above, a signifi-
cant difference in the values of the hardness (135,
264 Pa) on the opposite (111) habitus surfaces of the
crystal was observed [25]; this sample had a thickness
of approximately 1 mm and covered an area of about
6 mm?. As noted above, the values of hardness varied
approximately in the same range, even for the same
face of thetested crystal subjected to compression. This
difference indicates a strong structural inhomogeneity
of the crystals formed during growth. The significant
internal stresses responsiblefor the high yield point can
be related to thisinhomogeneity.

Of course, the increase in the sample rigidity could,
to a certain degree, be affected by illumination and
interaction with the ambient atmosphere at the stage of
preparation. However, in this case, hardening can take
place in a thin surface layer, which has only a weak
effect on the plastic properties of the sample asawhole
[27, 28]. lllumination, aswell as mechanical processing
of the end faces, can most likely result in the formation
of microcracks at the surface and, accordingly, in pre-
mature fracture of the sample. Finally, all these factors
apparently determine the behavior of the sample during
deformation.

Optical studies of fragments of the tested samples
showed that fracture frequently occurs along crystallo-
graphic planes. This is somewhat unexpected, since
attempts to cleave a sample using a blade or a scalpel
appear to be unsuccessful, as aso noted in [8, 21].
Indeed, taking into account the Van der Waals bonding
type, we might expect the existence of cleavage in Cg,
crystals by analogy with graphite, which is easily
cleaved along the basal plane. However, in the case of
Ceo, It SEems to be difficult to realize this possibility in
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Fig. 2. Cleavage steps on the (111) cleavage plane for aCgg
fullerite crystal.

a standard way because of the weak anisotropy of the
fcc lattice.

A Cg crystal is easily cleaved along the cleavage
planes if the sample glued by the {111} planeis sepa
rated from the substrate. In this case, the force applied
is rather small, although it is known that the corre-
sponding stress must be comparable to the theoretical
fracture stress of ~(0.1-0.2)G [29]. Internal stress of
this order of magnitude can appear at concentrators
formed, for example, when the end faces of the sample
are polished. However, easy cleavageisalso possiblein
the absence of introduced surface defects, e.g., in the
case of a crystal with a strongly inhomogeneous struc-
ture or for brittle materials, where the plastic relaxation
isdifficult or does not occur at al. Crystals are cleaved
more easily after hardening because of the introduction
of impurities and irradiation and also after lowering the
temperature in the case of high Peierls barriers.

As expected, the cleavage planes of the Cg, crystals
are close-packed { 111} planes; therefore, their surface
energy can be smaller than that for other crystalo-
graphic planes.

The cleavage phenomenon can be used to study the
character of fracture and plastic deformation. Some
possible types of microstructures observed on the
cleavage plane of the fullerite crystals under study are
shown in Figs. 24.

In Fig. 2, we see cleavage steps that are located
mainly along the [0110close-packed directions and
form closed figures in some cases. Sometimes, they
may have a curved shape. It is interesting to note that
the position of the main dlip plane paralel to the plane
of Fig. 2 is practically the same, probably because of
the strong anisotropy in the strength properties of the
sample, which is related to the crystal growth condi-
tions.

In the vicinity of the indenter imprint on the slip
plane, we see the indentation pattern (typical of fcc
crystals) formed by the traces of the {111} planes,
along which strong plastic dlips occur (Fig. 3). One of
the triangles in the indentation pattern is formed by the
traces of the planes along which the dip penetratesinto
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Fig. 3. Indentation pattern in the vicinity of the indenter
imprint on the (111) cleavage plane for a Cgq fullerite crys-

tal. Theindenter load is5 g.
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Fig. 4. Didocation rosettes in the vicinity of the indenter
imprint and of the internal defect observed on the (111)
cleavage plane of Cgq fullerite crystals after etching in tolu-

ene. Theindenter load is 2 g.

the crystal, and the other triangleisformed by thetraces
coming to the surface. On exposureto air, the cleavage
plane gradually changes its properties so that, near the
indenter imprint, alocal fractureisobserved rather than
a dip. We note that the microhardness of the crystal
measured for dlip planes does not depend on the expo-
sure time (about a month) and preservesitsinitial value
of ~135 MPa. Thisfact means that changesin the prop-
erties occur only in arather thin surface layer.

Figure 4 shows a dislocation rosette near the
indenter imprint, which was revealed on a cleavage
plane of a Cg, crystal by etching in toluene using the
technique described in[14]. InFig. 4, wealso seeadis
location rosette formed, apparently, near an inclusion.
The dlip pattern in the region of local deformation is
typical of fcc crystals. Fresh dislocations can aso be
observed when etching the surface polished in benzene.
It isinteresting that, for some reason, old (growth) dis-
locations and dislocations that can be present in the
region of cleavage steps (as, e.g., in the case of soft
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alkali halide crystals) were not observed. It is possible
that this fact is related to fast crack propagation, such
that plastic relaxation has no time to occur during the
transition of the crack to aparallel plane. Thispatternis
typical of fragile materials. After a certain period of
time (several hours), because of the effect of the ambi-
ent atmosphere and illumination, the cleavage plane
could not be etched any more.

4. CONCLUSIONS

Thus, we assert that, under certain conditions, it is
possibleto observe sufficiently good cleavage of almost
isotropic fcc Cg, fullerite crystals at room temperature.
Obviously, this can be due to weak Van der Waal s bond-
ing between molecules, to the presence of close packed
planes, and to a high shear strength of the sample
excluding the possibility of stress relaxation at the top
of the crack due to dislocation slip. Inhomogeneity of
the sample structure, revealed by indentation, should
also be taken into account in the analysis of the reasons
for cleavage.

In summary, we notethat, to date, the nature of brak-
ing forces acting on dislocationsin fullerite crystals has
not been established. In [8], when comparing the yield
points (normalized by the shear modulus) for copper
and fullerite, the assumption was made that their differ-
ence by a factor of 10 could indicate that the Peierls
stress in Cgy was greater than that in Cu. However, is
plastic deformation in fullerite controlled by the mech-
anism of dislocation motion in the Peierls relief? To
answer this question, special studies of the deformation
kinetics are necessary. With caution, we may cite two
factsgiving evidencein favor of the Peierls mechanism:
(i) asmall activation volume =60b? and (ii) the absence
of its dependence on strain. However, both of these
facts require additional verification. As noted in [29],
materials with a high Peierls barrier are characterized
by elevated fragility at low temperatures. Our observa
tionsindicatethat fulleriteisafragilerather than aplas-
tic material. On the whole, one cannot deny that Cg,
crystals could be attributed to the Peierls class from
analyzing their mechanical properties. Subsequent
studies will make it possible to estimate the contribu-
tions of lattice and local barriersto dislocation braking.
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Abstract—Theeffect of the Peierls stress on the ultimate tensile stress and uniform strain prior to the formation
of a neck during stretching of metals and alloys with bcc structure is theoretically analyzed. The analysisis
based on the equation for the variation of the dislocation density with deformation; this equation determinesthe
shape of the work-hardening curve for a bcc material and the effect of the Peierls stress on the parameters of
this eguation (the annihilation coefficient for screw dislocations). Using the Considére condition for plastic
instability of the neck type, the ultimate tensile stress and the magnitude of uniform strain are found theoreti-
cally asafunction of the Peierls stress at different temperatures below 0.15T,,,, where T, is the melting temper-
ature of the bcc metal. Theoretical resultsareillustrated with experimental dataon the temperature dependences
of the annihilation coefficients for screw dislocations and of the magnitude of uniform strain in molybdenum

and Armco iron. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Theresults of long (over half a century) experimen-
tal and theoretical studies of the microscopic (disloca-
tion) mechanism of strength and plasticity of crystals
now form atheoretical basis for analyzing the effect of
structure on the strength and plastic properties of con-
structional materials, aboveall, metals. At temperatures
below 0.5T,, (T, is the melting temperature), the
strength and plasticity of these materials are usually
characterized by the yield point g, as well as by the
stress g, and the magnitude of uniform strain ¢, at
which plastic instability (called neck type) appearsin a
stretched sample, and the localization of strain begins,
terminating in plastic disintegration (fracture) of the
sample. Not only the values of the cited characteristics
but also the relations between them are of practical
interest. It isknown that an increase in material strength
isaccompanied, asarule, by adecreaseinitsplasticity.
The achievements made in understanding the effect of
material structure on the work-hardening curve have
opened the way for analysis of the effect of structural
factors both on the characteristics of strength and plas-
ticity and on the relation between them.

In[1], thisrelation was analyzed using the example
of metals and alloys having an fcc lattice. In that study,
the effect of the stacking fault energy, doping, and grain
size on the ultimate tensile stress o, and strain €, was
first theoretically considered for a number of copper
and aluminum alloys. Inthis study, asimilar analysisis
performed for metals and alloys with bcc structure.
Compared to fcc structures, bec metals and alloys have
two specific features. First, at temperatures below
0.15T,,, the Peierlsrelief is present, which considerably

complicates the maotion of screw dislocations in the
crystal [2], and, second, thelow concentrations of inter-
dtitial (C, N) atoms affect the yield point and yield
stress at temperatures above 0.15T,,[3].

In this study, we analyze the effect of these struc-
tural factors on the character of the work-hardening
curves and on the magnitude of uniform strain before
the appearance of a neck when stretching bcc metals.
The theoretical results are illustrated using experimen-
tal data obtained by the author when stretching poly-
crystalline specimens of Armco iron and molybdenum
of 99.98% purity, 1 mm in diameter, having a 20-mm
gage length in the temperature interval 77-800 K.

2. BASIC RELATIONS

According to the well-known Considére criterion
for the appearance of plastic instability of the bottle-
neck type under uniaxial stretching of a sample,

do
de
the critical strain €, and the corresponding stress o, are
fully determined by the character of the work-harden-
ing curve o(g) of the material of the sample and by the
effect of structural factors on this curve. According to

another well-known rel ation that determines the magni-
tude of (dislocation) work-hardening of a material,

T(y) = T+ apbp(y)"”, @)

the increase in the flow stress t(y) with shear strain y
and, therefore, the character of the o(€) stretching dia-
grams depend on the variation of the average disloca-

o )
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tion density p with deformation y in a deforming mate-
rial. In Egs. (1) and (2), 0 = nt, € = y/m, misthe Taylor
factor for apolycrystal, a isthe interaction constant of
dislocations, U is the shear modulus, b is the Burgers
vector, and T, is the critical shear stress.

According to numerous studies [2-4], the work-
hardening curvesfor bce single crystals at temperatures
above 0.15T,,, have two or three work-hardening stages
and differ only dightly from the work-hardening curves
for fcc metals. Therefore, we may expect that, just asin
the case of fcc metals, in a polycrystalline bcc metal
under conditions of multiple dlip, variation of the aver-
age dislocation density with strain at low and moderate
temperatures obeys the equation [5-9]

1/2

P =k ip” —kep. )
On the right-hand side of Eqg. (3), the first term
describestherate of multiplication and accumulation of
didlocations interacting with obstacles of hondeforma-
tion origin; the second term correspondsto the multipli-
cation of didocations at forest dislocations, where bk; =
107 is a coefficient that determines the intensity of
multiplication of dislocations interacting with forest
didocations; the third term isthe rate of annihilation of
the screw segments of dislocation loops; and k, is the
dislocation annihilation coefficient. The existence of
the third stage (the stage of dynamic rest) in the work-
hardening curves for fcc metalsis related to the annihi-
lation of screw dislocations.

For small values of the coefficient of dislocation
multiplication at obstacles of nondeformation origin,

K, < kf 14k,, we integrate Eq. (3) and, substituting the
result into Eqg. (2), obtain the strain dependence of the
stress,

o(e) = 0.+ 03[1 —exp E—%mka%},

Pk

03 = mauD—k:D.

(4)

Here, 0. = nt,, 03 is the yield stress corresponding to
the end of the third stage in the work-hardening curve,
where equilibrium between the processes of dislocation
multiplication and annihilation is established. Substi-
tuting the stress a(€) from Eq. (4) into condition (1), we
find the strain and stress at the beginning of the necking
as a function of the critical shear stress o, and of the
coefficientsin Eq. (3):

1

1+=mk
2 2 e
g, = In——, (59)
mk, 149
O3
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0, = —=—(0.+05). (50)
1+§mka

It follows from Egs. (4) and (5) that the uniform strain
€., the ultimatetensile stress g, and the general charac-
ter of the work-hardening curve depend on two struc-
ture-sensitive parameters, namely, the critical shear
stress and the annihilation coefficient of screw disloca-
tions. It is seen from Eqg. (5a) that the greater the dislo-
cation annihilation factor and the critical shear stress,
the smaller the magnitude of the uniform strain. In the
following section, we consider this relation in more
detail.

3. CRITICAL SHEAR STRESS
AND THE ANNIHILATION FACTOR
FOR SCREW DISLOCATIONS IN BCC METALS

In the case of bcc metals at low and moderate tem-
peratures, we have [10-13]

0y(T, €) = mtp(T) +mt,(c). (6)

Here, Tp(T) isthe Peierls stress, 1;(c) = 3,c" isthefric-
tiona stress arising due to the interaction of disloca
tionswith interstitial and substitutional impurities, 3, is
a factor characterizing the strength of this interaction,
and n = 0.5-1.0[12, 13]. The temperature dependence
of the Peierls stressis determined by the dependence of
the energy H of formation of double kinksin screw dis-
locations on the stress 1. According to the model of

steep kinks[14, 15], H(t) = 2H,(1 - +/t/T4« ), where 2H,
is the energy of formation of a double kink in the
absence of stressand Tjisastressat which dislocations

move over the Peierls potential relief without activa-
tion. Since H(t) = KTIn(gy/€), where k is the Boltz-

mann constant, € isthe strainrate, and €, isthe preex-

ponential factor, the temperature dependence of the
Peierls stress for this model is given by

2H,

= knGgey

p(T) = T*%-—%Ezv Te

Figure 1 shows our data on the temperature dependence
of the yield point o, for polycrystaline Armco iron
and molybdenum samples. The theoretical curves are
plotted using formulas (6) and (7) with the following
parameter values: T7= 500 and 870 MPa[10], T, = 350
and 450 K [10], and stress 1; = 70 and 37 MPafor a-Fe
and Mo, respectively; the Taylor factorism= 3.
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Fig. 1. Temperature dependence of the yield point for (a) Armco iron and (b) molybdenum.

The second structure-sensitive parameter in Egs. (4)
and (5) isthe annihilation coefficient for screw disloca-
tionsk,. Accordingto[7, 16], this coefficient is given by

5/2
k, = —> B0
21° pa [

(8)

where w; is the fraction of screw segments in the
expanding dislocation loops, p is the number of active
glide systems, and t, is the frictional stress that deter-
minesthe critical distance for spontaneous annihilation
of screw dislocations of opposite sign. In the case of
metals and alloys with fcc structure, we have 1, =T, +
1 [1, 16], where 1, (T, Vp) isthe stress corresponding to
the beginning of the third stage in the work-hardening
curvesfor fcc metals; this stress depends on the temper-
ature T and the stacking fault energy vy [17]:

T (T, Yp)

- Yorg KT

= 1,,(0) ex [— +180—;
m(0)exp %‘- “Hjo-35|1b3

wheret,;,(0) isthe stress T, a T = 0. In the case of bcc

metals, the Peierls stress 1, must be added to the

stresses 1, and 1;. Asaresult, weobtain t, =1, + 1; +

T Therefore, the temperature and concentration depen-

dence of the annihilation coefficient for screw disloca-
tionsin bcc metasis

ka(T! C, VD)
5/2

(O l
2rtapTn(T, Vo) +1¢(C) + Tp(T)

Experimentally, the dislocation annihilation coeffi-
cient is found by processing the o(g) work-hardening

(9)

In%%%}

(10)

PHYSICS OF THE SOLID STATE Vol. 47

curves at different temperatures and by plotting the
dependence of the work-hardening coefficient do/des on
the stress o [7, 8]. According to Eqg. (4), at the stage of
dynamic rest, this dependenceislinear [5, 8]:

do 1
T = mzez—zmka(o—cc).

(11)

Here, 0, = 1/2aubk, = 2 x 103y is the work-hardening
coefficient at the second stage in the work-hardening
curves of fcc crystals. From formula (11), we see that
the coefficient k, determines the slope of these curves.
Thevalues of the coefficient k, determined for a-Feand
Mo in the temperature range 77-800 K are shown in
Fig. 2.

Figure 2a shows the dependence of the annihilation
coefficient for these metals on the inverse of the yield
stress gy, a different temperatures. We see that,
according to expressions (8) and (10), the annihilation
coefficient variesin inverse proportion to this stress. In

Fig. 2a, the straight lines k, ~ 05_12 are not extrapolated
to the origin at large values of g, ,; thisimpliesthat, in
addition to op = Ny, the stress gy, includes deforma-
tion and impurity components, which are weakly tem-
perature-dependent. Indeed, after replotting these

curvesin the ka_l Versus g, coordinates (Fig. 2b), we

see that the values of these components of the yield
stress are appreciable. From the slope of the straight
lines in Fig. 2b, we can estimate the combination of

parameters wf/2/2n20( p in formula (10). This quantity
isequal to 2.4 x 102 and 3.5 x 102 for a-Fe and Mo,
respectively. For a = 0.5 and p = 16, these estimations
give reasonable values of the parameter w, = 0.7-0.8,
which indicates that, at low temperatures, screw dislo-
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Fig. 2. Dependence (a) of the annihilation coefficient k, for screw dislocations in a-Fe and Mo on the inverse yield stress and (b)

of the inverse k, coefficient on the yield point.

cations predominate in the dislocation structure of bcc
metals[18].

Thus, due to a strong increase in the Peierls stress,
at temperatures T < Tp, Where Tp = (0.15-0.20)T,,, the
dislocation annihilation coefficient in bcc metalsis fur-
ther reduced as compared to fcc metals. Figure 3 shows
the didlocation annihilation coefficient calculated as a
function of the homologous temperature from formulas
(7)—(10) with the following values of the parameters
characteristic of pure bcc metals: Tfu = 5 x 107,

1
0 0.1 0.2 0.3 0.4
T/T,

Fig. 3. Annihilation coefficient for screw dislocationsin bcc
(solid line) and fcc (dashed line) metals calculated as a
function of the reduced temperature from Eq. (10).
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T,,(0)/u = 0.5 x 1073, 1;/u = 0, KT,,/ub® = 1.2 x 107,
Yo/Mb=20x 1073, Tp/T,,=0.16, In(&x/€ ) =35, ;= 0.8,
o =0.5, and p = 16. In Fig. 3, the dashed curve illus-
trates the temperature dependence of k, in the absence
of the Peierls stress (1, = 0 in Eg. (10)) and the solid
curve corresponds to the presence of the Peierls stress
(tp # 0). We see that, at temperatures T < 0.16T,,, the
annihilation rate of the screw segments of dislocation

loops sharply falls because of the strong increase in the
Peierls stress.

I
=
T

40

30

20

10

0
1

1
0.2 0.3 0.4
T/T,

Fig. 4. Temperature dependence of the dislocation annihila-
tion coefficient for Armco iron and molybdenum.
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Fig. 5. Work-hardening curvesfor atypical bcc metal at low
and intermediate temperatures calculated from Eq. (4). The

values of T/T, are (1) 5 x 1073, (2) 5 x 107, (3) 0.1, and
(4) 0.2. Arrows indicate the strains corresponding to the
beginning of the neck formation.

In Fig. 4, the temperature dependences of the dislo-
cation annihilation coefficient for Armco iron and
molybdenum are shown. The theoretical curves are
plotted using formulas (7)—(10) with the above values
of the parameters. In the calculations, we assumed that
the stacking fault energy in Mo is yp/pb = 26 x 1073,
which is higher than that in a-Fe. Calculations show
that the annihilation coefficient is sensitive to the stress
T; and, therefore, to the concentration of interstitial
impurities in the material, such as carbon and nitrogen
atoms in a-Fe. For example, according to [12, 19], in
the case of carbon, 1; = (1-5) x 102uc?, and for ¢ =
10*we find 1; = (1-5) x 104u. However, to the exper-
imental datain Fig. 4 corresponds alower stress of t; =
0.5 x 104.

Besides being present in the solid solution, carbon
atoms can form atmospheres around dislocations and
further reduce the dislocation annihilation coefficient in
o-Fe. This is indicated by a dip in the experimental
points for the temperature dependence of the disloca-
tion annihilation coefficient in Armco iron in the tem-
perature interval of T/T,, = 0.20-0.25 (350470 K)
(Fig. 4). It is precisely in this temperature interval that
dynamic strain ageing is observed in Armco iron at
strain rates of 10 s%; as a result, the o— diagrams
become tooth-like (the Portevin-Le Chatelier effect).

4. WORK-HARDENING CURVES
AND THE CRITERION FOR PLASTIC
INSTABILITY

In Fig. 5, dashed lines show the work-hardening
curves calculated from Egs. (4) for atypical bcc meta
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at different temperatures with regard to the temperature
dependence of the critical shear stress o, and of the
annihilation coefficient k, for screw dislocations
described by Egs. (6)—(10). Along the ordinate axis, we
plotted the flow stress normalized to o= mt; We

should pay attention to the fact that, at temperatures
below 0.1T,,, the third stage (the stage of dynamic rest)
disappears because of the sharp decreasein the disloca-
tion annihilation coefficient; as a result the hardening
curves become single-stage.

In Fig. 5, the dashed curves are the work-hardening
curvesfor steady plastic deformation of asamplein the
absence of localization of the deformation in a neck.
The initial solid segments of the dashed curves show
the regions of stable deformation; the points corre-
sponding to the beginning of theloss of stability and the
formation of aneck are marked by arrows. Thestrain g,
was calculated using formula (5a) with alowance for
the temperature dependences of the critical shear stress
and the didl ocation annihilation coefficient according to
formulas (6)—10). In Fig. 5, we see that the effect of
temperature on the uniform strain €, is not monotonic:
at temperatures above 0.15T,,, the strain is low but it
increases rapidly with decreasing temperature and then
sharply falls at temperatures below 0.10T,,,, producing
quasi-embrittlement of the material at these tempera-
tures.

Such a nonmonotonic effect of temperature on the
uniform strain is related to the fact that, according to
Eqg. (5a), the temperature dependence of the strain g, is
determined by the temperature dependences of the crit-
ica shear stress o, and the didocation annihilation
coefficient k,, which vary with temperature in opposite
directions. In order to calculate the temperature and
concentration dependences of the strain g,, we write
formula (5a), with regard to relations (4) and (6)—10),
in the form

, 1+ %mka(T, 0)
g, = In . (129)
mk,(T, c) 1+ Bch(T, C, d)ka(T, 0
(O
0. = mtp(T) + mt,(c) + Kyd ™2, (12b)

where B = 1japbk. Formula (12b) for the critical
shear stress contains an additional term corresponding
to the stress that takes into account the effect of the
grain size d on the stress g, in accordance with the
Hall-Petch law; in this formula, Ky is the Hall-Petch
constant.

In Fig. 6, circles show the temperature dependence
of the uniform strain in Armco iron and curve 1 is the
corresponding theoretical curve caculated from
Eq. (12a) with the following parameter values. B = 2,
Ky = 0.21 MPam¥?[20], d = 10 pm, ¢ = 4 x 10, and
Tp/T,, = 0.2; the other parameters are indicated above.
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Fig. 6. Temperature dependence of the uniform strain in
Armco iron and aluminum [21]. The theoretical curves cor-
respond to the strain g, cal culated from Eqgs. (12a) and (13a)

() in the presence and (2) in the absence of the Peierls
stress, respectively.

We see that, at temperatures above 0.1T,,, the uniform
strain gradually decreasesdueto theincreaseinthedis-
location annihilation coefficient with temperature. At
temperatures below 0.1T,, the sharp decrease in g, is
due to the fact that the increase in the critical shear
stress with temperature has a stronger effect on the
strain g, than does the decrease in the annihilation coef-
ficient. For comparison, Fig. 6 also shows the tempera-
ture dependence of the uniform strain in pure aluminum
[21], where the Peierls stress is virtually zero. Curve 2
in this figure shows the strain ¢, calculated from
Egs. (12) in the absence of the Peierls stress and Hall—
Petch hardening:

0

2 El"' mka(T yD-Tf)D
€, = In(3 0, (13a)
Y mk,(T, yp, T
(T.¥o T0) %l"'Bf fka(T yD!Tf)D
W M N
k, = = , B 13b
ZHZGpE[III(leD)+TfD f bkf (130)

Agreement with experiment is achieved for the follow-
ing parameter values: T/l = 6.4 x 107, yp/ub = 20 x

1073, w.? /2m@ap = 3 x 103, and B, = 7.5 x 102

Figure 7 shows (in the o/oversus T/T,, reduced
coordinates) the experimentally determined ultimate
stress g, for Armco iron and, for comparison, the tem-
perature dependence of its yield point. The theoretical
dependence of the stress g, is determined with Eqg. (5b);
for calculations, it is convenient to write Eq. (5b) (with
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Fig. 7. Temperature dependence of the yield point and ulti-
mate stress for Armco iron. The solid and dashed lines cor-
respond to the stress calculated from Egs. (12b) and (14),
respectively.

allowance for Eq. (12)) in the explicit reduced form

1
_mka(T, c) EPc(T ., d) 1

1+ 1rnk (T, c) Ox Bka(T, C)

o, 0
- - (14)

The solid curve in Fig. 7 illustrates the critical shear
stress calculated from Eq. (12b), and the dashed curve
represents the stress g, calculated from Eq. (14) with
the following parameter values: ¢ = 10%, d =5 um, and
B =1.25. We seethat thereisonly qualitative agreement
between the theoretical and experimental values of o,
The peak in the temperature dependence of the stressin
the temperature range (0.20-0.25)T,, is related to
dynamic strain ageing, i.e., to dislocation pinning by
atmospheres of carbon atoms. In order to determine the
reason for the quantitative disagreement between the-
ory and experiment, special analysisis needed.

5. CONCLUSIONS

Thus, just as in the case of fcc metas [1], the
approach to the work-hardening curves for bcc metals
based on the equations of the dislocation kinetics
allowsusto reveal and physically substantiate the effect
of structural factors (the Peierls stress in the case con-
sidered) on (i) the character of these curves, (ii) the cor-
responding strength and plasticity characteristics, such
as the ultimate stress and uniform strain, and aso
(iii) on their variation with temperature. This approach
opens the way for modeling the behavior of metals and
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alloys with bcc structure under complicated varying
operation conditions.
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Abstract—The effect of uniaxial tension on the structure of a recrystallized platinum surface is investigated
using low-energy electron diffraction (LEED). Theinitial LEED patterns indicate that the (111) facet emerges
on the surface of a platinum foil after a series of heating cycles under vacuum and in oxygen. After loading at
~80 MPa, the clean platinum surface is characterized by systems of regular and irregular atomic terraces. The
regular terraces have a (9(111) x 100) structure. Astheload increases to 90-100 M Pa, the ordered arrangement
of terraces transforms into a disordered arrangement. After the samples are held under these loads for ~2 h, the
surface structure undergoes a transformation into the diffraction-disordered state. Under tensile deformation,
the island structure of graphite molecules on the recrystallized platinum surface containing ~10 at. % C aso
undergoes a transformation. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Griffith [1] was the first to consider the role played
by the surface in the initiation of fracture. Later studies
performed by loffe et al. [2], as well as more recent
investigations carried out by Aleksandrov and Zhurkov
[3], Vitman et al. [4], and Stepanov et al. [5], have dem-
onstrated that surface treatment involving the removal
of defects acting as concentrators of mechanica
stresses makes it possible to increase the strength of
ionic crystals, glasses, and semiconductors by a factor
of severa tens.

With the advent of the kinetic approach to solving
the problem of mechanical failure, which was put for-
ward by Zhurkov (see the paper by Zhurkov and Narzu-
laev [6]), aquestion arose asto the nucleation of defects
of atomic, nanometric, and micrometric sizes under
mechanical loading. It seemed to be especially impor-
tant to reveal and investigate these defects on atomi-
cally clean surfaces.

The development of new techniques for analyzing
surfaces enabled Zhurkov et al. [7] to begin researchin
thisdirection. Using el ectron-energy |0ss spectroscopy,
Auger electron spectroscopy, low-energy electron dif-
fraction, etc., it was established that the mechanical
action on germanium and silicon single-crystal semi-
conductors, as well as on mica (muscovite), leads to a
substantial transformation of the electronic and atomic
structures of their surfaces [8-10].

In situ investigation of aloaded Ge(111) surface has
revealed that the elastic and plastic strains arising in a
1-nm-thick layer are stronger than those observed in the
bulk. As a result, the nucleation of defects (such as
point defects, atomic steps, and nanocrystalline struc-
tures) occurs on the surface with subsequent propaga-

tion into the bulk of the crystals. The mechanical load
and the related structural transformation of the surface
lead to changesin the rates of chemical reactions [11].

This paper reports on the results of investigations
into the structural transformations of aplatinum surface
under tensile deformation. It is well known that plati-
num serves as a catalyst for many chemical reactions.
I nvestigations have reveal ed that the adsorption proper-
ties of platinum can be significantly different depend-
ing on its structure.

Therefore, study of the structural transformations of
the platinum surface under mechanical actions is
important both for determining the catalytic properties
exhibited by platinum and for elucidating the mecha-
nism responsible for the initiation of fracture.

2. SAMPLE PREPARATION
AND EXPERIMENTAL TECHNIQUE

The experiments were performed using two meth-
ods: the surface structure of the samples was deter-
mined by low-energy e ectron diffraction (LEED), and
the chemical composition of the samples was con-
trolled using Auger electron spectroscopy. The objects
of our investigation werethin strips of platinum (purity,
99.99%) that wererecrystallized and purified in aseries
of heating cycles under vacuum and in oxygen.

The experimental setup for investigating the struc-
tural transformation of the platinum surface under
mechanical loading is schematically shownin Fig. 1.

A 0.02-mm-thick platinum strip 2 was mounted on
insulator 1. The other end of the platinum strip was
attached to insulator 5 through guide insulator 4.
Pusher 6 transferred the controlled tensile force to the

1063-7834/05/4705-0903$26.00 © 2005 Pleiades Publishing, Inc.
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Spring

Fig. 1. Schematic diagram of the loading machine:
(1, 4, 5) insulators, (2) platinum strip, (3) current leads, and
(6) pusher.

sample through a spring. This loading machine was
installed on the flange of a crystal holder of a standard
low-voltage diffractometer. The platinum strip was
heated by passing an electric current from a regulated
ac voltage source through current leads 3. The temper-
ature of the sample was measured using a pyrometer.
The diffraction chamber was filled with oxygen
through aleak in a dynamic regime. This arrangement
of the loading machine made it possible to retain the
majority of the degrees of freedom of the sample manip-
ulator and to record the diffraction patternsimmediately
during the controlled loading of the sample.

At theinitial stage of sample preparation, no LEED
pattern was observed, whereas the Auger spectra con-
tained intense peaks attributed to oxygen. The sample
was purified and recrystallized as follows. The plati-
num strip was heated first under vacuum at tempera-
tures ranging from 700 to 800°C for 3 h and then in
oxygen at a temperature of ~600°C and at an oxygen

KNYAZEV, KORSUKOV

partial pressure of approximately 104 Pafor 1.5 hwith
subsequent heating under vacuum at a temperature of
~850°C for 20 min. After this treatment was repeated
several times, there appeared diffraction patterns.
These diffraction patterns exhibited reflections in the
form of circles and circular arcs, because the surface
contained carbon at a content of 5-25 at. %. The corre-
sponding LEED patterns are shown in Figs. 2aand 2b.
The last cycles of sample preparation were carried out
at higher temperatures (~1200°C) under vacuum and at
alower oxygen partial pressure (~1076 Pa). At the final
stage of sample preparation, the Auger spectra did not
exhibit peaks attributed to oxygen or carbon. The
LEED patterns of the platinum surfacerecrystallized by
the above method are displayed in Figs. 3aand 3b. Asa
rule, we managed to obtain LEED patterns that, for the
most part, were uniform over the sample surface and
whose quality was no lower than the quality of the
LEED patterns of the single crystals. The LEED pat-
terns thus obtained correspond to the (111) facet
emerging on the surface with a (1 x 1) structure [12,
13]. Experiments with mechanical tension were per-
formed for both the samples containing carbon impuri-
ties on the surface and the samples cleaned of carbon.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

The LEED patterns illustrating the influence of ten-
sile deformation on the structure of the recrystallized
platinum surface were compared with the data on the
macroscopic deformation. For this purpose, we
recorded the load—strain curves for samples prepared
under vacuum according to the aforementioned proce-
dure but not subjected to loading.

Theresults obtained are presented in Fig. 4. Thisfig-
ure also shows the ranges corresponding to the loads
and strains (A and B) at which we recorded the diffrac-
tion patterns displayed in Figs. 2 and 3.

(a) (b)

Fig. 2. Evolution of the LEED patterns of the recrystallized platinum surface containing ~10 at. % C: () the initial pattern and

(b) the pattern recorded after loading at o = 80 MPa.

PHYSICS OF THE SOLID STATE Vol. 47
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Fig. 3. Variation in the shape of the diffraction maximain the LEED pattern of the recrystallized platinum surface: (a) the initia
pattern and the patterns recorded after loading at o = (b) 80 and (c) 90 MPafor 2 h.

We consider the evolution of the LEED patterns
under loading of the samples with an atomically clean
Pt(111) surface. Comparison of the LEED patternsdis-
played in Figs. 3a—3c shows that, under loading at o ~
80 MPa, which amounts to ~3/4 of the breaking load,
the structure of the recrystallized platinum surface
undergoes a nonuniform transformation. Some regions
of the surface are characterized by diffraction patterns
with split reflections (see the upper part of Fig. 3b) that
correspond to the formation of an ordered stepped
structure of the Pt(9(111) x 100) type [14]. Other
regions of the surface correspond to a disordered sys-
tem of steps (the lower part of Fig. 3b). In both cases,
the arrangement of the steps corresponds to the direc-
tion of the deformation. After unloading, the LEED pat-
tern remains unchanged. Heat treatment of the plasti-
cally deformed sample under vacuum after unloading
leadsto a partial disappearance of the stepped structure
and to reconstruction of the (111)-1 x 1 surface. Under
loading up to breaking loads, the character of the dif-
fraction pattern also remains unchanged. Upon holding
the platinum strip under larger permanent prebreaking
loads (~0.90,,), the surface undergoes a structural
transformation with time (Fig. 3c). Under loading for
2 h, the ordered system of steps is transformed into a
disordered system and the intensity of the diffraction
maxima decreases. This suggests either the amorphiza
tion or the formation of a nanocrystalline surface under
the load. The check experiments demonstrated that,
over the same period of time, the LEED patterns of both
the initial (not loaded) and unloaded samples change
only dlightly.

At theinitial stages of plastic deformation (o = 20—
80 MPa), the diffraction maxima are characterized by
an insignificant broadening. This indicates that only a
small part of the surface is involved in the structural
transformation. Portion A in the load—strain curve cor-
responds to the evolution of the LEED patterns due to
the formation of steps in both the ordered and disor-
dered systems. Portion B is associated with the disor-

PHYSICS OF THE SOLID STATE Vol. 47 No. 5

2005

dering of the surface structure with time under aperma-
nent load.

Let us now consider the evolution of the LEED pat-
terns of the samples with a carbon-containing Pt(111)
surface. It is known from the data available in the liter-
ature that carbon on the platinum surface isresponsible
for the appearance of arched reflections in the LEED
patterns and forms a hexagonal mesh with a graphite
structure[15]. The arched shape of the diffraction max-
imain the LEED patterns shown in Fig. 2 implies that
the platinum surface contains carbon species in the
form of islands arranged in such a way that the C axis
is perpendicular to the surface of the sample, whereas
the islands themselves are misoriented in the surface
plane by an angle of £15° with respect to the platinum
crystal lattice. Upon tensile deformation, the variation
in the shape of the reflections attributed to platinum is
similar to that of the sample cleaned of carbon. In this
case, the arched reflections transform into large-sized
circular reflections in accordance with the arrangement
of platinum atoms (Fig. 2b). Thus, it is established that

120

o, MPa

€x 1072

Fig. 4. Load—strain curvefor arecrystallized platinum strip.
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carbon islands are reoriented along the direction of
mechanical deformation.

1
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Abstract—The effect of uniform pressure and temperature on voids and cracks located at grain boundariesin
polycrystalline metals is studied. A high-sensitivity method for measuring density, scanning electron micros-
copy, and optical microscopy were used to analyze the healing of cavities. The results obtained are discussed
on the basis of the existing notion of the kinetics of healing under pressure at various temperatures. © 2005

Pleiades Publishing, Inc.

Microvoids and cracks, which areformed in the pro-
cess of material compacting, processing, or operation
under load, appreciably impair the physicomechanical
characteristics of amaterial. It is known that healing of
such defects makesit possibleto improve the properties
of a material and to restore its operational parameters
[1-6]. It has been established that the application of
uniform pressure is an effective way to perform heal-
ing[4—6]. Therefore, it is obviously important to estab-
lish the features and the mechanism of healing and to
determine the physical parameters that control the pro-
cess of healing of cavities under pressure.

The mechanism of healing under pressure depends
substantially on temperature. At room temperature, the
dislocation mechanism of healing is effective. Accord-
ing to [7-9], under pressure, shear stresses appear hear
voids, with the result that the pinned dislocation seg-
ments with edge orientation at the void surface become
sources of new dislocations. Above a critical stress, a
dislocation loop forms and the void boundary is dis-
placed by the Burgers vector. The dislocation healing
mechanism has been studied most completely for voids
in akali-halide crystals[7—10]. Theory and experiment
have shown that the stabilized void size R asafunction
of pressure P is given by the equation [7]

_ p*
1-(RIRy)® = CP”“(P—GP) oP*, (1)
where R, istheinitial void size, C isaconstant, P* isa
threshold pressure, and G is the shear modulus.
Itisshownin[11-13] that Eq. (1) isalso satisfied for
metal single crystals; the size of spherical or pyramidal
cavities on the surface of Pb, In, and Sn single crystals
depends on pressure in the same way asin akali-halide
crystals. An analogous study has not been performed
for polycrystalline metals.

With increasing temperature, the mechanism of void
healing under pressure changes. In alkali-halide crys-

tals, at the beginning, the healing process is due to the
emission and dlip of didocations and then, after pro-
longed subjection of pressure, it is controlled by the
creation of point defects responsible for the dissolution
of dislocation loops [9]. For polycrystalline metals and
aloys at temperatures T = 0.5T,,, (where T, is the melt-
ing temperature), the healing of grain-boundary voids
under pressure is due only to diffusive processes with
an activation energy E,, whichisequal to the energy of
grain-boundary diffusion [14]. In [14], estimations of
E, were made at the second stationary stage; the initial
stage of the process of void healing under pressure at
high temperatures was not analyzed.

We studied the kinetics of the healing of voids
(including isolated voids) and cracks under pressurein
polycrystalline metals over a wide temperature range
(from room temperature to 0.77T,;). The aim of the
study was to establish the validity of expression (1) for
polycrystalsin the region of the dislocation mechanism
of void healing. In the region where the diffusion mech-
anismisoperative, we studied the features of healing on
the initial (non-steady-state) segment of the curve of
void healing. Conditions for transition from the dislo-
cation to diffusion mechanism were also analyzed.

We investigated Al (99.4%), Zn (99.9%), Cu
(99.8%), Ni (99.6%), and Fe (with carbon content
below 0.01%). To create voids, samples were stretched
in the regime of high-temperature creep or were hydro-
genated (Fe). Creep tests were performed at tempera-
tures of 460, 320, 500, and 800°C under a stress of 3.5,
2.5, 12,5, and 20 MPafor Al, Zn, Cu, and Ni, respec-
tively. The active part of the sampleswas5 x 5 x 40 mm
in size. Cylinder-shaped Fe samples 15 mm in diameter
and 20-mm high were hydrogenated at 400°C under a
pressure of 20 MPa over 20 h. Prior to the tests, the
samples were exposed to recrystallization annealing.
The degree of porosity of the samples W was assumed
to be equal to therelative decreasein density (pp—p)/Po

1063-7834/05/4705-0907$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Pressure dependence of the relative change in poros-
ity for different polycrystalline metals plotted in the (a) W

vs. P and (b) W vs. P%* coordinates for (1) Zn, (2) Ni, (3)
Fe, (4) Cu, and (5) Al.

(po is the dengity of the original samples, p is the den-
sity of samples after tests) and was determined by the
method of hydrostatic weighing with an accuracy of
5x 10 The size and shape of microcavities were
determined using optical (Neophot-21) and scanning
(JEM-35) microscopy. Microscopic studies showed
that, during both creep tests and hydrogenation, micro-
cavities were mainly localized in grain boundaries and
their average size was about 10 pm. In Al, microcavi-
ties were spherical in shape; in Fe, flat microcracks
were observed; and both voids and cracks were typi-
cally observed in other metals. The maximum degree of
porosity was several percent.

Part of the experiments on healing at room temper-
ature was performed with isolated “voids’ 0.5 and
1 mm in diameter; in Al samples, such voids were cre-
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Fig. 2. Dependence of the slope of theinitial segment of the
Wvs. P%4 curve on the inverse shear modulus.

ated by drilling holes 1- and 2-mm deep, respectively.
After annealing, an Al plate was soldered with tin to
close the holes.

Void healing was performed in a high-pressure
chamber with external heating up to 260°C. Silicone oil
was used as a pressure-transmitting medium.

Let us consider the experimental data obtained for
polycrystalline metals at room temperature, where the
dislocation mechanism of void healing is operative
[15]. Figure la shows the dependence of porosity
(reduced to the porosity of original samples W) on the
applied pressure. We see that, starting from athreshold
pressure P*, the degree of porosity decreases with
increasing pressure: the healing curve becomes appre-
ciably flatter with increasing pressure. Measurements
also show that, for grain-boundary voidsinAl, the pres-
sure dependence of porosity practically coincides with
the dependences obtained for isolated voids 0.5 and
1 mm in diameter (curve 5).

Asin[7], thetime of exposure under pressure (rang-
ing from several minutes to several hours) at 18°C has
amost no effect on the porosity (for Zn, the data are
givenin Fig. 4, curve 4).

Microscopic measurements showed that the
decrease in porosity with increasing pressure is due to
microplastic deformation near cavities, which
decreasesthe cavity size. In Fe samples, the decreasein
porosity is caused by the decrease in the transverse
(normal to the grain boundaries) crack size, whereas
the crack size along the boundaries remains virtually
unchanged even at a pressure of P = 1000 MPa.

The curves of void healing under pressure shown in
Fig. 1laare replotted in Fig. 1b in the W/W, versus P54
coordinates, in accordance with Eq. (1). We note that,
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Fig. 3. Pressure dependence of zinc porosity at tempera-
tures of (1) 18, (2) 93, (3) 210, and (4) 260°C. The anneal-
ingtimeis0.5 h.

since W= NR’ (R is the average void size, N is the
void concentration), we have W/W, = (R/Ry)3.

This procedure showsthat, for polycrystals, the (1 —
WIW,) ~ P¥* law is satisfied only at the initial stage of
healing in a relatively narrow pressure interval; this
interval is, for example, 65-265 and 145-390 MPa for
Al and Ni, respectively. At high pressures, there is a
kink in the straight lines in Fig. 1b. The dependence of
the Slope a = AW/AP®* at theinitial section of the heal-
ing curve on the inverse shear modulus G for the metals
under study is shown in Fig. 2. The linearity of this
dependenceindicates that law (1) isalso valid for poly-
crystalline metals. Just asfor single crystals[9], adevi-
ation from Eq. (1) at high pressures can be related to
polygonization of the crystal regions adjoining the
voids. It should also be noted that Eq. (1) is derived for
an idealized case in which the healing process is con-
trolled by the motion of dislocation loops in a matrix
without defects; i.e., EQ. (1) does not take into account
real defects of the material, such as dislocations, impu-
rity atoms, inclusions, and block and grain boundaries.
These defects can have a substantial effect the kinetics
of healing under pressure.

Thus, the healing of cavitiesin polycrystalline metals
under uniform pressure has a threshold character and is
virtualy independent of the duration of applied pressure.
At theinitial stage, at rather low pressures, the pressure
dependence of the degree of hedling corresponds to
Eq. (1), whose validity has been established for differ-
ent single crystals. The healing kinetics is virtually
independent of the void size in the range 0.01-1 mm.

L et us consider the data on void healing under pres-
sure at elevated temperatures. Figure 3 shows W as a
function of P for Zn in the temperature range 18-
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Fig. 4. Dependence of porosity on annealing time for zinc at
varioustemperatures and pressures:. (1) 210 and (2) 260°C at
P =30 MPg; (3) 93°C a P = 130 MPg; and (4) 18°C at
P =180 MPa.

260°C. We see that, for a fixed healing time t, the
increase in temperature substantially accelerates the
process of void healing. With increasing temperature,
the kinetics of void healing (Fig. 4) also changes. As
noted above, at 18°C, the quantity Wis not affected by
the duration of applied pressure. At 93°C, the porosity
varies only dightly for durations of applied pressure of
up to 5 min. Processing of the data obtained at 93°C
showed that, in this case, the dependence of porosity is
also described by Eqg. (1) and that the lope a of theini-
tial linear segment is the same as that at 18°C and is
equal to 8 x 10 MPa4, The threshold pressure P*
decreases appreciably, from 64 MPaat 18°C to 15 MPa
at 93°C.

At temperatures of 210 and 260°C, a time depen-
dence of porosity is observed for any duration of
applied pressure. The W versust curves at these temper-
aturesconsist of aninitial segment corresponding to the
decay of W and a subsequent segment where W varies
at a constant rate.

From the data in Figs. 3 and 4, it follows that, for
temperaturesin the range 100-260°C, the volume com-
pressive plastic strain €, = W, — W caused by void heal-
ing depends on the pressure, the duration of applied
pressure, and the temperature. Processing of the data
obtained (Figs. 5—7) showed that, at the initial stage of
healing, the following relations are valid:

12

€V|T,P=const = Clt ) (2)
EVlT,t:const = Czpn’ (3)

E
SVlP,t:const = C3eXpE_k_aT|%’ (4)
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Fig. 5. Dependence of volume compressive strain on
annealing time at a constant pressure P = 30 MPa and at
temperatures of (1) 210 and (2) 260°C.

where C;, C,, C; are constants, n = 3.7, and the activa-
tion energy for the healing process E, (according to the
datafrom Figs. 4, 7) is65 + 5 kJmal, i.e., closeto the
energy of grain-boundary diffusion in Zn (E, =
61.3 kJmol) [16].

Thus, in Zn at temperatures above 100°C, the pro-
cess of healing of grain-boundary voids under pressure
is controlled by vacancy diffusion from voids to drains
at grain boundaries.

loge,
-2F 2
1
°
3
°

—4 1 1 1

1.2 1.4 1.6

logP [MPa]

Fig. 6. Pressure dependence of volume compressive strain
in zinc for afixed annealing time of 0.5 h at temperatures of
(1) 210 and (2) 260°C.
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Using Egs. (2)—(4), the dependence of the strain €,
on T, t, and P in the general case can be found to be

e, (T,t,P) = AP"(D,1)"*, (5)

where A is a constant and D, = 3 x 10°exp(—E,/KT) is

the grain-boundary diffusion factor (measured in m?/s)
[16].

To check the validity of Eq. (5), all experimental
dependences obtained at temperatures of 100 to 260°C
and various values of P and t were plotted in the
€,/(DytY?) versus P coordinates. It is seen in Fig. 8a
that all points fall on a common curve. Processing the
data from Fig. 8ain logarithmic coordinates (Fig. 8b)
showed that the slope of the straight line obtained does
not depend on the test conditions and is equal to 3.66 +
0.05, in accordance with the above estimation of this
guantity.

Thus, the data obtained suggest that, in Zn, the dis-
location mechanism of void healing under pressure is
operative at temperatures 18-93°C and that the diffu-
sion mechanism operatesin the temperature range 100—
260°C. Therefore, the change from the dislocation to
diffusion mechanism of void healing occurs in Zn at
about 100°C. Thistemperature virtually coincides with
the temperature of the beginning of recrystallization in
deformed zinc dueto the migration of grain boundaries.
Accordingly, we may assume that the absorption of
vacancies emitted by voids under pressure occurs at the
grain boundaries, which move during the process of
recrystallization. For example, vacancies are absorbed
by climbing edge-type segments of grain-boundary dis-

loge,
~1F
[ )
(
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3+ 2
1

-4 1 1 1

1.6 2.0 2.4 2.8

T-'x 1073, K!

Fig. 7. Temperature dependence of volume compressive
strainin zinc for afixed annealing time of 0.5 h at pressures
of (1) 30 and (2) 50 MPa.
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Fig. 8. (a) Pressure dependence of the reduced compressive
strain of porous zinc in the temperature range 100-260°C
for annealing timesin the range 2.5-100 min. (b) The same
dependence in logarithmic coordinates.

locations. This mechanism of void healing operates
until voids remain at the boundary. Voids penetrating
into the grain bulk when the boundary is displaced from
them are not healed. Metallographic data show that, for
long times of exposure under pressure at 260°C, there
occurs an appreciable increase in the grain size (by a
factor of 2 to 3) and an increase in the number of voids
in the grain bulk. This effect was earlier observed for a
Ni + 2% Cr aloy [14].

The data obtained suggest that the transition from
one healing mechanism to another in Zn occurs in a
narrow temperature interval of AT (17 K at temperature
T=0.54T,, (in kelvins). Just as for other metals studied
earlier, the diffusive mechanismin Zn at the early heal-
ing stages is related to the grain-boundary diffusion of
vacancies. The power-law pressure dependence of the
degree of healing found in this study (n=3.7), whichis
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also observed under conditions of high-temperature
creep [17], can be due to the effect of stresses (arising
near the voids due to the applied pressure and the
anisotropy of zinc compressibility) on the creep rate of
grain-boundary dislocations.

The weak dependence of Wont observed at 93°Cis
probably a consequence of the cross dlip of disloca-
tions. Indeed, the activation volume AV as determined
from W(t) at 93°C at pressures of 130 and 100 MPais
(8-10)b3. According to [18], the activation volume
required for crossslip to occur isl, b® > db® = 7b3, where
I, is the activation length, i.e., the length by which a
split screw dislocation is constricted before cross dlip,
and d = 7b is the width of the split dislocation in the
basal plane of zinc.

As noted above, void healing under pressure
improvesthe strength and el astic characteristics of met-
als. Applying pressure is aso an effective way to
restore the lifetime of metals and alloys tested under
conditions of high-temperature creep. As an example of
this effect, we consider the data obtained for nickel.
Figure 9 shows the original creep curve (curve 1) and
the creep curve after healing under pressure (curve 2).
Pressure was applied at the steady-creep stage after
unloading and cooling of the samples to room temper-
ature. The subsequent tests were performed at the same
tensile stress. From these data, it is seen that the appli-
cation of pressure results in a complete restoration of
lifetime and appreciably affects the creep in nickel.
After healing under pressure, the duration of the
steady-creep stage increases and the time interval
where the creep rate increases becomes shorter. Pres-
sure has amost no effect on the steady-state creep rate.
The observed effect of restoring the lifetime and creep
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is probably related to the decrease in grain-boundary
porosity rather than to the growth of the dislocation
density near the boundaries, since excess dislocations
must be annealed under the subsequent (after the appli-
cation of pressure) slow heating of the unloaded sample
to the test temperature.

The analysis of the data on the effect of uniform
pressure and temperature on the healing of voids at
grain boundaries in metals allows us to make the fol-
lowing conclusions.

(1) The dislocation mechanism of void healing is
realized in polycrystalline metals under pressure at
room temperature. The pressure dependence of poros-
ity at the initial healing stage is described by an equa-
tion that was derived earlier for single crystals.

(2) The transition from the dislocation healing
mechani sm to the diffusion mechanism occurs at atem-
perature equal to 0.54T,, (in kelvins) for Zn.

(3) For theinitial (nonstationary) stage of void heal-
ingin Zn at elevated temperatures, an empirical expres-
sion has been obtained relating the change in porosity
to the grain-boundary diffusion factor, pressure, and the
duration of applied pressure.
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Structure and Mechanical Properties of Al-Si(Ge) Alloys
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Abstract—The structures of eutectic binary Al-12.7 at. % Si and Al-29.7 at. % Ge aloys and a ternary Al—
10 at. % Si—10 at. % Ge alloy produced by quenching levitated melts or through solidification either in the pres-
ence or in the absence of a centrifugal acceleration of 7g are studied. Centrifugation is found to cause an
increase in the silicon content in the Al-Si aloy in the direction opposite to the direction of centrifugal accel-
eration and an increase in the germanium content in the Al-Ge alloy in the direction of centrifugal acceleration.
These differences are explained by the fact that the densities of silicon and germanium clusters and solidifica-
tion centersdiffer from the liquid-phase density at temperatures of solidification. Therelated changesin theval-
ues of the'Young's modulus and in the stress—strain curves can be due to sedimentation-induced changesin the
composition of samples cut from the middle part of an ingot. The processes of decomposition and recovery are
shown to have a substantial effect on the elastic moduli of these alloys. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Interest in the effect of centrifugation of meltson the
structure and properties of solidifying alloys has
recently intensified [1]. Centrifugation has been
applied for studying the structure and composition of
eutectics in multicomponent systems [2] and also for
the development of new processes of solidification of
aluminum-based alloys[3]. However, the effect of cen-
trifugation on the structure and properties of aluminum
alloys with silicon and germanium, on which many
commercial aloys are based, has not been studied.
Centrifugation has been used to estimate the heteroge-
neity of silumin melts. Sedimentation analysis of an
Al-7.5% Si melt performedin [4] at acentrifugal accel-
eration of 600g reveaed the formation of silicon-rich
colonies with a dightly higher density than that of the
liquid medium. Moreover, different parts of a sample
solidified during centrifugation had different structures.
The objective of [4] was to study structural inhomoge-
neitiesin amelt at high temperatures, so the changein
the silicon concentration along the length of an ingot
was determined as the difference in concentration
between samples solidifying from a high temperature
and from the temperature of solidification. It was noted
in [4] that centrifugation could affect the structure of
solidifying samples both through the sedimentation of
alloy components at high homogenizing temperatures
and through the effect of aforce field during solidifica-
tion.

T Deceased.

The effect of centrifugation on the mechanical prop-
erties of aluminum alloys with silicon and germanium
has not been studied. In this work, we study the effect
of centrifugation on the structure, elasticity, and micro-
and macroplasticity of eutectic AlI-Si and Al-Ge alloys
and a ternary Al-Si—Ge alloy. Since the physicome-
chanical properties of aluminum alloys are known to be
sensitive to structural changes due to decomposition in
the course of aging and recovery [5, 6], we also devote
attention to the poorly known effect of decomposition
and recovery on the structure and properties of alloys
when studying the effect of centrifugation on them.

2. EXPERIMENTAL

Al-12.7 a. % Si, Al-29.7 at. % Ge, and Al-10 at. %
Si—10 at. % Ge alloy samples were prepared by rapid
cooling of levitated melts in a helium atmosphere at a
pressure of 1 x 107 Pa under the action of an electro-
magnetic field (500 Hz, 10 kW). A liquid metal was
poured into a copper mold. The cooling rate was about
10% K/s. The alloys produced by quenching of the levi-
tated melts were vacuum-remelted in quartz crucibles
in the furnace of an HIRB centrifuge [3]. The tempera-
ture in the central portion of the ampoules was
increased to 980°C, maintained for 2.5 h, and then
decreased (after the furnace was turned off) at a mean
rate of about 10 K/s in the temperature range from
600°C to room temperature. The melts were homoge-
nized and solidified at a centrifugal acceleration of 7g.
Reference samples, which were used to reveal the effect
of centrifugal forceson alloy structures, were meltedin

1063-7834/05/4705-0913$26.00 © 2005 Pleiades Publishing, Inc.
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the centrifuge furnace without rotation. The geometry
of these reference samples allowed us to perform hard-
ness tests only. Therefore, Al-12.7 a. % Si samples
were also prepared through directional solidification by
the Bridgman—Stockbarger method in an Ar atmo-
sphere. The melt was homogenized at about 950°C. The
cooling rate from the eutectic temperature was about
10 K/s, which is close to the cooling rate of the sam-
ples during solidification on the centrifuge.

Microsection metallographic specimens were cut
with adiamond saw, ground, and polished. Samplesfor
density measurements and for studying mechanical
propertieswere spark cut. The density was measured by
hydrostatic weighing.

To determine the Young's modulus, the resonance
frequency of longitudinal elastic vibration of rod-
shaped samples 12.3- to 29.3-mm long was measured
by a resonance method on a device with electrostatic
excitation of vibrations at frequencies of 90-200 kHz.
TheYoung's modulus was calculated from the formula
E = 4pl2f°n?/(1 + Al/l), where p is the sample density
at room temperature, | isthe sample length, fisthe res-
onance frequency of longitudinal vibration of the sam-
ple, nis the number of the excited harmonic (n=1in
this work), and Al is the reversible elongation of the
sample due to thermal expansion. The thermal expan-
sion coefficient of the Al-12.7 at. % Si alloy is about
0.88 of the thermal expansion coefficient of aluminum
[4]. Therefore, the reversible elongation of a sample
upon heating to 500°C changes the elastic modulus by
only about 1%, which is negligibly small. However,
when the temperature dependence of the Young's mod-
ulus was measured, the alloy density, sample length,
and Young's modulus could change irreversibly
because of changes in the residual stresses and the
amount of silicon (germanium) in the a solid solution
of S (Ge) in Al. The heating and cooling rates were
about 3 x 1072 K/s. Each experimental point in the E(T)
dependences was recorded after holding to stabilize the
temperature. During experiments, the densities and
lengths of samples changed irreversibly at certain tem-
peratures. These changes were taken into account by
repeated measurements of the densities and lengths at
room temperature after studying the temperature
dependence of the Young's modulus.

The attenuation of elastic vibrations and the elastic
modulus of the Al-Si samples at room temperature
were al so measured by aresonance method with acom-
pound vibrator consisting of a sample and an electro-
mechanical piezoelectric quartz transducer. A com-
puter-assisted device was used to generate longitudinal
vibrations in the sample at a resonance frequency of
about 100 kHz and to measure the decrement dand
Young's modulus of the sample. The measurements
were conducted at a vibration strain amplitude varying
in the range 10°-3 x 10 The Vickers hardness was
measured at aload of 5 kg. Deformation tests by three-
point bending were carried out on an Instron 1341
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machine at a bending-flexure speed of 0.5 pm/s, with
the load being measured at 1-s intervals. The dimen-
sions of the bending specimens were 1.6 x 2.5 x
20 mm.

3. EXPERIMENTAL RESULTS

Figure 1 showsthe microstructures of Al-12.7 at. %
S samples produced by rapid cooling of a levitated
melt (Fig. 1a), solidification in the centrifuge furnace
without rotation (Fig. 1b), and solidification in the cen-
trifuge at a centrifugal acceleration of 7g. For the last
case, Figs. 1c and 1d show the structures of the top part
(which is closer to the centrifuge axis) and the bottom
part (farther from the axis) of the ingot, respectively. It
isseen that theingot produced by rapid cooling of alev-
itated melt has a fine-grained structure (Fig. 1a). Solid-
ification in the centrifuge furnace without rotation
(Fig. 1b) causesthe formation of an anomal ous eutectic
structure (dark regions correspond to silicon, and bright
regions correspond to the a solid solution of silicon in
aluminum) with primary crystals of the solid solution
of silicon in auminum (white oval zones). The struc-
ture of the top of the ingot solidified during centrifuga-
tion (Fig. 1c) is similar to the previous one except for
the primary dendrites of the a solid solution. The bot-
tom portion of the ingot (Fig. 1d) contains primary
crystals of the a solid solution of silicon in aluminum
(in the form of bright dendrites). Geometrical analysis
of the polished sections shows that the silicon content
at the bottom of theingot is about 30% lower than that
at the top, which is mainly due to the formation of pri-
mary crystals of the a solid solution.

Figures 1e-1h show the microstructures of Al-—
29.7 at. % Ge ingots. The alloy produced by casting a
levitated melt (Fig. 1e) hasafine-grained structure con-
taining fine dendrites of the a solid solution of germa-
nium in aluminum (whiteregions). Thegrain size of the
anomalous eutectic structure increases after solidifica-
tion in the centrifuge furnace (Fig. 1f). The same char-
acter of the structure is observed at the bottom of the
ingot solidified under the action of acentrifugal force at
an acceleration of 7g (Fig. 1h). At the top of the ingot
(Fig. 1g), the density of the germanium platesis lower
than that at the bottom, and the top portion contains
oval (white) zones of the a solid solution of germanium
in aluminum. The germanium content at the bottom is
higher than at the top dueto an increasein both the nee-
dle sizes and the needle concentration. A geometrical
analysis of polished sections shows that this difference
is about 5%.

Figures 1li-1l show the microstructures of Al-—
10 at. % Si—10 at. % Ge ingots. An ingot produced by
rapid cooling of alevitated melt (Fig. 1€) hasastructure
similar to that of the aluminum—germanium alloy
(Fig. 1i). Solidification in the centrifuge furnace at g =
0 causes the appearance of coarse S—Ge crystals
(Fig. 1j). The bottom portion of the ingot produced
upon solidification at a centrifugal acceleration of 79
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Fig. 1. Polished sections of (a—d) Al-12.7 a. % Si, (e-h) Al-29.7 at. % Ge, and (i) Al—10 at. % Si—10 at. % Ge alloys produced

by (a, e i) quenching at v = 10* K/sor solidification at v = 102 K/sin acentrifuge (b, , j) without rotation and (c, d, g, h, k, ) with
rotation at an acceleration of 7g; (c, g, K) top portion of ingots (which is closer to the configuration axis) and (d, h, I) bottom portion

of ingots. Magnification is X200 except in panel (e).

(Fig. 1l) differs from its top portion (Fig. 1K) in that it
has a higher concentration of Si—-Ge plates.

For all aloys, the density was measured on samples
produced through casting of levitated melts and solidi-
fication on a centrifuge at an acceleration of 7g. For the
Al-Si allay, the density was also measured on asample
that was solidified without centrifugal acceleration
under conditions close to the conditions of solidifica-
tion in the centrifuge furnace. Table 1 shows that the
density of the Al-Si eutectic decreases by about 1%
when the samples solidify at alow rate. Annealing that

occurs during measurements of the temperature depen-
dence of the Young's modulus on samples grown under
centrifugation conditions does not change their densi-
ties. The densities of the Al-29.7 a. % Ge and Al—
10 at. % Si—10 at. % Ge alloys produced by rapid cool-
ing increase upon annealing by 3.8 and 0.2%, respec-
tively. Annealing of these alloys produced on the cen-
trifuge does not change their densities.

The Vickers hardnesses of the alloys are given in

Table 2. The hardnesses of the quenched samples are
seen to be equal to or higher than the hardnesses of the

Table 1. Density p (kg/m®) at 20°C of alloys solidified at a cooling rate v (K/s) and a centrifugal acceleration w (in units of

gravity g)
Alloy
v w State
! Al-10 at. %
Al-12.7a. % Si Al-29.7 at. % Ge Si—10 at. % Ge

10* 0 Quenched, aged 2.659 3.475 2.995
tempered 2.655 3.608 3.001

102 0 Solidified 2.660 - -
heated, cooled 2.632 - -

1072 79 Solidified 2.632 3.565 3.026
heated, cooled 2.632 3.567 3.054

Note: During the measurement of the temperature dependence of the Young's modulus, the samples were heated to 550°C (Al-12.7 a. % Si),
315°C (Al-29.7 at. % Ge), or 244°C (Al-10 at. % Si—10 at. % Ge). The E(T) dependences of the quenched samples were measured
after natural aging at room temperature for 3 months.
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Table 2. Vickers hardness (MPa) for the alloys produced at a cooling rate v (K/s) and a centrifugal acceleration w (in units

of g)
Alloy
viw Ingot portion - Al—10 a. %
Al-12.7a. % S Al-29.7 a. % Ge Si—10 at. % Ge
1040 Center 450+ 20 900+ 20 660 + 30
1072/7g Top 430+ 20 780+ 20 660 + 20
1072/7g Bottom 410+ 10 830+ 30 660 = 30

Note: Quenchingat v = 10* K/s and w = 0 or solidification under centrifugation at v = 102 K/sand w = 79. Theload is 5 kg.

samples solidified in the centrifuge at alow solidifica-
tion rate. For the Al-Si eutectic, the hardness of the top
portion of the ingot is higher than that of the bottom
portion. The hardness of the Al-Ge eutectic, however,
increases in the direction of the centrifugal force. The
Al-10 at. % Si—10 at. % Ge exhibits no changes in the
Vickers hardness along the direction of the centrifugal
force.

Figure 2 shows the values of the Young's modulus
for all ingots measured upon heating and cooling in the
temperature ranges from room temperature to 525°C
(for Al-12.7 at. % Si), 315°C (Al-29.7 at. % Ge), and
250°C (Al-10 at. % Si—10 at. % Ge).

TheYoung's modulus of the AlI-Si sample quenched
from the temperature of the levitated melt is seen to
increase by 3% after heating and cooling during mea-
surement (Fig. 2, curve 1). A sample cut from an ingot
solidified at an average cooling rate of about 102 K/s
has no temperature hysteresis of the Young's modulus

90+ 4 s/
S~ o 2
851 4 23
5 N o5
0L 6R .6
* 1h > 7
g 750 |
g‘ I Ny 7
70 - \ \?Q
6 =3 NN
\
60 - 5
55 1 1 1 1 1 1 1
0 100 200 300 400 500 600
T, °C

Fig. 2. Temperature dependences of the Young's modulus
for (1-3) Al-12.7 a. % Si, (4, 5) Al-29.7 a. % Ge, and
(6,7) Al-10 at. % Si-10 at. % Ge aloys produced by
(1, 4, 6) quenching at v = 10*K/s, (2) solidification at v =
1072 K/s, and (3, 5, 7) solidification at v = 102 K/sin acen-
trifuge at an acceleration of 7g.
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(Fig. 2, curve 2). The E(T) curve for a sample cut from
an ingot solidified at an average cooling rate of about
1072 K/s during centrifugation (Fig. 2, curve 3) is simi-
lar to that for an ingot solidified in the absence of acen-
trifugal force; however, the absolute value of the
Young's modulusis 7% higher.

For quenched Al-Ge samples, the Young's modulus
decreases faster at temperatures above 200°C (Fig. 2,
curve 4), which is caused by a time variation in the
Young's modulus. At 315°C, the modul us decreases by
7% in 1 h, and its decreased value remains unchanged
upon cooling to room temperature. After thisannealing,
the Young’'s modulus remains constant in time as the
temperature increases to 315°C. It should be noted that
the changein the modulus, whichis cal culated from the
measured resonance frequency of a sample, is accom-
panied by a 3.8% increase in density and a 1.4%
decrease in the sample length. Therefore, when calcu-
lating the Young's modulus from the measured reso-
nance frequency of a sample, we introduced a correc-
tion for the changes in p and Al induced by structural
transformations. A sample cut from an Al-Ge ingot
solidified under centrifugation conditions has the same
character of the temperature hysteresis of the Young's
modulus as in the case of the alloy with silicon. The
Young's modulus of a sample cut from an ingot solidi-
fied at an average cooling rate of about 107 K/s under
a centrifugal acceleration of 79 increases by 1% after
heating to 310°C and subsequent cooling to room tem-
perature. To determine the cause of the irreversible
changes in the modulus at about 315°C, we analyzed
polished sections of the Al-Si sample before and after
heating. Before measurements of the temperature
dependence, the sample had a fine-grained eutectic
structure with dendrites consisting of oval aluminum
grains 24 um in size. After heating of the sample to
315°C, these aluminum dendrites dissolve.

For AI-10 at. % Si-10 at. % Ge samples, the
Young's modulus lies between the values characteristic
of the Al-Si and Al-Ge samples. The E(T) dependence
of samples quenched at a cooling rate of about 10* K/s
(Fig. 2, curve 6) differs only dlightly from the depen-
dence obtained for samples solidified under centrifuga-
tion (Fig. 2, curve 7).
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The strain amplitude dependences of the decrement
0(€) andYoung'smodulus E(€) of Al-12.7 at. % Si sam-
ples produced through solidification at acooling rate of
102 K/s in the absence of a centrifugal force and at an
acceleration of 7g are shown in Fig. 3. The absolute
value of the Young's modulus of the sample solidified
under centrifugation is seen to be 11% higher. The
character of the amplitude dependence of E and o for
this sample changes only dightly as compared to that
for the sample cut from an ingot solidified in the
absence of centrifugal acceleration. The data from
Fig. 3 can be used to find the amplitude of vibration
stresses 0 = E€ and the inelastic vibration strain g, =
£(AE/E),, where AE is the difference between E at a
given total vibrational strain € and the amplitude-inde-
pendent component of theYoung's modulus. The a(g;,)
dependence, i.e., the nonlinear plastic microstrain of a
sample in stress-strain coordinates, is shown in Fig. 4.
The level of stresses required to reach a given plastic
microstrain is seen to increase in the sample solidified
under centrifugation.

Figure 5 shows the dependence of the load applied
to asampl e on the sample bending defl ection measured
at aconstant strain rate (0.5 pm/s) for similarly shaped
samples solidified under centrifugation or without cen-
trifugation. It is seen that the level of stresses required
to reach the same strain during quasi-static deformation
for the sample solidified under centrifugation is higher
than for the sample solidified in the absence of centrif-
ugal acceleration.

4. DISCUSSION OF THE RESULTS

The different structures of the samples shown in
Fig. 1 reflect the procedures used to prepare them. For
all aloys, rapid cooling of alevitated melt at an average
rate of about 10* K/s results in the formation of afine-
grained structure. For the AlI-Si aloy (Fig. 1a), the size
of silicon grainsin the eutectic (the 3 solid solution of
aluminum in silicon) is less than 0.3 um. Polished sec-
tions of the quenched Al-Ge and Al-Si—Ge alloys con-
tain a fine eutectic and aluminum (white) dendrites
(Figs. 1€, 1i).

When the aloys are solidified in the centrifuge fur-
nace with cooling at an average rate of about 102 K/s
in the absence of centrifugal acceleration, an anoma:
lous eutectic structure forms. The size of S—Ge needles
in the ternary system is much larger than the size of sil-
icon or germanium needles in the binary systems. Due
to centrifugation, the structures that form at the bottom
of an ingot (which is farther from the centrifuge axis)
and those that form at the top of the ingot are different.
Inthe Al-Si aloy, primary aluminum dendrites (bright
regions) form at the bottom of theingot. Silicon needles
that enter into the eutectic AI-Si structure are large at
thetop of theingot. Inthe Al-Ge and AI-Si-Ge alloys,
on the contrary, the germanium content is higher at the
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lus and the decrement for an Al-12.7 at. % Si alloy pro-

duced at an average cooling rate of 102 K/s by (1) direc-
tional solidification and (2) remelting in a centrifuge at an
acceleration of 7g.
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Fig. 4. Dependence of the stress on inelastic strain for sam-
ples produced (1) without and (2) under centrifugation.

bottom of an ingot and the amount of aluminum precip-
itatesis higher at the top of the ingot.

The lengthwise inhomogeneity of an Al-Si ingot
solidified in a centrifugal forcefield islikely dueto the
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Fig. 5. Dependence of the load on the bending deflection
due to three-point bending at a constant strain rate of Al—
12.7 a. % Si aloy samples produced (1) without and
(2) under centrifugation.

fact that the solidification centers of eutectic silicon and
the silicon clusters that provide for eutectic-silicon
growth during solidification have lower densities as
compared to the liquid-phase density. However, solidi-
fication centers and clusters of aluminum have higher
densitiesthan the disperse phase. Thisresultsin alower
silicon concentration in the eutectic and in a rapid
growth of primary aluminum crystallites at the bottom
of aningot. The authors of [4] used sedimentation anal-
ysis and revealed that, at a centrifugal acceleration of
600g, silumin melts were microinhomogeneous. They
assumed that, at temperatures of up to 1100°C, the silu-
min melts contained silicon-rich groups and that the
specific weight of the colonies was higher than that of
the disperse medium. According to our observations,
the density of silicon solidification centers that appear
and grow during solidification is lower than the alumi-
num density. It is known [4] that, at 700°C, the silicon
density is 2.30 g/cm® and the aluminum density is
2.40 g/cm?. Therefore, the alloy structure is controlled
by cluster structures at the solidification temperature
rather than at a high temperature. Under these condi-
tions, silicon atoms form clusters via directed covalent
bonding forces.

In the case of the Al-Ge alloy, theratio of the densi-
tiesisreversed. The aluminum density in the solid state
a 20°C and the liquid state at 659°C is 2.7 and
2.382 g/cm?, respectively. For thisreason, the silicon or
germanium content in the eutectic changes under the
action of a centrifugal force and primary auminum
crystalsform at the bottom of an AI-Si ingot and at the
top of an Al-Ge ingot. In the ternary system, an inter-
mediate situation takes place; nevertheless, its structure
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iscloser to the Al-Ge alloy structure, since, at the same
silicon and germanium concentrations in the aloy
(20 at. %), the difference in density between the liquid
and solid phases of germanium is significantly higher
than that of silicon.

The composition inhomogeneity induced by melt
centrifugation is supported by hardness measurements.
Table 2 showsthat the hardness of the top portion of the
Al-Si samplesis higher than that of the bottom portion
and that the reverse is true for the Al-Ge samples.

TheYoung's modulus of the Al1-12.7 at. % Si alloy
produced by rapid cooling of alevitated melt increases
by 3% after heating to 500°C followed by cooling.
When the temperature is repeatedly increased in this
range, E(T) remains unchanged. This hysteresis of the
modulus can be explained by artificial aging of the sam-
ple during measurements at elevated temperatures.
Aging of the alloy can cause silicon-rich zones, where
directed covalent bonds can operate. The temperature
dependence of the Young's modulus of the sample pro-
duced by directional solidification at an average cool-
ing rate of about 102 K/s coincides with the forward
run of the E(T) dependence for the quenched sample
and has no hysteresis. The Young's modulus of the
same adloy solidified during centrifugation at an accel-
eration of 7g and the same average cooling rate is 7%
higher and also has no hysteresis.

As follows from Fig. 3, the amplitude-dependent
portions of interna friction, as well as the amplitude-
dependent modulus defects, are approximately the
same for the samples produced without centrifugal
acceleration and at an acceleration of 7g. These sam-
ples differ only in terms of the Young's modulus.
According to modern concepts [7, 8], the amplitude-
dependent portions of the decrement and of the modu-
lus defect are determined by the inelastic dislocation
contribution to the vibration strain; this contribution
increases with the dislocation density. Therefore, the
higher modulus of the sample solidified under centrifu-
gation is related to a change in the formation of the
aloy structurerather than to achangein the dislocation
structure. The higher stiffness of the alloy solidified
under centrifugation aso manifests itself in the
increased level of stresses required to reach a given
strain for both microplastic (Fig. 4) and macroplastic
(Fig. 5) deformation of the material.

However, the differencesin the elastic modulus and
the micro- and macroplasticity between the samples
produced in the absence and in the presence of a cen-
trifugal force have the same order of magnitude as the
changes induced by decomposition processes during
aging and by recovery phenomena. Therefore, to revea
the effect of centrifugation on the mechanical proper-
ties of the alloy, additional studies need to be per-
formed.

In the case of the Al-Ge dloy, heating to 315°C of
the sample produced by rapid cooling of a levitated
melt leads to a decrease in the elastic modulus. This
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behavior can be explained by recovery phenomena.
Micrographs of the structure of the Al-Ge sample pro-
duced by quenching followed by aging for 3 months
show dendrites of the a solid solution, which formed
during the decomposition of the quenched sample con-
taining a supersaturated solid solution. Heating to
315°C results in structural homogenization due to the
dissolution of a certain amount of germanium in the
solid solution, which causes a decrease in the germa-
nium content with covalent bonds and a decrease in the
Young's modulus. When germanium atoms pass to the
o solid solution, the density of the aloy should
decrease, which is confirmed by the increased alloy
density after heating (Table 1).

In the Al-Ge alloy samples produced by solidifica
tion under centrifugation at a low rate (102 K/s), the
supersaturation of the a solid solution by germanium is
low. Therefore, decomposition in these samples occurs
upon heating to 300°C during measurements of the E(T)
dependence and causes the formation of zones enriched
in germanium atoms that are bound by covalent bonds.
This process manifests itself in an increase in the
Young's modulus at room temperature after measure-
ment of the temperature dependence. It should be noted
that this increase is accompanied by a 3.6% increase in
the sample density and a decrease in the sample length,
which can be caused by vacancy kinetics.

For the ternary AI-Si—Ge aloy, the thermal hystere-
sisof theYoung'smodulusissimilar to that detected for
the Al-Si aloy. In both cases (for theAl-Geand Al-Si—
Ge alloys), the values of the Young's modulus for the
samples solidified under centrifugation are lower than
those for the samples produced by quenching of levi-
tated melts, despite the fact that the samples were aged
at elevated temperatures.

The higher values of the Young's modulus of the
samples cut from the middle part of AI-Si ingots and
the lower values of the Young's modulus of the Al-Ge
samples solidified during centrifugation can be
explained by changes in the silicon and germanium
contents caused by centrifugation in the samples as
compared to these contents in the samples solidified
without centrifugation. During the solidification of the
Al-Si alloy under centrifugation, the middle part of the
ingot was enriched in silicon due to the displacement of
the solidification centers of the o solid solution of sili-
con in auminum toward the bottom portion of the
ingot, with silicon sedimentation being insignificant.
The Al-Ge alloy samples cut from the middle part of an
ingot had alower Ge content as compared to that in the
initial state because of the sedimentation of its solidifi-
cation centers and clusters.
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5. CONCLUSIONS

We have established an insignificant decrease in the
silicon content in the Al-12.7 at. % Si alloy, aswell as
an increasein the germanium content and in the amount
of the germanium-silicon solid solution in the Al-
29.7 at. % Geand Al-10 at. % Si—10 at. % Gealloys, in
the direction of a 7g centrifugal acceleration during
solidification under centrifugation. Centrifugation also
increases the concentration of primary crystals of the a
solid solution inthe Al1-Si alloy and decreases this con-
centration in the Al-Ge and Al-Ge-Si alloys in the
direction of the 7g centrifugal acceleration. This find-
ing is explained by the fact that the densities of solidi-
fication centers and crystal-forming clustersdiffer from
the liquid-phase density during solidification. The
changes in the mechanical properties of the samples
solidified under centrifugation can be related to the sed-
imentation-induced changes in the composition of the
middle part of the solidifying ingots from which the
samples were cut.

The results of this work indicate that centrifugation
of aluminum aloyswith silicon and germanium during
their solidification can be applied to modify their struc-
tures and to control their mechanical properties.
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Abstract—The deformation of chemical bonds in polymer molecules of surface layers of samples, boundary
layers between supramolecular aggregates, and boundary layers between polymers and solids in polymer com-
positesisinvestigated using IR and Raman spectroscopy. It is found that the chemical bonds are elongated on
afree surface and in boundary layers between supramolecular aggregates. By contrast, the chemical bonds are
contracted in boundary layers between polymers and solids. The concentration and the strain of excited chem-
ical bonds (strained to approximately atheoretical ultimate elongation) are increased on the free surface and in
the boundary layers between supramolecular aggregates, whereas the concentration and the strain of excited
chemical bondsin the boundary layers between polymers and solids are decreased. These effects are explained
by the changes in the atomic vibrations in the surface and boundary layers. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

Sincethe late 1920s, it has been known that the sur-
face plays a crucia role in the fracture mechanism.
loffe et al. [1] established that the dissolution of a sur-
face layer of rock salt in water leads to an increase in
the strength of the salt sample by two orders of magni-
tude. More recently, Aleksandrov and Zhurkov [2]
managed to strip a surface layer of glass and quartz
fibers by etching and, thus, to increase their strength to
~20 GPa.

Earlier [1-3], the decisive role of the surface in the
fracture mechanism was explained by the fact that the
surface, as a rule, contains a large number of microc-
racks formed under external mechanical forces. How-
ever, with the advent and development of the kinetic
concept of strength, it became possible to put forward
another hypothesis regarding the decisive role played
by the surface in the fracture mechanism. According to
this hypothesis, the probability of destructive fluctua-
tionsarising in amaterial canincreasein surface layers
due to a change in the spectrum of atomic vibrations
[4]. It is common knowledge that the lifetime is deter-
mined by the probability of destructive fluctuations
arising in the material. Therefore, an increase in this
probability should result in achangein the strength and
the lifetime of solids. In the late 1970s, Zhurkov initi-
ated studies aimed at €lucidating the origin of this phe-
nomenon.

In this paper, we summarize the results of investiga-
tions concerned with clarifying the role played by the
surface in the fracture of polymer materials. For this
purpose, we determined the strain of chemical bondsin
the excited and ground states at the surface, in the bulk,

and in boundary layers of the polymers and polymer
composites. The necessary data on the strain of chemi-
cal bonds were obtained from the shift and shape of the
regularity bands in the IR and Raman spectra of poly-
mers and composites. These bands correspond to vibra-
tions of regularly arranged segments (afew nanometers
long) of polymer molecules [5].

2. CHANGES IN THE FREQUENCY AND SHAPE
OF THE REGULARITY BANDS
IN THE IR AND RAMAN SPECTRA OF SURFACE
AND BOUNDARY LAYERS IN POLYMERS
AND COMPOSITES

The IR transmission and attenuated total reflection
(ATR) spectra of a 40-um-thick polyamide 6 film are
shown in Fig. 1. The IR transmission spectrum is asso-
ciated primarily with the bulk of the film, whereas the
ATR spectrum is attributed to a surface layer ~1 um
thick [6, 7]. It can be seen from Fig. 1 that, in the ATR
spectrum of the surface layer, the main maximum of the
band at a frequency of 930 cm is shifted to the low-
frequency range by ~1 cm™ and its long-wavelength
wing is more asymmetric. The long-wavelength wing
of this band exhibits an additional maximum. In the
ATR spectrum, this additional maximum is character-
ized by ahigher intensity and alarger shift as compared
to those in the IR transmission spectrum.

Figure 2 shows the IR transmission spectra of a
16-pm-thick polyamide 6 film and a sample composed
of 16 films with a thickness of 1 um each. It is seen
from Fig. 2 that, in the spectrum of the composite sam-
ple, the main maximum of the band at a frequency of
930 cm™ is shifted to the low-frequency range and is

1063-7834/05/4705-0920$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. (1) IR transmission and (2) attenuated total reflection
spectra of a40-pum-thick polyamide 6 film.
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Fig. 3. Raman spectra of (1) a poly(styrene) block sample
and (2) a poly(styrene) powder. The block sample is pre-
pared from the powder.

more asymmetric. Moreover, the intensity and the shift
in the frequency of the additional maximum observed
in the spectrum of the composite sample are greater
than those in the spectrum of the monalithic sample.

The Raman spectra of apoly(styrene) powder and a
poly(styrene) block sample prepared from this powder
are shown in Fig. 3. In the Raman spectrum of the pow-
der, the main maximum of the band at a frequency of
1002 cm™ is shifted to the low-frequency range by
~2 cm and the additional maximum observed in the
long-wavelength wing of this band is characterized by
ahigher intensity and alarger shift.

Figure 4 depicts the Raman spectra measured for
poly(ethylene terephthal ate) fibers under the conditions
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Fig. 2. (1) IR transmission spectra of a 16-um-thick polya-
mide 6 monolithic sample and (2) a sample composed of 16
films with athickness of 1 pum each.
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Fig. 4. Raman spectra measured for poly(ethylene tereph-
thalate) fibers under the following conditions: (1) a laser
beam ~3 um in diameter passes through the center of afiber
100 pm in diameter, and (2) the same laser beam only
dlightly touches the fiber surface.

where a laser beam ~3 um in diameter either passed
through the center of afiber 100 pum in diameter or only
dightly touched the fiber surface. In the Raman spec-
trum of the surface layer of the fiber, the main maxi-
mum of the band at a frequency of 1614 cm is shifted
to the long-wavelength range by ~1 cm. It can also be
seen from Fig. 4 that, in the spectrum of the surface
layer, the intensity and the shift in the frequency of the
additional maximum observed in the long-wavelength
wing of thisband are greater than those in the spectrum
measured in the bulk of the fiber.

Similar effects, namely, a shift in the frequency of
the main maximum toward the low-frequency range, an
increase in the asymmetry of the main maximum, and
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Fig. 5. Raman spectra of poly(ethylene) bulk samples con-
taining crystallites (1) ~15 and (2) ~100 nmin length along
the c axis.

an increase in the intensity and shift of the additional
maximum in the long-wavelength wing of the regular-
ity bands in the IR and Raman spectra, were observed
for a large number of polymers, including poly(ethyl-
ene), poly(propylene), poly(pyromellitimide),
poly(vinyl acohol), poly(amidobenzylimidazole),
polycarbonate, etc. [6, 7].

Apart from the surface, the inner boundaries
between supramolecular aggregates also have an effect
on the position of the main maximum and the shape of
the regularity bands, aswell as on the shift and intensity
of the additional maximum [8, 9]. Asan illustration, let
us consider the band at a frequency of 1130 cmt in the
Raman spectra measured in the bulk of the poly(ethyl-
ene) sample containing crystallites whose length along
the c axisis equal to ~15 and ~100 nm (Fig. 5). It can
be seen from this figure that the frequency at the maxi-
mum of the band for the sample with crystallites
~15 nm long is approximately 1.5 cm™ less than that
for the sample with crystalites ~100 nm long. More-
over, the additional maximum observed in the long-
wavelength wing of this band for the sample with crys-
tallites ~15 nm long is characterized by a higher inten-
sity and alarger shift as compared to those for the sam-
ple with crystallites ~100 nm long.

This effect is enhanced in the surface layer of the
polymer. As an illustration, we consider the band at a
frequency of 930 cm in the IR spectrum of polyamide
6 (Fig. 6). It can be seen from Fig. 6 that, after rapid
guenching from a melt into acetone at a temperature of
178 K (when small-sized crystallites are formed in the
sample), the shift and intensity of the additional maxi-
mum in the spectrum of the surface layer increase.

Thus, it is established that the main maximum of the
regularity bands in the spectra of surface and boundary
layers between supramol ecular aggregates is shifted to
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Fig. 6. Bands at 930 emtinthelR spectra of polyamide 6
samples: (1) theinitial sample and (2) the sample prepared
by rapid quenching from a melt into acetone at a tempera-
ture of 178 K.

the low-frequency range. Moreover, the additional
maxima observed in the long-wavelength wings of
these bands are characterized by higher intensities.

By contrast, the main maximum of the regularity
bands in the spectra of boundary layers in polymer
composites is shifted to the high-frequency range [10].
For example, the main maximum of the regularity band
at a frequency of 930 cm™? in the IR spectrum of a
20-pm-thick polyamide 66/6 film on the surface of steel
45 is shifted by 1-5 cm™ toward the high-frequency
range (Fig. 7).

S =

o

Absorbance

940 960

v, cm™!

930 950

Fig. 7. IR spectra of (1) a polyamide 66/6 film and (2) a
polyamide 66/6 coating prepared from amelt on the surface
of steel 45.
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Fig. 8. Shift of the maximum of the band at 930 cm™ for
polyamide 66/6 coatings prepared from a melt on the sur-
faces of different metals as a function of the adhesion
strength: (1) steel 45, (2) alloy AL-9, (3) bronze BrAZh9-4,
and (4) copper.

For convenience of the analysis of the results
obtained, the shift and the increase in the asymmetry of
the main maximum of the regularity bands and the
change in the position and intensity of the additional
maximum in the long-wavelength wing of these bands
will be considered individually.

3. DEFORMATION OF CHEMICAL BONDS
IN SURFACE AND BOUNDARY LAYERS
OF POLYMERS AND COMPOSITES

The shift in the frequency of interatomic vibrations
is associated with the deformation of the bond angles
and valence bondsin polymer molecules[11]. The shift
inthe frequency of theith interatomic vibration Av; and
the relative change € in the length of regularly arranged
segments of the polymer molecules are related by the
expression

Av=v(e)-v(0) = -G;v(0)¢, D

where v(g) and v(0) are the vibrational frequencies of
the strained and unstrained segments of the polymer
molecule, respectively, and G, is the Griineisen param-
eter.

For all the bands studied in thiswork, the Griineisen
parameter is greater than zero. Hence, the decrease in
the frequency of the main maximum of the bandsin the
spectra of surface layers and boundary layers between
supramolecular aggregates indicates that the regularly
arranged segments of the polymer molecules in these
layersare elongated. The asymmetry of the bandsin the
low-frequency range suggests that these molecular seg-
ments are strained to various degrees [12-16].

The mean strain [g0of the molecular segments can
be estimated by measuring the shift Av of the bary-
center of the regularity bands. The measurements per-
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maximum of the band at 930 cm ™ in the IR spectra of
polyamide 6 films with thicknesses of (1) 50 and (2) 1 um.

formed demonstrated that the shift of the barycenter of
theregularity bandsin the IR and Raman spectra of sur-
face and boundary layers of the polymers is approxi-
mately equal to 1-5 cmL. By substituting these values
into relationship (1), we found that the corresponding
mean strains [80are approximately equal to 0.1-0.2%.

Aswas noted above, the main maximum of the reg-
ularity bands in the spectra of boundary layers of poly-
merswith metalsis shifted to the high-frequency range.
This implies that interatomic bonds in these layers are
contracted. The contraction variesfrom ~0.02 to 0.20%
depending on the film thickness and the rate of cooling
of the film prepared from the melt. Moreover, the con-
traction increases in proportion to the strength of the
adhesive interaction (Fig. 8).

In the temperature range 200-500 K, the maxima of
the regularity bands in the spectra of surface and
boundary layers are equally shifted with respect to their
position in the spectra measured in the bulk of the sam-
ple. Consequently, the strain of regularly arranged seg-
ments of the polymer molecules due to the effect
exerted by the boundaries is independent of tempera-
ture (Fig. 9).

As the distance | to the surface (or to the interface)
increases, the strain of chemical bonds decreases fol-
lowing the exponential law (Fig. 10):

I
£(1) = 0ePi

where g, isthe strain at the surface (or at the interface).
The strain of chemical bonds is observed at large dis-
tances up to 100 um. Such long-range interaction can-
not be associated with the difference between the inter-
atomic interaction forces at the interface, because this
effect manifestsitself over distances of several nanom-
eters.



924

1
0 20 40 60 80
[/, Pm

1
100 120 140

1
160

Fig. 10. Shift of the maximum of the band at 930 cm™ for
apolyamide 66/6 coating prepared from amelt asafunction
of the distance to the interface with steel 45.

4. EXCITED CHEMICAL BONDS IN SURFACE
AND BOUNDARY LAYERS OF POLYMERS

In[17-21], the additional maximum revealed in the
long-wavelength wing of the regularity bands was
assigned to excited chemical bonds, i.e., to the molecu-
lar segments stretched to a strain € that is one order of
magnitude greater than the strain of the chemical bonds
due to thermal expansion. The mean strain [g40] of
excited chemical bonds can be calculated from the for-
mula

LAv U

G 1
where [Av 4[lis the shift in the frequency of the addi-
tional maximum. According to the calculations, the

mean strain of excited chemica bonds is close to the
theoretical ultimate elongation £

EO=—

The relative concentration of excited chemical
bonds can be determined from the relationship [17-21]

Strains [84[(%) and concentrations c, (%) of excited chemi-
cal bonds in the bulk and in a 1-um-thick surface layer of
polymers

Surface layer Bulk
Polymer

dD Cy dD Cy
Poly(ethylene) 6 4 4 2
Poly(propylene) 6 4 4 2
Poly(ethylene tereph- 6 10 3 2
thalate)
Poly(caproamide) 55 10 2 3
Poly(pyromellitimide) 53 10 4 6
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where |4 and |,,, are the intensities of the additional and
main maxima, respectively. It turned out that the rela
tive concentration of excited chemical bonds, asarule,
amounts to several percent of the concentration of reg-
ularly arranged molecular segmentsin the sample [17—
21].

Investigations have revealed that the excited chemi-
cal bonds are formed as aresult of thermal fluctuations
[17-21]. The scission of a number of such bonds ini-
tiates the development of fracture of the polymer on the
molecular level [4, 16, 22, 23]. It was found that the
activation energy of formation of excited chemica
bonds Uy, is equal to the activation energy of fracture

Up (Ugg = Up) and that the rate n of formation of these
bonds determines the lifetime 1 of the polymer [4, 19]:
T=1/n. Therefore, the results of investigationsinto the
excited chemical bonds in surface and boundary layers
between supramolecular aggregates of the polymers
allow usto directly verify the validity of the hypothesis
that the decisive role played by these layersin the frac-
ture is associated with the increase in the probability of
destructive fluctuations arising in the material.

Aswas noted above, the additional maximum in the
spectra of surface layers of the polymers is character-
ized by alarger shift and ahigher intensity as compared
to those in the spectrameasured in the bulk of the poly-
mer. This suggests that, in surface layers of the poly-
mer, the elongation of excited chemical bondsisgreater
and their concentration is higher than those in the bulk
of the polymer (see table). Therefore, the decisive role
of the surface in the polymer fracture stems from the
fact that the excited chemical bonds are formed prima-
rily at the surface.

The rate of accumulation n of excited chemical
bonds, their strain g4, the temperature T, and the time t
elapsed after changing the temperature are related by
the empirical expressions [18-21]

UOdD

n = nOeXp%_kB_TD’

€& Uy To

Here, Uy, is the activation energy of excitation of the
chemical bonds (it is equal to the activation energy of
fracture Uy : Ugyg = Up), To= 1073 s, kg isthe Boltzmann
constant, n, isan empirical constant, and 7= 0.1 isthe
ultimate elongation of the chemical bonds.

It follows from the above expressions that the
increasein the concentration and in the strain of excited
chemical bonds in surface layers of the polymer is
caused by the decrease in the activation energy Uy of
the formation of these bonds. Since the approximate
equality Ugy = U, is satisfied, the decisive role of the
surface in the polymer fracture is associated with the
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Fig. 11. Additional maximain the long-wavel ength wing of

theband at 930 cm™tinthe IR spectraof the (1) dried polya-
mide 6 film and (2) polyamide 6 film wetted with water.

decreasein the activation energy of fluctuations respon-
sible for the formation of excited chemical bonds.

It was of interest to elucidate how surfactants affect
the excited segments of polymer molecules. Itisknown
that water serves as a surface-active agent for hydro-
philic polymers. Figure 11 shows the additional max-
ima in the long-wavelength wing of the band at a fre-
quency of 930 cmtinthe IR spectraof thedried polya-
mide 6 film and the polyamide 6 film wetted with water.
It can be seen from this figure that moisture brings
about a decrease in the shift and intensity of the addi-
tiona maximum. The same effects are observed for
other polymersin the presence of surface-active agents.
In al cases, the presence of water and other surface-
active agents results in a decrease in the concentration
and strain of excited chemical bonds in surface layers
of the polymers. This finding counts in favor of the
assumption that surface-active agents decrease the acti-
vation energy of formation of excited chemical bonds.

5. MECHANISM OF THE INFLUENCE
OF THE SURFACE AND INTERFACES
ON THE STRAIN OF CHEMICAL BONDS

As is known, the spectrum of atomic vibrations
changes at the surface and in boundary layers of solids;
more precisaly, there arise surface vibrations in addi-
tion to bulk vibrations [24]. These changes in the spec-
trum of atomic vibrations manifest themselves at dis-
tances aslong as severa hundreds of micrometersfrom
theinterfaces and can lead to variationsin both the ther-
mal expansion of chemical bonds and the probability of
formation of excited chemical bonds. It seems likely
that the decisive role played by the surface in the frac-
ture of polymersis associated primarily with the trans-
formation of the spectra of atomic vibrations.
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6. CONCLUSIONS

Thus, theresults obtained in this study demonstrated
that chemical bondsin polymers are elongated on afree
surface and in boundary layers between supramol ecul ar
aggregates. Moreover, these layers are characterized by
an increased concentration of excited chemical bonds
with large strains induced by fluctuations.

It was revealed that chemical bonds are contracted
in boundary layers of polymer composites.

These effects were explained by the changes in the
spectrum of atomic vibrationsin the surface and bound-
ary layers of polymers and polymer composites.
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Middle Macroradicalsand Their Influence on the Strength
of Oriented Polymers
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Abstract—The macroradicals formed through the detachment of hydrogen atoms in amorphous—crystalline
polymers are studied using electron—nuclear double resonance (ENDOR) spectroscopy. The *H ENDOR spec-
tra are analyzed, and the hyperfine interaction constants of the nearest neighbor and remote protons are mea-
sured. The conformational structure of radicalsin poly(ethylene) (PE), poly(propylene) (PP), and poly(caproa-
mide) (PCA) is determined. The ENDOR and EPR spectra of fibers subjected to tensile loading are recorded.
It is revealed that torsional strain arises in the radicals with a nonplanar structure. The results of mechanical
testing of irradiated oriented polymers demonstrate that the weakening of 3 bonds in the radicals has an effect
on the macroscopic strength. © 2005 Pleiades Publishing, Inc.

1. INTRODUCTION

The kinetics of mechanical fracture of polymersis
substantially affected by middle macroradicals. Under
mechanical actions, the scission of macromoleculesin
polymer materials leads to the formation of secondary
macroradicals with a free valence in the middle of the
chain. The formation of these radicals with alow acti-
vation energy of degradation (~30 kcal/mol) can pro-
mote the molecular degradation, endow this reaction
with achainlike nature, and give rise to submicroscopic
discontinuities[1, 2].

In order to elucidate how the weakening of bondsin
macroradicals affects the strength of polymers, ori-
ented fibers with middle radicals produced at rather
high concentrations under irradiation were experimen-
tally studied at the laboratory headed by Academician
S.N. Zhurkov (see, for example, [3-5]). The results
obtained revealed the necessity of thoroughly investi-
gating the conformational structure and the stressed
state of macroradicalsin polymerswith different initial
structures. For this purpose, we used electron—nuclear
double resonance (ENDOR) spectroscopy with a high
resolution. We developed an appropriate technique [6]
and recorded and then analyzed the ENDOR spectra of
irradiated samples of synthetic amorphous—crystalline
polymers [7-13] and natural silk fibers[14].

2. ENDOR SPECTRA

The ENDOR spectrawere measured on alaboratory
ENDOR spectrometer operating inthe Q band [6] inthe
radio frequency range 45-120 MHz at fixed tuning to a
particular component of the hyperfine structure of the
EPR spectrum at a saturating input power in the cavity.
The equipment used made it possible to accomplish

mechanical loading of oriented samples in the spec-
trometer cavity. Middle macroradicals were produced
through the detachment of hydrogen atoms under expo-
sure to x-ray irradiation. The irradiation doses did not
exceed 20-50 kJ/kg.

High-density poly(ethylene) (PE), poly(propylene)
(PP), and poly(caproamide) (PCA) were chosen as the
objects of our investigation. Poly(ethylene) and
poly(caproamide) macromolecules have a planar trans
Zigzag structure, whereas poly(propylene) macromole-
cules are characterized by a 3; helical structure. The
detachment of hydrogen atoms in PE, PP, and PCA
macromol ecul es |eads to the formation of the following
radicals [15, 16]:

—CH,CHCH,—, —CH,C(CH3)CH,—, —CONH CHCH .

The 'H ENDOR spectra of these middle radicalsin
oriented samples placed in a transverse magnetic field
are shown in Fig. 1. The spectra exhibit a number of
absorption bands shifted from free proton magnetic res-
onance (Vo = 54 MHz). These absorption bands are
associated with the protons that occupy different posi-
tions with respect to the unpaired electron of the radi-
cal. The best resolution is observed for the ENDOR
spectra recorded under the conditions where the L axis
of the orientation of the sampleisaligned with the mag-
netic field H of the spectrometer. Figures 2 and 3 depict
fragments of the ENDOR spectra of the nearest neigh-
bor (a, B) and remote (y, d) protons in middle radicals
of the PE and PCA samples. A good resolution of the
ENDOR spectra allowed us to determine the isotropic
(A, @) and anisotropic (B) hyperfine interaction con-
stants. The hyperfine interaction constants measured at
T~ 100K aregiven in thetable.

1063-7834/05/4705-0927$26.00 © 2005 Pleiades Publishing, Inc.
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Fig. 1. ENDOR spectra of middle macroradicals in irradi-
ated samples of (@) the uniaxially oriented poly(ethylene),
(b) the uniaxialy oriented poly(propylene), and (c) the
biaxially oriented poly(caproamide). Measurement condi-
tions:LOH, T=170K.

3. STEREOCONFIGURATION
OF MACRORADICALS

3.1. Orientation of the Radicals

Theangular position of the—C,—radical center with

respect to the axis of the orientation stretching was
determined from the ENDOR spectra of a protons in
the PE and PCA samples and from the ENDOR spectra
of protons of the a-methyl groups in the PP sample.

The orientation of the —C,H,— center in the PE and

PCA samplesis specified by the angle a, between the
stretching axis L of the polymer and the principal axisz
of the anisotropic hyperfine interaction tensor of the a
proton. The z axis is perpendicular to the C,—H, bond
(thex axis) and to the 2p orbital of the unpaired electron
(the y axis). Analysis of the experimental data demon-
strates that, in the PE sample, radicals are well oriented
along the stretching axis of the polymer and the angle
o, issmall. In the PCA sample, the z axis deviates sig-
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Fig. 2. ENDOR spectra of the nearest neighbor protonsin
radicals of (a) PE and (b) PCA samples. Measurement con-
ditions: L ||H, T=170K.

nificantly from the L axis and the angle a, can be as
large as 12°-17°.

For the PP sample, the orientation of radicals can be
judged from the angle o, (Me) between the principal
axis of the anisotropic hyperfine interaction tensor of
the rotating methyl group, which is located paralel to
the C,—Cy ling, and the stretching axis of the polymer.
The angle a,(Me) = 67°—70° determined from the
ENDOR spectrum of radicalsinthe PP crystalliteis 7°—
10° larger than the angle corresponding to the ideal ori-
entation of macroradicalsin the PP helical structure.

3.2. Conformation of the Radicals

The conformational structure of the radicals was
evaluated from the MacConnell-Heller equation [18]
for hyperfine splittings of the lines associated with the
B protons. This equation is represented in the form of
the dependence of the hyperfine interaction constant on
the angle ¢ of interna rotation about the C,—Cg bond
(characterizing the deviation from the ideal trans con-
formation); that is,

ap1p2 = ABcosz(32° +d).
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MIDDLE MACRORADICALS AND THEIR INFLUENCE ON THE STRENGTH

The thermal dynamics and the possibility that other
types of angle deformation affected the hyperfine inter-
action were disregarded. The angles of internal rotation
for the radicals under investigation are listed in the
table. Comparison of the conformations of the middle
radicals with the conformations of the “parent” macro-
molecules allows us to make the following inferences.

The conformation of the PE middle radical differs
insignificantly from the ideal trans conformation, and
the angles of internal rotation about the C,—Cg bond are
only 4° greater than those in theideal conformation.

The conformation of the PCA middleradical differs
substantially from the trans zigzag conformation. The
angleof internal rotation about the C,—Cg bond is equal
to 10°. The structural feature of the PCA radical is that
the protons of the methylene group located to the | eft of
the carbony! group of theradical (seetable) are magnet-
ically nonequivalent. The angle of internal rotation
about the C,(O)—C; bond is approximately equal to the
angle of internal rotation about the C,—Cj bond.

The most significant conformational changes are
observed for radicals of isotactic poly(propylene). The
angles of internal rotation about the -C,—Cj bonds in
these radicals differ by 20° from the angles of internal
rotation in the PP helical macromolecules involving
trans (¢ = 0°) and gauche (¢ = 120°) segments [19].
Moreover, it was revealed that irradiated poly(propy-
lene) contains radicals characterized by the hyperfine
interaction constants corresponding to a conformation
in which both B-methylene groups adopt a gauche con-
formation. These radicals can be formed in irregular
regions of the polymer owing to the fragments of mac-
romolecules whose configuration differs from the 3;
helical structure.

The conformational changes in the carbon skeleton
of the macroradicals originate from the change in the
local geometry due to the detachment of the hydrogen
atom. The detachment of the hydrogen atom and the
formation of amiddleradical lead to the formation of a

planar trigonal structure. As aresult, the C/C\C bond

angle increases (from 112° to 120°) and the H,, hydro-
gen atom or the CH3 side group is displaced from the
initial position to the plane of the CsCoCp radical cen-
ter. In our opinion, the conformational changes that
accompany theformation of radicalsin the PE and PCA
samples are primarily caused by the increase in the
bond angle. This i