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Spartak Timofeevich Belyaev
On October 27, 2003, Spartak Timofeevich Be-
lyaev, a renowned theoretical physicist, an outstand-
ing organizer of science and teacher, will celebrate his
80th birthday.

S.T. Belyaev belongs to the generation of physi-
cists whose first experience of adult life was associ-
ated with World War II. In June 1941, immediately
after graduating from school, he began working as
a lathe operator at a factory, but, as soon as August
of the same year, he joined the army in the field
as a volunteer. Being demobilized after the end of
hostilities, Spartak Timofeevich joined, in 1946, the
Faculty of Physics at Moscow State University; after
a year, he moved to the Faculty of Physics and Tech-
nology (which later evolved into the famous Moscow
Institute for Physics and Technology), from which he
graduated in 1952 with honors.

The scientific activity of Belyaev began as early
as 1947 (when he was still a student) under the
supervision of G.I. Budker at A.B. Migdal’s theo-
retical division of the legendary LIPAN (which was
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then transformed into the Institute of Atomic Energy,
IAE). His first studies were devoted to the kinetics
of a dilute ionized gas. There, he was able to give
the first consistent derivation of a relativistic kinetic
equation and to propose efficient methods for solving
this equation. Among important results that Belyaev
obtained in this period, those concerning the inter-
esting problem of the multiquantum recombination
of an ionized gas, where a nice idea of describing
this process in terms of diffusion in energy space
was applied, are worthy of special note. The results
of those studies were used and further developed in
subsequent investigations into plasma physics and
the physics of electron beams. They were included in
themonograph Physical Kinetics that was published
as the 10th volume of the Course of Theoretical
Physics by L.D. Landau and E.M. Lifshitz.

In 1955, Belyaev addressed nuclear-physics prob-
lems for the first time. In those years, the problem
of studying the spin dependence of nuclear forces
became urgent, and it was required for this to create a
source of polarized particles. In solving this problem,
Belyaev was among the first who proposed employ-
ing a strong nonuniform field, in which the hyperfine
structure of source atoms is destroyed, whereupon
they are separated in the fine-structure components;
therefore, themagnetic quantum numbers of the elec-
tron shell and of the corresponding nucleus are fixed
individually. This idea was successfully implemented
first at IAE and then at other research centers. It
permitted obtaining intense beams of polarized nuclei
for nuclear-physics investigations.

In the late 1950s, Belyaev, together with Migdal
and V.M. Galitsky, became one of the founding fa-
thers of a new realm in theoretical physics, the quan-
tum theory of many-body systems. He was the first to
use the mathematical technique of Green’s functions
to describe the properties of a nonideal Bose gas and
introduced a so-called anomalous Green’s function.
This pioneering idea played an important role in the
development of the theory of superfluidity and su-
perconductivity, making it possible to determine cor-
rectly the spectrum of single-particle excitations of a
nonideal Bose gas. Belyaev’s studies on the theory
of a nonideal Bose gas has long become classic and
form an indispensable part of relevant textbooks. In-
terest in them was rekindled when it became possible
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to study the Bose condensation of atomic gases in
magnetic traps experimentally.

A new stage of Belyaev’s scientific activity be-
gan at the end of 1957, when he was sent for a
year to the Niels Bohr Institute in Copenhagen. This
was the time when the classic studies of J. Bardeen,
L.N. Cooper, and J. Schrieffer and, somewhat later
on, of N.N. Bogolyubov on the theory of supercon-
ductivity had just appeared. There arose the idea—
it was first put forth by A. Bohr, B. Mottelson, and
D. Pines—that methods used in the theory of super-
conductivity are applicable to describing the prop-
erties of nuclei. This idea was brilliantly realized in
Belyaev’s article “Effects of Pair Correlations in Nu-
clear Properties,” published in 1959. This study be-
came highly seminal: on a unified basis, it explained a
wide range of seemingly unrelated physics phenom-
ena, including the gap in the single-particle spectrum
of nonmagic nuclei, a considerable decrease in the
moments of inertia of deformed nuclei in relation to
the rigid-body value, the stability of a spherical shape
for nuclei close to magic ones, and a sharp transition
from spherical to deformed nuclei as the nuclear shell
is filled with nucleons. The emergence of low-lying
collective quadrupole excitations was also explained
for the first time, and their role in the phase transition
from spherical to deformed nuclei was understood.
This article gained Belyaev worldwide recognition
and initiated a vigorous development of nuclear theory
on the basis of modern many-body methods.

In 1962, Belyaev moved to Novisibirsk, where he
soon became head of the theoretical department at
the Institute of Nuclear Physics, Siberian Division,
USSR Academy of Sciences. Assisted by a group
of disciples, he continued there his investigations
into nuclear theory. Together with B.A. Rumyant-
sev, Belyaev predicted theoretically new types of col-
lective nuclear vibrations: coherent fluctuations of
pairing and spin–orbit vibrations. Among outstand-
ing results of the Novosibirsk period, it is neces-
sary to indicate those that are reported in the article
“Anharmonic Effects of Vibrations of Spherical Nu-
clei,” which was written together with V.G. Zelevin-
sky and which was devoted to describing effects of
anharmonicity in quadrupole vibrations. The boson-
expansion method proposed by these authors, which
is known as the Belyaev–Zelevinsky method, was
used in a great number of studies later on and was
included in monographs devoted to theoretical nu-
clear physics. In 1965, the journal Yadernaya Fizika,
known in the English-speaking world as Physics of
Atomic Nuclei, began to be published. Its first issue
was opened by Belyaev’s article devoted to study-
ing the interaction of single-particle and collective
degrees of freedom, which is especially important in
PH
nuclei belonging to the transition region. A correct
description of the rotational spectra of nuclei is of
crucial significance, since the existing simplified ap-
proaches cannot be used to construct a unified the-
ory of collective degrees of freedom of the nucleus
with allowance for their interactions. The radically
new generalized-density-matrix method proposed by
Belyaev makes it possible to treat nuclear rotations as
an independent branch of the spectrum of collective
nuclear excitations in its own right and opens the
possibility of constructing a microscopic description
of critical phenomena in finite systems.

Belyaev made a great contribution to the develop-
ment of the Institute of Nuclear Physics in Novosi-
birsk as an institution of universally recognized au-
thority. A person of theoretical-physics mold, one
of the brilliant representatives of Landau’s school,
he was nevertheless well aware of the experimental
situation in various fields of physics. Owing to this,
he could take an active part in discussions on the
general program of development of the Institute of
Nuclear Physics in Novosibirsk and, later on, after his
return in 1978 to IAE, be a successful director of the
Institute of General and Nuclear Physics there.

The pedagogical and scientific social activity of
Belyaev is also widely acclaimed. Being head of
Novosibirsk State University and of some scientific
departments in various periods of time there and at
other educational centers, he greatly contributed to
bringing up young scientists. Presently, he is head
of the Institute of Natural Sciences and Ecology at
the Russian Research Centre Kurchatov Institute.
In his teaching activities, Belyaev strictly follows his
basic guiding principle: scientific investigations and
the preparation of specialists for them must form a
unified process. A thoughtful and careful attitude of
Belyaev to each problem and to each subordinate has
a favorable impact on the work of scientific groups
headed by him. He reached the highest academic
degrees and was a recipient of government awards.
For his outstanding contributions to the development
of many lines of research, Belyaev was awarded a
Landau medal in 1998.

Dear Spartak Timofeevich, your friends, col-
leagues, and numerous disciples heartily wish you
health, prosperity, and many years of creative activity.
These congratulations are shared by the Editorial
Board of the Physics of Atomic Nuclei, which
prepared this issue for your anniversary. The number
of scientists who wanted to take part in it was so
great that we had to postpone part of the articles
until a special issue that is supposed to appear at the
beginning of next year.
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Abstract—Nuclear pairing correlations are known to play an important role in various single-particle
and collective aspects of nuclear structure. After the first idea by A. Bohr, B. Mottelson, and D. Pines
on similarity of nuclear pairing to electron superconductivity, S.T. Belyaev gave a thorough analysis of the
manifestations of pairing in complex nuclei. The current revival of interest in nuclear pairing is connected to
the shift of modern nuclear physics towards nuclei far from stability; many loosely bound nuclei are particle-
stable only due to the pairing. The theoretical methods borrowed from macroscopic superconductivity
turn out to be insufficient for finite systems such as nuclei, in particular, for the cases of weak pairing
and proximity of continuum states. We suggest a simple numerical procedure of exact solution of the
nuclear pairing problem and discuss the physical features of this complete solution. We show also how the
continuum states can be naturally included in the consideration bridging the gap between the structure and
reactions. The path from coherent pairing to chaos and thermalization and perspectives of new theoretical
approaches based on the full solution of pairing are discussed. c© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Nuclear pairing is one of the main and long-
standing pillars of current understanding of nuclear
structure. Pairing provides an important contribution
to the odd–even mass difference in the phenomeno-
logical mass formulas [1]. As an empirical fact, the
pairing was put in the foundation of the shell model
by Mayer and Jensen [2] in order to be able to
predict ground-state spins and other properties of
nonmagic nuclei. In the shell-model framework, the
classification of paired states is usually performed
with the aid of the seniority scheme [3, 4], where
the seniority counts a number of unpaired particles;
a similar scheme is used in atomic spectroscopy [5].
The Bardeen–Cooper–Schrieffer (BCS)microscopic
theory of superconductivity [6] elucidated the main
features of the ground state, excitation spectrum,
transition probabilities, and phase transition in a
Fermi system governed by the attractive pairing.
Immediately after that, Bohr, Mottelson, and Pines
pointed out [7] the similarity between the supercon-
ducting pairing correlations and observed pairing
effects in nuclei. The thorough application of the
BCS approach to the nuclear problem was done by
Belyaev in his seminal paper [8]. It was quantitatively
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demonstrated that the pairing correlations influence
nearly all phenomena in low-energy nuclear physics:
binding energy, single-particle spectra, transition
probabilities, collective vibrational modes, onset of
deformation, rotational moment of inertia, level den-
sity, and thermal properties.
The BCS theory, as well as its advanced form the

Hartree–Fock–Bogolyubov (HFB) method (see [9]
and references therein), is formulated in a way fully
appropriate for macroscopic quantum systems; in
fact, it gives an asymptotically exact solution [10]
in the thermodynamic limit. For mesoscopic sys-
tems, such as nuclei, atomic clusters, quantum
dots, fullerenes, nanotubes, or small metallic grains,
this approach, although qualitatively reflecting the
main physical features, turns out to be insufficient.
The total number N of particles is preserved in
this method only on average. Since we have to
describe the spectroscopy and reactions for a specific
nuclide, we need either to add special projection
procedures [11–14] that fix the exact value of N or
generalize the formalism by approximately including
the matrix elements restoring the particle number
conservation [15–18].
Another drawback of the BCS orHFB approaches

is a sharp phase transition as a function of parameters
or temperature. As pointed out by Belyaev [8], in a
system with a discrete single-particle spectrum, the
Cooper phenomenon requires, in contrast to amacro-
scopic Fermi gas, a certainminimum strength of pair-
ing attraction. For a weaker pairing, the mean-field
approaches, such as BCS or HFB, give only a trivial
normal solution, while in reality the effects of pairing
2003 MAIK “Nauka/Interperiodica”
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correlations still exist. The pairing correlations in the
mean-field framework also vanish immediately after
the thermal phase transition. These predictions are
incorrect for mesoscopic systems. The exact shell-
model calculations show [19] that the pairing corre-
lations do not disappear at the BCS transition point,
revealing instead a long tail of “fluctuational super-
conductivity.”

The main field of interest in nuclear structure is
currently shifted to the nuclei far from stability. As
we move to loosely bound systems, the influence
of the continuum becomes exceedingly important.
Along with that, all attractive correlations are to be
taken into account properly in order to determine
the position of the drip line. The correct treatment
of pairing as the main attractive part of the residual
interaction is absolutely essential for such problems.
Some nuclides, like the notorious 11Li, are bound just
due to the pairing correlations between the outermost
neutrons, an example of a real Cooper pair [20]. The
theory of pairing including both discrete and contin-
uum single-particle levels is still in its infancy [21].

Finally, there is a clear necessity to understand
the interplay of pairing with other parts of the resid-
ual nuclear interactions going beyond the mean-field
approximation of the HFB method. Of course, in the
lower part of the nuclear chart (p, sd, and pf shells),
there are well-developed modern shell-model meth-
ods and reliable effective interactions of the nucleons
in the truncated single-particle space (see, for exam-
ple, [22–25]). With the possibility of incorporating
additional stochastic and statistical elements [26–
28], the shell-model calculations are able to describe
an impressive amount of spectroscopic data. Unfor-
tunately, the qualitative interpretation of results ob-
tained by the large-scale shell-model diagonalization
in terms of simple physical models is getting quite
difficult as the matrix dimensions approach the limit
of current computational strength. In addition, one
needs to mention that the continuum problem is not
solved in the standard shell-model approach based
on the discrete spectrum. Therefore, the gap between
the shell model for nuclear structure and the reaction
theory is widening.

In this situation, it is alluring to first separate the
pairing part of the nuclear interaction and to solve
the corresponding many-body problem exactly. As
was shown in [29], the exact solution is numerically
simple and eliminates all drawbacks related to the
BCS approximation. At the same time, it is still close
enough to the standard images of nuclear structure.
This exact solution can serve as a zero-order step
or a background that allows one to look for new
approaches and approximations to the full problem,
PH
effects of other interactions, inclusion of the contin-
uum, relation to the reaction cross sections, and so
on.

In what follows, we start with sketching the tradi-
tional approaches and the exact solution of the pairing
problem. We compare the exact results with the BCS
approximation, for both the ground and the excited
states; demonstrate the possibility of including the
continuum physics; and consider chaotic aspects of
pairing, a topic practically unexplored in the liter-
ature. We complete the paper with a discussion of
the perspectives of new approximations based on the
exact pairing solution.

2. APPROACHING THE SOLUTION
OF THE PAIRING PROBLEM

A. Pairing Hamiltonian

We formulate the pairing problem in the restricted
single-particle space of fermionic orbitals assuming
the Hamiltonian

Hp =
∑

1

ε1a
†
1a1 −

1
4

∑
1,2

G12p
†
1p2. (1)

Here, the subscripts 1, . . . run over the complete
set of orthogonal single-particle basis states, and
we assume the Kramers double-degeneracy of time-
conjugate orbitals |1) and |1̃). The pair creation, p†1,
and annihilation, p1, operators are defined as

p†1 = a†1a
†
1̃
, p1 = a1̃a1, (2)

and the double time-reversal acts as |˜̃1) = −|1). In
the important case of spherical symmetry of the mean
field that supports degenerate orbitals |jm)with ener-
gies εj , angular momentum j, and projection jz = m,
the pairing Hamiltonian can be conveniently written
as

Hp =
∑

j

εjN̂j −
∑
jj′

Gjj′L
†
jLj′, (3)

where we use the operator notation

N̂j =
∑
m

n̂jm =
∑
m

a†jmajm (4)

for the occupancy operators and (a1̃ → ajm̃ =
(−1)j−maj−m)

Lj =
1
2

∑
m

(−1)j−maj−majm, (5)

L†
j =

1
2

∑
m

(−1)j−ma†jma
†
j−m
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for annihilation and creation operators of pairs in a
state with certain quantum numbers of total angu-
lar momentum and its projection, J = M = 0. Es-
sentially the same Hamiltonian (1) can describe the
situation in the deformed mean field.
The pairing interaction is defined in terms of real

matrix elements of diagonal pair attraction, G11 > 0,
and off-diagonal ones, G12 = G21, for pair transfer
between the orbitals 1 and 2. We limit ourselves here
to the pairing of identical particles (isospin T = 1)
in states with zero total pair angular momentum;
consideration of the T = 0 proton–neutron pairing
would require a nonzero spin of the pair.

B. BCS Approach

In the BCS theory, the ground state |0〉BCS of the
paired system with Hamiltonian (1) is determined by
minimizing the ground-state energy with a trial wave
function

|0〉BCS = Π1>0(u1 − v1p
†
1)|0〉 (6)

= Π1>0u1 exp
(
− v1

u1
p†1

)
|0〉,

where the variational parameters for each pair of time-
conjugate orbitals, u1 and v1, can be taken as real
numbers subject to the normalization u2

1 + v2
1 = 1.

In our discussion, we denote |N ; s . . . 〉 as the lowest
in energy N-particle state with quantum numbers
s, . . . . We use the notation |s〉BCS for the BCS state
with s quasiparticles that has an uncertain particle
number; for this reason, N is not shown; however, it
is assumed that the state corresponds to an average
particle number N̄ . The restriction 1 > 0 means that
the time-conjugate orbitals are not counted twice.
The exponential form of the variational wave function
shows that this state is generated as a coherent state
of fermionic pairs; this feature can be put in a founda-
tion of methods going beyond the BCS [30, 31].

The variational solution is given via the occupation
amplitudes

v2
1 = n1 =

1
2

(
1 − ε1

e1

)
, (7)

u2
1 = 1 − n1 =

1
2

(
1 +

ε1
e1

)
,

where e1 =
√
ε21 + ∆2

1 is the quasiparticle energy and
∆1 is the BCS energy gap. The gap equation arising
from the minimization of energy is

∆1 =
1
2BCS

〈0|
∑

2

G12p
†
2|0〉BCS =

∑
2

G12

2e2
∆2. (8)
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
The ground state and low-lying excited states of
paired systems can be classified introducing quasi-
particle creation operators

α†
1 = u1a

†
1 − v1a1̃. (9)

This transformation is canonical due to the correct
normalization of u and v. The BCS vacuum |0〉BCS
in (6) can be defined as α|0〉BCS = 0. The Bogolyubov
transformation (9) mixes particle and hole states.
One of the problems in the BCS application to

small systems is particle-number nonconservation,
which follows from the form of the wave function (6).
A common practice to fix the number of particles is to
introduce a chemical potential µ by the shift of single-
particle energies ε→ ε− µ. The right total particle
number is restored on average through the condition∑

1

n1(µ) = N̄ . (10)

The uncertainty of the total particle number is given
by

(∆N2) = N2 − N̄2 =
∑

1

n1(1 − n1). (11)

Practically, this fluctuation is of the order of√
(∆N2) ≈ 2. Given that relative fluctuations go

down with increasing N , the BCS solution is asymp-
totically exact in the thermodynamic limit of macro-
scopic systems [10]. The contribution to the energy
from the fluctuation is quadratic in the number of
particles [32] and thus gives an extra correction
of the monopole type. Special methods, such as
Lipkin–Nogami [11, 12] techniques, were invented
in order to suppress the particle-number fluctuations.
The particle-number violation in the BCS is an

example of spontaneous symmetry breaking with
respect to phase rotations generated by the number
operator, U(φ) = exp(−iφN̂/2). While the pair-
ing Hamiltonian is invariant under this rotation,
[Hp, U(φ)] = 0, the trial ground state |0〉BCS has a
preferred orientation, with the usual consequences
of the appearance of Anderson–Goldstone–Nambu
modes, whose properties are influenced by the meso-
scopic nature of the nuclear systems [33]. A number
of projection techniques have been developed within
the framework of the symmetry-violation treatment
(see [34] and references therein).

C. Recursive Method with Particle-Number
Conservation

Instead of introducing the pair condensate of the
pairs with an uncertain particle number, another pos-
sibility was explored [15, 17, 35], where the matrix
elements of relevant operators explicitly keep memory
03
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of the exact particle number. The gap is defined now
as a matrix element of the pair-annihilation operator
between the ground states |N ; 0〉 of the neighboring
even systems,

∆1(N) =
1
2
〈N − 2; 0|

∑
2

G12p2|N ; 0〉. (12)

Similarly, the particle-number dependence enters the
single-particle transition amplitudes between adja-
cent even and odd systems,

v1(N) = 〈N − 1; 1̃|a1|N ; 0〉, (13)

u1(N) = 〈N + 1; 1|a†1|N ; 0〉.
Here, one needs to consider a sequence of ground
states |N ; 0〉 with energies E(N). It is assumed that
the spectra of adjacent odd nuclei start with energies
E(N ± 1; 1) of the states |N ± 1; 1〉 containing one
unpaired nucleon with quantum numbers 1.
The exact operator equations of motion for the

single-particle operators a1 and a
†
1,

[a1,H] = ε1a1 +
1
2

∑
2

G12a
†
1̃
p2, (14)

[a†1,H] = −ε1a†1 −
1
2

∑
2

G12p
†
2a1̃, (15)

can be used to construct recursive in N equations
for the gap (12) and single-particle transition am-
plitudes (13). The approximation of no condensate
disturbance by an extra particle [15, 35],

〈N − 1; 1|
∑

2

G12a
†
1̃
p2|N ; 0〉 (16)

≈ 〈N − 1; 1|a†
1̃
|N − 2; 0〉

× 〈N − 2; 0|
∑

2

G12p2|N ; 0〉 = 2∆1(N)u1̃(N − 2),

leads to the recursion relation connecting adjacent
even nuclei,

|v1(N − 2)|2 = 1 − |∆1(N)|2

[e1(N) − ε′1(N)]2
|v1(N)|2 ,

(17)

where the N-dependent chemical potential is intro-
duced,

µ(N) =
1
2

(E(N) − E(N − 2)) , (18)

and quasiparticle excitation energy is defined as

e21 = ε′1(N)2 + |∆1(N)|2, (19)

with shifted single-particle energies

ε′1(N) = ε1 −
G11

2
− µ(N). (20)
PH
The analogs of the number-conservation equation
and the gap self-consistency condition now read

Ω −N + 2 =
∑

1

|∆1(N)|2

[e1(N) − ε′1(N)]2
|v1(N)|2 ,

(21)

where Ω is the total capacity of fermionic space, and

∆1(N) =
1
2

∑
2

G12
∆2(N) |v2(N)|2

e2(N) − ε′2(N)
. (22)

The pairing problem formulated in this manner
allows a recursive solution in both directions, starting
from the empty shell or from the completely filled
shell. This solution reduces to the BCS under as-
sumption that the gap does not change in the tran-
sition from N to N − 2, the same approximation of
particle-number uncertainty that leads to the BCS
particle-number fluctuation (11). Based on this fea-
ture, the BCS energy can be efficiently corrected
by the substitution N̄ → N̄ − 1 [36]. Corrections to
such iterative methods via inclusion of pair-vibration
excitations in the intermediate states of Eq. (16) with
further diagonalization are also possible [17], as well
as the treatment of the excitations with random phase
approximation (RPA) techniques [37, 38].
The particle-conserving treatment does not re-

solve another problem of the BCS solution, namely,
the sudden disappearance of pairing correlations
when coupling becomes tooweak. The gap equations,
(8) and (22), have only trivial ∆ = 0 solutions if
the pairing strength G is too small compared to the
single-particle energy spacings. The point of this
phase transition is roughly at the critical coupling
strength Gc,

GcνF = 1, (23)

where both the pairing strength and the density of
single-particle states νF are taken at Fermi energy.
Many nuclear systems in the shell-model picture are
close to or even below the point of the BCS instability,
although the pairing correlations still do exist [29].
As will be discussed later, near the phase transition,
in the so-called pair-vibrational regime, the fluctua-
tions drive pair scattering to an almost chaotic level,
leading to a sharp increase in the mixing between
the states of the same seniority. This randomness
makes the approximation (16) or any truncation of
states mixed by the pair vibrations inappropriate. Var-
ious projection techniques also seriously suffer in the
region of weak pairing. More advanced approaches,
such as HFB+RPA, break down in the vicinity of the
phase transition, though the pairing solution can still
be continued into the region beyond the critical point
using the RPA based on the Hartree–Fock solution
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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for a normal state. This treatment drastically im-
proves the prediction for the ground-state energy [18].
The methods of equations of motion [32, 39] and
variational techniques can be used to better account
for the RPA ground-state correlations [40]. Being
applied to superfluid Fermi systems, these methods
demonstrated a considerable improvement [40, 41].

3. EXACT SOLUTION OF THE PAIRING
PROBLEM

Historically, a few suggestions were put forward
for the exact solution of the pairing problem. The
Richardson method, described in the series of pa-
pers [42, 43], provides a formally exact way for solving
the pairing Hamiltonian. This method reduces the
large-scale diagonalization of a many-body Hamilto-
nian matrix in a truncated Hilbert space to a set of
coupled equations (Ωj = 2j + 1)

∑
j

Ωj

2εj − zλ
−
∑
λ′ �=λ

4
zλ′ − zλ

=
2
G

(24)

for unknown parameters zλ, their number being equal
to that of valence particle pairs. The ground-state

energy is then equal to E(N) =
∑N/2

λ zλ.
Recently, this solution was revived and reinter-

preted [44] with the aid of the electrostatic analogy,
similar to that used by Dyson in his theory [45] of ran-
dom level ensembles. Unfortunately, the Richardson
solution is only valid for special pairing forces—for
example, Gjj′ = G = const. It also requires serious
numerical efforts rapidly growing with the number
of particles. Recently, exact solutions have also been
approached with sophisticated mathematical tools as
infinite-dimensional algebras [46]. Such formally ex-
act solutions have a certain merit from a mathemat-
ical point of view and might be useful for developing
simple models [47, 48]. However, they are not very
promising for practical problems in nuclear physics.
The natural way of solving the pairing problem

is related to the direct Fock space diagonalization.
For deformed nuclei with doubly degenerate single-
particle orbitals, this approach supplemented by the
appropriate use of symmetries and truncations was
already shown to be quite effective [49, 50]. The diag-
onalization of the general pairing Hamiltonian (3) is
much simpler than that of the full shell-model Hamil-
tonian due to the possibility of classifying many-body
states within the seniority scheme [3, 4, 51], especially
in the case of spherical symmetry (3). Long ago, it
was shown [51, 52] that this approach is useful not
only in the exactly solvable degenerate model but
in a realistic shell-model context as well. With a
perspective to complement the pairing problem with
the subsequent account of other parts of the residual
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
interaction, we consider this path promising and quite
practical.
It is well known that the pair annihilation Lj , pair

creation L†
j , and occupation number operator (shifted

to the middle of the j subshell)

L◦
j =

1
2
N̂j −

1
4
Ωj, Ωj = 2j + 1, (25)

form an SU(2) algebra of “quasispin” for each j sub-
shell,

[Lj , L
◦
j′ ] = δjj′Lj, [L†

j, L
◦
j′ ] = −δjj′L†

j , (26)

[Lj, L
†
j′ ] = −2δjj′L◦

j .

Therefore, the pairing Hamiltonian (3) preserves all
partial quasispins Λj ,

L2
j = (L◦

j )
2 +

1
2
(L†

jLj + LjL
†
j) = Λj(Λj + 1). (27)

The partial seniority quantum numbers,

sj = Ω/2 − 2Λj , (28)

are also conserved. They express the number of un-
paired, and therefore not participating in the pairing
interaction (3), particles. The fully paired j level cor-
responds to themaximum partial quasispinΛj = Ω/4
and lowest partial seniority sj = 0.

The pair transfer L†
j′Lj between the levels j →

j′ changes the occupancies, i.e., projections L◦
j and

L◦
j′ , keeping intact the lengths of quasispins Λj and

Λj′ , and, whence, seniorities sj and sj′ . The space is
decomposed into sectors with given partial seniorities
sj , and the basis states within each sector can be la-
beled by the set of occupanciesNj under a constraint∑

j Nj = N , the total valence particle number. The
passive (unpaired) particles occupy fixed orbitals and
create nonzero seniorities. They influence the dynam-
ics indirectly, through the Pauli blocking. The states
with zero total seniority s =

∑
j sj have the total spin

J = 0, while for s 
= 0 the further decomposition with
respect to the rotation group is possible, and some
many-body states with different angular momentum
coupling but the same seniorities remain degenerate.
Using the states with given values of sj and var-

ious possible occupancies Nj as a basis, it is easy to
construct the Hamiltonian matrix that is essentially
the matrix with respect to the sets ofNj . The diagonal
matrix elements are

〈{sj}, {Nj}|Hp|{sj}, {Nj}〉 (29)

=
∑

j

[
εjNj −

Gjj

4
(Nj − sj)(Ωj − sj −Nj + 2)

]
.
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Table 1. Single-particle energies and pairing matrix ele-
ments V0(jj; j′j′) (inMeV) for the shell-model space from
100Sn to 132Sn (matrix elements are determined from G-
matrix calculations)

g7/2 d5/2 d3/2 s1/2 h11/2

εj −6.121 −5.508 −3.749 −3.891 −3.778

g7/2 0.9850 0.5711 0.5184 0.2920 1.1454

d5/2 0.7063 0.9056 0.3456 0.9546

d3/2 0.4063 0.3515 0.6102

s1/2 0.7244 0.4265

h11/2 1.0599

Each term in the square brackets gives a full solu-
tion for the pairing problem on a degenerate j level.
Clearly, as long as seniority is small, sj 
 Ωj , each
unpaired particle increases energy by∆j = GjjΩj/4,
and this quantity plays the role analogous to that of
the energy gap in the BCS theory. The off-diagonal
matrix elements for the pair transfer j′ → j are

Hj′→j = −Gjj′

4
[(Nj′ − sj′)(Ωj′ − sj′ −Nj′ + 2)

(30)

× (Ωj − sj −Nj)(Nj − sj + 2)]1/2.

The highest matrix dimension is encountered for
the lowest possible total seniority, s = 0 for an even
number of particles and s = 1 for an odd number of
particles. But, even for heavy nuclei, this dimension
does not exceed a few thousand (in modern shell-
model computations, one has to deal with dimensions
108 and higher in the m scheme). In addition, the
Hamiltonian matrix is very sparse. As a result of the
numerical diagonalization, we obtain the spectrum of
states for a given set of seniorities. For example, for
an even system, the condition s = 0 selects all zero
partial seniorities, sj = 0. All those states correspond
to pair condensates that differ by the distribution
of the average partial occupancies {Nj} among the
subshells. In a standard language of the BCS the-
ory supplemented by the RPA, the excited states for
s = 0 are various pair vibrations. However, here we
do not make any assumptions of boson character or
harmonic spectrum of excitations. The next section
illustrates the typical results of the diagonalization.

4. EXAMPLE: A CHAIN OF EVEN ISOTOPES

The longest known chain of tin isotopes is a sub-
ject of extensive experimental and theoretical studies.
Even considering the proton subsystem, Z = 50, as
PH
an inert core, we have to deal with a neutron model
space that is too large for a direct diagonalization.
Modern computational techniques that use the Lanc-
zos iteration method allow for exact determination of
a few low-lying states in systems with up to 12 va-
lence particles [53]. These results are essential for
testing the approximate techniques. It is known that
pairing correlations play a major role in forming the
ground-state wave functions of tin isotopes.
Unlike in many other nuclear systems, pairing in

tin isotopes is quite strong and stable, being suffi-
ciently above the point of the BCS phase transition.
There is only a relatively minor weakening in themass
region near 114Sn due to a gap between d5/2 and
g7/2 and the rest of the single-particle orbitals. We
specifically would like to explore this region in order
to discuss the physics of the BCS phase transition.
For tin isotopes ranging in mass number from

A = 100 to 132, we assume a configuration space
between the two neutron magic numbers 50 and
82. The valence neutron space contains here five
single-particle orbitals, h11/2, d3/2, s1/2, g7/2, and
d5/2. We adopt parameters shown in Table 1, the
single-particle energies taken from experimental da-
ta and the interaction matrix elements from the G-
matrix calculation [53]. The interaction parameters V0

in Table 1 are related to the pairing strengths Gjj′ as

Gjj′ = V0(jj; j′j′)
2√

(2j + 1)(2j′ + 1)
. (31)

The shell-model calculations with these parameters
reproduce the spectroscopy of tin isotopes in the re-
gionA = 120 to 130with a good accuracy. In parallel,
we discuss similar effects in calcium isotopes, where
we used a well-established FPD6 interaction [24].
The fp neutron valence space covers calcium iso-
topes from 40Ca to 60Ca. The weakening of pairing in
Ca occurs near 48Ca, i.e., for the f7/2 subshell closure.
Results of the calculation for the 114Sn region are
shown in Table 2 and for the 48Ca region in Table 3.
An important consequence of the proximity to the

BCS phase transition is a reduction of pairing corre-
lation energy predicted by the BCS but not confirmed
by the exact solution. In the tin example, the BCS
underpredicts the binding energy by about 0.4 MeV,
while for calcium this number reaches 0.6 MeV. A
similar difference appears in one-nucleon separation
energy Sj(N) = E(N − 1) −E(N) (index j here de-
notes the orbital of the unpaired nucleon in an odd-N
system), as can be seen from the comparison of rows
(e) and (f) with the corresponding BCS prediction,
lines (m) and (n), Tables 2 and 3. As stressed in [29],
this discrepancy can be crucial for the nuclei near drip
lines. Unfortunately, the BCS can hardly be improved
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Table 2. The results of the exact pairing solution (EP)
compared to the BCS solution for the 114Sn nucleus
(the interaction matrix elements are determined by the
G-matrix calculations—see text; the separation energies
Sj , quasiparticle energies ej , and the pairing gaps ∆j are
given in MeV)

g7/2 d5/2 d3/2 s1/2 h11/2

EP

(a) Nj(N) 6.96 4.46 0.627 0.356 1.6

(b) nj(N) 0.870 0.744 0.157 0.178 0.133

(c) u2
j(N) 0.128 0.252 0.838 0.817 0.863

(d) v2
j (N) 0.865 0.736 0.155 0.177 0.131

(e) Sj(N + 1) 2.8 3.13 3.14 3.39 3.29

(f) Sj(N) 6.86 6.55 7.25 6.98 7.12

(g) |〈N + 2; 0|P †
j |N ; 0〉| 0.68 0.779 0.617 0.514 1.03

(h) |〈N ; 0|Pj |N − 2; 0〉| 0.81 0.93 0.524 0.396 0.845

BCS

(i) Nj(N) 6.71 4.14 0.726 0.507 1.91

(j) nj(N) 0.839 0.69 0.181 0.254 0.159

(k) ∆j 1.31 1.43 1.43 1.38 1.25

(l) ej 1.78 1.55 1.86 1.59 1.71

(m) Sj(N + 1) 2.89 3.21 3.11 3.21 3.26

(n) Sj(N) 6.89 6.64 7.2 7.03 7.06

(o) BCS〈0|Pj |0〉BCS 0.734 0.801 0.545 0.435 0.896

Note: EP: E(114Sn) = −86.308, E(116Sn) = −95.942,
E(112Sn) = −75.831. BCS: E(114Sn) = −85.938,
µ = −5.035.

with respect to the treatment of weak pairing. Even
for the complicated particle-number projection tech-
niques accompanied by variational procedures on a
broader set of mean-field states, it remains unclear to
what extent it is possible to describe the pairing phase
transition, and whether the high-lying pair vibrations
are included, the step needed to account for missing
correlation energy.

Another related feature is the difference in pre-
dicted occupation numbers that can be inferred from
comparing rows (a) and (b) with (i) and (j) in Tables 2
and 3. A proper account of this difference can partially
help to correct the binding energy. In the presence
of additional interactions, the monopole contribution
to the energy can be particularly sensitive to the
precise occupation numbers. Furthermore, in the use
of mean-field methods for paired systems, a good
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
Table 3. Properties of the weakly paired 48Ca nucleus
(the FPD6 interaction was used in these calculations; all
energies are given in MeV)

j 7/2 3/2 5/2 1/2

εj −8.39 −6.5 −1.9 −4.48

EP

(a) Nj(N) 6.87 0.85 0.173 0.111

(b) nj(N) 0.858 0.212 0.0288 0.0557

(c) u2
j(N) 0.133 0.779 0.97 0.939

(d) v2
j (N) 0.848 0.212 0.0281 0.0555

(e) Sj(N + 1) 4.48 5.78 1.55 4.09

(f) Sj(N) 9.64 9.75 14.1 11.5

(g) 〈N + 2; 0|P †
j |N ; 0〉 0.706 0.928 0.289 0.309

(h) 〈N ; 0|Pj |N − 2; 0〉 1.07 0.612 0.288 0.232

BCS

(i) Nj(N) 6.5 1.22 0.155 0.124

(j) nj(N) 0.813 0.304 0.0258 0.062

(k) ∆j 1.66 1.44 1.73 1.53

(l) ej 2.13 1.56 5.45 3.18

(m) Sj(N + 1) 4.5 5.66 1.64 4.1

(n) Sj(N) 9.64 9.51 13.8 11.3

(o) BCS〈0|Pj |0〉BCS 0.78 0.651 0.275 0.241

Note: EP: E(48Ca) = −71.215, E(50Ca) = −85.149,
E(46Ca) = −55.501. BCS:E(48Ca) = −70.591, µ = −7.335.

reconstruction of the density matrix generated by the
pairing is of critical importance.
The exact pairing treatment (EP) becomes in-

creasingly important in considering the reaction am-
plitudes with paired nuclei. The one-nucleon tran-
sition amplitudes defined in the exact solution via
Eq. (13) can be compared with the corresponding
BCS quantities. Since, similar to the recursive ap-
proach, these amplitudes connect different nuclei, the
standard BCS relations v2

j = nj , u2
j = 1 − nj , and

u2
j + v2

j = 1 are no longer true. Deviations from these
equalities are clearly enhanced in the phase transition
region, where adding an extra particle can make a
sharp difference. The BCS theory with an uncertain
particle number does not account for such effects.
The pair emission amplitudes generated by normal-
ized pair transfer operators Pj = Lj

√
2/(2j + 1) ex-

hibit even larger differences. Rows (g) and (h) of
Tables 2 and 3 show these amplitudes for adjacent
even systems. The numbers are noticeably different
03
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Fig. 1.Comparison of BCS and EP solutions for the ladder system as a function of pairing strengthG. The single-particle level
spacing sets the unit of energy. (a) Occupationnumbers for the sixth level (first level above the Fermi surface) and spectroscopic
factors for capture and decay are compared. (b) For the same level, the pair emission and pair absorption amplitudes are
compared.
[in the BCS approach, they are replaced with a sin-
gle set shown in row (o)]. These discrepancies are
particularly crucial for weakly bound nuclei, since not
only the binding energy is affected by the improved
treatment of pairing, but also there are significant
corrections to the reaction amplitudes.
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brational states φ (zero seniority) plotted as a function of
excitation energy of the state φ.
PH
Further insight into the situation can be gained
by varying the coupling strength. For this purpose,
we consider a “ladder” model that contains ten dou-
bly degenerate single-particle orbitals equally spaced
with the interval of a unit of energy. The valence space
is assumed to be half-occupiedwithN = 10 particles.
The most interesting region is near the Fermi sur-
face, εF = 5. For Fig. 1, we consider the first single-
particle level above the Fermi energy. As in the pre-
vious example, the BCS result deviates significantly
from the exact solution near the phase transition,
around G = 0.5, as seen from Fig. 1a. In the same
region, one can observe a slight difference between
v2
j , 1 − u2

j , and nj in the exact solution. For the pair
emission process, the differences between the BCS
and exact solution become more pronounced. Here,
the particle-number uncertainty is crucial, since the
level under consideration is above the Fermi energy
forN = 10, but below it forN = 12.
Contrasting the exact solution with the mean-

field picture, we can notice that the occupation-
number operators N̂j in general may have nonzero
off-diagonal matrix elements between states of the
same seniority. In Figs. 2 (114Sn) and 3 (the ladder
model), the matrix elements between the ground
state and all s = 0 states are shown as a function
of excitation energy. In all cases, the off-diagonal
matrix elements rapidly fall off. In the case of weak
pairing (Fig. 3, circles), one can still see the structure
of excited states based on the equidistant single-
particle spectrum. For stronger pairing (compared to
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Fig. 4. Schematic picture of lowest seniority states and possible decays in oxygen isotopes. Dotted arrows indicate the decays
blocked by seniority conservation.
the single-particle level spacing), Fig. 3, triangles, as
well as in the realistic case for spherical symmetry,
Fig. 2, the decrease in matrix elements is more
uniform and can be approximated on average by
an exponential function of excitation energy. This
indicates chaotization of motion even in the sector
with seniority s = 0 [54]. Only a very few states
with relatively large matrix elements may carry pair-
vibrational features. As follows from the extended
shell-model analysis [55], the exponential tails of
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
the strength functions are typical for many-body

quantum chaos [56]. The property of exponential

convergence was demonstrated in [28], and the ex-

trapolation based on this property was later used [57–

59] as a practical tool for getting reliable quantitative

results in shell-model calculations of intractable large

dimensions.
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Table 4. Seniority s = 0 and s = 1 states in oxygen iso-
topes (Energies and neutron decay widths are shown.
Results are compared to the known data. Ground-state
energies relative to the 16O core are given in bold. The rest
of the energies are excitation energies in a given nucleus)

A J E, MeV Γ, keV Eexp, MeV Γexp, keV

16 0 –0.00 0 –0.00 0

17 5/2 –3.94 0 –4.14 0

17 1/2 0.78 0 0.87 0

17 3/2 5.59 96 5.08 96

18 0 –12.17 0 –12.19 0

19 5/2 –15.75 0 –16.14 0

19 1/2 1.33 0 1.47 0

19 3/2 5.22 101 6.12 110

20 0 –23.41 0 –23.75 0

21 5/2 –26.67 0 –27.55 0

21 1/2 1.38 0

21 3/2 4.60 63

22 0 –33.94 0 –34.40 0

23 1/2 –35.78 0 –37.15 0

23 5/2 2.12 0

23 3/2 2.57 13

24 0 –40.54 0 –40.85 0

25 3/2 –39.82 14

25 1/2 2.37 0

25 5/2 4.98 0

26 0 –42.04 0

27 3/2 –40.29 339

27 1/2 3.42 59

27 5/2 6.45 223

28 0 –41.26 121

5. CONTINUUM EFFECTS

As the main interest of low-energy nuclear physics
is moving to nuclei far from the valley of stability, the
continuum effects become exceedingly important for
a unified description of the structure of barely stable
nuclei and corresponding nuclear reactions. The pair-
ing part of the residual interaction in some cases is
the main source of the nuclear binding; spectroscopic
factors and reaction amplitudes are also critically de-
pendent on pairing.
PH
As a demonstration of a realistic shell-model cal-
culation combining the discrete spectrum and the
continuum, we consider oxygen isotopes in the mass
region A = 16 to 28. In this study, we use a uni-
versal sd-shell model description with semiempirical
effective interaction (USD) [25]. The model space in-
cludes three single-particle orbitals 1s1/2, 0d5/2, and
0d3/2 with corresponding single-particle energies of
−3.16,−3.95, and 1.65MeV. The residual interaction
is defined in the most general form with the aid of
a set of 63 reduced two-body matrix elements in
pair channels with angular momentum L and isospin
T , 〈(j3τ3, j4τ4)LT |V |(j1τ1, j2τ2)LT 〉, that scale with
nuclear mass as (A/18)−0.3.
In the discrete spectrum, the full shell-model

treatment is possible for such light systems. Aim-
ing at the study of the continuum effects, which
significantly increase the computational load, here
we truncate the shell-model space to include only
seniority s = 0 and s = 1 states. This method, “exact
pairing + monopole,” is known [29] to work well
for shell-model systems involving only one type of
nucleons (in the case of the oxygen isotope chain,
only neutrons and the interaction matrix elements
with isospin T = 1 are involved). The two important
ingredients of residual nuclear forces are treated by
this method exactly: the monopole interaction that
governs the binding energy behavior throughout the
mass region, and pairing that is responsible for the
emergence of the pair condensate, renormalization of
single-particle properties, and collective pair vibra-
tions.
In the resulting simplified shell-model description,

the set of the original 30 two-body matrix elements in
the T = 1 channel is reduced to 12 most important
linear combinations. Six of these are the two-body
matrix elements for pair scattering in theL = 0 chan-
nel describing pairing, and the other six correspond to
the monopole force in the particle–hole channel,

V̄j,j′ ≡
∑
L�=0

(2L+ 1)〈(j, j′)L1|V |(j, j′)L1〉, (32)

where j and j′ refer to one of the three single-particle
levels.
We assume here that the 0d3/2 orbital belongs to

the single-particle continuum and, therefore, its en-
ergy has an imaginary part. In this model, we account
for two possible decay channels |c〉 for each initial
state |Φ〉, a one-body channel, c = 1, and a two-body
channel, c = 2. The one-body decay changes the se-
niority of the 0d3/2 orbital from 1 to 0 in the decay
of an odd-A nucleus and from 0 to 1 for an even-
A nucleus. The two-body decay with zero angular
momentum of the pair removes two paired particles
and does not change the seniority. The two channels
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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lead to the lowest energy state of allowed seniority
in the daughter nucleus; transitions to excited pair-
vibrational states are ignored. This results in

e3/2(Φ) = ε3/2 −
i

2
α3/2(EΦ − E(1))5/2 (33)

− iα3/2(EΦ − E(2))5/2,

where we assumed that one- and two-body decay pa-

rameters γ(c)
j are related as γ(1)

3/2 = γ
(2)
3/2/2 ≡ γ3/2 and

the particles are emitted in the d-wave with + = 2. The
energy dependence of the widths near decay thresh-
olds E(c) is very important; α3/2 is the reduced width
parameter that differs from γ3/2 by the absence of the
energy factor. Three states with the valence particle
at one of the single-particle orbitals can be identified
as the 5/2+ ground state and 1/2+ and 3/2+ excited
states in the spectrum of 17O. Their energies rela-
tive to 16O correspond to the single-particle energies
in the USD model. Experimental evidence indicates
that the 3/2+ state decays via neutron emission with
the width Γ(17O) = 96 keV. This information allows
us to fix our parameter α3/2 = Γ(17O)/(ε3/2)5/2 =
0.028 (MeV)−3/2. The other two states are particle-
bound, γ1/2 = γ5/2 = 0.

With complex single-particle energies, the non-
Hermitian effective Hamiltonian for the many-body
system is constructed in a regular way [60, 61].
The Hamiltonian includes the Hermitian pairing and
monopole terms as well as the energy-dependent
non-Hermitian effective interaction through the open
decay channels, the structure of which is dictated
by unitarity [61]. Energy dependence is determined
by the proximity of thresholds [Eq. (33)]. We move
along the chain of isotopes starting from 16O. In
this way, for each A the properties of the possible
daughter systems A− 1 and A− 2 are known. The
chain of isotopes under consideration is shown in
Fig. 4, which includes s = 0 and s = 1 states and
indicates possible decays. The decays indicated by
the dotted arrows are blocked in our model due to the
exact seniority conservation. Nonpairing interactions
in the full shell model mix seniorities, making these
decays possible. Since the effective Hamiltonian
depends on energy and all threshold energies have
to be determined self-consistently, we solve this
extremely nonlinear problem iteratively. We start from
the shell-model energies Es.m. corresponding to a
nondecaying system. Then, the diagonalization of the
Hamiltonian at this energy allows us to determine
the next approximation to the complex energies E =
E − (i/2)Γ that give the position and the width of a
resonance. This cycle is repeated until convergence,
which is usually achieved in less than ten iterations.
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
The results of the calculations and comparison
with experimental data for oxygen isotopes are shown
in Table 4. Despite numerous oversimplifications re-
lated to seniority truncation, limitations on the con-
figuration mixing, and restrictions on possible decay
channels and final states, the overall agreement ob-
served in Table 4 is quite good. If experimental data
are not available, the results can be considered as
predictions. The main merit of this calculation is in
demonstrating the power and practicality of the EP
method extended to continuum problems. The same
calculation also predicts [62] the cross sections of the
processes related to the included channels, providing
the unified description of the structure and reactions
with loosely bound nuclei.

6. THERMAL PROPERTIES

A. BCS Approach

The properties of the dense spectrum of highly ex-
cited states are usually described in statistical terms
of level density, entropy, and temperature. The shell-
model analysis [19, 63] revealed a certain similarity
between many-body quantum chaos and thermal-
ization. In particular, the Fermi liquid approach to
the complex many-body system modeled as a gas of
interacting quasiparticles turns out to be applicable
not only in the vicinity of the Fermi surface, but even
at high excitation energy.

Here, we consider the thermalization properties of
the paired system. Related subjects have been re-
cently discussed in the literature by a number of au-
thors (see [64] and references therein). The BCS op-
erates with the quasiparticle thermal ensemble. The
expectation value for an occupancy of a given single-
particle state is

n = 〈a†a〉 = u2〈α†α〉 + v2〈α̃α̃†〉 + uv〈α†α̃† + α̃α〉.
(34)

Under the assumption of the thermal-equilibrium
quasiparticle distribution, the last term in (34) dis-
appears, while the first and the second terms give

〈α†
jαj〉 = νj , 〈α̃jα̃

†
j〉 = 1 − νj̃. (35)

The occupation numbers for quasiparticles are de-
fined by the Fermi distribution with zero chemical
potential,

νj(T ) = [1 + exp(βej)]−1, β = 1/T, (36)

and temperature-dependent quasiparticle energies

ej(T ) =
√

(εj − µ)2 + ∆2
j(T ). (37)
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The thermal evolution of the pairing gap ∆(T ) is
determined by the self-consistent BCS equation with
the quasiparticle blocking factor included,

∆j(T ) =
∑
j′

Gjj′
[1 − νj′(T ) − νj̃′(T )]∆j′(T )

2ej′(T )
.

(38)

The occupation numbers of original particles are
given by

nj = u2
jνj + v2

j (1 − νj), (39)

where the coherence factors u and v also depend
on temperature via ej(T ). (This discussion is closely
related to [65].) As a result, we obtain equations for
the gap (38) and chemical potential using Eq. (39)
at a given external temperature T that governs the
quasiparticle distribution.

B. Statistical Spectroscopy of Pairing
The form of the pairing Hamiltonian allows for a

relatively simple calculation of its spectroscopic mo-
ments. In this section, we limit our consideration to
the zero seniority block of a ladder system of total
capacity Ω with doubly degenerate orbitals; the gen-
eralization for more realistic cases is straightforward.
In the ladder system, the diagonal matrix elements
simply renormalize single-particle energies. It is con-
venient to set the chemical potential to zero and use
variables ε1 = ε1 −G11/2 following Eq. (20). We also
denote the off-diagonal pairing matrix elements as
G12 = (1 − δ12)G12.
The centroid of the distribution is determined by

the single-particle spectrum,
〈〈E〉〉 = Nε̄. (40)

Here, the double brackets imply averaging over
all many-body states, while the overline means av-
eraging over single-particle states according to the
definition

Gk =
2
Ω
tr(Gk). (41)

The second moment of the distribution, the variance,
is a sum in quadratures of the single-particle width
and the width due to pairing,

σ2 = 〈〈(E − 〈〈E〉〉)2〉〉 =
2N(Ω −N)

Ω − 2
(42)

×
(

(ε− ε̄)2 +
1
4
G2

)
.

The third moment, the skewness, indicates deviations
from the normal distribution. It is given by

〈〈(E − 〈〈E〉〉)3〉〉 = −N(Ω −N)(Ω −N − 2)
(Ω − 2)(Ω − 4)

G3.

(43)
PH
All odd central moments are asymmetric in G and
thus vanish for G = 0. The skewness is also a special
case since in the ladder system it does not depend
on single-particle energies. For attractive pairing, the
skewness is always negative, indicating a longer tail
of the distribution towards lower energies. This sup-
ports the pairing character of the low-lying states that
due to their collective nature are pushed further down
from the centroid of the distribution.
The density of states ρ(E) allows for a thermody-

namical determination of the temperature,

1
T

=
∂

∂E
ln (ρ(E)) . (44)

Despite the presence of higher moments, the density
of states of paired systems, as in a more general
class of two-body Hamiltonians [19], can be closely
approximated by a Gaussian distribution. An actual
distribution ρ(E) is shown in Fig. 5. Assuming a
Gaussian distribution with the mean value (40) and
the width σ, Eq. (42), the temperature as a function of
energy can be found [19] using (44),

T (E) =
σ2

〈〈E〉〉 − E
. (45)

The negative-T branch is an artifact of the finite
Hilbert space.
The Gaussian distribution gets distorted when the

pairing becomes strong and the low-lying states be-
come very collective. A minor manifestation of this
collectivity is seen in Fig. 5b for G = 1. As G grows,
the deviations from the Gaussian shape become more
transparent, clearly revealing the seniority structure,
as seen in Fig. 6.

C. Quasiparticle Temperature

As was discussed in detail in [19, 63], there is no
unique definition of temperature in a self-sustaining
isolated mesoscopic system. Complementary to the
thermodynamic (microcanonical) definition of the
previous subsection, we can find the effective value
of temperature for each individual many-body state
by fitting the occupation numbers found in the EP
solution to those given by the thermal ensemble
[Eq. (39)]. We can refer to this assignment as a mea-
surement with the aid of a quasiparticle thermometer
and denote the resulting temperature as T .
The correspondence between excitation energy

and quasiparticle temperature T for each eigenstate
in the 12-level model is presented in Fig. 7. The
scattered points clearly display a regular trend to
thermalization in agreement with the hyperbolas pre-
dicted by Eq. (45). Although the thermodynamic and
quasiparticle temperatures are well correlated (Fig. 8)
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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their numerical scales are different, T ≈ 2.5T . Fur-
thermore, the concept of quasiparticle thermalization
is meaningful only for relatively weak pairing, where
large fluctuations due to the proximity of the phase
transition are present. The quality of thermalization
deteriorates as stronger pairing makes the dynamics
more and more regular. The inability of the strongly
paired system to fully thermalize the dynamics was
demonstrated earlier [54]. The role of nonpairing
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
interactions is essential for equilibration. But the
failure of the single-particle thermometer to reflect
correctly the spectral evolution in the limit of very
strong interaction is a general feature [19, 63].

D. Pairing Phase Transition

In Fig. 9, the pairing gap is plotted as a function
of quasiparticle temperature. The gap was calculated
03
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using Eq. (38) with the quasiparticle temperature
replacing the BCS external temperature parameter.
This makes the consideration consistent with the
occupancies given by Eqs. (36) and (39). The half-
occupied, 12-level ladder model was again used for
this example. The choice of a larger system not only
results in the increased number of s = 0 states, but,
more importantly, reduces the particle-number fluc-
tuations that can disrupt the fitting procedure, espe-
cially in the pairing phase transition region.

Figure 9 demonstrates the phase transition from
the paired state at lower temperature (or excitation
energy) to a normal state at higher temperature.
Few low-lying states have a considerable pairing
gap, whereas the gap disappears in sufficiently ex-
PH
cited states. The invariant entropy [66] can be an

alternative method for visualizing the phase tran-

sition [54, 67]. This quantity is basis-independent

and reflects the sensitivity of a particular eigenstate
to the changes in a parameter of the many-body

Hamiltonian, here, the pairing strength G. The peak

in the invariant entropy points out the location of

the pairing phase transition as a function of G and

excitation energy E of a particular state. However,

it is important to note that the phase transition

pattern is strongly influenced [19, 63] by other parts
of residual interaction.
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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7. NEW THEORETICAL PERSPECTIVES

A. Hartree–Fock Approximation Based on the Exact
Pairing Solution

Instead of the normal Fermi occupation picture
with a Slater determinant as a trial many-body func-
tion for the mean-field approximation, the EP solu-
tion with its specific single-particle occupancies pro-
vides a new starting point for the consistent consider-
ation of other parts of the residual interaction. In this
subsection, we illustrate this point with the help of
Belyaev’s [68] pairing plus quadrupole (P +Q) model
Hamiltonian for a single-j level,

H = −GL†L− χ

2

∑
κ

M†
2κM2κ, (46)

where the multipole operators are defined as

MKκ =
∑

m1m2

(−1)j−m1


 j K j

−m1 κ m2


 a†2a1.

(47)

Only the ratio χ/G of the strength of quadrupole–
quadrupole interaction to the pairing strength is im-
portant since the energy scale can be fixed so that
G = 1.
In the pure pairing limit, χ = 0, the degenerate

pairing model is recovered with the ground-state en-
ergy (Ω = 2j + 1)

E = G
N

4
(Ω −N + 2). (48)

Pairing correlation energy in the BCS with constant
pairing is given by ∆2/G. For the exact solution, we
define the correlation energy as the ground-state ex-
pectation value of the pairing part of the Hamiltonian
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
with the monopole contribution subtracted. In the
degenerate case,

Ecorr = G
N

4
(Ω −N). (49)

The opposite limit with no pairing can be treated
by making a transition to a deformed mean field in
the Hartree approximation [69]. For axially symmetric
deformation, the expectation value of the quadrupole
moment is

〈M20〉 =
∑
m

2[3m2 − j(j + 1)]√
Ω(Ω2 − 1)(Ω2 − 4)

nm (50)

in terms of the occupation numbers nm = 〈a†mam〉 in
the intrinsic frame with the z axis oriented along the
symmetry axis. In this case,

〈M2−2〉 = 〈M22〉 = 0. (51)

The deformed single-particle energies in the body-
fixed frame can be obtained via the usual self-
consistency requirement,

εm = −χ 2[3m2 − j(j + 1)]√
Ω(Ω2 − 1)(Ω2 − 2)

〈M20〉. (52)

The energy minimum for an even-N system cor-
responds to the Fermi occupation of the N/2 low-
est pairwise degenerate orbitals |m| = 1/2, 3/2, . . . ,
(N − 1)/2 for prolate or |m| = j, j − 1, . . . , j −
(N − 2)/2 for oblate shape. The corresponding quad-
rupole moment is then given by

〈M20〉 = −1
2

N(Ω2 −N2)√
Ω(Ω2 − 1)(Ω2 − 4)

(53)

for prolate deformation and

〈M20〉 =
1
2
N(2Ω −N)(Ω −N)√

Ω(Ω2 − 1)(Ω2 − 4)
(54)
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for oblate deformation. Deformation energy is quad-
ratic in 〈M20〉, so that the oblate deformation is pre-
ferred for N < Ω/2 and the prolate one for N > Ω/2.
In the special case of a half-occupied system, the de-
formation energies corresponding to oblate and pro-
late shapes become equal.
The full problem is driven by the competition be-

tween pairing and deformation. While deformation
tends to split the single-particle energies (Nilsson
orbitals), Eq. (52), the pairing can resist such a shape
transition by creating a particle distribution unfavor-
able for deformation. In the single-j model, these
effects have been discussed by Baranger and Ku-
mar [69] with the help of the BCS and the Hartree
approximation. However, as demonstrated earlier, the
BCSmay be unreliable in the transitional region. The
use of the projected HFB and the resulting improve-
ment against traditional HFB for a similar single-j
model have recently been discussed in [70]. Our goal
here is to supplement the Hartree treatment with the
exact pairing solution.
Similar to the Hartree+BCS approach in [69], we

look for a self-consistent solution, where the occu-
pation numbers in the deformed basis agree with the
exact solution to the pairing problem [71]. Prior to
calculations, one can estimate the ratio χ/G corre-
sponding to the BCS phase transition. Assuming for
example an oblate shape with N ≤ Ω/2, we have the
Fermi energy at m = j − (N − 2)/2 with the den-
sity of single-particle states found approximately as
νF = 2/(εm−1 − εm), which for a half-occupied sys-
tem leads to

(χ/G)crit ≈ 3.6Ω. (55)

In Fig. 10, we present the results for a model with
j = 19/2. The particle numberN = 8was selected to
avoid an exactly half-occupied shell when particle–
hole symmetry and oblate-to-prolate shape change
lead to special features that are of no interest for our
goal. For this model, the transition from spherical to
deformed shape takes place at χ/G ≈ 70 [Eq. (55)].
The pairing correlation energy shown in Fig. 10a as
a function of χ/G starts near χ/G = 0 with a value
prescribed by the degenerate model. As the relative
strength of the quadrupole–quadrupole interaction
increases, the deformation inhibits pairing. However,
in Fig. 10a, we see a key difference between the BCS
and exact treatment. Within the BCS, the pairing
correlation energy goes to zero quite sharply once the
system becomes deformed. In contrast, the exact so-
lution finds that pairing correlations decay very slowly
and extend far into the deformed region. In Fig. 10b,
the expectation value of 〈M20〉 is shown as a function
of χ/G. In the pairing limitχ/G → 0, the deformation
is zero, whereas in the deformed limit the value 〈M20〉
PH
is expressed via Eq. (54) or (53). Here again, the exact
treatment produces a softened and extended phase
transition.
The Hartree approximation ignores another im-

portant effect relevant to our consideration, namely,
the contribution of the exchange terms to the pairing
channel. This contribution is particularly strong in
small systems and leads to an additional enhance-
ment of the pairing strength G → G+ 2χ/Ω2 [72].
The results of Hartree–Fock + EP calculations that
include this additional term are shown in Fig. 11.
Due to the exchange term, pairing correlations never
disappear. The presence of pairing correlations in
a pure quadrupole–quadrupole Hamiltonian is also
confirmed by an exact solution in the full shell-model
diagonalization [72]. The BCS treatment, however,
fails to reproduce this effect.

B. New Random Phase Approximation

Here we show how the RPA-like approximation
can be developed starting from the exact solution of
the pairing problem. There are two main types of
RPA used in the literature (and a variety of close
approaches distinguished by the details of the formal-
ism), the RPA based on the vacuum of noninteracting
particles or that of the BCS, or HFB, quasiparticles
(the so-called QRPA). We will try to describe col-
lective vibrations generated by the residual interac-
tion on top of the exact ground state of the pairing
problem. The formalism of the generalized density
matrix [73, 74] seems to be suitable for this purpose.
The generalized density matrix (GDM) is the set

of the operators

R12 = a†2a1 (56)

acting in the full Hilbert space of a many-body sys-
tem; this set at the same time forms a matrix labeled
by single-particle subscripts (1, 2).We do not perform
any canonical transformation to the quasiparticle op-
erators and therefore work invariably within a system
of a certain particle number. The one-body observ-
ables as operators in many-body space are traces of
the GDM operator over single-particle indices,

Q =
∑

a

qa ⇒ Q =
∑
12

q12a
†
1a2 = tr(qR).

(57)

With the Hamiltonian of the system taken as a sum
of independent particle energies in the mean field, ε1,
and the general residual two-body interaction V12;34,
the exact operator equations of motion for the GDM
can be symbolically written as

[R,H] = [S,R], (58)
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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where S is the generalized self-consistent field oper-
ator (a linear functional of the GDM),

S = ε+W{R}, W14{R} =
∑
23

V12;34R32, (59)

and the interaction matrix elements are antisym-
metrized.

Now, we assume that the Hamiltonian contains
the pairing part (1) as well as other residual interac-
tions,H = Hp +H ′. Correspondingly, we can set

R = R◦ +R′, W = W ◦ +W ′, (60)

W ◦ = W{R◦}, W ′ = W{R′}.
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
The assumption of the exact solution of the pairing
problem means that we found the occupancies, R◦,
and the pairing potential,W ◦, satisfying

[R◦,Hp] = [ε+W ◦, R◦]. (61)

This stage of the solution provides the states |s, a〉
with seniority s and energy Esa, where a numbers the
states within the subset of certain seniority; if needed,
we also can explicitly indicate rotational quantum
numbers Ja and Ma. The remaining part R′ of the
GDM should satisfy

[R′,Hp] + [R◦,H ′] + [R′,H ′] (62)

= [W ′, R◦] + [ε+W ◦, R′] + [W ′, R′].
03
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The commutators in such expressions are to be un-
derstood as, for example,

[W ′, R′]12 =
∑

3

(W ′
13R

′
32 −R′

13W
′
32). (63)

This is the point where we can make RPA-like ap-
proximations.
For definiteness, we consider the transitions from

the paired states s = 0, J = 0 to the states with s = 2,
J 
= 0 in the next sector. We are looking for a col-
lective mode that is related to such excitations. This
means that there exist states, in our case coherent
combinations of excited states with certain J , that
have large off-diagonal matrix elements of excitation
by a one-body multipole operator from the ground
state. The latter can in turn be renormalized by the
collective mode. Let us characterize this branch of
the spectrum with the help of collective coordinates
α and conjugate momenta π (we omit in this sym-
bolic derivation their quantum numbers of angular
momentum and its projection). These variables are
Hermitian quantum operators that satisfy the com-
mutation relation [α, π] = i so that no procedure of
subsequent requantization is needed. The collective
Hamiltonian of the mode can be written as

H ′ =
1
2
Cα2 +

1
2B

π2 + . . . , (64)

where the scalar contraction of the tensor operators is
implied and the dots include high-order anharmonic
terms important for the soft mode [75, 76].
We are looking for the operator solution of Eq. (62)

in the form of an expansion in collective operators α
and π,

R′
12 = r

(10)
12 α+ r

(01)
12 π + . . . (65)

and

W ′
12 = w

(10)
12 α+ w

(01)
12 π + . . . , (66)

where the superscripts (n,m) refer to the compo-
nent containing n collective coordinate andm collec-
tive momentum operators. The dots again denote the
higher order parts, n+m > 1, symmetrized in due
way [75, 76]. The collective operators producing the
transition in many-body space are written explicitly,

whereas the coefficients r(nm)
12 and w(nm)

12 are the c
numbers to be found as single-particle amplitudes
of the coherent superposition that forms a collec-
tive mode. The operator expansion (65), (66) does
not assume the smallness of anharmonic effects—
wemerely decompose the problem in various operator
structures. In the present context, we limit ourselves
to the harmonic part, although it can be used [75, 76]
for situations of strong anharmonicity as well.
The operator R, by definition (56), has seniority

selection rules |∆s| = 2. We take in the operator
PH
Eq. (62) matrix elements 〈0|c〉 between the ground
state |0〉 and the collective state |c〉 in the adjacent
sector s = 2 with angular momentum corresponding
to that of collective operators α and π. Now, we eval-
uate the matrix elements of various terms in Eq. (62)
aiming at the segregation of terms linear in α and π.
The first term on the left-hand side gives, according
to Eq. (65),

[R′
12,Hp] = (Ē◦

c − Ē◦
0)(r(10)

12 α+ r
(01)
12 π). (67)

Here, the barred energies are the centroids of the
energy distribution of the actual ground state and
the one-phonon state in the sectors s = 0 and s = 2,
respectively. The second term on the left in Eq. (62)
does not have the required matrix elements, where-
as in the commutator [R′,H ′] we need to perform
commutation explicitly using the assumed form of the
collective operators (65)–(67),

[R′
12,H

′] =
i

B
r
(10)
12 π − iCr

(01)
12 α. (68)

The situation with the terms [W ◦, R′] and [W ′, R◦]
is more complicated. Within each sector of given s,
the pairing solution GDM R◦ has not only diagonal
but also off-diagonal elements between the eigen-
states ofHp. As shown in Figs. 2 and 3, very few pair-
vibrational states have significant off-diagonal matrix
elements of this type. For our illustrative purposes,
here we neglect the off-diagonal terms within a given
sector and take into account only diagonal elements
of R◦ and W ◦. The neglected contributions corre-
spond to the anharmonic admixtures of pair vibra-
tions to multipole modes and can be easily included
in the consideration. Because of the specific charac-
ter of the monopole pairing interaction, the matrix
elements of R◦ and W ◦ are diagonal over single-
particle subscripts as well. Higher order structures in
the collective Hamiltonian and in the GDM, as well
as terms generated by the commutator [W ′, R′], do
not contribute to matrix elements linear in α and π
and with the selection rule ∆s = 2. But, similar to
Eq. (67), the commutators with R◦ and W ◦ bring in
the differences of the single-particle occupancies and
pairing potentials averaged over the states contribut-
ing to the collective mode.
As a result, we come to the coupled equations

for the coordinate and momentum RPA amplitudes
(these contributions can be distinguished by their
behavior under time-reversal operation in the sector
with J 
= 0):

r
(10)
12 Ω12 − iCr

(01)
12 = [n̄2(c) − n̄1(0)]w

(10)
12 , (69)

r
(01)
12 Ω12 +

i

B
r
(10)
12 = [n̄2(c) − n̄1(0)]w

(01)
12 . (70)
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Here, the generalized frequencies are introduced,

Ω12 = Ē◦
c − Ē◦

0 + ε2 − ε1 + W̄ ◦
c − W̄ ◦

0 . (71)

This set of equations leads to a formal solution, anal-
ogous to that in the conventional RPA,

r
(10)
12 =

[n̄2(c) − n̄1(0)]
Ω2

12 − ω2
(Ω12w

(10)
12 + iCw

(01)
12 ), (72)

r
(01)
12 =

[n̄2(c) − n̄1(0)]
Ω2

12 − ω2
(Ω12w

(01)
12 − i

B
w

(10)
12 ), (73)

where the unknown collective frequency is ω =
(C/B)1/2.
The collective elements of the GDM are to be

found from the integral Eqs. (72) and (73) with
the specific choice of the residual interaction self-
consistently generating the field W ′ [Eq. (60)]. This
can be done explicitly in the case of the factoriz-
able multipole–multipole force; the frequency ω and
correct normalization of the mode are also obtained
in this process similar to the standard procedure in
terms of the barred quantities. Having at our disposal

the phonon amplitudes r(10)
12 and r(01)

12 , we can self-
consistently find the barred quantities averaged over
the collective wave functions. This procedure, which
reminds one of the thermal RPA built on the equi-
librium density matrix but with occupation numbers
and mean-field corrections defined by the interaction
rather than by an external heat bath, can be performed
in an iterative manner. The cranking description for
the deformed nucleus can also be reformulated in the
same spirit; it is interesting to note that the pure EP
solution predicts [54] an yrast-line with the moment
of inertia close to the rigid-body value.

8. CONCLUSION

The pioneering work by Belyaev [8] carried out a
detailed analysis of pairing phenomena in nuclei. Ap-
plying the BCS techniques in the nuclear shell-model
environment, he demonstrated the effects of pairing
on various nuclear properties, including the ground-
state structure, single-particle transitions, collective
vibrations, onset of deformations, and rotations. It
was shown that the Cooper phenomenon in systems
with a discrete single-particle spectrum does require,
in contrast to large systems, a certain strength of the
pairing interaction. The drawbacks of the BCS ap-
proximation, related to the particle-number violation
and the sharp disappearance of pairing correlations at
the phase transition point, were also pointed out.
The development started with Belyaev’s work and,

supported by similar studies [77, 78], was continued
throughout the next forty years. Now, the pairing
problem is alive and well, being one of the main
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
chapters of modern nuclear physics and mesoscopic
physics in general. The interest in pairing is con-
stantly revived by the accumulation of data and espe-
cially by the advances towards nuclei from stability,
where the pairing is a key tool that determines the
binding of a system and its response to the excitation.
At this point, it becomes increasingly important to
get rid of the shortcomings of the BCS approximation
and unify the description of the structure and reac-
tions.

We presented a way of solving the pairing problem
essentially along the lines similar to that of Belyaev’s
paper, replacing the BCS approximation by the exact
solution simplified by the seniority symmetry. As a
magnifying glass, this solution reveals and fixes the
weak points of the standard approach. We saw the
importance of the exact treatment for the ground
state, low-lying excitations, coupling through the
continuum, and spectroscopic factors associated with
single-particle removal and pair emission (transfer)
reactions. We could also discuss on the new basis the
global properties of the spectrum, thermalization, and
the phase transition region. In many cases, this exact
treatment of pairing is in practice simpler than solving
the BCS equations with necessary corrections.

Certainly, the pairing problem is only a part of the
physics of strongly interacting self-sustaining sys-
tems. Other interactions, with their own coherent and
chaotic features, should be included in the considera-
tion. We gave preliminary answers to the questions of
further approximations necessary for the cases when
the full problem does not allow for a complete solu-
tion. New generalizations of the mean-field approach
and random-phase approximations can be developed
on the background of the exactly found paired state.
The interplay of pairing and other residual interac-
tions can be an exciting and practically important
topic of future studies.

The inspiring influence of Belyaev’s ideas is grate-
fully acknowledged by the authors, who belong to the
first and third generation of his pupils.
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From the Bose–Einstein to Fermion Condensation*
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Abstract—The appearance of the fermion condensation, which can be compared to the Bose–Einstein
condensation, in different Fermi liquids is considered; its properties are discussed; and a large amount of
experimental evidence in favor of the existence of the fermion condensate (FC) is presented. We show that
the appearance of FC is a signature of the fermion condensation quantum phase transition (FCQPT),
which separates the regions of normal and strongly correlated liquids. Beyond the FCQPT point, the
quasiparticle system is divided into two subsystems, one containing normal quasiparticles and the other,
FC, localized at the Fermi level. In the superconducting state, the quasiparticle dispersion in systems
with FC can be represented by two straight lines, characterized by effective masses M∗

FC and M∗
L and

intersecting near the binding energy E0, which is of the order of the superconducting gap. The same
quasiparticle picture and the energy scale E0 persist in the normal state. We demonstrate that fermion
systems with FC have features of a “quantum protectorate” and show that strongly correlated systems
with FC, which exhibit large deviations from the Landau Fermi liquid behavior, can be driven into the
Landau Fermi liquid by applying a small magnetic field B at low temperatures. Thus, the essence of
strongly correlated electron liquids can be controlled byweakmagnetic fields. A reentrance into the strongly
correlated regime is observed if the magnetic fieldB decreases to zero, while the effective massM∗ diverges
as M∗ ∝ 1/

√
B. The regime is restored at some temperature T ∗ ∝

√
B. The behavior of Fermi systems

that approach FCQPT from the disordered phase is considered. This behavior can be viewed as a highly
correlated one, because the effective mass is large and strongly depends on the density. We expect that
FCQPT takes place in trapped Fermi gases and in low-density neutron matter, leading to stabilization of
the matter by lowering its ground-state energy. When the system recedes from FCQPT, the effective mass
becomes density independent and the system is suited perfectly to be conventional Landau Fermi liquid.
c© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

This paper is dedicated to the eightieth birthday of
S.T. Belyaev, whose contribution to modern theoret-
ical physics is enormous indeed. His interest in and
deep understanding of different domains of physics,
including the experimental one, is very impressive.
Always on the front line of scientific research, he is
a source of inspiration for mature physicists and an
excellent role model for the beginners. We sincerely
wish Belyaev long healthy years to come.

Experimental and theoretical explorations of Bose
systems below the temperatures of Bose–Einstein

∗This article was submitted by the authors in English.
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Israel.

2)Ioffe Physicotechnical Institute, Russian Academy of Sci-
ences, Politekhnicheskaya ul. 26, St. Petersburg, 194021
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3)CTSPS, Clark Atlanta University, Atlanta, GA, 30314
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4)Petersburg Nuclear Physics Institute, Russian Academy of
Sciences, Gatchina, 188350 Russia.

**e-mail: vrshag@thd.pnpi.spb.ru
1063-7788/03/6610-1802$24.00 c©
condensation have entailed great difficulties. Among
the pioneers of the theoretical studies is Belyaev, in
whose papers a solid base for taking into account the
interaction among bosons at low temperatures has
been established [1, 2].

In a system of interacting bosons at temperatures
lower than the temperature of Bose–Einstein con-
densation, a finite number of particles are concen-
trated in the lowest level. In the case of a noninteract-
ing Bose gas at zero temperature, T = 0, this number
is simply equal to the total number of particles in
the system. In a homogeneous system of noninter-
acting bosons, the lowest level is the state with zero
momentum, and the ground-state energy is equal
to zero. For a noninteracting Fermi system, such a
state is impossible, and its ground-state energy Eg.s
reduces to the kinetic energy and is proportional to
the total number of particles. Imagine an interacting
system of fermions with a pure repulsive interaction.
Let us increase its interaction strength. As soon as
it becomes sufficiently large and the potential energy
starts to prevail over the kinetic energy, we can expect
the system to undergo a phase transition when a finite
number of the Cooper-like pairs with an infinitely
2003 MAIK “Nauka/Interperiodica”



FROM THE BOSE–EINSTEIN TO FERMION CONDENSATION 1803
small binding energy can condense at the Fermi level.
Such a state resembles the Bose–Einstein conden-
sation and can be viewed as fermion condensation.
This phase transition leads to the onset of the fermion
condensate (FC) and separates a strongly interacting
Fermi liquid from a strongly correlated one. Low-
ering the potential energy, the fermion condensa-
tion decreases the total energy. Unlike the Bose–
Einstein condensation, which occurs even in a system
of noninteracting bosons, the fermion condensation
can take place if the coupling constant of the interac-
tion is large or the corresponding Landau amplitudes
are large and repulsive.

One of the most challenging problems of modern
physics is the structure and properties of systemswith
large coupling constants. It is well known that the
theory of liquids with strong interaction is close to the
problem of systems with a large coupling constant.
The first solution to this problem was offered by the
Landau theory of Fermi liquids, later called “nor-
mal,” by introducing the notion of quasiparticles and
parameters that characterize the effective interaction
among them [3]. The Landau theory can be viewed as
the low-energy effective theory in which high-energy
degrees of freedom are removed at the cost of intro-
ducing the effective interaction parameters. Usually,
it is assumed that the stability of the ground state of
a Landau liquid is determined by the Pomeranchuk
stability conditions: the stability is violated when even
one of the Landau effective interaction parameters is
negative and reaches a critical value. Note that the
new phase, new ground state, at which the stability
conditions are restored, can in principle again be de-
scribed within the framework of the same theory.

It has been demonstrated, however, rather re-
cently [4] that the Pomeranchuk conditions cover
not all possible instabilities: one of them is missed.
It corresponds to the situation when, at the temper-
ature T = 0, the effective mass, the most important
characteristic of Landau quasiparticles, can become
infinitely large. Such a situation, leading to profound
consequences, can take place when the correspond-
ing Landau amplitude being repulsive reaches some
critical value. This leads to a completely new class of
strongly correlated Fermi liquidswith FC [4, 5], which
is separated from that of a normal Fermi liquid by
the fermion condensation quantum phase transition
(FCQPT) [6].

In the FCQPT case, we are dealing with the
strong coupling limit, where an absolutely reliable
answer cannot be given on the bases of a pure
theoretical first-principles foundation. Therefore, the
only way to verify that FC occurs is to consider
experimental facts that can be interpreted as con-
firming the existence of such a state. We believe that
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
these facts are seen in some features of those two-
dimensional (2D) systems with interacting electrons
or holes which can be represented by doped quantum
wells and high-Tc superconductors. Considering the
heavy-fermion metals, the 2D systems of 3He, the
trapped neutrons, and Fermi gases, we will show that
FC can also exist in these systems.

The goal of our paper is to describe the behavior of
Fermi systems with FC and to show that the existing
data on strongly correlated liquids can be well under-
stood within the theory of Fermi liquids with FC. In
Section 2, we review the general features of Fermi
liquids with FC in their normal state. Section 3 is
devoted to consideration of the superconductivity in
the presence of FC. We show that the superconduct-
ing state is totally transformed by the presence of FC.
For instance, themaximumvalue∆1 of the supercon-
ducting gap can be as large as ∆1 ∼ 0.1εF, while for
normal superconductors one has∆1 ∼ 10−3εF. Here,
εF is the Fermi level. In Section 4, we describe the
quasiparticle’s dispersion and its line shape and show
that they strongly deviate from the case of normal
Landau liquids. In Section 5, we apply our theory to
explain the main properties of heavy-fermion metals.
We demonstrate that it is possible to control the main
properties, or even the essence, of strongly correlated
electron liquids by weak magnetic fields. Section 6
deals with the possibility of FCQPT in different Fermi
systems, such as 2D systems of electrons and 2D 3He
liquids, neutron matter at low density, and trapped
Fermi gases. In Section 7, we describe the behavior of
Fermi systems which approach FCQPT from the dis-
ordered phase. In the vicinity of FCQPT, this behavior
can be viewed as a highly correlated one, because the
effective mass is large and strongly depends on the
density. Finally, in Section 8, we summarize our main
results.

2. NORMAL STATE OF FERMI LIQUIDS
WITH FC

Let us start by explaining the important points
of the FC theory, which is a special solution of the
Fermi liquid theory equations [3] for the quasiparticle
occupation numbers n(p, T ),

δ(F − µN)
δn(p, T )

= ε(p, T ) − µ(T ) (1)

− T ln
1− n(p, T )
n(p, T )

= 0,

which depends on the momentum p and temperature
T . Here, F = E − TS is the free energy, S is the
entropy, and µ is the chemical potential, while

ε(p, T ) =
δE[n(p, T )]
δn(p, T )

(2)
03
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is the quasiparticle energy. This energy is a functional
of n(p, T ), just like the total energy E[n(p, T )], en-
tropy S[n(p, T )], and other thermodynamic functions.
The entropy S[n(p, T )] is given by the familiar expres-
sion

S[n(p, T )] = −
∑

p

[n(p, T ) lnn(p, T )

+(1− n(p, T )) ln(1− n(p, T ))] ,

which stems from purely combinatorial considera-
tions. Equation (1) is usually presented as the Fermi–
Dirac distribution

n(p, T ) =
{
1 + exp

[
ε(p, T )− µ

T

]}−1

. (3)

At T → 0, one gets from Eqs. (1) and (3) the stan-
dard solution nF(p, T → 0) → θ(pF − p), with ε(p �
pF)−µ = pF(p− pF)/M∗

L, where pF is the Fermi mo-
mentum andM∗

L is the Landau effective mass [3]:

1
M∗

L
=

1
p

dε(p, T = 0)
dp

|p=pF. (4)

It is implied that M∗
L is positive and finite at the

Fermi momentum pF. As a result, the T -dependent
corrections to M∗

L, to the quasiparticle energy ε(p),
and to other quantities start with T 2 terms. But this
solution is not the only one possible. There exist also
“anomalous” solutions to Eq. (1) associated with the
so-called fermion condensation [4, 7]. Being continu-
ous and satisfying the inequality 0 < n(p) < 1 within
some region in p, such solutions n(p) admit a finite
value for the logarithm in Eq. (1) at T → 0, yielding

ε(p) =
δE[n(p)]
δn(p)

= µ; pi ≤ p ≤ pf . (5)

At T = 0, Eq. (5) determines the FCQPT, possessing
solutions at some density x = xFC as soon as the
effective interfermion interaction becomes sufficiently
strong [7, 8]. For instance, in an ordinary electron
liquid, the effective interelectron interaction is pro-
portional to the dimensionless average interparticle
distance rs = r0/aB, with r0 ∼ 1/pF being the aver-
age distance and aB the Bohr radius. When fermion
condensation can take place at rs > 1, it is considered
to be in a low-density electron liquid [8].

Equation (5) leads to the minimum value of E, as
a functional of n(p), when a strong rearrangement
of the single-particle spectra can take place in the
system under consideration. We see from Eq. (5)
that the occupation numbers n(p) become variational
parameters: the FC solution appears if the energy
E can be lowered by alteration of the occupation
numbers n(p). Thus, within the region pi < p < pf ,
the solution n(p) = nF(p) + δn(p) deviates from the
PH
Fermi step function nF(p) in such a way that the
energy ε(p) stays constant, while outside this region
n(p) coincides with nF(p). It is essential to note that
the general consideration presented above has been
verified by inspecting some simple models. As a re-
sult, it was shown that the onset of the FC does lead
to lowering of the free energy [7, 9].

It follows from the above consideration that the
superconductivity order parameter κ(p) =√
n(p)(1 − n(p)) has a nonzero value over the region

occupied by FC. The superconducting gap ∆(p),
being linear in the coupling constant of the particle–
particle interaction V (p1,p2), increases the value of
Tc because one has 2Tc � ∆1 [9] within the standard
Bardeen–Cooper–Schrieffer (BCS) theory [10]. As
shown in Section 3, if the superconducting gap is
nonzero, ∆1 
= 0, the FC quasiparticle effective mass
becomes finite. Consequently, the density of states at
the Fermi level becomes finite and the quasiparticles
involved are delocalized. On the other hand, even
at T = 0, ∆1 can vanish, provided the interparticle
interaction V (p1,p2) is either repulsive or absent.
Then, as seen from Eq. (5), the Landau quasiparticle
system becomes separated into two subsystems. The
first contains the Landau quasiparticles, while the
second, related to FC, is localized at the Fermi surface
and is formed by dispersionless quasiparticles. As a
result, beyond the point of the FC phase transition,
the standard Kohn–Sham scheme for the single-
particle equations is no longer valid [11]. Such a
behavior of systems with FC is clearly different from
what one expects from the well-known local-density
approach. Therefore, this in generally a very powerful
method is hardly applicable to the description of
systems with FC. It is also seen from Eq. (5) that
a system with FC has a well-defined Fermi surface.

Let us assume that, with the decrease in the den-
sity or growth of the interaction strength, FC has
just taken place. It means that pi → pf → pF, and
the deviation δn(p) is small. Expanding the functional
E[n(p)] in a Taylor series with respect to δn(p) and
retaining the leading terms, one obtains from Eq. (5)
the following relation:

µ = ε(p) = ε0(p) +
∫

FL(p,p1)δn(p1)
dp1

(2π)2
; (6)

pi ≤ p ≤ pf ,

where FL(p,p1) = δ2E/δn(p)δn(p1) is the Landau
effective interaction. Both quantities, the interaction
and the single-particle energy ε0(p), are calculated
at n(p) = nF(p). Equation (6) acquires nontrivial so-
lutions at some density x = xFC, and FCQPT takes
place if the Landau amplitudes depending on the den-
sity are positive and sufficiently large so that the po-
tential energy is greater than the kinetic energy. Then,
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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the transformation of the Fermi step function n(p) =
θ(pF − p) into the smooth function defined by Eq. (5)
becomes possible [4, 7]. It is seen from Eq. (5) that
the FC quasiparticles form a collective state, since
their energies are defined by the macroscopic number
of quasiparticles within the momentum region pi–pf .
The shape of the excitation spectra related to FC is
not affected by the Landau interaction, which, gen-
erally speaking, depends on the system’s properties,
including the collective states, impurities, etc. The
only thing determined by the interaction is the width
of the FC region pi–pf , provided the interaction is
sufficiently strong to produce the FC phase transition
at all. Thus, we can conclude that the spectra related
to FC are of a universal form, being dependent, as we
will see below, mainly on temperature T if T > Tc or
on the superconducting gap at T < Tc.

According to Eq. (1), the single-particle excita-
tions ε(p, T ) within the interval pi–pf at Tc ≤ T �
Tf are linear in T , which can be simplified at the Fermi
level [12]. One obtains by expanding ln(. . .) in terms
of n(p)

ε(p, T ) − µ(T ) = T ln
1− n(p)
n(p)

(7)

� T
1− 2n(p)
n(p)

∣∣∣∣
p�pF

.

Here, Tf is the temperature above which FC effects
become insignificant [9],

Tf

εF
∼

p2
f − p2

i

2MεF
∼ ΩFC

ΩF
. (8)

In this formula, M denotes the bare electron mass,
ΩFC is the FC volume, εF is the Fermi energy, and
ΩF is the volume of the Fermi sphere. We note
that, at Tc ≤ T � Tf , the occupation numbers n(p)
are approximately independent of T , being given by
Eq. (5). According to Eq. (1), the dispersionless
plateau ε(p) = µ is slightly turned counterclockwise
about µ. As a result, the plateau is just a little tilted
and rounded off at the end points. According to
Eq. (7), the effective massM∗

FC related to FC is given
by

M∗
FC � pF

pf − pi

4T
. (9)

To obtain Eq. (9), an approximation for the derivative
dn(p)/dp � −1/(pf − pi) was used.

Having in mind that (pf − pi) � pF and using
Eqs. (8) and (9), we obtain the following estimates for
the effective massM∗

FC:

M∗
FC

M
∼ N(0)

N0(0)
∼ Tf

T
. (10)
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Equations (9) and (10) show the temperature depen-
dence of M∗

FC. In Eq. (10), N0(0) is the density of
states of noninteracting electron gas and N(0) is the
density of states at the Fermi level. Multiplying both
sides of Eq. (9) by (pf − pi), we obtain the energy
scale E0 separating the slowly dispersing low-energy
part related to the effective massM∗

FC from the faster
dispersing relatively high energy part defined by the
effective massM∗

L [6, 13]:

E0 � 4T. (11)

It is seen from Eq. (11) that the scale E0 does not de-
pend on the condensate volume. The single-particle
excitations are defined according to Eq. (9), by the
temperature and by (pf − pi), given by Eq. (5). Thus,
we conclude that the one-electron spectrum is neg-
ligibly disturbed by thermal excitations, impurities,
etc., which are the features of the “quantum protec-
torate” [14, 15].

It is pertinent to note that, outside the FC region,
the single-particle spectrum is not affected by the
temperature, being defined byM∗

L. Thus, we come to
the conclusion that a system with FC is characterized
by two effective masses: M∗

FC, which is related to
the single-particle spectrum at a lower energy scale,
and M∗

L, describing the spectrum at a higher energy
scale. The existence of two effective masses is man-
ifested by a break (or kink) in the quasiparticle dis-
persion, which can be approximated by two straight
lines intersecting at the energy E0. This break takes
place at temperatures Tc ≤ T � Tf , in accord with
the experimental data [16], and, as we will see, at
T ≤ Tc, which is also in accord with the experimental
facts [16, 17]. The quasiparticle formalism is appli-
cable to this problem, since the width γ of single-
particle excitations is not large compared to their
energy, being proportional to the temperature, γ ∼ T ,
at T > Tc [9]. The line shape can be approximated by
a simple Lorentzian [13], consistent with experimen-
tal data obtained from scans at a constant binding
energy [18] (see Section 4).

It is seen from Eqs. (5) and (10) that, at the point
of FC phase transition pf → pi → pF, M∗

FC and the
density of states tend to infinity. One can conclude
that, at T = 0 and as soon as x → xFC, FCQPT takes
place, being connected to the absolute growth ofM∗

L.
It is essential to have in mind that the onset of the

charge-density-wave instability in a many-electron
system, such as an electron liquid, which takes place
as soon as the effective interelectron constant reaches
its critical value rs = rcdw, is preceded by unlimited
growth of the effective mass (see Section 4). There-
fore, the FC occurs before the onset of the charge-
density wave. Hence, at T = 0, when rs reaches its
critical value rFC corresponding to xFC, rFC < rcdw,
03
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FCQPT inevitably takes place [8]. It is pertinent to
note that this growth of the effective mass with de-
creasing electron density was observed experimen-
tally in a metallic 2D electron system in silicon at
rs � 7.5 [19]. Therefore, we can take rFC ∼ 7.5. On
the other hand, there exist charge density waves or
strong fluctuations of charge ordering in underdoped
high-Tc superconductors [20]. Thus, the formation
of FC in high-Tc compounds can be thought of as
a general property of an electron liquid of low den-
sity that is embedded in these solids rather than an
uncommon and anomalous solution to Eq. (1) [8].
Beyond the point of FCQPT, the condensate vol-
ume is proportional to (rs − rFC), as well as Tf/εF ∼
(rs − rFC)/rFC, at least when (rs − rFC)/rFC � 1,
and we obtain

rs − rFC
rFC

∼ pf − pi

pF
∼ xFC − x

xFC
. (12)

FC serves as a stimulator that creates new phase
transitions, which lift the degeneration of the spec-
trum. For example, FC can generate spin-density
waves or an antiferromagnetic phase transition, thus
leading to a whole variety of new properties of the
system under consideration. Then, the onset of the
charge-density-wave is preceded by FCQPT, and
both of these phases can coexist at a sufficiently low
density, when rs ≥ rcdw.

We have demonstrated above that superconduc-
tivity is strongly aided by FC, because both of the
phases are characterized by the same order param-
eter. As a result, the superconductivity, removing the
spectrum degeneration, “wins” the competition with
the other phase transitions up to the critical temper-
ature Tc. We now turn to the consideration of the
superconducting state and quasiparticle dispersions
at T ≤ Tc.

3. THE SUPERCONDUCTING STATE

At T = 0, the ground-state energy
Eg.s[κ(p), n(p)] of a 2D electron liquid is a functional
of the order parameter of the superconducting state
κ(p) and of the quasiparticle occupation numbers
n(p). This energy is determined by the known equa-
tion of the weak-coupling theory of superconductivity
(see, e.g., [21])

Eg.s = E[n(p)] +
∫

λ0V (p1,p2)κ(p1) (13)

× κ∗(p2)
dp1dp2

(2π)4
.

Here, E[n(p)] is the ground-state energy of a normal
Fermi liquid, n(p) = v2(p), and κ(p) =
PH
v(p)
√

1− v2(p). It is assumed that the pairing in-
teraction λ0V (p1,p2) is weak. Minimizing Eg.s with
respect to κ(p), we obtain the equation connecting
the single-particle energy ε(p) to∆(p),

ε(p)− µ = ∆(p)
1− 2v2(p)

2κ(p)
, (14)

where the single-particle energy ε(p) is determined
by the Landau Eq. (2). The equation for the super-
conducting gap∆(p) takes the form

∆(p) = −
∫

λ0V (p,p1)κ(p1)
dp1

4π2
(15)

= −1
2

∫
λ0V (p,p1)

∆(p1)√
(ε(p1)− µ)2 + ∆2(p1)

dp1

4π2
.

If λ0 → 0, then the maximum value ∆1 → 0 and
Eq. (14) reduces to Eq. (5) [4]:

ε(p)− µ = 0, if 0 < n(p) < 1; pi ≤ p ≤ pf .
(16)

Now, we can study the relationships between the
state defined by Eq. (16), or by Eq. (5), and the super-
conductivity. At T = 0, Eq. (16) defines a particular
state of a Fermi liquid with FC for which the modulus
of the order parameter |κ(p)| has finite values in the
LFC range of momenta pi ≤ p ≤ pf , and ∆1 → 0 in
the LFC. Such a state can be considered as super-
conducting, with an infinitely small value of ∆1, so
that the entropy of this state is equal to zero. It is
obvious that this state, being driven by the quantum
phase transition, disappears at T > 0 [6]. Any quan-
tum phase transition that takes place at temperature
T = 0 is determined by a control parameter other
than temperature, for instance, by pressure, by mag-
netic field, or by the density of mobile charge carriers
x ∼ 1/r2

s . The quantum phase transition occurs at
the quantum critical point. In a common case, this
point is the end of a line of continuous transitions at
T = 0.

As any phase transition, the quantum phase tran-
sition is related to the order parameter, which in-
duces a broken symmetry. In our case, as we show
in Section 2, the control parameter is the density of a
system, which determines the strength of the Landau
effective interaction, and the order parameter is κ(p).
As we point out in Section 5, the existence of such a
state can be revealed experimentally. Since the order
parameter κ(p) is suppressed by a magnetic field B,
when B2 ∼ ∆2

1, a weak magnetic field B will destroy
the state with FC, converting the strongly correlated
Fermi liquid into a normal Landau Fermi liquid. In
this case, the magnetic field plays the role of the
control parameter.
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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When pi → pF → pf , Eq. (16) determines the
critical point rFC at which FCQPT takes place. It
follows fromEq. (16) that the system becomes divided
into two quasiparticle subsystems: the first subsys-
tem in the LFC range is characterized by quasipar-
ticles with effective mass M∗

FC ∝ 1/∆1, while the
second one is occupied by quasiparticles with finite
mass M∗

L and momenta p < pi. The density of states
near the Fermi level tends to infinity, N(0) ∼ M∗

FC ∼
1/∆1. The quasiparticles withM∗

FC occupy the same
energy level and form pairs with binding energy of the
order of∆1 and with average momentum p0, p0/pF ∼
(pf − pi)/pF � 1. Therefore, this state strongly re-
sembles Bose–Einstein condensation when quasi-
particles occupy the same energy level. But these
have to be spread over the range LFC in momentum
space due to the exclusion principle. In contrast to
Bose–Einstein condensation, the fermion conden-
sation temperature is Tc = 0. And in contrast to
ordinary superconductivity, fermion condensation is
driven by Landau repulsive interaction rather than by
relatively weak attractive quasiparticle–quasiparticle
interaction λ0V (p1,p2).

If λ0 
= 0, ∆1 becomes finite, leading to a finite
value of the effective massM∗

FC in LFC, which can be
obtained from Eq. (14) [6, 13]:

M∗
FC � pF

pf − pi

2∆1
. (17)

As to the energy scale, it is determined by the param-
eter E0:

E0 = ε(pf )− ε(pi) � 2
(pf − pF)pF

M∗
FC

� 2∆1. (18)

It is natural to assume that we have returned
back to the Landau Fermi liquid theory, eliminating
high-energy degrees of freedom and introducing the
quasiparticles. The only difference between the Lan-
dau Fermi liquid and Fermi liquid after FCQPT is
that we have to expand the number of relevant low-
energy degrees of freedom by introducing a new type
of quasiparticles with effective mass M∗

FC given by
Eq. (17) and energy scaleE0 given by Eq. (18). Prop-
erties of these new quasiparticles are closely related to
the properties of the superconducting state, as follows
from Eqs. (14), (17), and (18). We may say that the
quasiparticle system in the range LFC becomes very
“soft” and is to be considered as a strongly correlated
liquid. On the other hand, the system’s properties and
dynamics are dominated by a strong collective effect
having its origin in FCQPT and determined by the
macroscopic number of quasiparticles in the range
LFC. Such a system cannot be disturbed by the scat-
tering of individual quasiparticles and has features of
a “quantum protectorate” [6, 14, 15].
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We assume that the range LFC is small, (pf −
pF)/pF � 1, and 2∆1 � Tf , so that the order pa-
rameter κ(p) is governed mainly by FC [6, 26]. To
solve Eq. (15) analytically, we take the BCS approx-
imation for the interaction [10]: λ0V (p,p1) = −λ0 if
|ε(p) − µ| ≤ ωD, i.e., the interaction is zero outside
this region, with ωD being the characteristic phonon
energy. As a result, the gap becomes dependent only
on the temperature, ∆(p) = ∆1(T ), being indepen-
dent of the momentum, and Eq. (15) takes the form

1 = NFCλ0

E0/2∫
0

dξ√
ξ2 + ∆2

1(0)
(19)

+NLλ0

ωD∫
E0/2

dξ√
ξ2 + ∆2

1(0)
.

Here, we set ξ = ε(p) − µ and introduce the density
of states NFC in the LFC, or E0, range. It follows
from Eq. (17) thatNFC = (pf − pF)pF/2π∆1(0). The
density of states NL in the range (ωD − E0/2) has
the standard form NL = M∗

L/2π. If the energy scale
E0 → 0, Eq. (19) reduces to the BCS equation. On
the other hand, assuming that E0 ≤ 2ωD and omit-
ting the second integral on the right-hand side of
Eq. (19), we obtain

∆1(0) =
λ0pF(pf − pF)

2π
ln
(
1 +

√
2
)

(20)

= 2βεF
pf − pF
pF

ln
(
1 +

√
2
)
,

where the Fermi energy εF = p2
F/2M

∗
L, and the di-

mensionless coupling constant β is given by the re-
lation β = λ0M

∗
L/2π. Taking the usual values of β

as β � 0.3 and assuming (pf − pF)/pF � 0.2, we get
fromEq. (20) a large value of∆1(0) ∼ 0.1εF, while for
normal metals one has ∆1(0) ∼ 10−3εF. Taking into
account the omitted integral, we obtain

∆1(0) � 2βεF
pf − pF
pF

ln
(
1 +

√
2
)

(21)

×
(
1 + β ln

2ωD

E0

)
.

It is seen from Eq. (21) that the correction due to
the second integral is small, provided E0 � 2ωD.
Below, we show that 2Tc � ∆1(0), which leads to
the conclusion that there is no isotope effect since
∆1 is independent of ωD. But this effect is restored
as E0 → 0. Assuming E0 ∼ ωD and E0 > ωD, we
see that Eq. (21) has no standard solutions ∆(p) =
∆1(T = 0), because ωD < ε(p � pf )− µ and the
interaction vanishes at these momenta. The only
03
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way to obtain solutions is to restore the condition
E0 < ωD. For instance, we can define such amomen-
tum pD < pf that

∆1(0) = 2βεF
pD − pF

pF
ln
(
1 +

√
2
)
= ωD, (22)

while the other part in the LFC range can be occupied
by a gap ∆2 of different sign, ∆1/∆2 < 0. It follows
from Eq. (22) that the isotope effect is preserved,
while both gaps can have s-wave symmetry.

At T � Tc, Eqs. (17) and (18) are replaced by
the equation, which is valid also at Tc ≤ T � Tf in
accordance with Eq. (9) [6],

M∗
FC � pF

pf − pi

4Tc
, E0 � 4Tc; (23)

if Tc ≤ T andM∗
FC � pF

pf − pi

4T
,E0 � 4T.

Equation (19) is replaced by its conventional finite-
temperature generalization

1 = NFCλ0 (24)

×
E0/2∫
0

dξ√
ξ2 + ∆2

1(T )
tanh

√
ξ2 + ∆2

1(T )
2T

+NLλ0

ωD∫
E0/2

dξ√
ξ2 +∆2

1(T )
tanh

√
ξ2 + ∆2

1(T )
2T

.

Setting ∆1(T → Tc) → 0, we obtain from Eq. (24)

2Tc � ∆1(0), (25)

with ∆1(T = 0) being given by Eq. (20). Comparing
Eqs. (17), (23), and (25), we see thatM∗

FC and E0 are
almost temperature independent at T ≤ Tc.

Now let us comment on some special features of
the superconducting state with FC. One can define
Tc as the temperature when ∆1(Tc) ≡ 0. At T ≥ Tc,
Eq. (24) has only the trivial solution ∆1 ≡ 0. On
the other hand, Tc can be defined as a temperature
at which the superconductivity disappears. Thus, we
have two different definitions, which can lead to two
different temperatures Tc and T ∗ in the case of the
d-wave symmetry of the gap. It was shown [13, 22]
that, in the case of the d-wave superconductivity
in the presence of FC, there is a nontrivial solution
to Eq. (24) at Tc ≤ T ≤ T ∗ corresponding to the
pseudogap state. It happens when the gap occupies
only such a part of the Fermi surface, which shrinks
as the temperature increases. Here, T ∗ defines the
temperature at which∆1(T ∗) ≡ 0 and the pseudogap
state vanishes. The superconductivity is destroyed at
Tc, and the ratio 2∆1/Tc can vary in a wide range
and strongly depends upon the material’s properties,
as follows from considerations given in [13, 22, 23].
PH
Therefore, if a pseudogap exists above Tc, then Tc is
to be replaced by T ∗ and Eq. (25) takes the form

2T ∗ � ∆1(0). (26)

The ratio 2∆1/Tc can reach very high values. For
instance, in the case of Bi2Sr2CaCu2O6+δ, where the
superconductivity and the pseudogap are considered
to be of common origin, 2∆1/Tc is about 28, while
the ratio 2∆1/T

∗ � 4, which is in agreement with the
experimental data for various cuprates [24]. Note that
Eq. (20) also gives a good description of the maxi-
mum gap∆1 in the case of d-wave superconductivity,
because the different regions with the maximum ab-
solute value of ∆1 and the maximal density of states
can be considered as disconnected [25]. Therefore,
the gap in this region is formed by attractive phonon
interaction, which is approximately independent of
the momenta.

Consider now two possible types of the super-
conducting gap ∆(p) given by Eq. (15) and defined
by the interaction λ0V (p,p1). If this interaction is
dominated by a phonon-mediated attraction, the even
solution of Eq. (15) with the s wave or the s+ d
mixed waves will have the lowest energy. Provided
the pairing interaction λ0V (p1,p2) is the combi-
nation of both attractive interaction and sufficiently
strong repulsive interaction, the d-wave odd super-
conductivity can take place (see, e.g., [25]). But both
the s-wave even symmetry and the d-wave odd one
lead to approximately the same value of the gap ∆1

in Eq. (21) [26]. Therefore, the nonuniversal pairing
symmetries in high-Tc superconductivity are likely
the result of the pairing interaction and the d-wave
pairing symmetry is not essential. This point of view
is supported by the data [27–31]. If only the d-wave
pairing existed, the transition from superconducting
gap to pseudogap could take place, so that the super-
conductivity would be destroyed at Tc, with the su-
perconducting gap being smoothly transformed into
the pseudogap, which closes at some temperature
T ∗ > Tc [22, 23]. In the case of the s-wave pairing,
we can expect the absence of the pseudogap phe-
nomenon in accordance with the experimental obser-
vation (see [31] and references therein).

We now turn to a consideration of the maximum
value of the superconducting gap ∆1 as a function of
the density x of the mobile charge carriers. Rewriting
in terms of x ∼ r2

s and xFC ∼ r2
FC, which are related

to the variables pi and pf by Eq. (12), Eq. (21) be-
comes

∆1 ∝ β(xFC − x)x. (27)

Here, we take into account that the Fermi level
εF ∝ p2

F, the density x ∝ p2
F, and thus, εF ∝ x. We

can reliably assume that Tc ∝ ∆1, because the em-
pirically obtained simple bell-shaped curve of Tc(x)
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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in the high temperature superconductors [32] should
have only a smooth dependence. Then, Tc(x) in
accordance with the data has the form [33]

Tc(x) ∝ β(xFC − x)x. (28)

As an example of the implementation of the
previous analysis, let us consider the main features of
a room-temperature superconductor. The supercon-
ductor has to be a quasi-2D structure like cuprates.
From Eq. (21), it follows that ∆1 ∼ βεF ∝ β/r2

s .
Noting that FCQPT in 3D systems takes place at
rs ∼ 20 and in 2D systems at rs ∼ 8 [8], we can
expect that ∆1 of 3D systems comprises 10% of the
corresponding maximum value of the 2D supercon-
ducting gap, reaching a value as high as 60 meV for
underdoped crystals with Tc = 70K [34]. On the other
hand, it is seen from Eq. (21) that ∆1 can even be
large, ∆1 ∼ 75 meV, and one can expect Tc ∼ 300 K
in the case of s-wave pairing, as follows from the
simple relation 2Tc � ∆1. In fact, we can safely
take εF ∼ 300meV, β ∼ 0.5, and (pf − pi)/pF ∼ 0.5.
Thus, a possible room-temperature superconductor
has to be the s-wave superconductor in order to get
rid of the pseudogap phenomena, which tremendously
reduces the transition temperature. The density x of
the mobile charge carriers must satisfy the condition
x ≤ xFC and be flexible to reach the optimal doping
level xopt � xFC/2.

Now we turn to the calculations of the gap and the
specific heat at the temperatures T → Tc. It is worth
noting that this consideration is valid provided T ∗ =
Tc, otherwise the discontinuity considered below is
smoothed out over the temperature range T ∗–Tc. For
the sake of simplicity, we calculate themain contribu-
tion to the gap and the specific heat coming from the
FC. The function∆1(T → Tc) is found from Eq. (24)
by expanding the right-hand side of the first integral
in powers of ∆1 and omitting the contribution from
the second integral on the right-hand side of Eq. (24).
This procedure leads to the following equation [26]:

∆1(T ) � 3.4Tc

√
1− T

Tc
. (29)

Thus, the gap in the spectrum of the single-particle
excitations has the usual behavior. To calculate the
specific heat, the conventional expression for the en-
tropy S [10] can be used:

S = −2
∫

[f(p) ln f(p) + (1− f(p)) (30)

× ln(1− f(p))]
dp

(2π)2
,

where

f(p) =
1

1 + exp[E(p)/T ]
; (31)
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E(p) =
√

(ε(p) − µ)2 + ∆2
1(T ).

The specific heat C is determined by the equation

C = T
dS

dT
� 4

NFC

T 2

E0∫
0

f(E)(1 − f(E)) (32)

×
[
E2 + T∆1(T )

d∆1(T )
dT

]
dξ + 4

NL

T 2

×
ωD∫

E0

f(E)(1− f(E))
[
E2 + T∆1(T )

d∆1(T )
dT

]
dξ.

In deriving Eq. (32), we again used the variable ξ and
the densities of states NFC and NL, just as before in
connection with Eq. (19), and employed the notation
E =

√
ξ2 + ∆2

1(T ). Equation (32) predicts the con-
ventional discontinuity δC in the specific heat C at
Tc because of the last term in the square brackets of
Eq. (32). Using Eq. (29) to calculate this term and
omitting the second integral on the right-hand side of
Eq. (32), we obtain

δC � 3
2π

(pf − pi)pF. (33)

This is in contrast to the conventional result, where
the discontinuity is a linear function of Tc. δC is
independent of the critical temperature Tc, because,
as seen from Eq. (17), the density of states varies
inversely with Tc. Note that, in deriving Eq. (33), we
took into account the main contribution coming from
the FC. This term vanishes as soon as E0 → 0, and
the second integral of Eq. (32) gives the conventional
result.

4. THE LINE SHAPE
OF THE SINGLE-PARTICLE SPECTRA

The line shape L(q, ω) of the single-particle spec-
trum is a function of two variables. Measurements
carried out at a fixed binding energy ω = ω0, with
ω0 being the energy of a single-particle excitation,
determine the line shapeL(q, ω = ω0) as a function of
the momentum q. We have shown above thatM∗

FC is
finite and constant at T ≤ Tc. Therefore, at excitation
energies ω ≤ E0, the system behaves like an ordinary
superconducting Fermi liquid with the effective mass
given by Eq. (17) [6, 13]. At Tc ≤ T , the low-energy
effective mass M∗

FC is finite and is given by Eq. (9).
Once again, at energies ω < E0, the system behaves
as a Fermi liquid, the single-particle spectrum is well
defined, and the width of single-particle excitations is
of the order of T [6, 9]. This behavior was observed
in experiments measuring the line shape at a fixed
energy [18, 35].
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The line shape can also be determined as a func-
tion L(q = q0, ω) at a fixed q = q0. At small ω, the
line shape resembles the one considered above, and
L(q = q0, ω) has the characteristic maximum and
width. At energiesω ≥ E0, the quasiparticles with the
mass M∗

L become important, leading to the increase
in L(q = q0, ω). As a result, the functionL(q = q0, ω)
possesses the known peak–dip–hump structure [36]
directly defined by the existence of the two effective
masses M∗

FC and M∗
L [6, 13]. We can conclude that,

in contrast to the Landau quasiparticles, these quasi-
particles have a more complicated line shape.

To develop deeper quantitative and analytical
insight into the problem, we use the Kramers–
Krönig transformation to construct the imaginary
part ImΣ(p, ε) of the self-energy Σ(p, ε) starting
with the real one ReΣ(p, ε), which defines the effec-
tive mass [37]

1
M∗ =

(
1
M

+
1
pF

∂ReΣ
∂p

)/(
1− ∂ReΣ

∂ε

)
. (34)

Here, M is the bare mass, while the relevant mo-
menta p and energies ε obey the following strong
inequalities: |p− pF|/pF � 1 and ε/εF � 1. We take
ReΣ(p, ε) in the simplest form that accounts for the
change in the effective mass at the energy scale E0:

Re Σ(p, ε) = −εM
∗
FC

M
+
(
ε− E0

2

)
M∗

FC −M∗
L

M
(35)

×
[
θ

(
ε− E0

2

)
+ θ

(
−ε− E0

2

)]
.

Here, θ(ε) is a step function. Note that, in order to
ensure a smooth transition from the single-particle
spectrum characterized by M∗

FC to the spectrum
defined by M∗

L, the step function must be replaced
by some smooth function. Upon inserting Eq. (35)
into Eq. (34), we can check that, inside the interval
(−E0/2, E0/2), the effective mass M∗ � M∗

FC, and
outside the interval M∗ � M∗

L. By applying the
Kramers–Krönig transformation to ReΣ(p, ε), we
obtain the imaginary part of the self-energy [26]

Im Σ(p, ε) ∼ ε2
M∗

FC

εFM
+
M∗

FC −M∗
L

M
(36)

×
(
ε ln

∣∣∣∣ε+ E0/2
ε− E0/2

∣∣∣∣+ E0

2
ln
∣∣∣∣ε

2 − E2
0/4

E2
0/4

∣∣∣∣
)
.

We see from Eq. (36) that, at ε/E0 � 1, the imagi-
nary part is proportional to ε2; at 2ε/E0 � 1, ImΣ ∼
ε; and at E0/ε � 1, the main contribution to the
imaginary part is approximately constant. This is the
behavior that gives rise to the known peak–dip–
hump structure. It is seen from Eq. (36) that, when
PH
E0 → 0, the second term on the right-hand side tends
to zero and the single-particle excitations become
better defined, resembling the situation in a nor-
mal Fermi liquid, and the peak–dip–hump structure
eventually vanishes. On the other hand, the quasipar-
ticle amplitude a(p) is given by [37]

1
a(p)

= 1− ∂ Re Σ(p, ε)
∂ε

. (37)

It follows from Eq. (34) that the quasiparticle am-
plitude a(p) rises as the effective mass M∗

FC de-
creases. Since, as follows from Eq. (12), M∗

FC ∼
(pf − pi)/pF ∼ (xFC − x)/xFC, we have to conclude
that the amplitude a(p) rises as the level of doping
increases. Thus, the single-particle excitations be-
come better defined in highly overdoped samples. It
is worth noting that such a behavior was observed
experimentally in highly overdoped Bi-2212, where
the gap size is about 10 meV [38]. Such a small size
of the gap verifies that the region occupied by the FC
is small since E0/2 � ∆1.

5. HEAVY-FERMION METALS

Now, we consider the behavior of a many-electron
system with FC in magnetic fields, assuming that the
coupling constant λ0 
= 0 is infinitely small. As we
have seen in Section 3, at T = 0 the superconduct-
ing order parameter κ(p) is finite in the FC range,
while the maximum value of the superconducting
gap ∆1 ∝ λ0 is infinitely small. Therefore, any small
magnetic field B 
= 0 can be considered as a critical
field and will destroy the coherence of κ(p) and thus
FC itself. To define the type of FC rearrangement,
simple energy arguments are sufficient. On one hand,
the energy gain ∆EB due to the magnetic field B is
∆EB ∝ B2 and tends to zero with B → 0. On the
other hand, occupying the finite-range LFC in the
momentum space, the formation of FC leads to a
finite gain in the ground-state energy [4]. Thus, a new
ground state replacing FC should have almost the
same energy as the former one. Such a state is given
by the multiconnected Fermi spheres resembling an
onion, where the smooth quasiparticle distribution
function n(p) in the LFC range is replaced by a mul-
ticonnected distribution ν(p) [39]:

ν(p) =
n∑

k=1

θ(p− p2k−1)θ(p2k − p). (38)

Here, the parameters pi ≤ p1 < p2 < . . . < p2n ≤ pf

are adjusted to obey the normalization condition
p2k+3∫
p2k

ν(p)
dp

(2π)3
=

p2k+3∫
p2k

n(p)
dp

(2π)3
. (39)
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For definiteness, let us consider the most interesting
case of a 3D system, while the consideration of a
2D system also goes along the same line. We note
that the idea of multiconnected Fermi spheres, with
production of new, interior segments of the Fermi
surface, has been considered already [40, 41]. Let us
assume that the thickness of each interior block is
approximately the same, p2k+1 − p2k � δp, and δp is
defined by B. Then, the single-particle energy in the
region LFC can be fitted by

ε(p)− µ ∼ µ
δp

pF

[
sin
(
p

δp

)
+ b(p)

]
. (40)

The blocks are formed, since all the single-particle
states around the minimum values of the fast sine
function are occupied and those around its maxi-
mum values are empty, the average occupation being
controlled by a slow function b(p) ≈ cos[πn(p)]. It
follows from Eq. (40) that the effective mass m∗ at
each internal Fermi surface is of the order of the bare
mass M , m∗ ∼ M . Upon replacing n(p) in Eq. (5)
by ν(p), defined by Eqs. (38) and (39), and using
Simpson’s rule, we find that the minimum loss in the
ground-state energy due to formation of the blocks is
about (δp)4. This result can be understood by consid-
ering that the continuous FC function n(p) delivers
the minimum value to the energy functional E[n(p)],
while the approximation of ν(p) by steps of size δp
produces the minimum error of the order of (δp)4. On
the other hand, this loss must be compensated by the
energy gain due to the magnetic field. Thus, we come
to the following relation:

δp ∝
√
B. (41)

When the Zeeman splitting is taken into account in
the dispersion law, Eq. (40), each of the blocks is
polarized, since their outer areas are occupied only
by polarized spin-up quasiparticles. Thewidth of each
area in the momentum space δp0 is given by

pFδp0

m∗ ∼ Bµeff, (42)

where µeff ∼ µB is the effective magnetic moment
of an electron. We can consider such a polarization
without altering the previous estimates, since it fol-
lows from Eq. (41) that δp0/δp � 1. The total po-
larization ∆P is obtained by multiplying δp0 by the
number of blocks N , which is proportional to 1/δp,
N ∼ (pf − pi)/δp. Taking into account Eq. (41), we
obtain

∆P ∼ m∗ pf − pi

δp
Bµeff ∝

√
B, (43)

which prevails over the contribution ∼B obtained
within the Landau Fermi liquid theory. On the other
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hand, this quantity can be expressed as

∆P ∝ M∗B, (44)

where M∗ is the “average” effective mass related to
the finite density of states at the Fermi level,

M∗ ∼ Nm∗ ∝ 1
δp
. (45)

We can also conclude that M∗ defines the specific
heat.

Equation (41) can be discussed differently, starting
with a different assumption, namely, that a multicon-
nected Fermi sphere can be approximated by a single
block. Let us set λ0 = 0. Then, the energy gain due
to the magnetic field is given by ∆EB ∼ B2M∗. The
energy loss ∆EFC due to rearrangement of the FC
state can be estimated using the Landau formula [3]

∆EFC =
∫

(ε(p)− µ)δn(p)
dp3

(2π)3
. (46)

As we have seen above, the region occupied by the
variation δn(p) has the length δp, while (ε(p) −
µ) ∼ (p− pF)pF/M∗. As a result, we have ∆EFC =
(δp)2/M∗. Equating ∆EB and ∆EFC and taking into
account Eq. (45), we arrive at the relation

(δp)2

M∗ ∝ (δp)3 ∝ B2

δp
, (47)

which coincides with Eq. (41). It follows from
Eqs. (43) and (44) that the effectivemassM∗ diverges
as

M∗ ∝ 1√
B
. (48)

Equation (48) shows that, by applying a magnetic
field B, the system can be driven back into the
Landau Fermi liquid with the effective mass M∗(B)
dependent on the magnetic field. This means that
the coefficients A(B), γ0(B), and χ0(B) in the
resistivity, ρ(T ) = ρ0 + ∆ρ with ∆ρ = A(B)T 2 and
A(B) ∝ (M∗)2; specific heat, C/T = γ0(B); and
magnetic susceptibility depend on the effective mass
in accordance with the Landau Fermi liquid theory.
It was demonstrated that the constancy of the well-
known Kadowaki–Woods ratio, A/γ2

0 � const [42],
is obeyed by systems in the highly correlated regime
when the effective mass is sufficiently large [43].
Therefore, we are led to the conclusion that, by
applying magnetic fields, the system is driven back
into the Landau Fermi liquid, where the constancy
of the Kadowaki–Woods ratio is obeyed. Since the
resistivity is given by ∆ρ ∝ (M∗)2 [43], we obtain
from Eq. (48)

A(B) ∝ 1
B
. (49)
03
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At finite temperatures, the system remains in the
Landau Fermi liquid, but there exists a temperature
T ∗(B) at which the polarized state is destroyed. To
calculate the function T ∗(B), we observe that the
effective mass M∗ characterizing the single-particle
spectrum cannot be changed at T ∗(B). In other
words, at the crossover point, we have to compare
the effective mass M∗(T ) defined by T ∗(B), Eq. (9),
andM∗(B) defined by the magnetic field B, Eq. (48),
M∗(T ) ∼ M∗(B),

1
M∗ ∝ T ∗(B) ∝

√
B. (50)

As a result, we obtain

T ∗(B) ∝
√
B. (51)

At temperatures T ≥ T ∗(B), the system comes back
into the state with M∗ defined by Eq. (9), and we
do not observe the Landau Fermi liquid behavior. We
can conclude that Eq. (51) determines the line in the
B–T phase diagram which separates the region of
theB-dependent effective mass from the region of the
T -dependent effective mass (see also Section 7). At
the temperature T ∗(B), there occurs a crossover from
the T 2 dependence of the resistivity to the T depen-
dence. It follows from Eq. (51) that a heavy-fermion
system at some temperature T can be driven back
into the Landau Fermi liquid by applying a strong
enough magnetic field B ≥ Bcr ∝ (T ∗(B))2. We can
also conclude that, at finite temperature T , the effec-
tive mass of a heavy-fermion system is relatively field-
independent at magnetic fields B ≤ Bcr and shows a
more pronounced metallic behavior at B > Bcr, since
the effective mass decreases [see Eq. (48)]. The same
behavior of the effective mass can be observed in the
Shubnikov–de Haas oscillation measurements. We
note that our consideration is valid for temperatures
T � Tf . From Eqs. (50) and (51), we obtain a unique
possibility to control the essence of the strongly cor-
related liquid by weak magnetic fields that induce the
change of the non-Fermi liquid behavior to Landau
Fermi liquid behavior.

Now, we can consider the nature of the field-
induced quantum critical point in YbRh2Si2. The
properties of this antiferromagnetic (AF) heavy-
fermion metal with the ordering Néel temperature
TN = 70 mK were recently investigated in [44, 45].
In the AF state, this metal shows Landau Fermi
liquid behavior. As soon as the weak AF order is
suppressed either by a tiny volume expansion or by
temperature, pronounced deviations from the Landau
Fermi liquid behavior are observed. The experimental
facts show that the spin-density wave picture failed
when considering the data obtained [44–46]. We
assume that the electron density in YbRh2Si2 is close
to the critical value (xFC − x)/xFC � 1 [47], so that
PH
the state with FC can be easily suppressed by weak
magnetic fields or by the AF state. In the AF state,
the effective mass is finite and the electron system
of YbRh2Si2 possesses the Landau Fermi liquid be-
havior. When the AF state is suppressed at T > TN,
the system comes back into a non-Fermi liquid.
By tuning TN → 0 at a critical field B = Bc0, the
itinerant AF order is suppressed and replaced by spin
fluctuations [45]. Thus, we can expect the absence
of any long-ranged magnetic order in this state, and
the situation corresponds to a paramagnetic system
with strong correlations without the field, B = 0. As
a result, the FC state is restored and we can observe
non-Fermi-liquid behavior at any temperatures in
accordance with experimental facts [44]. As soon as
an excessive magnetic field B > Bc0 is applied, the
system is driven back into the Landau Fermi liquid.
To describe the behavior of the effective mass, we can
use Eq. (48) replacing B by B −Bc0:

M∗ ∝ 1√
B −Bc0

. (52)

Equation (52) demonstrates the 1/
√
B −Bc0 diver-

gence of the effective mass, and therefore the coef-
ficients γ0(B) and χ0(B) should have the same be-
havior. Meanwhile, the coefficient A(B) diverges as
1/(B −Bc0), being proportional to (M∗)2 [43] and
thus preserving theKadowaki–Woods ratio, in agree-
ment with the experimental finding [44]. To construct
aB–T phase diagram for YbRh2Si2, we use the same
replacement B → B −Bc0 in Eq. (51), so that

T ∗(B) � c
√
B −Bc0, (53)

where c is a constant.
The phase diagram given by Eq. (53) is in good

quantitative agreement with the experimental da-
ta [44]. We note that our consideration is valid
at temperatures T � Tf . The experimental phase
diagram shows that the behavior T ∗ ∝

√
B −Bc0

is observed up to 150 mK [44] and allows us to
estimate the magnitude of Tf , which can reach at
least 1 K in this system. We can conclude that a new
type of quantum critical point observed in a heavy-
fermion metal YbRh2Si2 can be identified as FCQPT
with the order parameter κ(p) and with the gap ∆1

being infinitely small [47, 48]. Recent measurements
on the heavy-metal compound CeRu2Si2 carried
out at microkelvin temperatures down to 170 µK
show that the critical field Bc0 can be as small as
0.02 mT [49]. Note that it follows directly from our
consideration that a similar B–T phase diagram
given by Eq. (53) can be observed at least in the case
of strongly overdoped high-temperature compounds.
This is correct, except very close to the small values
of both B and T , because at T ≤ Tc the magnetic
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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field has to be B > Bc, where Bc is the critical field
suppressing the superconductivity. We assume that
this behavior was observed in overdoped Tl-2201
compounds at millikelvin temperatures [50, 51].

6. APPEARANCE OF FCQPT IN DIFFERENT
FERMI LIQUIDS

It is widely believed that unusual properties of
the strongly correlated liquids observed in high-
temperature superconductors, heavy-fermion metals,
2D 3He, etc., are determined by quantum phase tran-
sitions. Therefore, immediate experimental studies
of relevant quantum phase transitions and of their
quantum critical points are of crucial importance
for understanding the physics of high-temperature
superconductivity and strongly correlated systems.
In case of high-temperature superconductors, these
studies are difficult to carry out, because all the
corresponding area is occupied by the superconduc-
tivity. On the other hand, recent experimental data
on different Fermi liquids in the highly correlated
regime at the critical point and above the point can
help to illuminate both the nature of this point and
the control parameter by which this point is driven.
Experimental facts on strongly interacting high-
density 2D 3He [52, 53] show that the effective mass
diverges when the density at which 2D 3He liquid
begins to solidify is approached [53]. Then, a sharp
increase in the effective mass is observed when in
a metallic 2D electron system the density tends to
the critical density of the metal–insulator transition
point, which occurs at sufficiently low densities [19].
Note that there is no ferromagnetic instability in both
Fermi systems and the relevant Landau amplitude
F a

0 > −1 [19, 53], in accordance with the almost-
localized fermion model [54].

Now, we consider the divergence of the effective
mass in 2D and 3D Fermi liquids at T = 0, when the
density x approaches FCQPT from the side of normal
Landau Fermi liquid. First, we calculate the diver-
gence ofM∗ as a function of the difference (xFC − x)
in the case of 2D 3He. For this purpose, we use the
equation forM∗ obtained in [8], where the divergence
of the effective mass M∗ due to the onset of FC in
different Fermi liquids, including 3He, was predicted:

1
M∗ =

1
M

+
1

4π2
(54)

×
1∫

−1

g0∫
0

v(q(y))
[1−R(q(y), ω = 0, g)χ0(q(y), ω = 0)]2

× ydydg√
1− y2

.
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Here, we adopt the notation pF
√

2(1 − y) = q(y)
with q(y) being the transferred momentum, M is
the bare mass, ω is the frequency, v(q) is the bare
interaction, and the integral is taken over the cou-
pling constant g from zero to its real value g0. In
Eq. (54), bothχ0(q, ω) andR(q, ω, g), being the linear
response function of a noninteracting Fermi liquid
and the effective interaction, respectively, define the
linear response function of the system in question:

χ(q, ω, g) =
χ0(q, ω)

1−R(q, ω, g)χ0(q, ω)
. (55)

In the vicinity of the charge-density wave instability,
occurring at the density xcdw, the singular part of the
function χ−1 on the disordered side is of the well-
known form (see, e.g., [32])

χ−1(q, ω, g) ∝ (xcdw − x) + (q − qc)2 + (g0 − g),
(56)

where qc ∼ 2pF is the wave number of the charge-
density wave order. Upon substituting Eq. (56) into
Eq. (54) and integrating, the equation for the effective
massM∗ can be cast into the form

1
M∗ =

1
M

− C√
xcdw − x

, (57)

with C being some positive constant. It is seen from
Eq. (57) thatM∗ diverges at some point xFC referred
to as the critical point, at which FCQPT occurs, as a
function of the difference (xFC − x) [47]:

M∗ ∝ 1
xFC − x

. (58)

It follows from the derivation of Eqs. (57) and (58)
that their forms are independent of the bare interac-
tion v(q). Therefore, both of these equations are also
applicable to 2D electron liquid or to another Fermi
liquid. It is also seen from Eqs. (57) and (58) that
FCQPT precedes the formation of charge-density
waves. As a consequence of this, the effective mass
diverges at high densities in the case of 2D 3He and
at low densities in case of 2D electron systems, in
accordance with experimental facts [19, 53]. Note
that, in both cases, the difference (xFC − x) has to
be positive, because xFC represents the solution to
Eq. (57). Thus, in considering themany-electron sys-
tems, we have to replace (xFC − x) by (x− xFC). In
case of a 3D system, the effective mass is given by [8]

1
M∗ =

1
M

+
pF
4π2

(59)

×
1∫

−1

g0∫
0

v(q(y))ydydg
[1−R(q(y), ω = 0, g)χ0(q(y), ω = 0)]2

.
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A comparison of Eqs. (54) and (59) shows that there
is no fundamental difference between these equations,
and in the same way we again arrive at Eqs. (57)
and (58). The only difference between 2D electron
systems and 3D ones is that in the latter FCQPT
occurs at densities which are well below those cor-
responding to 2D systems. For bulk 3He, FCQPT
probably cannot take place since it is absorbed by the
first-order solidification [53].

Now, we address the problem of the fermion con-
densation in dilute Fermi gases and in low-density
neutron matter. We consider an infinitely extended
system composed of Fermi particles, or atoms, inter-
acting by an artificially constructed potential with the
desirable scattering length a. These objects may be
viewed as trapped Fermi gases, which are systems
composed of Fermi atoms interacting by a potential
with almost any desirable scattering length, similarly
to that done for trapped Bose gases (see, e.g., [55]).
If a is negative, the system becomes unstable at den-
sities x ∼ |a|−3, provided the scattering length is the
dominant parameter of the problem. That means that
|a| is much bigger than the radius of the interaction
or any other relevant parameter of the system. The
compressibility K(x) vanishes at the density xc1 ∼
|a|−3, making the system completely unstable [56].
Expressing the linear response function in terms of
the compressibility [57],

χ(q → 0, iω → 0) = −
(
d2E

dx2

)−1

, (60)

we find that the linear response function has a pole at
the origin of coordinates, q � 0, ω � 0, at the same
point xc1. To find the behavior of the effective mass
M∗ as a function of the density, we substitute Eq. (56)
into Eq. (59) taking into account that xcdw = xc1

and qc/pF � 1 due to Eq. (60). At low momenta
q/pF ∼ 1, the potential v(q) is attractive, because
the scattering length is the dominant parameter and
negative. Therefore, the integral on the right-hand
side of Eq. (59) is negative and diverges at x → xc1.
The above considerations can also be applied to the
clarification of the fact that the effective mass M∗ is
again given by Eq. (58) with xFC < xc1. Note that
the superfluid correlation cannot stop the system from
squeezing, since its contribution to the ground-state
energy is negative. After all, the superfluid correla-
tions can be considered as additional degrees of free-
dom, which can therefore only decrease the energy.
We conclude that FCQPT can be observed in traps
by measuring the density of states at the Fermi level,
which becomes extremely large as x → xFC. Note
that, at these densities, the system remains stable
because xFC < xc1. It seems quite probable that the
neutron–neutron scattering length (a � −20 fm) is
PH
sufficiently large to be the dominant parameter and
to permit the neutron matter to have an equilibrium
energy, density, and the singular point xc1, at which
the compressibility vanishes [58]. Therefore, we can
expect that FCQPT takes place in low-density neu-
tron matter, leading to stabilization of the matter by
lowering its ground-state energy. A more detailed
analysis of this possibility will be published elsewhere.

A few remarks are in order. We have seen that,
above the critical point xFC, the effective mass M∗

is finite and, therefore, the system exhibits the Lan-
dau Fermi liquid behavior. If |x− xFC|/xFC � 1, the
behavior can be viewed as a highly correlated one, be-
cause the effective mass, given by Eq. (58), strongly
depends on the density and is very large (see Sec-
tion 7). Beyond this region, the effective mass is
approximately constant and the system becomes a
normal Landau Fermi liquid. We can expect to ob-
serve such a highly correlated electron (or hole) liq-
uid in heavily overdoped high-Tc compounds, which
are located beyond the superconducting dome. We
recall that, beyond the FCQPT point, the supercon-
ducting gap ∆1 can be very small or even absent
[see Eq. (27)]. Indeed, recent experimental data have
shown that this liquid does exist in heavily overdoped
nonsuperconducting La1.7Sr0.3CuO4 [59].

7. BEHAVIOR OF HIGHLY CORRELATED
LIQUID

As we have seen in Section 6, when a Fermi sys-
tem approaches FCQPT from the disordered phase,
it remains the Landau Fermi liquid with the effective
massM∗ strongly depending on the density xFC − x,
temperature, and magnetic field B, provided that
|xFC − x|/xFC � 1 and T ≥ T ∗(x) [47]. This state of
the system, withM∗ strongly depending on T , x, and
B, resembles a strongly correlated liquid. In contrast
to a strongly correlated liquid, there is no energy scale
E0 and the system under consideration is the Landau
Fermi liquid at sufficiently low temperatures with
the effective mass M∗ � const. Therefore, this liquid
can be called a highly correlated liquid. Obviously,
a highly correlated liquid must have uncommon
properties.

In this section, we study the behavior of a highly
correlated electron liquid in magnetic fields. We show
that, at T ≥ T ∗(x), the effective mass starts to de-
pend on the temperature, M∗ ∝ T−1/2. This T−1/2

dependence of the effective mass at elevated temper-
atures leads to the non-Fermi liquid behavior of the
resistivity, ρ(T ) ∼ ρ0 + aT + bT 3/2. The application
of magnetic field B restores the common T 2 behav-
ior of the resistivity, ρ � ρ0 +AT 2, with A ∝ (M∗)2.
Both the effective mass and coefficient A depend on
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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the magnetic field, M∗(B) ∝ B−2/3 and A ∝ B−4/3

being approximately independent of the temperature
at T ≤ T ∗(B) ∝ B4/3. At T > T ∗(B), the T−1/2 de-
pendence of the effective mass is reestablished. We
demonstrate that this B–T phase diagram has a
strong impact on the magnetoresistance (MR) of
the highly correlated electron liquid. The MR as a
function of the temperature exhibits a transition from
negative values of MR at T → 0 to positive values at
T ∝ B4/3. Thus, at T ≥ T ∗(B), MR as a function of
the temperature possesses a node at T ∝ B4/3. Such
a behavior is of general form and takes place in both
3D highly correlated systems and 2D ones.

It follows from Eq. (58) that effective mass is
finite, provided that |x− xFC| ≡ ∆x > 0. Therefore,
the system represents the Landau Fermi liquid. In
case of electronic systems, the Wiedemann–Franz
law holds at T → 0, and the Kadowaki–Woods ratio
is preserved. Beyond the region |x− xFC|/xFC � 1,
the effective mass is approximately constant and the
system becomes a conventional Landau Fermi liquid.
On the other hand, M∗ diverges as the density x
tends to the critical point of FCQPT. As a result, the
effective mass strongly depends on such quantities
as the temperature, pressure, magnetic field, given
that they exceed their critical values. For example,
when T exceeds some temperature T ∗(x), Eq. (58) is
no longer valid, and M∗ depends on the temperature
as well. To evaluate this dependence, we calculate
the deviation ∆x(T ) generated by T . The temper-
ature smoothing out the Fermi function θ(pF − p)
at pF induces the variation pF∆p/M∗(x) ∼ T and
∆x(T )/xFC ∼ M∗(x)T/p2

F, where pF is the Fermi
momentum and M is the bare electron mass. The
deviation ∆x can be expressed in terms of M∗(x)
using Eq. (58), ∆x/xFC ∼ M/M∗(x). Comparing
these deviations, we find that, at T ≥ T ∗(x), the ef-
fective mass depends noticeably on the temperature,
and the equation for T ∗(x) becomes

T ∗(x) ∼ p2
F

M

(M∗(x))2
∼ εF(x)

(
M

M∗(x)

)2

. (61)

Here, εF(x) is the Fermi energy of noninteracting
electrons with mass M . It follows from Eq. (61) that
M∗ is always finite at temperatures T > 0. We can
consider T ∗(x) as the energy scale e0(x) � T ∗(x).
This scale defines the area (µ− e0(x)) in the single-
particle spectrum, where M∗ is approximately con-
stant, being given by M∗ = dε(p)/dp [3]. According
to Eqs. (58) and (61), it is easily verified that e0(x) can
be written in the form

e0(x) ∼ εF

(
x− xFC
xFC

)2

. (62)
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At T � e0(x) and above the critical point, the effec-
tive massM∗(x) is finite, the energy scaleE0 given by
Eq. (18) vanishes, and the system exhibits the Landau
Fermi liquid behavior. At temperatures T ≥ e0(x),
the effectivemassM∗ starts to depend on the temper-
ature and the non-Fermi liquid behavior is observed.
Thus, at |x− xFC|/xFC � 1, the system can be con-
sidered as a highly correlated one: at T � e0(x), the
system is a Landau Fermi liquid, while at tempera-
tures T ≥ e0(x) the system possesses the non-Fermi
liquid behavior.

At T ≥ T ∗(x), the main contribution to∆x comes
from the temperature; therefore,

M∗ ∼ M
xFC

∆x(T )
∼ M

εF
M∗T

. (63)

As a result, we obtain

M∗(T ) ∼ M
(εF
T

)1/2
. (64)

Equation (64) allows us to evaluate the resistivity as
a function of T . There are two terms contributing to
the resistivity. Taking into account that A ∼ (M∗)2
and Eq. (64), we obtain the first term ρ1(T ) ∼ T .
The second term ρ2(T ) is related to the quasipar-
ticle width γ. When M/M∗ � 1, the width γ ∝
(M∗)3T 2/ε(M∗) ∝ T 3/2, where ε(M∗) ∝ (M∗)2 is
the dielectric constant [13, 43]. Combining both of
the contributions, we find that the resistivity is given
by

ρ(T )− ρ0 ∼ aT + bT 3/2. (65)

Here, a and b are constants. Thus, it turns out that, at
low temperatures, T < T ∗(x), the resistivity ρ(T )−
ρ0 ∼ AT 2. At higher temperatures, the effective mass
depends on the temperature and the main contri-
bution comes from the first term on the right-hand
side of Eq. (65), while ρ(T )− ρ0 follows the T 3/2

dependence at elevated temperatures.

In the same way as Eq. (64) was derived, we can
obtain the equation determining M∗(B) [47]. The
application of magnetic field B leads to a weakly po-
larized state, or Zeeman splitting, when some levels
at the Fermi level are occupied by spin-up polarized
quasiparticles. The width δp = pF1 − pF2 of the area
in momentum space occupied by these quasiparticles
is of the order

pFδp

M∗ ∼ Bµeff.

Here, µeff ∼ µB is the electron magnetic effective mo-
ment, pF1 is the Fermi momentum of the spin-up
electrons, and pF2 is the Fermi momentum of the
03
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spin-down electrons. As a result, the Zeeman split-
ting leads to the change∆x in the density x:

∆x

xFC
∼ δp2

p2
F

.

We assume that∆x/xFC � 1. Now, it follows that

M∗(B) ∼ M

(
εF

Bµeff

)2/3

. (66)

We note thatM∗ is determined by Eq. (66) as long as
M∗(B) ≤ M∗(x), otherwise we have to use Eq. (58).
It follows from Eq. (66) that the application of a
magnetic field reduces the effective mass. Note that,
if there exists an itinerant magnetic order in the sys-
tem which is suppressed by magnetic field B = Bc0,
Eq. (66) has to be replaced by the equation [48] (see
also Section 5)

M∗(B) ∝
(

1
B −Bc0

)2/3

. (67)

The coefficient A(B) ∝ (M∗(B))2 diverges as

A(B) ∝
(

1
B −Bc0

)4/3

. (68)

At elevated temperature, there is a temperature
T ∗(B) at which M∗(B) � M∗(T ). Comparing
Eq. (64) and Eq. (67), we see that T ∗(B) is given
by

T ∗(B) ∝ (B −Bc0)4/3. (69)

At T ≥ T ∗(x), Eq. (69) determines the line in the
B–T phase diagram that separates the region of
the B-dependent effective mass from the region of
the T -dependent effective mass. At the temperature
T ∗(B), a crossover from the T 2 dependence of the
resistivity to the T dependence occurs: at T < T ∗(B),
the effective mass is given by Eq. (67), and at
T > T ∗(B),M∗ is given by Eq. (64).

Using the B–T phase diagram just presented, we
consider the behavior of MR,

ρMR(B,T ) =
ρ(B,T )− ρ(0, T )

ρ(0, T )
, (70)

as a function of magnetic fieldB and T . Here, ρ(B,T )
is the resistivity measured at the magnetic field B
and temperature T . We assume that the contribution
∆ρMR(B) coming from the magnetic field B can be
treated within the low-field approximation and given
by the well-known Kohler’s rule,

∆ρMR(B) ∼ B2ρ(0,ΘD)/ρ(0, T ), (71)

where ΘD is the Debye temperature. Note that the
low-field approximation implies that ∆ρMR(B) �
PH
ρ(0, T ) ≡ ρ(T ). Substituting Eq. (71) into Eq. (70),
we find that

ρMR(B,T ) (72)

∼ c(M∗(B,T ))2T 2 + ∆ρMR(B)− c(M∗(0, T ))2T 2

ρ(0, T )
.

Here,M∗(B,T ) denotes the effectivemassM∗ which
now depends on both the magnetic field and the tem-
perature, and c is a constant.

Consider MR given by Eq. (72) as a function of
B at some temperature T = T0. At low temperatures
T0 ≤ T ∗(x), the system behaves as a common Lan-
dau Fermi liquid, and MR is an increasing func-
tion of B. When the temperature T0 is sufficiently
high, T ∗(B) < T0, and the magnetic field is small,
M∗(B,T ) is given by Eq. (64). Therefore, the dif-
ference ∆M∗ = |M∗(B,T )−M∗(0, T )| is small and
the main contribution is given by ∆ρMR(B). As a
result, MR is an increasing function of B. At ele-
vated B, the difference ∆M∗ becomes a decreasing
function of B, and MR as a function of B reaches
its maximum value at T ∗(B) ∼ T0. In accordance
with Eq. (69), T ∗(B) determines the crossover from
the T 2 dependence of the resistivity to the T depen-
dence. Differentiating the function ρMR(B,T ) given
by Eq. (72) with respect to B, one can verify that the
derivative is negative at sufficiently large values of the
magnetic field when T ∗(B) � T0. Thus, we are led to
the conclusion that the crossover manifests itself as
the maximum of MR as a function of B.

We now consider MR as a function of T at
some B0. At T < T ∗(x), we have a normal Landau
Fermi liquid. At low temperatures T ∗(x) ≤ T �
T ∗(B0), it follows from Eqs. (64) and (67) that
M∗(B0)/M∗(T ) � 1, and MR is determined by the
resistivity ρ(0, T ). Note that B0 has to be compar-
atively high to ensure the inequality T ∗(x) ≤ T �
T ∗(B0). As a result, MR tends to −1, ρMR(B0, T →
0) � −1. Differentiating the function ρMR(B0, T )
with respect to B0, we can check that its slope
becomes steeper as B0 is decreased, being pro-
portional to (B0 −Bc0)−7/3. At T = T1 ∼ T ∗(B0),
MR possesses a node, because at this point the
effective mass M∗(B0) � M∗(T ) and ρ(B0, T ) �
ρ(0, T ). Again, we can conclude that the crossover
from the T 2 dependence of the resistivity to the
T dependence of the resistivity, which occurs at
T ∼ T ∗(B0), manifests itself in the transition from
negative MR to positive MR. At T > T ∗(B0), the
main contribution toMR comes from∆ρMR(B0), and
MR reaches its maximum value. Upon using Eq. (71)
and taking into account that, at this point, T has
to be determined by Eq. (69), T ∝ (B0 −Bc0)4/3,
we find that the maximum value ρm

MR(B0) of MR
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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is ρm
MR(B0) ∝ (B0 −Bc0)−2/3. Thus, the maximum

value is a decreasing function ofB0. At T ∗(B0) � T ,
MR is a decreasing function of the temperature, and
at elevated temperatures MR eventually vanishes
since ∆ρMR(B0)/ρ(T ) � 1.

The recent paper [60] reports on measurements of
the resistivity of CeCoIn5 in a magnetic field. With in-
creasing field, the resistivity evolves from the T tem-
perature dependence to the T 2 dependence, while the
field dependence of A(B) ∼ (M∗(B))2 displays the
critical behavior best fitted by the function A(B) ∝
(B −Bc0)−α, with α � 1.37 [60]. All these facts are
in good agreement with the B–T phase diagram
given by Eq. (69). The critical behavior displaying
α = 4/3 [47] and described by Eq. (68) is also in good
agreement with the data. A transition from negative
MR to positive MR with increasing T was also ob-
served [60]. We believe that an additional analysis of
the data [60] can reveal that the crossover from the T 2

dependence of the resistivity to the T dependence oc-
curs at T ∝ (B −Bc0)4/3. As well, this analysis could
reveal supplementary peculiarities of MR. The be-
havior of the heavy-fermion metal CeCoIn5 in mag-
netic fields displayed in [60] can be identified as the
highly correlated behavior of a Landau Fermi liquid
approaching FCQPT from the disordered phase [47].

8. SUMMARY AND CONCLUSION

We have discussed the appearance of the fermion
condensation, which can be compared to the Bose–
Einstein condensation. A number of pieces of exper-
imental evidence have been presented that are sup-
portive to the idea of the existence of FC in different
liquids. We have demonstrated also that experimen-
tal facts collected in different materials, belonging to
high-Tc superconductors, heavy-fermion metals, and
strongly correlated 2D structures, can be explained
within the framework of the theory based on FCQPT.

We have shown that the appearance of FC is a
quantum phase transition that separates the regions
of normal and strongly correlated liquids. Beyond the
fermion condensation point, the quasiparticle sys-
tem is divided into two subsystems, one containing
normal quasiparticles, the other being occupied by
fermion condensate localized at the Fermi level. In
the superconducting state, the quasiparticle disper-
sion in systems with FC can be represented by two
straight lines, characterized by effective massesM∗

FC
andM∗

L and intersecting near the binding energy E0,
which is of the order of the superconducting gap. The
same quasiparticle picture and the energy scale E0

persist in the normal state. We have demonstrated
that fermion systems with FC have features of a
“quantum protectorate” and shown that the theory
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
of high-temperature superconductivity, based on the
fermion condensation quantum phase transition and
on the conventional theory of superconductivity, per-
mits the description of high values of Tc and of the
maximum value of the gap ∆1, which may be as big
as ∆1 ∼ 0.1εF or even larger. We have also traced
the transition from conventional superconductors to
high-Tc ones. We have shown by a simple, although
self-consistent, analysis that the general features of
the shape of the critical temperature Tc(x) as a func-
tion of the density x of the mobile carriers in the
high-Tc compounds can be understood within the
framework of the theory.

We have demonstrated that strongly correlated
many-electron systems with FC, which exhibit
strong deviations from the Landau Fermi liquid
behavior, can be driven into the Landau Fermi liquid
by applying a small magnetic field B at low tem-
peratures. A reentrance into the strongly correlated
regime is observed if the magnetic field B decreases
to zero, while the effective mass M∗ diverges as
M∗ ∝ 1/

√
B. The regime is restored at some tem-

perature T ∗ ∝
√
B. This behavior is of a general form,

takes place in both 3D and 2D strongly correlated
systems, and demonstrates the possibility to control
the essence of strongly correlated electron liquids by
weak magnetic fields.

The appearance of FCQPT in 2D strongly corre-
lated structures, in trapped Fermi gases, and in low-
density neutron matter has been considered. We have
provided an explanation of the experimental data on
the divergence of the effective mass in a 2D electron
liquid and in 2D 3He, as well as shown that, above the
critical point, the system exhibits the Landau Fermi
liquid behavior. We expect that FCQPT takes place
in trapped Fermi gases and in low-density neutron
matter, leading to stabilization of the matter by low-
ering its ground-state energy. If |x− xFC|/xFC � 1,
the behavior can be viewed as a highly correlated one,
because the effective mass is very large and strongly
depends on the density. Beyond this region, the effec-
tive mass is approximately constant and the system
becomes a normal Landau Fermi liquid.

The behavior in magnetic fields of a highly cor-
related electron liquid approaching FCQPT from
the disordered phase has been considered. We have
shown that, at sufficiently high temperatures, the ef-
fectivemass starts to depend on T ,M∗ ∝ T−1/2. This
T−1/2 dependence of the effective mass at elevated
temperatures leads to the non-Fermi liquid behavior
of the resistivity. The application of a magnetic field
B restores the common T 2 behavior of the resistivity.
We have demonstrated that this B–T phase diagram
has a strong impact on the magnetoresistance of
the highly correlated electron liquid. The MR as a
03
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function of the temperature exhibits a transition from
negative values of MR at T → 0 to positive values at
T ∝ B4/3.

We conclude that FCQPT can be viewed as a
universal cause of the non-Fermi liquid behavior ob-
served in different metals and liquids.
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Abstract—The possibility of attaining the calculated probabilities of the losses of ultracold neutrons
(UCN) stored in vessels whose walls are made from graphite, fluorine polymer oil, or heavy-water ice is
tested experimentally. It is found that UCN hitting the walls of a graphite vessel undergo additional inelastic
scattering not predicted by the theory. It is shown that this scattering may be due to the presence of surface
hydrogen that provides a channel of UCN leakage slightly varying with temperature. For vessels whose
walls are coated with fluorine polymer oil, additional inelastic UCN scattering is also observed and is found
to be efficiently suppressedwith decreasing temperature. The experimentally observed and calculated values
of the probabilities of UCN losses are shown to be in good agreement for vessels whose walls are made from
heavy-water ice. c© 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

If ultracold neutrons (UCN) are stored in vessels,
the probability of their losses per unit time is λtot =
λβ + λl, where λβ = 113× 10−5 s−1 is the probability
of the neutron beta decay and λl is the probability
of UCN losses caused by the capture and inelastic
scattering of neutrons undergoing collisions with the
vessel walls. In accordance with the current theory
of UCN storage, λl = ηγ(v), where η is the ratio of
the imaginary and real parts of the potential used to
describe neutron interaction with matter and γ(v) is
a geometric factor that is calculated for a specific
experiment with allowance for gravity and which is
dependent on the neutron speed v and on the size and
shape of the vessel. The quantity η is determined as

η = ηc + ηin =
mv[σc(v) + σin(v, T )]

4πb�
, (1)

where m is the neutron mass; T is temperature; b is
the scattering length for coherent interaction; and σc

and σin are, respectively, the capture and the inelastic-
scattering cross section. The calculation of η is usu-
ally based on experimental cross sections in the cold-
neutron region, where the cross sections for inelastic
processes obey the σ ∼ v−1 law. Experiments devoted
to measuring the neutron lifetime by theUCN storage
method required designing vessels with λl � λβ ; for
many years, experimentalists have therefore focused
their attention on the use of vessels manufactured
from materials characterized by small cross sections

1)Laue-Langevin Institute, Grenoble, France
*e-mail: bond@foton.polyn.kiae.su
1063-7788/03/6610-1820$24.00 c©
for capture and inelastic scattering. In the case where
inelastic UCN scattering was suppressed at low tem-
peratures to such an extent that capture remained
the main channel of UCN losses, the theoretically
expected values of η were 10−7–10−6 for a number
of materials (beryllium, graphite, oxygen, and so on).
The expected probabilities λl were 10−6–10−5 s−1 for
γ(v) values on the order of 5–10 s−1, which corre-
spond to the 0.5- to 1-m vessels typically used for
UCN storage in practice. However, numerous inves-
tigations of UCN storage revealed that, for almost
all materials, values obtained for η are substantially
higher than their calculated counterparts over a wide
range of temperatures. This discrepancy generated a
great number of experimental and theoretical studies,
the earliest of them being surveyed in [1–3]. As a
result, it was found that, to a considerable extent, the
excess of the experimental values of η over the cal-
culated ones is due to additional inelastic UCN scat-
tering into the thermal energy region [4]. A possible
explanation of this effect by a surface contamination
with hydrogen was indirectly suggested both by the
theoretical estimations in [5, 6] and by data that the
method of nuclear reactions yields for the hydrogen
concentration at the surface of some materials [7, 8].
However, a direct correlation between the observed
additional inelastic scattering and the surface con-
tamination with hydrogen was established owing to
the development of the technique of neutron-radiation
analysis of γ rays originating from UCN interaction
with the surface [9–12]. In this way, it was found
that there is a hydrogen-containing layer at the sur-
face of all materials used for UCN storage and that
2003 MAIK “Nauka/Interperiodica”
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this layer causes the inelastic scattering and capture
of UCN. The hydrogen concentration in the surface
layer depends on the material used and on the method
of initial surface purification (washing, chemical etch-
ing, electropolishing, and so on) and can be as great
as 1017 atom/cm2. In this case, the effective value
of the parameter η can reach a value on the order
of 10−3 because of additional inelastic scattering on
hydrogen. A feature peculiar to these layers was that,
for all materials subjected to a relevant study, the
ratio of the cross sections for inelastic scattering and
capture on hydrogen in a layer—that is, σH

in /σ
H
c —

depended only slightly on the type of material, varying
within the range of 15–20 at room temperature [12].
This suggests that an identical hydrogen-containing
film of thickness up to 50 Å remains at the surface
of all materials after initial purification. (We note that
σH

in /σ
H
c ∼ 12–16 for hydrogen-containing materials

at T = 300 K.)
Secondary, more thorough, purification was per-

formed by means of either high-temperature anneal-
ing in a vacuum or a gas discharge. Investigations of
UCN by the method of (n, γ) analysis revealed that
the main fraction of the hydrogen-containing layer
desorbed from the surface after high-temperature an-
nealing. This was confirmed by the decrease in the
probability of the inelastic scattering and capture of
UCN on hydrogen in direct proportion to the an-
nealing time and temperature. Even after prolonged
annealing (for tens of hours) at 700–800 K, how-
ever, additional inelastic UCN scattering remains,
providing an excessive value of the parameter η at
a level of (3–10) × 10−5. In this case, the surface
concentration of hydrogen falls to a level at which the
accuracy of the (n, γ) analysis only allows one to set
an upper limit on the concentration of residual surface
hydrogen. Here, it is possible that residual inelastic
scattering is caused by hydrogen that cannot be re-
moved by ordinary methods of surface purification. If,
on the other hand, there is no hydrogen at the surface,
excessive inelastic scattering is due to other physical
reasons not predicted by the existing theory. This
possibility was indirectly suggested by the results of
the experiments reported in [13, 14] and devoted to
studying the temperature dependence of the time of
UCN storage in vessels made from stainless steel and
aluminum coated with a sputtered beryllium layer. In
both cases, even an intense cooling down to 6–10 K
led to a decrease in the probability of additional losses
only by a factor of 1.5 to 2 with respect to the prob-
ability of such losses at T = 300 K. It seemed that
UCN reflected from the surface experienced some un-
known interaction that depended on temperature only
slightly or was independent of temperature and which
could be formally characterized by a cross section of
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
σx = 0.9 b at a speed of vth = 2200 m/s [14]. Since
the cross section for inelastic scattering on hydrogen
dissolved in a metal must be greatly dependent on
temperature, a slight temperature dependence of the
probability of additional losses rendered the “hydro-
gen” origin of the effect questionable. It was just this
contradiction that brought about the term “anoma-
lous” UCN losses, which became generally accepted
in the literature, and various hypotheses aimed at
explaining this phenomenon.

This article reports on an investigation into the
process of UCN storage in vessels whose walls are
coated with graphite, a hydrogen-free fluorine poly-
mer oil, and heavy-water ice. In just the same way as
beryllium, these materials are characterized by small
cross sections for capture and inelastic scattering;
therefore, they must be promising for manufacturing
low-temperature vessels with λl � λβ . The main ob-
jective of this study was to find out whether it is pos-
sible to attain the calculated losses for these materials
and to clarify the physical mechanism of processes
hindering this.

The investigation was performed along a few lines.
In order to calculate the theoretical values of the pa-
rameter η, we first measured the total cross sections
for cold-neutron interaction with fluorine polymer oils
and heavy water. The inelastic scattering and capture
of UCN on a graphite surface were studied by the
method of (n, γ) analysis. The experimental values
ηexpt for graphite and fluorine polymer oil were deter-
mined in direct experiments studying UCN storage.
Also, the data of earlier studies were used for heavy-
water ice and fluorine polymer oil.

1. TOTAL CROSS SECTIONS
FOR COLD-NEUTRON INTERACTION

WITH HEAVY WATER, FLUORINE POLYMER
OIL, AND GRAPHITE

For neutrons of energy below the Bragg jump,
the total cross section σtot = σinc

e + σin + σc, where
σinc

e is the incoherent-elastic-scattering cross sec-
tion, which does not exceed a few barn for the ma-
jority of materials, with the exception of hydrogen.
As the speed decreases, the cross sections σin and σc

increase in inverse proportion to the neutron speed in
matter, v =

√
v20 − vlim, where v0 is the speed of neu-

trons in a vacuum and vlim is the limiting speed. For
very cold neutrons, the cross section is σtot ≈ σc + σin

at a speed of about 10 m/s; therefore, measurement
of the total cross section in this region would make it
possible to assess the calculated value of η.

Figure 1 shows the results obtained by measur-
ing the temperature dependences of σtot (per atom)
for heavy water D2O and for the fluorine polymer
03
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Fig. 1. Total cross section σtot as a function of temperature T (a) for heavy water, (b) for fluorine polymer oils, and (c) for
graphite.
oils PEV-130 (OCFCF3CF2)n, which was made in
Russia, and YL VAC 18/8 (F3CCF2OCF2CF5)n,
which was made in Italy. The procedure of measure-
ments performed by passing a vertical neutron beam
through samples at a speed of v0 = 9.0(4) m/s is
described in [15].

Figure 1a shows the dependence σtot(T ) for D2O
containing an admixture of H2O whose amount does
not exceed 0.15%. The density of D2O at 4◦C is
1.1 g/cm3, which corresponds to vlim = 5.3 m/s and
the neutron speed of v = 7.3(5) m/s in the sample. It
can be seen from the figure that σtot decreases with
decreasing temperature, because the inelastic cross
section is suppressed. The contribution of the capture
cross section is 0.12 b, and the contribution of the
cross section for incoherent elastic scattering is about
1.5 b. A sample 3.1 cm thick and 3 cm in diameter was
used in the measurements. When cooled, this sample
transformed from a liquid to a solid state, forming an
optically transparent and homogeneous crystal that
retained these properties to 180 K. Below 180 K, the
crystal cracked, forming an inhomogeneous struc-
ture, which could have caused an additional elas-
tic scattering of neutrons on inhomogeneities of the
density. In this case, the angular divergence of the
passing beam and the effective path of neutrons in the
sample could have increased, with the result that the
cross sections measured in the temperature region
below 180 K could have been overestimated. In order
to estimate this effect, we used data from [16], where
σtot for D2O ice was measured in the energy range
(0.2–0.8)×10−3 eV at 77 K. It was found that, in
this energy range, the inhomogeneity of the sample
has virtually no effect on the results of the measure-
ments. The cross section σin rescaled for a speed of
7.3(5) m/s from data given in [16] is 42(3) b, and the
total cross section is 43.6(30) b (it is represented by
the open box in Fig. 1a). According to our data, the
total cross section is 57.8(40) b at 80 K. This dis-
crepancy may be associated with elastic scattering on
PH
inhomogeneities that leads to a 15 to 25% increase in
the measured total cross section. For the subsequent
analysis of the experimental data on UCN storage
at 80 K in a vessel whose walls are made from D2O
ice, the total cross section σin + σc was taken to be
42.1(30) b at v = 7.3(5) m/s.

Figure 1b shows σtot(T ) measured for the fluorine
polymer oils PEV-1 and YL VAC 18/8. At 20◦C, the
limiting speed for the oils is vlim = 4.55 m/s, which
corresponds to the neutron speed of v = 7.8(5) m/s
in the sample. At this speed value, the capture cross
section is 2.2 b for YL VAC 18/8 and 1.9 b for PEV-
1. The cross section for incoherent elastic scattering
does not exceed 1 b. It can be seen from Fig. 1b
that, for the two types of oil, the total cross sections
are close in magnitude and decrease with decreas-
ing temperature because of a decrease in the cross
section for inelastic scattering. It should be noted
that the values obtained for the cross sections can
be used to determine σin + σc only for temperatures
above 200 to 220 K. Below these temperatures, the
samples cracked, which was observed visually and
which could have resulted in elastic scattering on
inhomogeneities. In the subsequent analysis, the re-
sults obtained by measuring σtot(T ) below 200 to
220 K were therefore only used to set an upper limit
on σin + σc.

Elastic scattering on inhomogeneities of the gra-
phite density appeared to be so intense that it was
impossible to measure σtot as a function of T at a
neutron speed of v0 = 9.0(4) m/s directly. In view of
this, the experimental results from [17] for σtot(T ) at
the neutron speed of 530 m/s, which are presented
in Fig. 1c, were used to calculate η. In this case, the
contribution of capture processes to the total cross
section was 1.6 × 10−3 b. The cross section for in-
coherent elastic scattering was smaller than 0.01 b.
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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2. STORAGE OF UCN IN A VESSEL
FROM PYROLYTIC GRAPHITE

2.1. Experimental Procedure

Neutrons were accumulated in a 7-l cylindrical
vessel 40 cm in length manufactured from pyrolytic
graphite characterized by the limiting energy of
Elim = 170 neV (Fig. 2a). The inlet hole of the vessel
was closed with a flat graphite shutter. The vessel
was placed within an intermediate vacuum chamber
106 cm in length and 27 cm in diameter, which was
manufactured from stainless steel; a vertical neutron
guide with an inlet window from 100-µm Al foil
was connected to the chamber bottom. The heating
elements and the guides of liquid-nitrogen supply
were arranged at the outer surface of the chamber.
The chamber had an independent system of oil-
free evacuation providing a vacuum at a pressure of
10−6 torr.

The chamber temperature was varied in the range
80–700 K. The temperature of the graphite vessel
varied within this range as well owing to radiant heat
transfer between its walls and the chamber surface.
The intermediate chamber was placed in the vac-
uum housing that involved an independent system of
evacuation to 10−5 torr. The system of double evac-
uation eliminated the transfer of possible hydrogen-
containing impurities from a residual gas of the setup
to the surface of the vessel on its cooling almost
completely. After the evacuation of the intermediate
chamber and the closing of the evacuation valve,
the chamber became a hermetic volume containing
a residual gas at a pressure of p = 10−6 torr and
occurring in a 10−5-torr vacuum. This ruled out the
penetration of a gas into the chamber from the envi-
ronment through microleaks in welded connections.
In principle, molecules containing hydrogen—those
of water, for example—could condense at the sur-
face of the vessel and the inner surface of the sealed
chamber on its cooling, but their number could not
exceed the number of molecules of the residual gas in
the chamber, N = nΩp/p0 = 2.8 × 1015, where n =
2.7 × 1019 cm−3 is the Loschmidt number, Ω = 80 l
is the chamber volume, and p0 = 760 torr. Since the
area of the inner surface of the graphite vessel was
2 × 103 cm2, the surface density of condensed-water
molecules was obviously below 1.4 × 1012 cm−2—
that is, 10−3–10−4 of monolayer.

The transfer of UCN from the TGV source (Laue-
Langevin Institute, Grenoble) to the intermediate
chamber containing a vessel was accomplished with
the aid of a horizontal guide from stainless steel with
Elim = 180 neV and a vertical neutron guide with two
inlet shutters. The spectrum of neutrons that filled
the chamber and the vessel featured virtually no UCN
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
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Fig. 2.Schematic of experiments aimed at studyingUCN
storage in (a) a graphite vessel and (b) an intermediate
vessel: (1) guide to the UCN source, (2) UCN shutters,
(3) UCN graphite shutter, (4) graphite vessel, (5) in-
termediate chamber, (6) guides of the cooling system,
(7) high-vacuum evacuation of the vessel, (8) guides
of the liquid nitrogen supply, (9) high-vacuum evacua-
tion of the intermediate chamber, (10) line of the heater,
(11) vacuum housing, (12) Al foil, (13) shutter of the
UCN detector area, (14) UCN detector, (15) layer of
fluorine polymer oil, (16) chamber of UCN storage, and
(17) shutter of the chamber of UCN storage.

able to reach altitudes above 2 m in the gravitational
field. The vessel bottom was located at 1-m height
with respect to the UCN source axis; therefore, the
endpoint of the UCN spectrum in the vessel did not
exceed 100 neV.

The UCN storage time τst as a function of tem-
perature T was measured in the experiment. The
measurements were performed after storing UCN in a
closed graphite vessel for a time interval sufficient for
a complete purification of the intermediate chamber
from UCN accumulated in it. During purification,
the shutter of the UCN detector, to which neutrons
accumulated in the chamber flowed, was open. After
the purification of the chamber, the vessel shutter
was opened, and the number of neutrons, N(t) =
N(0) exp(−t/τst), that remained in the vessel was
measured as a function of time t. The τst value deter-
mined the total probability λtot of neutron disappear-
ance from the vessel per unit time,

1/τst = λtot = λβ + λleak + λwh + λl, (2)

where λleak is the probability of UCN leakage through
the slot between the shutter and the closed inlet hole
of the vessel and λwh is the probability of UCN leak-
age as the result of slight heating caused by neutron
interaction with the moving shutter or by quasielastic
reflections from the vessel walls.
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The probability λleak was determined experimen-
tally by counting the number of UCN escaping from
the closed vessel. The probability λwh due to mechan-
ical heating was negligible, since the shutter moved at
a speed of 1 cm/s and since it took 1 s to close the ves-
sel. A rare process of weak UCN heating caused by
quasielastic reflections from the storage-vessel walls
could not have led to a noticeable leakage since the
endpoint of the spectrum was substantially less than
the graphite limiting energy and since the probability
of this process was rather small for graphite (below
0.3 × 10−7 [18]).

The λl value was determined from relation (2)
with the measured λtot probability. The γ value was
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PH
calculated with allowance for gravitation at a mean
UCN speed assessed by the characteristic time of
their escape from the vessel. The experimental value
was ηexpt = λl/γ.

2.2. Results of the Measurement of ηexpt
Figure 3 shows the experimentally measured pa-

rameter ηexpt for a graphite vessel at various tem-
peratures. Curve 1 corresponds to the dependence
η(T ) calculated by formula (1) with the cross sections
σin + σc obtained from the data presented in Fig. 1c.
Prior to the measurements, the first annealing of the
vessel was performed at T = 680 K for 24 hours. For
a few hours, the annealing procedure was accompa-
nied by the intense desorption of surface and volume
impurities from graphite. The ηexpt (T = 300 K) value
measured after the annealing was 9.4 × 10−5, which
was considerably above the value calculated for this
temperature. In view of this, the second, long-term,
annealing of the vessel was performed at T = 680 K
for 150 h. After that, oxygen was supplied to the vessel
(at a pressure of 20 mbar), and the third, additional,
annealing was performed for 24 h. The test mea-
surement of ηexpt (T = 300 K) showed that this value
remained 9.4 × 10−5—that is, a further purification of
the surface by annealing yielded no result.

The vessel temperature was raised to 680 K to per-
form the main measurements. After that, the vessel
was cooled slowly to 90 K, and the vessel temperature
was fixed for a period needed for measuring ηexpt. At
90 K, we measured ηexpt a few times within 2 days
and found no substantial variation of ηexpt that could
have been caused by an increase in the amount of
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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hydrogen-containing impurities at the vessel surface.
In the course of a slow heating of the vessel from 90 K
to 300 K, the initial ηexpt value of 9.45(45) × 10−5 was
restored at 300 K.

A comparison of the experimental dependence
ηexpt(T ) with the calculated one η(T ) suggests an
unpredicted additional UCN interaction with the
graphite surface. Since this interaction features a
temperature dependence—albeit a rather slight one—
the interaction must be caused by inelastic UCN
scattering to some extent.

In order to test this assumption, the graphite sur-
face was studied by the method of (n, γ) analysis by
using UCN. The measurement procedure [10–12]
involved irradiating the vessel graphite with neutrons
and analyzing the product gamma radiation with a
germanium detector. The capture of UCN at the sur-
face by various isotopes was identified by the typical
spectrum of gamma radiation in (n, γ) reactions. The
capture of UCN by surface hydrogen was identified by
2.23-MeV gamma rays from the reaction n(p, d)γ. A
converter from 10B was used to identify inelastic UCN
scattering. When UCN heated to a thermal energy at
the graphite surface entered the converter, the germa-
nium detector recorded 477-keV gamma rays from
the reaction n+10 B →7 Li + α+ γ (477 keV). The
procedure used allowed us to determine the partial
values of the parameter η for inelastic UCN scattering
at T = 300 K (ηin), as well as the partial values ηH

c

and ηC
c associated with capture by surface hydro-

gen and carbon, respectively. Themeasurements were
performed prior to high-vacuumannealing of graphite
at T = 680 K and after it.

As might have been expected, UCN capture by
carbon appeared to be negligible (ηC

c < 2 × 10−6).
Figure 4 shows two experimental values obtained in
the measurements of ηin and ηH

c . A lot of hydrogen
was adsorbed at the graphite surface before anneal-
ing, leading to additional inelastic scattering of UCN
and their capture (right circle in the figure). After
annealing (left circle), the amount of hydrogen de-
creased to such an extent that we could only estimate
an upper limit on the corresponding capture value,
ηH

c < 8.2 × 10−6. At the same time, inelastic UCN
scattering that yields ηin = 9.4(21) × 10−5 remained
after annealing. We would like to note that, within the
errors, the sum ηin + ηH

c + ηC
c = 9.4(23) × 10−5 is in

agreement with the value of ηexpt = 9.45(45) × 10−5,
which was obtained in studying UCN storage in a
graphite vessel at T = 300 K. Thus, we can conclude
that not less than 75% of the additional interaction
observed in UCN storage is inelastic scattering (at a
67% C.L.). However, there is only an estimate of the
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
upper limit on UCN capture by hydrogen; therefore,
the observed inelastic scattering may be of a hydrogen
origin, but it also may be of some other physical ori-
gin. Since the hydrogen hypothesis is more realistic,
it is of interest to find out whether the observed tem-
perature dependence of ηexpt can be explained within
this hypothesis.

2.3. Analysis of the Temperature Dependence of ηexpt

If atoms of hydrogen dissolved in the surface layer
of matter form a simple Bravais cubic lattice [5, 6, 19],
the double-differential cross section for inelastic scat-
tering accompanied by phonon absorption is given by

d2σin

dΩdε
=
k�b2inc

k0ε

(
q2

6MN

)
exp(−2W )

g(ε/�)
exp (ε/�) − 1

,

(3)

where �k0 and �k are the momenta of, respectively,
the incident and the scattered neutron; �q = �(k0 −
k) is the momentum transfer in scattering; binc is
the incoherent scattering amplitude; M = m is the
mass of a lattice nucleus; N is the number of hy-
drogen atoms in the sample; ε is the energy trans-
fer to the neutron in scattering; g (ω) is the density
of phonon states; ω = ε/�; and exp(−2W ) is the
Debye–Waller factor. Since �k0 � �k for UCN, the
expression for Debye–Waller factor in the Einstein
model with g (ω) = 3N (ω − ω0) takes the form

exp(−2W ) (4)

= exp


− �q2

6MN

ωmax∫
0

g(ω) coth
(

�ω

2kT

)
dω

ω




= exp
(
− coth

(
�ω0

2kT

))
,

where ω0 is the frequency of hydrogen oscillations. In
this case, the integrated scattering cross section is

σin ∝
√

�ω0

exp
(
− coth

(
�ω0

2kT

))

exp
(

�ω0

kT

)
− 1

. (5)

In studying vibrational spectra of metal hydrides
[20], one treats relation (3) as the definition of the
effective density of states, assuming that M = m for
the optical branch of the spectrum g(ω) and that,
for the acoustic branch, M is determined by the
mass of nuclei of the substance in which hydrogen
is dissolved. Further, we assume that hydrogen
dissolved in the surface layer of graphite can be
represented as a system formed by two oscillators
of low (ω1) and high (ω2) frequency, so that g(ω) =
03
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3N(pδ(ω − ω1) + (1 − p)δ(ω − ω2)), where p is the
relative fraction of the frequency ω1. In this case,
the effective mass is set to the carbon mass M = 12
for the frequency ω1 and to the proton mass for the
frequency ω2. The integrated cross section then takes
the form

σin ∝ p

12

√
�ω1

exp
(
− 1

12
coth

(
�ω1

2kT

))

exp
(

�ω1

kT

)
− 1

(6)

+ (1 − p)
√

�ω2

exp
(
− coth

(
�ω2

2kT

))

exp
(

�ω2

kT

)
− 1

.

Adjusting the frequencies ω1 and ω2 and their rel-
ative fraction p, we can fit the theoretical dependence
(6) to the experimental data displayed in Fig. 4. For
this purpose, we represent the experimental value of
the parameter in question as

ηexpt = ηC
in + ηH, (7)

where ηC
in is the contribution that arises from inelas-

tic UCN scattering on graphite and which is taken
into account by the theory and ηH = ηH

in + ηH
c is the

contribution caused by the inelastic scattering and
capture of UCN on hydrogen. For substances con-
taining hydrogen, the ratio of the cross section for
inelastic scattering on hydrogen to that for capture by
hydrogen is about 16 at room temperature. Using this
value, we obtain

ηH = ηH
c


1 +

16
A


p

√
T1

12

exp
(
− 1

12
coth

(
T1

2T

))

exp
(
T1

T

)
− 1

(8)

+ (1 − p)
√
T2

exp
(
− coth

(
T2

2T

))

exp
(
T2

T

)
− 1




 ,

where T1 = �ω1/k, T2 = �ω2/k, and

A =
p
√
T1

12

exp
(
− 1

12
coth

(
T1

600

))

exp
(
T1

300

)
− 1

+ (1 − p)
√
T2

exp
(
− coth

(
T2

600

))

exp
(
T2

300

)
− 1

.
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The quantities ηH
c , T1, T2, and p are adjustable param-

eters subjected to the conditions ηH
c < 8.2× 10−6 and

T2 ≈ 1000–2000 K. The latter condition follows from
the energy scale of optical vibrations in metal hydrides
[20]. In this case, a satisfactory fit is obtained at a low-
frequency-oscillator temperature T1 in the range 20–
60 K. By way of example, Fig. 3a shows this fit at
T1 = 30 K, T2 = 1050 K, and p = 0.4. We note that
the model being considered disregards the contribu-
tion of multiphonon processes, which become signifi-
cant when the Debye–Waller factor differs noticeably
from unity.

The experimental dependence of ηexpt can be ex-
plained within the model of a two-dimensional hydro-
gen gas at the surface [5]. This model assumes that
hydrogen is strongly coupled to the surface, but that
it moves freely along it. In this case, σin = σ0v/v ∝√
T , where σ0 = 20 b is the cross section for scatter-

ing on a free proton and v̄ is the mean speed of hydro-
gen at the surface. Taken individually, this model is
unable to explain the temperature dependence of the
observed inelastic scattering. If, however, we assume
that a fraction of surface hydrogen is dissolved in
the crystal lattice and that the remaining fraction of
it resides at the surface in the form of a free two-
dimensional gas, then this combined model can ex-
plain the above results.

In the combined model, the parameter ηexpt can be
represented as

ηexpt = ηC
in + ηH-solved + ηH-gas, (9)

where ηH-gas is the contribution of hydrogen as the
surface gas and ηH-solved is the contribution of dis-
solved hydrogen, whose oscillations can be described
by an oscillator at a characteristic temperature T2.

The last two terms in (9) can be written as

ηH-solved = ηH-solved
c (10)

×


1+16

(
exp

(
T2

300

)
−1
)

exp
(
−coth

(
T2

2T

))

exp
(
−coth

(
T2

600

))(
exp

(
T2

T

)
−1
)

 ,

ηH-gas = ηH-gas
c

(
1 + 60

√
T

300

)
, (11)

where ηH-solved and ηH-gas are the respective contri-
butions of UCN capture by hydrogen. The fact that
σin/σc ≈ 60 for a gas of free protons at 300 K is
used in (11). Adjusting the temperature T2 and the
parameters ηH-solved and ηH-gas under the condition
that their sum must be below 8.2 ×10−6, we can fit
relation (9) to the experimental dependence ηexpt(T ).
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Figure 3b displays the resulting fit. The best fit was
obtained at ηH-gas = 1.22 × 10−6, ηH-solved = 0.54 ×
10−6, and T2 = 1200 K. These values correspond to
a dissolved-hydrogen concentration in graphite be-
tween 2 and 3 at.% and to its surface density of about
1016 atom/cm2.

It is obvious that the above satisfactory fits on
the basis of the models being considered cannot be
viewed as compelling physical proof of the hydrogen
nature of the observed effect. The purpose of our
discussion was to attract the attention of researchers
to the fact that hydrogen in surface layers can have
highly peculiar forms of coupling to matter and to
indicate that the corresponding vibrational spectra
may be radically different from those in the bulk of a
substance. In order to explain the observed hydrogen
effect, it is obviously necessary to assume the exis-
tence of a pronounced acoustic mode of vibrations
that is characterized by a very low energy of 1.5–
5.0 meV or to adopt quite an exotic model of two-
dimensional hydrogen gas. However, the abandon-
ment of the hydrogen hypothesis requires accepting
the fact that, in graphite, there is theoretically unpre-
dicted inelastic scattering that is weakly dependent
on temperature and which manifests itself only in
the subbarrier reflection of UCN, its cross section
rescaled for vth = 2200 m/s being about 1–1.5 b.

3. UCN STORAGE IN VESSELS
WITH WALLS COATED WITH FLUORINE

POLYMER OIL

3.1. Experimental Procedure

The fluorine-polymer oil YL VAC 18/8 is a viscous
liquid at room temperature; it wets well and covers
any solid surface. After a prolonged evacuation in a
vacuum (for a few days), the oil releases atmospheric
air dissolved in the bulk of it and contains virtually no
hydrogen or water. Owing to these properties, fluorine
polymer oils could be used to shield surface hydrogen
when applied as a coating to the inner surface of
storage vessels. However, oils lose the properties of
a liquid gradually with decreasing temperature and
increasing viscosity and crack at 220 K, forming a
structure similar to a polycrystalline one. Our investi-
gations revealed that, if the oil is applied to the surface
of a metallic vessel made from copper, stainless steel,
or aluminum, its layer cracks and separates from the
surface when the temperature is reduced to 220 K.
Pyrolytic graphite proved to be the only material that
retains an oil coating at its surface in the temperature
region down to 80 K. When the graphite temperature
fell to 220 K, oil layers 10–50 µm thick cracked and
became nontransparent, but they did not separate
from the surface.
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To study UCN storage in a vessel coated with
fluorine-polymer oil, we used the same setup as in
the experiments with a graphite vessel (Fig. 2). There
were two versions of this experiment.

In the first version, UCN were stored in a pyroly-
tic-graphite vessel (Fig. 2a) whose walls were coated
with a fluorine-polymer-oil layer 20 µm thick. The
temperature range under study was 80–350 K.

In the second version, UCN were stored in an
intermediate chamber (Fig. 2b) whose surface was
coated with a thick (about 0.2–0.3 mm) fluorine-
polymer-oil layer. Ultracold neutrons were supplied
to the chamber through a hole made in the bottom
and equipped with a flat shutter that could close it. To
ensure the isotropy of the UCN flux, the chamber bot-
tom was covered with shot 3 mm in diameter, which
was also coated with oil. The temperature range stud-
ied in that case was 220–310 K. Some of the results
of these measurements were published in [21].

In just the same way as in the experiments with a
graphite vessel, λl was determined from the measured
probabilities λtot and λleak by using relation (2). We
calculated γ for the mean speed of UCN accumulated
in the vessel, taking gravity into account. The mean
speed was assessed from the characteristic time of
the escape of UCN from the chamber or the vessel.
The experimental value of the parameter ηexpt was
determined as ηexpt = λl/γ.

3.2. Measurements of ηexpt

Figure 5 displays the measured values of ηexpt.
Also shown in this figure (diamonds) are values cal-
culated for η(T ) by using the experimental cross sec-
tions (σc + σin) from the data in Fig. 1a. As was
mentioned above, the values of η(T ) in the region
T < 220 K can be treated only as an upper limit on
this quantity.

If UCN were stored in a graphite vessel coated
with fluorine polymer oil (boxes in Fig. 5), the val-
ues of ηexpt were 3–5 times greater than the calcu-
lated ones over the entire temperature range stud-
ied here. In the case of UCN storage in a cham-
ber coated with fluorine polymer oil (closed circles),
ηexpt = 2.42(21) × 10−5 is three times as great as
the calculated value at T = 300 K. The discrepancy
decreases markedly with decreasing temperature. At
218 K (which is close to the temperature of crack-
ing), ηexpt = 7.25(81) × 10−6, and the value of η =
4.5(3) × 10−6 is obtained by means of a linear inter-
polation on the basis of three points measured for T >
220 K. Thus, the contribution of additional inelastic
scattering to ηexpt decreases to 2.75(86) × 10−6.
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Fig. 6. Probability λl of UCN losses in a vessel with heavy-ice walls as a function of the geometric factor of the experiment (γ):
(a) linear extrapolation performed according to data from [23] and (b) linear extrapolation with the fixed world-average value
of λβ .
Analyzing both experiments, we can assume that
the complete shielding of the graphite surface is not
achieved when UCN are stored in a graphite vessel
whose walls are coated with a 20-µm layer of the flu-
orine polymer oil. Microcracks seem to appear in the
oil layer with decreasing temperature and can cause a
considerable increase in ηexpt for a number of reasons,
such as direct UCN penetration into the graphite,
an increase in the layer roughness, and a splitting-
induced increase in the inner surface of the vessel. The
second experiment demonstrates that UCN undergo
theoretically unpredicted additional inelastic scatter-
ing when they interact with the surface of the fluorine
polymer oil. The difference ηexpt − η caused by this
process is 1.6 × 10−5 at T = 300 K. Here, it should
be noted that, according to various estimates [18,
22], the probability of a weak heating of UCN at
this temperature per one interaction event is 0.2–
PH
0.5 × 10−5. Therefore, we cannot rule out the con-
tribution of a weak heating of UCN to the observed

effect at a level of 15–30%. Since there is no reliable
information about hydrogen at the fluorine-polymer-
oil surface, we cannot rule out the contribution of
inelastic scattering due to hydrogen either. Finally,
the observed additional scattering may be associated
with phenomena occurring at the liquid surface. It is
of fundamental importance that the additional inelas-
tic scattering is efficiently suppressed as temperature
decreases to 220 K, whereupon the observed losses
approach the calculated level. Upon rescaling to the
thermal speed, the additional inelastic scattering at
T = 300 K corresponds to a cross section of 0.3 b; at
T = 218 K, this cross section is 0.050(15) b.
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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4. UCN STORAGE IN A VESSEL
WITH WALLS MADE

FROM HEAVY-WATER ICE

In one of the pioneering studies devoted to mea-
suring the free-neutron lifetime [23], UCN were
stored in a vertical vessel where heavy-water ice
3000 Å thick was deposited onto its walls by means
of low-temperature condensation at 80 K. The exper-
iment was performed for two geometric conditions. At
first, UCN were stored in an empty vessel, in which
case γ was minimal (3.33 s−1). The storage time ob-
tained in this way was 863(6) s, which corresponded
to the loss probability of λl = 115.87(80) × 10−5 s−1.
In the second case, additional plates covered with
ice were inserted into the vessel, with the result
that γ increased to 7.55 s−1, whereupon λl became
120.8(26) × 10−5 s−1.

For two values of γ, Fig. 6a shows the results
obtained by measuring λl, which were then used
to determine the neutron-decay probability of λβ =
112.1(25) × 10−5 s−1 by means of a linear extrapo-
lation of γ to zero, this probability corresponding to
the lifetime of 892(20) s. The formation of an ice layer
in a hermetic vacuum vessel was a feature that was
peculiar to that experiment and which eliminated the
possibility of contamination with hydrogen from the
residual gas of the vessel volume. On the other hand,
the diffuse penetration of hydrogen into the ice layer
from the aluminum walls of the vessel was negligible,
since the coefficients of hydrogen diffusion decrease
sharply in all materials with decreasing temperature.
This gives grounds to believe that, in the experiment
reported in [23], UCN were stored in a vessel whose
walls coated with heavy-water ice contained no hy-
drogen contamination. Therefore, a comparison of
ηexpt obtained in that experiment with the theoretical
value of η for heavy-water ice at 80 K is of interest for
testing the hypothesis of the hydrogen origin of the
additional UCN losses.

The accuracy of the value ηexpt = 1.15(65) × 10−5

obtained in [23] was not high, because both ηexpt
and the neutron lifetime were determined in the same
experiment, but the latter was known at that time
with an error of about 10 s. Since the world-average
weighted value of the lifetime is currently known to
a high precision, τβ = 885.9(9) s, the results from
[23] can be improved by setting λβ = 112.88(115) ×
10−5 s−1. This enables us to determine, by using
the same data, the value of ηexpt = 0.94(20) × 10−5 s
more accurately (Fig. 6b).

From the data in Fig. 1a, we obtain σc + σin =
42.1(30) b at a neutron speed of 7.3(5) m/s in ice,
whence it follows that η = 0.65(5) × 10−5. Thus, the
discrepancy between the experimental and theoretical
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values of η for heavy-water ice at 80 K, if any, is within
a factor of 1.5–2. In any case, the effective cross
section estimated at a neutron speed of 2200 m/s for
other possible processes that could cause additional
UCN losses does not exceed 0.1 b at a 67% C.L. On
the other hand, this discrepancy can be reasonably
explained by the roughness of the ice surface at the
vessel walls [2].

5. CONCLUSION
The possibility of attaining the calculated proba-

bilities of the losses of UCN stored in graphite vessels
and in vessels coated with fluorine polymer oil and
heavy-water ice has been tested experimentally. The
existence of theoretically unpredicted inelastic UCN
scattering in UCN collisions with the walls has been
established for graphite vessels. It has been shown
that additional scattering may be associated with the
presence of hydrogen at the surface, this providing a
UCN leakage channel characterized by a slight tem-
perature dependence. This hypothesis requires either
the existence of a pronounced acoustic vibrational
mode of extremely low characteristic energies (1.5–
5.0 meV) in the frequency spectrum of dissolved hy-
drogen or the use of quite an exotic model featuring
two-dimensional hydrogen gas at the surface. At the
moment, it is therefore impossible to draw a definitive
conclusion that the additional inelastic scattering is of
a completely hydrogen origin. This issue will remain
open until the accuracy in determining the probability
of UCN capture by hydrogen at the graphite surface
by means of the (n, γ) method is improved consider-
ably.

Additional UCN scattering has also been estab-
lished for vessels whose walls are coated with fluo-
rine polymer oil. In contrast to the case of graphite,
the probability of this scattering is suppressed effi-
ciently with decreasing temperature, with the result
that losses at a level close to the calculated one can
be attained even at 220 K. The probabilities of the
experimental and calculated losses have been shown
to be in good agreement for vessels whose walls were
coated with heavy-water ice at 80 K, in which case
a possible surface contamination with hydrogen was
minimized. On one hand, the results obtained here
favor the hydrogen hypothesis of anomalous UCN
losses at the graphite surface; on the other hand, they
indicate that the process of anomalous interaction is
not universal for different materials, since the cross
section may take different values for them.
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Abstract—The modern state of neutron optics of absorbing media is briefly surveyed. In all probability,
there are no physics arguments that would constrain, in the case of strong absorption, the applicability of
the commonly accepted Fermi–Foldy dispersion law for neutron waves. In accord with previously known
results, it is found that the coefficient of reflection of neutrons from the boundary of a strongly absorbing
medium tends to unity with decreasing velocity of neutrons incident on this medium. At low neutron
energies peculiar to the case of ultracold neutrons, the complex scattering length for neutron–nucleus
interaction proves to be constant, whence it follows that the cross section for neutron capture by a free
nucleus obeys the 1/v law. The cross section for the analogous process on nuclei within a medium is
described by the 1/v′ law, where v′ = �k′/m, with k′ being the real part of the neutron wave number in the
medium. As the incident-neutron velocity v decreases, the velocity v′ in a medium tends to some limiting
value. From the coefficient of reflection of cold neutrons that is measured as a function of the wavelength and
the angle of incidence, a refined value is found for the real part of the scattering length for neutron interaction
with gadolinium nuclei. An experiment was performed where ultracold neutrons were transmitted through
thin samples containing natural gadolinium. In analyzing the results of this experiment, use was made of
the value found here for the real part of the neutron–nucleus scattering length. The experiment indicates
that the imaginary part of the scattering length is a constant or, what is the same, that, for neutron velocities
ranging from 4 to about 120 m/s, the 1/v law for the cross section for neutron capture by a free nucleus is
valid to within 6%. c© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is well known that the neutron-optics proper-
ties of a medium are completely determined by the
complex scattering length for the coherent interac-
tion of neutrons with nuclei of atoms forming this
medium. For the majority of nuclei, the real part of the
scattering length exceeds its imaginary part by a few
orders of magnitude. In this case, processes induced
by radiative neutron capture by nuclei of the medium
lead to the attenuation of a wave over distances con-
siderably exceeding the relevant wavelength, the real
part of the wave number in the medium and, accord-
ingly, the index of refraction for neutrons being de-
pendent only slightly on the absorption cross section.
A similarly weak dependence on the capture cross
section is peculiar to the coefficient of reflection from
the medium boundary as well.

There are, however, a number of substances whose
nuclei possess a very large cross section for the cap-
ture of thermal neutrons. In the majority of cases,

1)Laue–Langevin Institute, Grenoble, France.
2)Institute of Theoretical and Experimental Physics, Bol’shaya
Cheremushkinskaya ul. 25, Moscow, 117259 Russia.
*e-mail:frank@nf.jinr.ru
1063-7788/03/6610-1831$24.00 c©
this is due to the presence of resonances in the cross
section for radiative capture in the region of thermal
energies. The imaginary part of the scattering length
can then be commensurate with its real part or even
exceed it. For such substances, all optical character-
istics of the medium are strongly dependent on the
cross section for neutron capture by individual nuclei.
Interest in neutron optics of absorbing media has

quickened considerably in recent years. This was mo-
tivated by a wide application of absorbing substances
in neutron polarizers, especially in view of the fact
that requirements on the quality of such polarizers
have become ever more stringent. Moreover, the ex-
perimental results reported in [1], which are quite
unexpected, attracted closer attention to the problem.
On the other hand, this realm of neutron optics has
not yet received adequate experimental study because
of difficulties in performing relevant experiments.
Theoretical investigations into the problem being

discussed were performed in [2–7]. In 1961, Gurevich
and Nemirovsky [3] showed that, as the velocity of
neutrons incident on an absorbing medium tends to
zero, the effective capture cross section approaches
a finite limit instead of going to infinity. It should be
emphasized that one implies here an effective cross
2003 MAIK “Nauka/Interperiodica”
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section for nuclei in a dense medium rather than the
cross section for a free nucleus. In the same article
of those authors, it was indicated that the absorption
of a wave is always accompanied by its reflection.
Among other things, they presented an estimate for
the coefficient of reflection of ultracold neutrons from
the surface of gadolinium, which possesses a giant
cross section.

Treating the dispersion of neutron waves on the
basis of classic theory pioneered by Foldy [8] and
Lax [9], I. Frank [4] derived general expressions for the
complex index of refraction of neutron waves in an ab-
sorbing medium. Only the very fact that the effective
scattering length for neutron–nucleus interaction is
complex-valued is of importance in this approach,
the questions concerning the origin of its imaginary
part being set apart. It does not seem that there are
constraints on the applicability of this theory in the
case of very strong absorption. Some of the results
reported in [4] will be given below.

In contrast to [4], the theoretical analysis of Gure-
vich and Lomonosov in [5, 7] relied on the fact that,
in strongly absorbing media, the disappearance of a
neutron is due to radiative capture. Those authors
arrived at the conclusion that, at very low neutron
energies, the dependence σ ∝ 1/v for the neutron-
capture cross section gives way to the dependence
σ ∝ v. This means that the capture cross section
tends to zero as the neutron velocity decreases indef-
initely. But as before, this concerns the effective cross
section for a nucleus occurring in a dense medium (of
a thin film in the case being discussed).

We would also like to mention the studies of Rubio
and Kumar [10] and Jayannavar [11], who revisited
the reflective properties of an absorbing potential.
Those authors analyzed some corollaries of the well-
known circumstance that, in the case of interaction
with a complex-valued potential having sharp bound-
aries, a strong absorption of a wave is always accom-
panied by its reflection (see, for example, [3]).

2. ELEMENTARY THEORY

2.1. Infinitely Thin Absorbing Plane

In order to illustrate some general features of phe-
nomena that arise in the interaction of a neutron
wave with an absorbing sample, we will consider the
model of an infinitely thin plane, disregarding cor-
relations between the positions of scatterers (such
correlations are insignificant in the present case). The
sample in question can then be fully characterized by
the complex-valued scattering length for interaction
with an individual nucleus, b, and by the number of
scatterers per unit area, ρ2. The problem reduces to
calculating the amplitude for scattering on a delta-
function potential. This problem is well known in
PH
quantum mechanics (see, for example, [12]) and was
repeatedly discussed in connection with various prob-
lems in neutron optics [10, 11, 13–15]. A solution can
be represented in the form

r =
−iS

1 + iS
, t =

1
1 + iS

, (1)

S =
2πρ2b
k0

, b = b′ − ib′′,

where r and t are the amplitudes of, respectively, the
reflected and the transmitted wave and k0 is the wave
number, the incident flux being normalized to unity.
Evaluating the flux that remains within the substance
of the sample,

Σ = 1 − |r|2 − |t|2 , (2)

we obtain the following expression for the effective
cross section σ = Σ/ρ2 for neutron absorption on an
individual nucleus in the sample:

σ =
4π
k0
b′′

1

1 +
4πρ2
k0

b′′ +
4π2ρ22
k2
0

|b|2
. (3)

For an indefinitely dilute two-dimensional me-
dium, in which case ρ2 → 0, the following relation
holds in accordance with the optical theorem:

σ → σ0 =
4π
k0
b′′. (4)

In the case where the density of scatterers, ρ2, is
finite, the effective cross section for nuclei lying in
a plane is smaller than the cross section for a free
nucleus. If the wave number is not overly small, we
can disregard the third term in the denominator on the
right-hand side of (3). We then have

σ ∼= σ0

1 + σ0ρ2
, σ0ρ2 � 1. (5)

From (4) and (5), it can be seen that the effective
cross section in a medium grows with decreasing
wave number, along with the cross section, σ0, σ0 ∝
1/k0. However, this growth is moderated by the in-
creasing factor σ0ρ2.
The limiting case of ultraslow neutrons [15] corre-

sponds to fulfillment of the inequality
ρ2 |b|
k0

� 1 and

to the dominance of the third term in the denominator
on the right-hand side of (3); we then have

σ ∼=
1
πρ22

b′′

|b|2
k0, σ0ρ2 � 1. (6)

Thus, we see that, at very low neutron velocities,
the effective cross section for nuclei in a thin sam-
ple proves to be proportional to the incident-neutron
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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velocity, in quantitative agreement with the results
obtained in [7]. As the neutron velocity decreases
indefinitely, this cross section tends to zero.

This result has a simple qualitative explanation.
As was indicated previously in [14, 15] and as can
be immediately seen from (1), the amplitude of the
wave that is reflected from a plane has a pronounced
resonance character. If absorption is negligible (b′′ �
b′), the coefficient of reflection, R = |r|2, is given by
the resonance Wigner formula

R =
ν2

ν2 + k2
0

, ν = 2πρ2 |b| , (7)

which corresponds to scattering on a level at a neg-
ative energy for b′ < 0 or on a virtual level for b′ > 0.
But in the general case, it follows from (1) that

R =
4π2ρ2 |b|2

k2
0

(
1 +

4πρ2
k0

b′′ +
4π2ρ22
k2
0

|b|2
)−1

.

(8)

For ultraslow neutrons, in which case k0 � ρ2 |b|,
expression (8) reduces to expression (7), which was
obtained for a perfectly transparent medium. In the
limit of k0 → 0, it leads to the following result:R→ 1.
Thus, an effective decrease in the capture cross sec-
tion with decreasing neutron energy is due to an ever
increasing and eventually dominant role of reflection.

2.2. Case of Absorbing Medium

In the above case of a thin sample, the problem
being considered involved only one value of the wave
number, k0. It is obvious that, in the case of an ex-
tended sample, which, in the limiting case, goes over
to a semi-infinite medium, it is necessary to intro-
duce, in addition, the wave number k that character-
izes the wave within the sample. The relation between
these wave numbers is given by the dispersion law
k(k2

0). For waves of any origin, we have the relation [9]

k2 = k2
0 + 4πρf(0), (9)

where f(0) is the amplitude of the wave scattered at
zero angle and ρ is the number of scatterers per unit
volume. By virtue of the optical theorem

σtot =
4π
k0
Im[f(0)], (10)

which relates the total cross section σtot to the ampli-
tude for forward scattering, this amplitude is always
complex-valued. Accordingly, the wave number in
the medium, k—it is determined by the dispersion
relation (9)—is also complex-valued. For very slow
neutrons, it is common practice to use, instead of
the amplitude, the scattering length b [16], where b =
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
− lim[f(0)] for k0 → 0. In this case, the formulation of
the optical theorem in Eq. (10) (with the substitution
of −b for f ) remains valid, but it involves, instead
of the total cross section, the cross section σeff for
all processes leading to the withdrawal of neutrons
from the coherent state and including capture (see,
for example, [13]). In the majority of cases, the scat-
tering length b is constant. From the invariability of
its imaginary part, it follows that the quantity σeff(k)k
is constant, which corresponds to the 1/v law for the
cross section σeff. Obviously, the dispersion relation
then has the form
k2 = k2

0 − 4πρb, k = k′ + ik′′, b = b′ − ib′′.
(11)

In the case of normal incidence of a wave on sub-
stance,3) the corresponding neutron wave function in
a medium has the form of an attenuated wave; that is,

ψ(x) = t exp
[(
ik′ − k′′

)
x
]
, (12)

where t is the amplitude of the wave at the boundary
of the medium. Evaluating the flux density at a given
point in the substance by means of a standard proce-
dure, we obtain

j = |ψ(x)|2 �k′

m
, |ψ(x)|2 = t2 exp(−2k′′x). (13)

Thus, we see that, in the expression for the flux, the
quantity v′ = �k′/m plays the role of the velocity in
the medium [4] and that the attenuation of the wave is
determined by the imaginary part of the wave vector
k′′. In just the same way as k′, k′′ depends both on
the real and on the imaginary part of the scattering
length b.
Following [4], we will derive explicit expressions

for both parts of the wave vector in a medium. Re-
casting formulas (11) into the form of two equations,

k′2 − k′′2 = k2
0 − 4πρb′, k′k′′ = 2πρb′′, (14)

we obtain

k′ =

√√√√k2
0 − 4πρb′

2
+

√(
k2
0 − 4πρb′

)2
4

+ (2πρb′′)2,

(15)

k′′ =

√√√√4πρb′ − k2
0

2
+

√(
k2
0 − 4πρb′

)2
4

+ (2πρb′′)2,

(16)

3)We note that, in the case of an arbitrary angle of incidence,
the components of the complex wave vector in a medium are
not parallel to each other. In this case, the imaginary part of k
is orthogonal to the boundary of the substance. Here, we will
not analyze interesting corollaries from this circumstance,
restricting our consideration to the case of normal incidence
of a wave on the boundary of a medium.
03



1834 FRANK et al.
where one implies the arithmetic (positive) values of
the square roots.

Equations (14)–(16) completely determine the
neutron wave function in a medium; in order to
solve the problem of reflection from and transmission
through an arbitrary sample, it only remains to
write the corresponding continuity conditions at the
interfaces.

Implying that, in the ensuing analysis, we will be
dealing only with rather slow neutrons and following
the generally accepted terminology [4], we will dis-
tinguish between ultracold and very cold neutrons by
the sign of the quantity C = k2

0 − 4πρb′. For very cold
neutrons in the case of substances characterized by
not very strong absorption and of energies not very
close to the threshold,(

4πρb′′
)2 �

(
k2
0 − 4πρb′

)2
, (17)

we obtain

k′ ∼=
√
k2
0 − 4πρb′, k′′ =

2πρb′′

k′
∼=

2πρb′′√
k2
0 − 4πρb′

.

(18)

Substituting these expressions into (13) and making
the substitution

b′′ = σeff(k0)k0/4π, (19)

we arrive at

|ψ(x)|2 = t2 exp
(
−ρσeff(k0)k0

k′
x

)
. (20)

Thus, both the quantum-mechanical flux (13) and
its attenuation (20), which is caused by absorption in
the case of very cold neutrons, are determined by the
effective velocity of neutrons in matter,

v′ =
�

m
k′. (21)

Let us now consider the case of ultracold neutrons
(C < 0). Under the same conditions (17), we similarly
obtain

k′ ∼=
2πρb′′√

4πρb′ − k2
0

, k′′ ∼=
√

4πρb′ − k2
0 . (22)

From the condition in (17), which is assumed to
be valid here, it follows that k′′ � k′. The wave is
attenuated in matter efficiently, but, now, this is due
to almost complete external reflection rather than to
absorption. Nonetheless, the real part of k is not equal
exactly to zero—it is obviously related to the absorp-
tive properties of matter. The flux that is associated
with it and which is directed toward the interior of
matter [see Eq. (13)] owes its existence to neutron
absorption in matter [4].

Let us now remove the condition in (17) and re-
turn to the general case of an absorbing medium.
PH
From (15), it immediately follows that, as the velocity
of neutrons incident on a medium tends to zero, the
real part of the wave number, along with the effec-
tive velocity in matter, reaches some limiting value,
instead of approaching zero; that is,

k′min =

√√√√√2πρb′



√

1 +
(
b′′

b′

)2

− 1


, (23)

v′min =
�

m
k′min.

As a result, the increase in the cross section for
neutron absorption is restricted from above by the
quantity

σmax =
σ(k0)k0
k′min

. (24)

Thus, we see that, in the case of ultracold neu-
trons, the effective cross section for neutron absorp-
tion increases in proportion to 1/v′ with decreasing
neutron velocity. But the effective velocity v′ itself
cannot be arbitrary small—it is bounded from below
by the limiting value in (23). As was predicted in [3],
this is precisely the physical reason behind the satu-
ration of the cross section. In the case of a very strong
absorption, b′′ � b′, we have

k′min =
√

2πρb′′, σmax = 2
√

2πb′′/ρ, (25)

which is in accord with [3].
By no means does this conclusion contradict the

results presented in the preceding section. In the ab-
sence of a medium, we determined the cross section
on the basis of the ratio of the flux captured by the
sample to the flux incident on it. But in the present
section, we determine the cross section on the basis
of the attenuation of that part of the flux which has
already entered the medium, the magnitude of the
coefficient of reflection from the interface not being
discussed. At the same time, the role of reflection
becomes more pronounced with decreasing neutron
velocity in this case as well. For an infinitely extended
medium, the amplitude of the reflected wave is given
by the well-known expression

r =
k0 − k
k0 + k

. (26)

Obviously, the entire flux that entered a semi-infinite
medium is absorbed in it. At very low neutron ve-
locities, we obtain the following expression for the
fraction of absorbed neutrons:

α = 1 − |r|2 =
2k′k0
4πρ |b| , k0 → 0. (27)

From this expression, we can see that, in accord with
the aforesaid, α decreases in proportion to the neutron
velocity in this case as well.
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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3. SCATTERING LENGTH FOR THE
COHERENT INTERACTION OF SLOW

NEUTRONS WITH GADOLINIUM NUCLEI

Among known substances that absorb neutrons,
gadolinium is one of the strongest absorbers. This
is the reason why it is extensively used in neutron
physics. Moreover, investigation of the propagation
and absorption of neutron waves in this substance
makes it possible to test, under limiting conditions,
fundamentals of the theoretical neutron optics of ab-
sorbing media. In order to meet the requirements of
applied neutron optics and to perform a comparison of
experimental data on ultracold-neutron transmission
through thin gadolinium samples (see Section 4 be-
low) with the results of calculations, we address here
data on the scattering length for coherent neutron
interaction with gadolinium nuclei.

3.1. Complex-Valued Scattering Length for Neutron
Interaction with Gadolinium Nuclei

Two gadolinium isotopes, 155Gd and 157Gd, have
resonances in the cross section for radiative neutron
capture near the thermal region, and this is the reason
why the cross section for neutron capture in natural
gadolinium is so large. It is well known that, in this
case, the energy dependence of the scattering length
is described by the Breit–Wigner formula (see, for
example, [17])

acoh = r0 +
∑

j

2λ̄jΓnj (E − Ej)
4 (E − Ej)

2 + Γ2
j

(28)

+ i
∑

j

λ̄jΓnjΓj

4 (E − Ej)
2 + Γ2

j

,

where acoh is the scattering length for the interaction
with a free nucleus, r0 is the potential-scattering
length, Γn,j is the neutron width of the j resonance,
Γj is its total width, and E is the neutron energy.
The scattering length for a bound nucleus is b =
acoh(A+ 1)/A, where A is the mass number. For
gadolinium, A ≈ 155, in which case a and b differ by
less than one percent; in view of this, we will disregard
this distinction below. As can be seen from (28),
both the real and the imaginary part of the scattering
length change sharply in the vicinity of resonances.
In Fig. 1, the resonance contribution b(E) to the real
part of the scattering length for natural gadolinium
is shown as a function of energy. This graph was
calculated on the basis of the Breit–Wigner formula
with allowance for the parameters of closely lying
resonances. Here, we employed the representation
Re(b) = b0 + b(E), in which the constant term b0
takes into account both the real part of the potential-
scattering length, r0, and the contributions of all far
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
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Fig. 1. Real part of the scattering length for natural
gadolinium as a function of energy (results of the calcu-
lation). The constant component b0 is taken here for the
reference point.

resonances. From Fig. 1, it can be seen that, in the
energy range from zero to 1 eV, the real part of the
scattering length changes by more than 12 fm.
For neutrons of energy much less than the res-

onance value, the denominator in the Breit–Wigner
formula reduces to a constant. Since the quantity
λ̄Γn, which appears in the numerator of this formula,
is also a constant for s-wave resonances, the complex
scattering length for ultracold neutrons is equal to the
constant b = b0 + b(0).
For the majority of practical calculations, it is

necessary to know the complex value of b precisely,
which, with the exception of the particular case of
ultracold neutrons, is always strongly dependent on
energy. The imaginary part of b can easily be calcu-
lated either by formula (28) with the known resonance
parameters from [17] or by means of the optical the-
orem on the basis of the known cross section. In the
case being considered, the total cross section is nearly
coincident with the dominant radiative-capture cross
section, σeff ∼= σγ , which is well known [18].
The situation around the real part of b is more

complicated. A few experimental values are given

Table 1

Re(b), fm Method, λ Year,
references

9.5 ± 0.2 Diffraction,
Epithermal neutrons 1975 [20, 21]

6.2 Compilation, 1.8 Å 1984 [17]

5.1 ± 0.4 Interferometry, 1.86 Å 1985 [22]

10 Reflectometry, 1–5 Å 1992 [23]
03
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for this quantity in the tables of coherent scattering
lengths in [19], the experimental result having the
smallest declared error [20] being indicated there for
the recommended value. These data, supplemented
with those from [21, 23] (references to the earlier
studies of the quoted authors are omitted here), are
presented in Table 1.

The measurements reported in [20, 21] were per-
formed by the neutron-diffraction method with ep-
ithermal neutrons over a wide energy range. The au-
thors of those studies state that the results obtained
by measuring the quantity b are indicative of its in-
variability in the energy range from 0.2 to approxi-
mately 2 eV, where there is a resonance. This con-
clusion, which contradicts the Breit–Wigner formula
(see Fig. 1), seems dubious.

The experiment with a neutron interferometer in
[22] was devoted to directly measuring the phase shift
caused by the real part of the index of refraction,

∆Φ = k0(n′ − 1)d, n′ = k′/k0, (29)

where d is the sample thickness. In the case of thermal
neutrons, the imaginary part of the scattering length
makes a negligible contribution to n′; that is,

n′ ∼= 1 − 2πρb′

k2
0

[
1 +

(
2πρb′′

k2
0

)2
]
, k2

0 � ρb′, ρb′′.

(30)

The measurements were performed at the wave-
length of λ = 1.86 Å, and the value quoted in Table 1
is the experimental result extracted from the mea-
sured phase shift at this wavelength value. For the real
part of b at the thermal point, the value obtained by
rescaling this result on the basis of the Breit–Wigner
formula with allowance for two main resonances in
gadolinium is 5.7± 0.4 fm, which is close to the value
quoted in [17].

Korneev et al. [23] measured the coefficient of
neutron reflection, R(λ), from a gadolinium layer
deposited on the surface of a flat substrate. The
measurements were performed by the time-of-flight
method in the wavelength range λ = 1–5 Å. The co-
efficient of reflection, R(λ), depends on the complex-
valued quantity b(λ), which was calculated on the
basis of Eq. (28). The result displayed in the table
concerns the constant component b0. The experi-
ment reported in [23] was devoted to measuring the
reflective properties of gadolinium rather than the
scattering length proper; in view of this, the error in
this quantity was not presented there.

Thus, we can see that available data are contro-
versial and that the results of the most precise experi-
ment are questionable. All of this furnishes a sufficient
motivation for undertaking a new measurement of
PH
the scattering length for coherent neutron interaction
with gadolinium nuclei.

3.2. Measurement of the Scattering Length
for Gadolinium by the Method of Reflection

from a Mirror

Upon the reflection of a neutron wave from the
boundary of a medium, the wave-number compo-
nent parallel to the medium surface must remain
unchanged. For this requirement to be satisfied, it is
sufficient that the medium be homogeneous along its
boundary. Therefore, the dispersion relation (11) is
also valid for the wave-number components orthog-
onal to the surface of the medium [4, 14]; that is,

k2
⊥ = k2

0⊥ − 4πρb(k2
0), k⊥ = k′⊥ + ik′′⊥, (31)

where it has been considered that the proximity of
resonances, which is typical of strongly absorbing
media, leads to an energy dependence in the scat-
tering length. With allowance for this circumstance,
formulas (15) and (16) remain valid if the wave num-
bers k0 and k are replaced there by their normal
components. For the coefficient of reflection from the
boundary of themedium, wemust use, instead of (26),
the expression

r(k0, k2
0) =

k0⊥ − k⊥(k0⊥, k2
0)

k0⊥ + k⊥(k0⊥, k2
0)
, R = |r|2 . (32)

Figure 2 shows the calculated coefficient of re-
flection from the surface of a gadolinium mirror at a
glancing angle of 5 mrad. The imaginary part of the
scattering length, Im(b), and the contribution to the
real part of the scattering length b(E) from the clos-
est resonances were calculated by the Breit–Wigner
formula. The constant part of the scattering length,
b0, was a variable parameter. It can be seen that by
no means is the coefficient of cold-neutron reflection
from a gadolinium surface small and that it depends
on the parameter b0 rather strongly, and these were
the circumstances that were used in [23]. Our exper-
iment is also based on measuring the coefficient of
neutron reflection from a gadolinium mirror [24].
The measurements were conducted by using the

REFLEX neutron reflectometer installed at the IBR-
2 reactor of the I.M. Frank Laboratory for Neutron
Physics at the Joint Institute for Nuclear Research
(Dubna, Russia) [25]. The sample used wasmanufac-
tured by means of the magnetron sputtering of natu-
ral gadolinium onto a glass substrate of dimensions
5 × 8 cm2. The thickness of the gadolinium layer was
about 1000 Å. In order to prevent gadolinium from
oxidation, it was covered with a thin (50 Å) titanium
layer. There is every reason to believe that the tita-
nium layer was completely oxidized.
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Fig. 2. Coefficient of neutron reflection from the surface
of a gadolinium mirror versus the neutron wavelength
according to calculations at various values of the constant
part b0 of the scattering length.

The measurements were performed by the time-
of-flight method in the wavelength range 3.5–8 Å at
glancing angles of 3.78 and 4.88mrad. In those cases,
the angular resolution of the instrument assumed
values of 5.5 and 4.3%, respectively. The coefficient of
reflection was determined in a natural way, as the ratio
of the intensities of the reflected and incident beams, a
normalization with allowance for the time ofmeasure-
ments and the monitoring of the reactor power being
performed. The length of the mirror was insufficient
for completely covering the incident beam, and this
was taken into account by introducing yet another
normalization factor. The corresponding geometric
factor x = N1/N2, where N1 and N2 the intensities
of the beam, respectively, without and with the mirror
in the operating position, was measured as a function
of the wavelength. It proved to be constant to a fairly
high precision, and this indicates that themirror is not
transparent to neutrons in the wavelength range used.

The results of the measurements are given in
Fig. 3. The theoretical curves calculated by formu-
las (15), (16), and (32) were fitted to our experimental
data obtained at two glancing angles. In constructing
these curves, the imaginary part of the scattering
length, Im(b), and the contribution of the closest
resonances to the real part of the scattering length
b(E) were calculated by the Breit–Wigner formula.
The constant part of the scattering length, b0, was
the only varied parameter, which was common to
both measurements. In the calculations, we took into
account the presence of a protecting layer, setting the
density of the scattering length for coherent interac-
tion to ρb = 2.61 × 1010 cm−2, which corresponds to
titanium dioxide (TiO2).
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Fig. 3. Experimental data on the coefficient of reflection
from a gadolinium mirror at two glancing angles, along
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curves) and the theoretical results for an angle of 3.78
mrad at b0 = 12.5 and 10.5 fm (dashed curves 1 and 2,
respectively).

Although the theoretical curves reproduce experi-
mental data quite satisfactorily, their agreement with
experimental data is not perfect. In all probability,
there are moderate methodological errors or unknown
factors that were disregarded in the calculations. The
most probable reason behind these discrepancies is
associated with an incomplete knowledge of the prop-
erties of the sample—in particular, of the surface dis-
tribution of oxygen in the sample oxidized in air.
Nevertheless, the experiment proved to be rather

sensitive to the value of b0, as is demonstrated by a
comparison of the results of the measurements at an
angle of 3.78 mrad with the results of the calculations
that were performed for three values of b0 (see Fig. 3).
For the constant contribution to the real part of the
scattering length for gadolinium, our eventual esti-
mate is b0 = 11.5 ± 0.7 fm.

3.3. Scattering Length for the Interaction
of Ultracold Neutrons with Gadolinium Nuclei

On the basis of the result quoted above for b0, we
can easily evaluate the scattering length for the case
of ultracold neutrons. Upon taking into account the
resonance contribution b = b0 + b(0) according to the
Breit–Wigner formula, we obtain Re(b)UCN = 5.8 ±
0.7 fm. The imaginary part of the scattering length
can easily be derived by using the optical theorem,
Im(b) = kσtot/4π. In the case being considered, the
total cross section is nearly coincident with the cross
section for radiative capture, σtot ∼= σγ . On the basis
of data from [18] on the cross section for capture in
003
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gadolinium isotopes that make a dominant contribu-
tion to the cross section, we find that, for the natural
isotopic composition of gadolinium, σγ = 5.9 × 105 b
at an energy of E = 10−4 eV. This leads to the value
of Im(b) = 10.4 fm.

We also note that, from the invariability of the
real and imaginary parts of the scattering length for
ultracold neutrons, it follows that, when necessary,
one can make use of the concept of a complex-valued
effective potential that correctly describes the interac-
tion of ultracold neutrons with gadolinium,

U =
2π�

2

m
ρb = V − iW, (33)

the imaginary part of this potential (W ∼= 82 neV)
exceeding significantly its real part (V ∼= 45 neV).

4. MEASUREMENT
OF ULTRACOLD-NEUTRON

TRANSMISSION THROUGH THIN
GADOLINIUM FILMS

Until recently, the neutron optics of strongly ab-
sorbing media was not well studied experimentally.
An attempt at experimentally observing the reflec-
tion of ultracold neutrons from strongly absorbing
substances was made in [26]. Later on, this effect
was reliably demonstrated in the experimental studies
reported in [27]. Only in 1999 did H. Rauch and his
collaborators [1] launch an experiment aimed at mea-
suring the cross section for ultracold-neutron capture
by gadolinium samples.

In accordance with the aforesaid, the scattering
length for ultracold-neutron interaction with gadolin-
ium nuclei must be a complex-valued constant,
whence it follows that the 1/v′ law must be valid for
the cross section characterizing the capture of ul-
tracold neutrons by gadolinium nuclei. According to
Rauch et al. [1], however, their experimental results
furnish strong evidence of a deviation from the 1/v
law for the ultracold-neutron-capture cross section
(see also [28]). We undertook a new experiment to
study the transmission of ultracold neutrons through
thin films of natural gadolinium. It was performed by
using the cold-neutron source of the Laue–Langevin
Institute (Grenoble, France) [29].

4.1. Experimental Facility, Experimental Conditions,
and Procedure of Measurements

1. Layout of the facility. As a basic element, our
experimental facility employed a gravitational spec-
trometer of ultracold neutrons that was equipped with
interference filters [30–32] and which was somewhat
modified to meet special demands of the present ex-
periment. The layout of the spectrometer is displayed
PH
in Fig. 4. Ultracold neutrons from the source used
entered the chamber intended for a preliminary pu-
rification of the spectrum. After a few reflections from
the chamber walls, some of these neutrons found their
way to the annular corridor leading to themain cham-
ber. The outer and the inner diameter of the corridor
were 130 and 110 mm, respectively. The sample being
studied, which was manufactured in the form of a
thin-film structure deposited onto a silicon substrate
150 mm in diameter and 0.6 mm in thickness, was
fastened at the outlet of corridor. The sample was
arranged in such a way that it completely covered
the cross section of the corridor. In order to prevent
the penetration of ultracold neutrons into the main
volume of the spectrometer through the gaps of the
structure, the fastening workpieces were covered with
a polyethylene film, which was virtually “black” for
ultracold neutrons.
Neutrons that went out of the corridor and which

traversed the sample entered the neutron guide
formed by six glass mirrors with vertical walls. A filter
that played the role of an energy analyzer was placed
within the neutron guide. The position of the analyzer
in altitude could be changed with aid of a high-
precision gear driven by a step engine. Neutrons that
traversed the analyzer were recorded by a proportional
He3 detector.
In order to prevent the possible multiple reflection

of ultracold neutrons between the sample and the an-
alyzer, a polyethylene disk of diameter about 100 mm
(not shown in the figure), which played the role of
an absorder, was arranged immediately beneath the
sample.
A neutron interference filter [33] was the main

spectroscopic element of the instrument. In order to
analyze the energy of neutrons, we employed a five-
layer filter formed by alternating layers of a nickel–
vanadium alloy and titanium, these layers being de-
posited by the method of magnetron sputtering onto
a silicon substrate. A 7% addition of vanadium to
nickel reduced the temperature of the phase transition
to a ferromagnetic state. The widths of the layers
were 270, 166, 530, 166, and 270 Å. Three NiV lay-
ers (two outer layers and the central one) are char-
acterized by a higher scattering-length density ρb
and a greater effective potential, U = (2π�

2/m)ρb ∼=
230 neV, whereas the effective potential of titanium is
negative.
Thus, the potential relief of the filter had the form

of three potential barriers separated by two identical
wells. The widths of the potential wells (thicknesses
of the titanium films) were chosen in such a way
that the system had a quasibound-state level. The
inevitable splitting of the level due to the presence of
two wells did not have a strong effect on the properties
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Fig. 4. Layout of our experimental facility for mea-
suring the transmission of ultracold neutrons through
gadolinium samples: (1) preliminary-purification cham-
ber, (2) main vacuum chamber, (3) annular corridor
equipped with a polyethylene convertor heating ultracold
neutrons, (4) glass neutron guide, (5) sample, (6) an-
alyzer, (7) monitoring detectors of heated neutrons, (8)
detector of ultracold neutrons, (9) step engine, and (10)
casing of the monitor.

of the filter, since the spacing between the levels was
commensurate with their natural width. As a result,
the neutron-transmission function was characterized
by a narrow resonance (of width about 4 neV) at an
energy of 107 neV, which is much lower than the bar-
rier height. For this filter, the calculated transmission
curve is shown in Fig. 5. Rich experience gained in
using interference filters [30–32]—in particular, the
filter that is described above—gives every ground to
state that the calculated position of the peak agrees
with the actual one to within 1 neV.

Obviously, the filter transmits well neutrons whose
energy is above the barrier. They traverse the filter
freely and generate a background. In order to reduce
this component of the background, we employed a
dedicated device that consisted of 120 alternating
Ni(N) and Ti/Zr layers and which included an inter-
ference mirror (so-called supermirror) reflecting neu-
trons of energy in the region below some 700 neV. A
specially calculated antireflecting structure was de-
posited onto the supermirror. This filter has a trans-
mission window in the region of ultracold-neutron
energy, but it efficiently reflects very cold neutrons,
which are faster [30, 32]. In the following, this device,
whose transmissivity is displayed in Fig. 6, will be
referred to as a window.

The two devices forming the analyzer were fas-
tened together in a movable holder within the neutron
guide. The transmissivity of the analyzer is described
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
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Fig. 6. Transmissivity of the filter used as a window to
reduce the background of very cold neutrons.

by the product of the transmission functions of the
two devices. Below 250 neV, there is only one trans-
mission peak at Ea = 107 neV; in the range between
250 and 700 neV, the transmissivity of the analyzer
is as low as a few percent. Thus, the analyzer trans-
mitted those ultracold neutrons to the detector whose
energy at the point of its location was Er. However,
the neutrons were accelerated in the gravitational
field of the Earth on their path from the sample to
the analyzer, so that their energy was lower when
they traversed the sample. The change in energy per
1 cm of altitude ismg = 1.025 neV/cm. By changing
the distance between the sample and the analyzer,
we were able to perform scanning in the energy of
neutrons traversing the sample.
Since the experiment was aimed at measuring the

absolute value of the transmissivity of the samples, it
was necessary to monitor the flux of ultracold neu-
trons in the immediate vicinity of a sample—that is,
within the corridor along which the neutrons were
03



1840 FRANK et al.
Table 2

Sample no. 1 Sample no. 3

substance
of the
layer

measured
layer

thickness, Å

substance
of the
layer

measured
layer

thickness, Å

TiO2 50 SiO2 15

Ti 15 Si 29

Gd 235 Gd 255

Ti 50 SiO2 22

Si Substrate Si Substrate

supplied. For this purpose, four pieces of a polyethy-
lene film (3 in Fig. 4) were fastened within the corridor
at its inner wall. The total area of the film was about
5 cm2. Polyethylene has a very large cross section for
noncoherent inelastic scattering (σne ≈ 3.5 × 104 b);
therefore, it heats ultracold neutrons efficiently. The
detector of heated neutrons was positioned in the
central nonevacuated volume. It was designed as an
assembly of 13 proportional He3 detectors of diam-
eter 12 mm connected in parallel. The entire as-
sembly was surrounded by a cadmium screen (10)
that shielded it from the external background and the
background of heated neutrons that were produced in
the preliminary-purification chamber. At the level of
the polyethylene converter, this screen had an annular
slit of height about 1.5 cm. Under the conditions of
the present experiment, the monitor counting rate
was about 20 count/s; of these, about 2.5 count/s
were due to background. The absorption of ultracold
neutrons in the converter led to about a 10% loss of
instrument counts.

2. Samples. We had four gadolinium-containing
samples at our disposal. Of these, three were in the
form of a natural-gadolinium film deposited by the
method of magnetron sputtering onto a silicon sub-
strate. In two cases, an additional thin film (sublayer)
from titanium was deposited between the substrate
and the gadolinium film for some technological rea-
sons. In order to protect gadolinium from oxidation,
it was covered with a thin layer of titanium or silicon.
For three samples, we know the results of measure-
ments with an x-ray reflectometer. For two of them,
these data are quoted in Table 2.

Sample no. 2 was similar to sample no. 1, but it
had the gadolinium-film thickness reduced to 150 Å.
There are no data from x-ray measurements for this
PH
sample. The fourth sample was a multilayer struc-
ture formed by 15 pairs of gadolinium and silicon
films. The thickness of each layer was about 10 Å,
which is much less than the wavelength of ultracold
neutrons. In addition, the interlayer surfaces separat-
ing the films were not perfect, but they had rough-
ness whose dimensions were commensurate with the
thickness of the layers. Physically, this sample was
therefore gadolinium diluted with silicon. It was cov-
ered with a 50-Å layer of silicon.
A silicon plate was taken for the fifth, reference,

sample in testing the procedure for measuring the
transmission of neutron.

3. Procedure ofmeasurements and analysis of
the background. The objective of the present mea-
surements was to determine the experimental value
of the transmissivity of a sample—that is, the ratio of
the flux that traversed the sample to the incident flux.
Instead of the flux incident on a sample, wemeasured,
in this experiment, the flux in the absence of a sample.
It is obvious that, in addition to accurately monitoring
the flux, it is necessary, in using this method, to take
correctly into account the backgrounds of the facility.
Since an interference filter is the spectrometric

element of the instrument, all detector counts whose
origin is not associated with a tunnel penetration
through the filter at the resonance must be treated
as background counts. Listed immediately below are
possible sources of the background:
(i) intrinsic detector background (background of

the experimental hall);
(ii) background of heated neutrons originating

from inelastic scattering in the inlet chamber of the
spectrometer;
(iii) background of very cold neutrons that tra-

versed the sample and the analyzer;
(iv) background of heated neutrons generated

by ultracold neutrons that traversed the sample
and which then suffered inelastic scattering on the
internal elements of the spectrometer;
(v) background of ultracold neutrons that tra-

versed the sample, but which bypassed the analyzer
in finding their way to the detector upon undergoing a
few reflections in the spectrometer chamber.
The first two components of the background do

not change upon the replacement of a sample. The re-
maining three are associated with neutrons that tra-
versed the spectrometer through the supplying corri-
dor and a sample if it is mounted at the outlet of the
corridor. Obviously, this background changes upon
the replacement of a sample.
In order to measure the background, it is neces-

sary to eliminate the tunnel passage of ultracold neu-
trons through the analyzer without changing other
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Fig. 7. Total counting rate and that for background in the
transmission of ultracold neutrons through sample no. 3.

conditions of the experiment. The replacement of the
analyzing filter deposited onto a silicon substrate by
a thin nickel film on the identical substrate would
be a procedure that conforms most closely to this
requirement.

For each of the samples and for the case of the
open corridor, the measurements were performed two
times. In measuring the total counting rate (effect
plus background) the interference filter on a silicon
substrate and the window filter were in the holder
of the analyzer, while, in measuring the background,
a Ni(N) film of thickness 1370 Å on the identical
silicon substrate and the window filter were placed in
that holder. In either case, we measured the detector
counting rate as a function of the position of the an-
alyzer holder. The possible uncontrollable changes in
the external background and in the parameters of the
measuring equipment within the time interval sepa-
rating the two measurements in question inevitably
plagued this procedure. Yet, the external background
(about 0.05 count/s) constituted a relatively small
fraction of the total background. For one of the sam-
ples, Fig. 7 displays the results obtained bymeasuring
the total counting rate and that which is associated
with the background. The position of the analyzer was
measured with respect to the sample.

4.2. Calculation of Transmission
through the Samples

1. Calculation of transmission through a sili-
con plate. In rigorously calculating the coefficient of
transmission through a planar sample, it is necessary
to take into account the interference between the
waves that are multiply reflected from its boundaries.
In actual cases, however, where the spectrum has
a finite width, the inclusion of this interference is
physically meaningful only if the so-called coherence
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
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Fig. 8. Transmissivity of a silicon plate: (solid curve)
results of the calculation and (points) experimental data.

length Lc = λ2/∆λ is commensurate with the thick-
ness of the plate (in the expression for the coherence
length,∆λ is the width of the spectrum).
In our experiment, 0.6-mm-thick plates from a

silicon single crystal were used as substrates. Such
a plate was also chosen as a separate sample for
testing correctness of the procedure used in our mea-
surements. The relative wavelength spread∆λ/λwas
about 0.02 at a wavelength value of λ ≈ 10−5 cm.
Thus, the sample thickness was two orders of mag-
nitude larger than the coherence length Lc ≈ 5 ×
10−4 cm, so that coherence effects could not be ob-
served in our experiment.
In our calculation of transmission through a

silicon sample, we therefore invoked considerations
inspired by the wave facet of the problem only in
determining the coefficient of reflection from the
vacuum–silicon boundary, R = |r|2, according to
Eqs. (11) and (26), b being treated here as a real-
valued quantity. However, the calculation of the
transmission proper was of course performed with
allowance for absorption and multiple reflection from
the boundaries, the latter being taken into account
according to the formulas

T =
(1 −R)2 ξ
1 − (Rξ)2

, ξ = exp
(
−ρσtkt

k′
d

)
(34)

(see, for example, [34]), where T is the transmissivity
of the plate, σt is the sum of the cross section for
the capture of thermal neutrons in silicon and the
cross section for their inelastic scattering there, kt is
the thermal-neutron wave number, and d is the plate
thickness. Formulas (34) take fully into account the
effective increase in the length of the neutron path in
matter due to multiple reflection. Since these formu-
las involve the coefficient of reflection rather than the
03
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Fig. 9. Measured transmissivity of samples containing gadolinium (points). The solid curves represent the results of the
calculations with the parameter values corresponding to the best fit to data.
relevant amplitude, they disregard the relationships
between the phases of the waves completely. Thereby,
interference effects are eliminated from the consid-
eration. It should also be noted that the distinction
between the wave number of ultracold neutrons in
matter and its vacuum value is taken into account in
the second equation in (34). Moreover, it is assumed
that the 1/v′ law is valid for the cross section describ-
ing losses. We took the value of σt = 0.18 b for this
cross section at the thermal point.

2. Calculation of transmission through multi-
layer samples. Since all samples, with the exception
of the aforementioned silicon plate, had a multilayered
structure, the calculation of transmission was per-
formed by the matrix method that is usually applied
to such objects.4) The presence of oxide films at the
external surface of the sample and at the surface of
the silicon substrate was taken into account here. The
calculation was based on the formulas

T = |t|2 , t = 2
αM1,1 + iβM1,2

α+ β
, (35)

α =M1,2 + iM2,2, β = iM1,1 −M2,1,

where T is the transmissivity of the sample andM is
the characteristic matrix of the system. This matrix is

4)A.I. Frank is grateful to B.P. Toperverg, who taught him how
to use this straightforward and nice method.
PH
obtained by multiplying the matrices Si of dimension
2 × 2 that describe each layer. Specifically, we have

M =
∏

i

Si, (36)

Si =




cos (ki*i)
k0
ki

sin (ki*i)

−k0
k′i

sin (ki*i) − cos (ki*i)


 ,

k2
i = k2

0 − 4π(ρb)i,

where ki is the complex-valued wave number of neu-
trons in the substance of the ith layer [it is given
by formulas (14)–(16)], (ρb)i is the scattering-length
density there, and *i is the thickness of this layer.
Complex-valued scattering lengths were used to de-
scribe gadolinium layers and the thick silicon sub-
strate. In calculating the above matrices for the thin
layers of titanium, silicon, and oxide layers, we disre-
garded the imaginary part of the scattering length.
In the calculation of transmission through sam-

ples, the thick silicon substrate is a part inherent in
the multilayered structure being considered. Under
these conditions, the elimination of the aforemen-
tioned unphysical interference effects from the con-
sideration presents a nontrivial problem. In this case,
it is not correct to eliminate, from the calculation, the
complex-valued amplitude of the reflected wave, since
the calculation of the wave field in the finely layered
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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part of the sample is impossible without information
about the phase of the reflected wave.

A correct result can be obtained if calculations
performed without resorting to simplifying assump-
tions employ some specific set of parameters (k*)i. In
this case, one can vary, within rather narrow ranges,
the wavelength or the sample thickness. The eventual
result must then be averaged, T = 〈Tj〉. In practical
calculations, this trick, which is physically substanti-
ated, involves difficulties because of unwieldiness of
the required manipulations. Moreover, it is difficult
to incorporate it into the fitting procedure, in which
case repeated calculations with the variable parame-
ter in question are required. In view of this, we only
employed this trick to test a different computational
procedure that is simpler, but which, in general, is
not quite correct. The latter consists in setting the
real part of the argument to zero from the very be-
ginning in the calculation of the sines and cosines
in the matrix for silicon, SSi, whereby we eliminated
the oscillating term Re(k*). Upon making sure that
the two methods yield close results, we then took the
simplest of these for a basic one.

4.3. Experimental Results

For each of the six pairs of measurements of the
effect and background—an open corridor, silicon, and
four measurements with gadolinium samples—we
constructed a difference curve. The curves obtained
upon background subtraction were rescaled to neu-
tron energies at the point of escape from a sample with
allowance for the known position of the transmission
line of the analyzer (107 neV) and the value of mg.
The ratio of the counting rate for ultracold neutrons
transmitted through a sample to the counting rate
for the open corridor determined the transmissivity
of the sample. In all of the cases, we introduced a
correction for the monitor counting rate. The relative
magnitude of this correction ranged between 10 and
12%. This was due to the actual change in the density
of neutrons in the corridor, whose outlet was covered

Table 3

Sample Measured quantity Im(b), fm

1 11.3 ± 1

2 14.0 ± 1.6

3 9.7 ± 1

4 9.5 ± 1
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
with the sample—reflecting neutrons, the sample
returns part of the ultracold neutrons to the corridor,
whereby their density is increased.

The results obtained by measuring the transmis-
sivity of the 620-µm silicon plate are shown in Fig. 8,
along with the results of our calculations. In fitting
our theoretical curves to the experimental results for
samples containing gadolinium, we fixed the real part
of the scattering length and employed its imaginary
part as an adjustable parameter. It was precisely the
quantity whose value we extracted from our experi-
mental data. The results of data processing are given
in Fig. 9 and in Table 3.

The error quoted in this table includes the error
in the measurement of the real part of the coherent-
scattering length. It can be seen that the results
for the imaginary part of the scattering length that
were extracted from data on the transmissivity of four
samples agree fairly well with each other. Only the
results for sample no. 2, for which there are no data
of x-ray measurements, stand somewhat apart. Upon
performing averaging over all four results, we arrive at
a value of Im(b)UCN = 10.6 ± 0.6 fm, to be compared
with the value of Im(b)V CN = 10.4 fm, which was ob-
tained from the (n, γ) cross section for cold neutrons.

5. CONCLUSION

We have considered the present-day state of
the theoretical optics of absorbing media. We have
found no physical arguments that would constrain
the validity of the dispersion relation k2(k2

0) = k2
0 −

4πρb(k2
0) in the case of arbitrarily strong absorption.

In specific calculations, it is only necessary to take
into account the energy dependence of the complex-
valued coherent-scattering length. In this case, the
problem of the reflection, transmission, and absorp-
tion of waves incident on a known sample can be
solved within traditional approaches by imposing the
continuity condition on the wave function and its
derivative at the boundary of matter. In the case of
ultracold neutrons, the complex-valued scattering
length must be treated as a constant, although its
value may differ significantly from that at the thermal
point.

From the results obtained by measuring the co-
efficient of neutron reflection over a broad range of
wavelength values, we have found a refined value for
the constant component of the real part of the scat-
tering length for neutron interaction with gadolinium
nuclei. Upon taking into account the resonance con-
tribution, which is determined by the Breit–Wigner
formula, one can find the scattering length proper at
any wavelength value.
03
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We have performed an experiment aimed at study-
ing the transmission of ultracold neutrons through
samples containing natural gadolinium. In analyzing
data from this experiment, we have employed the
value found here for the real part of the scattering
length. Our experimental data suggest that, to with-
in 6%, the imaginary part of the scattering length
is constant for neutron velocities ranging from 4 to
about 120 m/s. This means that, within this range,
the 1/v law is valid for the cross section describing
neutron capture by a free nucleus. Simultaneously,
we have verified the validity of the commonly accepted
dispersion relation for neutron waves in matter where
absorption is extremely strong.

In a sense, the physical conditions of the experi-
ment are unique. The velocity of neutrons in matter,
�k′/m, was about 3.6 m/s, the corresponding cross
section for neutron capture being as large as 23 Mb.
The absorption range was about 300 Å at an effective
wavelength of about 1100 Å. Although any devia-
tions from the predictions of the theory outlined above
could hardly be expected even under these, extreme,
conditions, the very fact of their validity, which was
verified in a direct experiment for the first time, seems
not quite trivial.
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T-Odd Asymmetries in the Angular Distributions of Fragments
Originating from the Ternary Fission of Nuclei
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Abstract—A version of a theoretical explanation is proposed for the recently discovered effect of T -odd
correlation in ternary nuclear fission induced by polarized neutrons. It is shown that the inclusion of the
Coriolis interaction between a third particle and the fissile-nucleus spin within the quantum theory of fission
makes it possible to explain the experimental features of the effect and provides a correct estimate of its
magnitude. c© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In studying the differential cross sections for (n, f)
reactions in which unpolarized target nuclei irradiated
with longitudinally polarized cold neutrons undergo
ternary fission, Jesinger et al. [1] revealed triplet cor-
relations of the form

σ[eLF × e3], (1)

where σ, eLF, and e3 are unit vectors whose direc-
tions coincide with the directions of, respectively, the
neutron-polarization vector, light-fragment emis-
sion, and third-particle emission. The geometry of the
experiment was chosen in such a way that the vectors
eLF and σ were parallel to, respectively, the z and the
y axis of the laboratory frame, while the vector e3 lay
in the (x, z) plane. In this case, formula (1) can be
represented as

σ[eLF × e3] = σy(eLF)z · (e3)x (2)

= (σ)y(eLF)z cosϕ3 sin θ3,

where the angles θ3 and ϕ3 specify the direction of
third-particle emission in the laboratory frame. From
this expression, it can be seen that the triplet cor-
relation (1) has a maximum value at ϕ3 = 0 and
θ3 = π/2; if the vector e3 lies in the (x, z) plane, in
which case ϕ3 = 0, this correlation is weakly depen-
dent on the angle θ3 in the region 60◦ ≤ θ3 ≤ 120◦,
where sin θ3 changes from 0.87 to 1.
The experiment in question resulted in finding val-

ues of the asymmetry coefficientD defined as

D =
σ+ − σ−
σ+ + σ−

, (3)
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where σ+ and σ− are the differential cross sections for
the reaction being studied at, respectively, a positive
and a negative helicity of the incident neutron beam.

Values found for the asymmetry coefficient D in
the case of two types of third particles (alpha particles
and tritons) were virtually independent of the angle
θ3 of third-particle emission with respect to the di-
rection of light-fragment emission. It will be shown
below that the sum of the differential cross sections
that appears in the denominator on the right-hand
side of Eq. (3) (σ+ + σ−) coincides with the double-
differential cross section for the corresponding re-
action (n, f) with unpolarized neutrons and that it
depends on the angle θ3 rather strongly [2]. In view
of this, only if the numerator on the right-hand side of
Eq. (3) (that is, the cross-section difference σ+ − σ−)
features a significant θ3 dependence similar to the
corresponding dependence of the cross-section sum
(σ+ + σ−) can the asymmetry coefficient D (3) be
weakly dependent on the angle θ3. It follows that
the θ3 dependence of the cross sections σ+ and σ−
differs from the aforementioned weak dependence of
the T -odd correlation on the angle θ3 in Eqs. (1)
and (2). Thismeans that the cross sections σ+ and σ−
involve a T -odd correlation whose structure is more
complicated than that in (1). At the same time, the
correlation in Eq. (1) reflects correctly the properties
of the cross sections σ+ and σ− with respect to the
space reflection of the vectors σ, eLF, and e3 and with
respect to their change under time inversion.

The experimental investigations reported in [1] re-
vealed that the coefficients D increased with increas-
ing kinetic energy E3 of a third particle. The values
found for the asymmetry coefficient 〈D〉 averaged over
the energy E3 proved to be rather close for alpha
particles and tritons; specifically, they are [1]

〈Dα〉 = −(2.52 ± 0.14) × 10−3;
003 MAIK “Nauka/Interperiodica”
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〈Dt〉 = −(1.99 ± 0.63) × 10−3

for 233U target nuclei and

〈Dα〉 = +(0.83 ± 0.11) × 10−3; (4)

〈Dt〉 = +(0.60 ± 0.41) × 10−3

for 235U target nuclei.
The correlation specified by Eq. (1) is a T -odd

one since it changes sign under time inversion. At
the same time, it is a P-even one since it does not
change sign under the spatial inversion of the vectors
e3 and eLF (or the third-particle and light-fragment
momenta), which are associated with the properties
of the fissile nucleus being considered. It does not
involve the unit vector en aligned with the incident-
neutron momentum. In this respect, it differs from
the P-even correlations σ[en × eLF] and σ[en × e3],
which are responsible for the emergence of right–left
asymmetry, which were previously investigated in [3–
6] for the case of nuclear fission induced by trans-
versely polarized neutrons, and which are generated
by the interference between the fission amplitudes for
s- and p-wave neutron resonances of the compound
nucleus. This means that the emergence of correla-
tions of the type in (1) is due to a similar interference
between fission amplitudes for neutron resonances of
the same parity. Since cold neutrons generate s-wave
neutron resonances with the highest probabilities, we
can restrict our investigation of the correlation in (1)
to considering only s-wave neutron resonances.
In [3, 4], the physical origin of T -odd effects was

attributed to the dependence of the probability of
ternary fission on the projection of the orbital angular
momentum of a third particle onto the spin of the
partly polarized rotating compound nucleus that is
formed upon the absorption of a polarized neutron by
the target nucleus and which emits this particle. The
structure of the Hamiltonian that takes into account
the coupling of the orbital angular momentum of a
third particle to the spin of the compound nucleus
coincides with the structure of the Hamiltonian that
describes the Coriolis interaction between a third
particle and the rotation of the compound nucleus.
Owing toCoriolis forces, a third particle is more easily
emitted in the direction of the rotation of the system
being considered than against this direction, and it
is precisely the circumstance that explains the emer-
gence of the asymmetry specified by Eq. (3). Semi-
classical estimates of this phenomenon within the
statistical model made it possible to assess correctly
the order of magnitude and the sign of values obtained
experimentally for 〈D〉. By using phenomenological
values for the excitation energies of fission fragments
and the experimental fact that these energies anticor-
relate with the third-particle energies E3 (see, for ex-
ample, [2]), the experimental dependence of the effect
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
onE3 was explained quite satisfactorily. Despite fairly
good agreement with experimental data and despite
quite clear physics behind the model in question, it
is rather rough, however. The use of the semiclassi-
cal (and classical as well) approach in this model at
low values of angular momenta does not seem well
justified. Moreover, almost all angular correlations in
nuclear reactions result from quantum interference
effects, which cannot be described within the statisti-
cal model.

In [5], a theoretical scheme was developed that
makes it possible, in principle, to calculate the
asymmetry coefficient in ternary fission for alpha
particles—that is, the coefficient Dα in Eq. (3). This
scheme was based on introducing a nuclear spin–
orbit alpha-particle interaction with fission fragments
that is proportional to (l · J0), where l is the orbital
angular momentum of the alpha particle involved
and J0 is the total spin of fission fragments that
includes their relative orbital angular momentum
L. In addition, it was assumed in [5] that the spin
J0 can be replaced by the total spin of the nucleus
undergoing fission, J, and this made it possible to
obtain an analytic expression for the coefficient Dα.
As will be shown below, the spin–orbit alpha-particle
interaction with fission fragments, which preserves
the total spin J of the system undergoing fission
and its projection K onto the symmetry axis of this
system, leads to zero effect for T -odd correlations of
the form in Eq. (1), which are considered here. That
the result obtained in [5] for the coefficient Dα was
nonzero stemmed from the use of the aforementioned
assumption there, which from the point of view of
symmetry resulted in the replacement of the spin–
orbit interaction between the alpha particle and fission
fragments by its Coriolis interaction with the system
undergoing fission.

A quantum-mechanical theory of the fission pro-
cess was developed in [6, 7], and this theory made it
possible to substantiate [8] the origin of the mech-
anisms of binary and ternary spontaneous and low-
energy induced fission of nuclei and to explain the
experimentally observed emergence of high values of
fission-fragment spins. Methods of this theory en-
abled one to analyze P-odd and P-even asymmetries
(see [9] and [10], respectively) in the binary fission
of nuclei and to make predictions for values of the
coefficients of these asymmetries in the ternary fission
of the same nuclei.

The objective of the present study is to analyze
the T -odd-asymmetry coefficients (3) for the case of
alpha particles in the ternary fission of nuclei on the
basis of methods developed in [7–10]. In this analysis,
it is assumed that the Coriolis interaction between the
03
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alpha particle and the fissile system under consider-
ation as a discrete unit plays a dominant role in the
formation of T -odd correlations of the form (1).

2. ANGULAR DISTRIBUTIONS
OF PRODUCTS ORIGINATING

FROM THE TERNARY FISSION OF NUCLEI
IN (n, f) REACTIONS

Let us consider (n, f) reactions in which an unpo-
larized target nucleus having a spin I, its projection
MI onto the z axis of the laboratory frame, and a
parity π undergoes ternary fission induced by longi-
tudinally polarized cold neutrons. We assume that the
reactions being considered proceed through the for-
mation of s-wave neutron resonances of a compound
nucleus that, at equilibrium values of the deformation
parameters of the axisymmetric compound nucleus,
are described by the wave functionsΨJsπM

s , where Js
is their spin;M is its projection onto the z axis of the
laboratory frame; π is their parity; and s stands for
other quantum numbers, including the atomic weight
A and the charge Z of the compound nucleus.

For a further investigation, we will make use of
the conventions adopted in [8–10] and the results
presented in those articles, where the mechanisms
of binary and ternary nuclear fission were explored
within the quantum-mechanical theory of the fission
process [6, 7].

Let us consider the effective wave function AIπMI
ms

that is defined as a superposition of thewave functions
for neutron resonances excited in the reaction (n, f)
being studied and which is normalized in such a way
as to take into account the properties of the entrance
neutron channel; that is,

AIπMI
ms

=
∑
sJs

hJs
s C

JsM
I 1

2
MIms

ΨJsπM
s , (5)

where

hJs
s =

√
ΓJs
sn

E − EJs
s + iΓJs

s /2
. (6)

Here,
√

ΓJs
sn is the amplitude of the neutron width

with respect to the decay of the s-wave neutron res-
onance; E is the total c.m. energy of the system
undergoing fission; and EJs

s and ΓJs
s are, respec-

tively, the energy and the total width of the s-wave
neutron resonance. In expression (6), we have taken
into account the smallness of neutron potential phase
shifts for cold neutrons. By using the results obtained
in [9, 10], the asymptotic behavior of the neutron-
resonance wave function ΨJsπM

s in the vicinity of
PH
the point of compound-nucleus scission into ternary-
fission fragments can be represented in the form

ΨJsπM
s →

∑
Kstq

aJs
Ks
bJsπ
tsKs

cJsπ
qtKs

ΨJsπM
qKs

, (7)

where aJs
Ks

is the amplitude of the Coriolis interac-
tion–induced mixing [12, 13] of the projections Ks

of the spin Js onto the symmetry axis of the ax-
isymmetric nucleus undergoing fission, this symme-
try axis being coincident with the z′ axis of the intrin-
sic coordinate frame of this nucleus. This amplitude
has an absolute value equal to (2Js + 1)−1/2 and a
random sign. In expression (7), bJsπ

tsKs
is the ampli-

tude for the transition of a neutron-resonance state
in the course of fissile-nucleus evolution associated
with variations in nuclear deformation parameters to
the transition fission state t described by the wave
function ΨJsπM

tKs
and defined at the saddle point of

the deformation potential [11]. The amplitude bJsπ
tsKs

is of random character, its expectation value being
equal to N−1

s , where Ns is the number of multi-
nucleon shell functions forming the basis of random
Wigner matrices [11]. The quantity cJsπ

qtKs
controls

the dynamical amplitude for the transition from the
transition fission state whose wave function isΨJsπM

tKs

to a fission-mode state whose wave function ΨJsπM
qKs

describes the prescission configuration of the nucleus
undergoing fission. For the case of ternary fission
that is asymmetric with respect to the charges Zi
and the masses Ai of nascent fragments (i = 1, 2,
A1 < A2, Z1 < Z2), the JsπqKs fission mode is as-
sociated with an axisymmetric pearlike shape of the
nucleus undergoing fission at finite values of static
octupole-deformation parameters [14], in which case
the wave function ΨJsπM

qKs
for the fission mode can be

represented in the form [11]

ΨJsπM
qKs

=

√
2Js + 1
16π2

[
(1− δKs,0) (8)

×
{
DJs

MKs
(ω)χπqKs

(ξ) + (−1)Js+Ks

×DJs
M−Ks

(ω)χπ
qKs

(ξ)
}
+ δKs,0

√
2DJs

M0(ω)χ
π
qn(ξ)

]
,

where DJs
MKs

(ω) is a generalized spherical harmonic
dependent on the Euler angles (α, β, γ) ≡ ω char-
acterizing the orientation of the intrinsic axes of a
fissile nucleus with respect to the axes of the labora-
tory frame. The intrinsic wave functions for a fissile
nucleus, χπqn(ξ) at Ks = 0 and χπqKs

(ξ) at Ks > 0,
which are dependent on the internal coordinates ξ of
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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the nucleus, have the form [11]

χπqn(ξ) =
i(1− π)
2
√
2

(ψqn(ξ) + πP̂ψqn(ξ)); (9)

χπqKs
(ξ) =

i(1− π)
2
√
2

(ψqKs(ξ) + πP̂ψqKs(ξ)),

where P̂ is the operator of reflections of spatial co-
ordinates, while the functions ψqn(ξ) and ψqKs(ξ)
are not pure in parity and correspond to a pearlike
shape of the nucleus undergoing fission. We also have
χπ
qKs

(ξ) = TχπqKs
(ξ), where T is the time-inversion

operator; the function χπqn(ξ) is the eigenfunction of
the operator T for the eigenvalue n = (−1)Js . Af-
ter the scission of the nucleus undergoing fission
into ternary-fission fragments, the fission-mode wave
function ΨJsπM

qKs
goes over to the function (ΨJsπM

qKs
)as,

which, with allowance for a three-body character of
ternary-fission channels [15, 16], can be represented
as [7, 8]

(ΨJsπM
qKs

)as =
∑
α

UJsπM
α

ei(kcρ−L0π/2)

ρ5/2

√
ΓJsπ
qKsα

�υc
,

(10)

where UJsπM
α is a channel function that has the form

UJsπM
α =

{
ΨJ1π1M1
σ1K1

(ω, ξ1){ΨJ2π2M2
σ2K2

(ω, ξ2) (11)

× iLYLML
(ΩR)}jmj

}
JM
Yl0(θrR)

YLlλ(ε)
sin ε cos ε

ψ3(ξ3).

In expression (11), the radius vectors r and R are
defined as R = R1 − R2 and r = R3 − (R1A1 +
R2A2)/(A1 +A2), with Ri and R3 being the co-
ordinates of, respectively, the center of mass of the
ith fission fragment and a third particle; ψ3(ξ3) is the
intrinsic wave function describing a third particle, for
which we will take an alpha particle; the solid angle
ΩR specifies the direction of the radius vectorR in the
laboratory frame; and θr·R is the angle between the
vectors r andR. The indices α, c, and β are defined as
α = cβLlλ, c = σ1π1K1σ2π2K2, and β = jJ1J2. The
functions YLlλ(ε) are expressed in terms of Jacobi
polynomials [15, 16] and are used as a full basis in
the space of angles ε (0 ≤ ε ≤ π/2). The angle ε and
the radius ρ are related to the absolute values of the
radius vectors r andR by the equations [15, 16]

R =
√
M

Ma
ρ sin ε; r =

√
M

Mb
ρ cos ε, (12)

where

Ma = m
A1A2

A1 +A2
, Mb =

(A1 +A2)A3

A
m,

M =
√
MaMb.
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The angle ε specifies the asymptotic energy of the
third particle (see [15, 16]), E3; that is,

ε = arccos
√
x, (13)

where x = E3/E
m
3 . Here, E

m
3 is the maximum en-

ergy of the third particle,Em
3 = Qc(A1 +A2)/A, with

Qc being the total energy of the relative motion of
ternary-fission fragments in the channel c. In ex-
pression (11), ΨJiπiMi

σiKi
(ω, ξi) is the wave function

for the ith axisymmetric fission fragment that does
not have odd static deformation—in particular, oc-
tupole deformations—and which has a symmetry axis
aligned with the symmetry axis of the nucleus under-
going fission. This function can be represented [11] in
the form (8) upon replacing the indices JsqπKs by the
indices JiσiπiKiξi and the intrinsic wave functions
χπqKs

, χπ
qKs

, and χπqn by the corresponding intrinsic

wave functions χπi
σiKi

, χπi

σiKi
, and χπi

σini
for fission

fragments. Expression (10) involves the quantities
L0 = L+ l + 2λ+ 3/2, kc =

√
2MQc/�

2, and υc =
�kc/M ; the amplitude of the partial width with respect
ternary fission through the channel α has the form [8]
√

ΓJsπ
qKsα

=
√
2π
∑
α′

〈
fJsπ−
α′α (ρ)
ρ5/2

UJsπM
α′ |H|ΨJsπM

qKs

〉
,

(14)

where the radial function fJsπ−
α′α (ρ) is determined by

solving a set of coupled radial equations with the
boundary conditions introduced in [8]. By applying
the Wigner transformation [11] in order to go over,
in the function YLML

(ΩR), to the intrinsic coordinate
frame of the fissile nucleus and taking into account
the normalization of the channel function (11) to
unity, we can recast (11) into an alternative form; that
is,

UJsπM
α =

√
(2J1 + 1)(2J2 + 1)

16π2(2j1 + 1)
(15)

×
∑

KKjKL

iLΨ3(ξ3)YLKL
(Ω′

R)Yl0(θr·R)
{
DJs

MK(ω)

× χπ1
σ1K1

(ξ1)χπ2
σ2K2

(ξ2)CJsK
J1jK1Kj

C
jKj

J2LK2KL

+ (−1)J1+J2+K1+K2DJs
M−K(ω)χπ1

σ1K1
(ξ1)

× χπ2

σ2K2
(ξ2)CJs−K

J1j−K1−Kj
C
j−Kj

J2L−K2KL

} YLlλ(ε)
sin ε cos ε

,

where K, K1, K2 ≥ 0 and where the solid angle Ω′
R

specifies the direction of the radius vector R in the
intrinsic coordinate frame of a fissile nucleus. In ex-
pression (15), we have retained only one of the two
possible terms [6, 7] for the case ofK = K1 +K2.
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For the Ks > 0 JsπqKs fission mode associated
with a pearlike shape of the nucleus undergoing fis-
sion, we further represent the intrinsic wave function
χπqKs

(ξ) (9) as an expansion of the form

χπqKs
(ξ) =

∑
cLlλ

χπ1
σ1K1

(ξ1)χπ2
σ2K2

(ξ2) (16)

× Yl0(θrR)YL0(Ω′
R)
(
1 + π(−1)L

2

)
1 + π1π2

2

× YLlλ(ε)
sin ε cos ε

acLlλ(ρ)
ρ5/2

,

where it has been considered that, since the radius
vector R is directed, to a high degree of precision,
along or against the symmetry axis of the nucleus
undergoing fission [7, 8], the relative orbital angular
momentum L of fission fragments is orthogonal to
the symmetry axis of the nucleus, so that its projec-
tion KL onto this axis is obviously equal to zero. In
constructing formula (16), as well as in constructing
formula (11), usewasmade of the fact that, because of
the effect of superfluid nucleon–nucleon correlations,
the most probable state of the alpha particle formed in
the nucleus is that in which li = 0 (Kli = 0). Nonzero
values of the orbital angular momentum l appear in
expression (16) only owing to the effect of nonspheri-
cal terms in the potential Vα describing alpha-particle
interaction with fission fragments. At small values of
r, which are characteristic of the internal region of
the fissile nucleus in the vicinity of its neck, where
the alpha particle is formed, the angular dependence
of these nonspherical terms involves only the angles
θr·R [8].
By employing the channel function (15), for-

mula (8) with allowance for expansion (16), and the
results presented in [8] on the angular distributions of
fission fragments due to the mechanism of orientation
of the spins and relative orbital angular momenta of
fragments, we can represent the partial-fission-width
amplitude (14) in the form

√
ΓJsπ
qKsα

=

√
(2J1 + 1)(2J2 + 1)
(2Js + 1)(2j + 1)

(17)

× δKs,K1+K2C
JsKs
J1jK1K2

CjK2

J2LK20
eiδqclλ

√
ΓqKscbL

×
(
1 + (−1)Lπ

2

)(
1 + π1π2

2

)
dqclλ,

where δqclλ is the potential phase shift arising in the
wave function that describes the scattering of fission
products on each other; ΓqKsc is a partial fission width
that is independent of either the spin Js or the parity
π of the nucleus undergoing fission and which is
defined as ΓqKsc =

∑
βlLλ Γ

Jsπ
qKscβlLλ

; bL = ((2L +
1)/γ)((L + 0.5)4/γ2) exp

[
−(L + 0.5)2/γ

]
with
PH
γ = 200 [8], the relation
∑

L b
2
L = 1 being satisfied;

and dqclλ are coefficients that appear in the angular–
energy distribution of alpha particles and which
satisfy the condition

∑
lλ |dqclλ|2 = 1.

Substituting the amplitude in the form (17) and
the channel function (15) into expression (10), using
relation (13), and performing summation over the
indices β with allowance for the adiabatic approxi-
mation (which is valid in the asymptotic region of the
nucleus undergoing fission [6, 7]), we can reduce the
function (ΨJsπM

qKs
)as (10) to the form

(ΨJsπM
qKs

)as =

√
2J + 1
16π2

∑
c

[
DJ

MKs
(ω) (18)

× χπ1
σ1K1

(ξ1)χπ2
σ2K2

(ξ2) + (−1)Js+KsDJ
M−Ks

(ω)

× χπ1

σ1K1
(ξ1)χπ2

σ2K2
(ξ2)

]
ψ3(ξ3)f(Ω′

R)Qqc(θr·R, x)

×
√

ΓqKsc
eikcρ

ρ5/2
√
x(1− x)

,

where

f(Ω′
R) =

∑
L

YL0(Ω′
R)bL

(
1 + (−1)Lπ

2

)
; (19)

Qqc(θrR, x) =
∑
lλ

dqclλ(−1)λYl0(θrR) (20)

× Ylλ(arccos
√
x)eiδqclλ .

Substituting expressions (7) and (18) into (5), we
can calculate the asymptotic behavior of the effective
wave function AIπMI

ms
. Introducing the multidimen-

sional particle-flux-density operator jρ in the direc-
tion of the radius vector ρ [15, 16] and integrating
it with respect to the intrinsic coordinates ξ1, ξ2,
and ξ3 of ternary-fission products and with respect
to the Euler angles ω, we can obtain the quantity
B0(ΩR,Ωr, x) that is related to the triple-differential
cross section d3σ/dΩRdΩrdx for (n, f) reactions in-
duced by incident neutrons of wave vector kn by the
equation

d3σ

dΩRdΩrdx
=

4π
k2
n

B0(ΩR,Ωr, x)√
x(1− x)

(21)

and which is defined as
B0(ΩR,Ωr, x) (22)

=
∑

ss′JsJs′qKs

H
sJss′Js′
qKs

B
sJss′Js′
qKs

(ΩR,Ωr, x),

where

H
sJss′Js′
qKs

=
∑
t

aJs
Ks
a
Js′
Ks
bJsπ
tsKs

b
Js′π
ts′Ks

cJsπ
qtKs

c
Js′π
qtKs

, (23)
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B
sJss′Js′
qKs

(ΩR,Ωr, x) (24)

=
∫
dωD

JsJs′
Ks

(ω)

√
(2Js + 1)(2Js′ + 1)

16π2

× |hJs
s ||hJs′

s′ |f2(Ω′
R)
∑
c

ΓqKscf
sJss′Js′
qc (θr·R, x),

D
JsJs′
Ks

(ω) =
∑
M,M ′

ρJsJs′ (M,M ′) (25)

×
[
D∗Js

MKs
(ω)DJs′

M ′Ks
(ω) + (−1)Js+Js′+2Ks

×D∗Js
M−Ks

(ω)DJs′
M ′−Ks

(ω)
]
,

f
sJss′Js′
qc (θr·R, x) (26)

=
∑
lλl′λ′

dqclλdqcl′λ′(−1)λ+λ′
Yl0(θr·R)Yl′0(θr·R)

× Ylλ(arccos
√
x)Yl′λ′(arccos

√
x)

× cos(δqclλ − δqcl′λ′ + δsJss′Js′ ),

with the phase shift δsJss′Js′ being given by

(hJs
s )∗hJs′

s′ = |hJs
s ||hJs′

s′ |eiδsJss′J
s′ . (27)

In performing integration with respect to ω in (24),
one can make use of the phase-space element dω in
the form dω = dαdξβdγ, where ξβ = cos β, with the
variables α, ξβ , and γ changing within the intervals
0 ≤ α ≤ 2π, −1 ≤ ξβ ≤ 1, and 0 ≤ γ ≤ 2π, respec-
tively. Expression (25) involves the spin density ma-
trix ρJsJs′ (M,M ′) describing the nucleus undergoing
fission and having, in general, off-diagonal elements
in Js and Js′ . It can be written in the form of the sum
over the projectionsMI ,M ′

I ,m, andm
′ as

ρJsJs′ (M,M ′) (28)

=
∑

MI ,M
′
I ,m,m′

CJsM
I 1

2
MIm

C
Js′M

′

I 1
2
M ′

Im
′ρI 1

2
(MI ,M

′
I ,m,m

′),

where the spin density matrix ρI 1
2
(MI ,M

′
I ,

m,m′) is the product of the spin density matrix for
the unpolarized target nucleus and the spin density
matrix for a polarized neutron whose polarization
vector pn is aligned with the y axis:

ρI 1
2
(MI ,M

′
I ,m,m

′) (29)

=
1

2(2I + 1)
δMI ,M

′
I
[δm,m′ + pn(σy)m,m′ ].

The nuclear spin density matrix (28) can be recast
into the form

ρJsJs′ (M,M ′) =
1

2(2I + 1)
δM,M ′δJs,Js′ (30)

+ ρJsJs′
σ (M,M ′),
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where the component ρJsJs′
σ (M,M ′) associated with

the polarization of the neutron is given by

ρ
JsJs′
σ (M,M ′) =

ipn
2(2I + 1)

(31)

×
√

(2Js′ + 1)
3

A(Js, Js′)
(
C11
JsJs′−MM ′

+ C1−1
JsJs′−MM ′

)
(−1)2Js+Js′−M−1,

A(Js, Js′) = δJs,Js′ (32)

×
(
−
√

Js
Js + 1

δJs,J< +
√
Js + 1
Js

δJs,J>

)

−
√

2Js + 1
Js

δJs,Js′+1 +
√

2Js + 1
Js

δJs,Js′−1

with J> = I + 1/2, J< = I − 1/2. We choose the z
axis of the laboratory frame to be aligned with the
direction of the radius vector R. Since the square
of the function f(Ω′

R) defined in (19) is close to the
Bohr limit because the quantity γ appearing in the
definition of the coefficient bL is large [8], it can be
approximated, to a high degree of precision, by the
sum of two delta functions as

f2(Ω′
R) =

1
2
[δ(ξβ − 1) + δ(ξβ + 1)]. (33)

In substituting expression (25) into (24) and in per-
forming integration with respect to ξβ with allowance
for the properties of Wigner functions [11],

DJ
MK(α, β, γ)|β=0 = DJ

−MK (34)

× (α, π − β, γ)|β=0(−1)J+M = eiMαeiMγδM,K ,

the bracketed term on the right-hand side of (25)
reduces to a form that is diagonal inM andM ′. But in
this case, the spin nuclear-density-matrix component
ρ
JsJs′
σ (M,M ′) (31), which depends on the polariza-
tion of the neutron and which involves only elements
that are off diagonal in the indicesM andM ′, makes
no contribution to the the quantity in (25) and, hence,
to the differential cross section (21) for (n, f) reac-
tions. This cross section is then determined by the
first term of the nuclear spin density matrix (30), this
term being coincident with the nuclear spin density
matrix for the case of unpolarized neutrons, and is
given by

d3σ0

dΩRdΩrdx
=

4π
k2
n

B0(ΩR,Ωr, x)√
x(1− x)

(35)

× 1
k2
n

1√
x(1− x)

∑
ss′JsqKs

HsJss′Js
qKs

|hJs
s ||hJs

s′ |

× (2Js + 1)
2(2I + 1)

∑
c

ΓqKscf
sJss′Js
qc (θr, x).
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Experimental investigations of differential cross sec-
tions for the ternary fission of nuclei in reactions
induced by unpolarized neutrons revealed [2] that
the angular distributions of alpha particles undergo
virtually no changes in response to variations in the
alpha-particle energy Eα and depend on the ternary-
fission-channel indices c only through the charge and
mass asymmetry of fission fragments. At the same
time, the energy distributions of alpha particles are
virtually independent of either the channel index c
or the type of low-energy ternary fission of nuclei.
This means that the quantity dqclλ in expression (20)
can be approximated as dqclλ = d̃qcld̄qλ and that the
potential phase shift δqclλ can be treated as a quantity
independent of λ. Under the condition that the vector
R is directed along the z axis of the laboratory frame,
the quantityQqc(θr·R, x) (20) can then be represented
in the form

Qqc(θrR, x) = Q̃qc(θr)Q̄q(x), (36)

where

Q̃qc(θr) =
∑
l

d̃qclYl0(θr)eiδqcl ; (37)

Q̄q(x) =
∑
λ

d̄qλYλ(arccos
√
x).

In this case, formula (35) for the differential cross
section describing (n, f) reactions can be simpli-
fied considerably. If we assume that only one fis-
sion mode q takes part in the ternary-fission pro-
cess strongly asymmetric in the masses and charges
of fragments and disregard the interference between
s′ �= s resonances, integration of the differential cross
section in (35) with respect to x yields the angular
distribution fq(θr) of alpha particles in the form

fq(θr) ∼
∑
c

ΓqKsc

∣∣∣Q̃qc(θr)
∣∣∣2 ≡

∑
c

ΓqKscfqc(θr).

(38)

In [7], the experimental angular distribution of alpha
particles that was normalized to unity [2] was ex-
panded in a series in spherical harmonics YL0(θr); as
a result, the L-dependent coefficients in this expan-
sion were found there and were then used in calcu-
lating the coefficients of P-odd and P-even asym-
metries (see [9] and [10], respectively) in the ternary
fission of nuclei. If one assumes that the potential
phase shifts δqcl are almost completely determined by
the potential of alpha-particle interaction with fission
fragments and that they are independent of the orbital
angular momentum l of the alpha particle, the coef-
ficients d̃qcl can be reconstructed on the basis of the
experimental angular distribution of alpha particles
in the ternary fission of nuclei [2] and can further be
PHY
used to find the distribution of alpha particles with
respect to the orbital angular momenta l [7]. In [17],
it was found that the signs and the amplitudes of the
coefficients d̃qcl found in [7] correlate with the prop-
erties of the dipole and the quadrupole component of
the nonspherical Coulomb potential of alpha-particle
interaction with ternary-fission fragments. The pres-
ence of these correlations seems to suggest that the
phase shifts δqcl are independent of the orbital angular
momentum l of the alpha particle involved.
In [5], Barabanov proposed employing nuclear

spin–orbit interaction between alpha particles and
ternary-fission fragments in order to explain the
appearance of T -odd correlations of the form (1).
Since spin–orbit interactions do not change the total
spin J of the fissile system or its projectionsM andK
onto, respectively, the z axis of the laboratory frame
and the z′ axis of the intrinsic coordinate frame, the
property that the functions D∗Js

MKs
(ω)DJs′

M ′Ks
(ω) and

D∗Js
M−Ks

(ω)DJs′
M ′−Ks

(ω) appearing in (25) are diago-
nal in the indicesM andM ′ immediately indicates, if
the z axis is chosen to be aligned with the direction of
light-fission-fragment emission and if relation (33)
is used, that the spin-dependent component (31)
of the nuclear spin density matrix—this component
is nondiagonal in the indices M and M ′—again
makes no contribution to the cross section for (n, f)
reactions induced by polarized neutrons. In view of
this, a nonzero result for the T -odd correlation (2)
in the ternary fission of nuclei cannot be obtained by
taking into account spin–orbit forces.

3. CORIOLIS INTERACTION OF AN ALPHA
PARTICLE WITH A FISSILE NUCLEUS:
T -ODD CORRELATIONS IN CROSS
SECTIONS FOR (n, f ) REACTIONS

On the basis of an analysis of the mechanisms
of ternary nuclear fission and of the structure of po-
tentials used to describe the interaction of products
originating from ternary nuclear fission, it was shown
in [8] that the motion of the alpha particle in a system
undergoing fission can be described as its motion
in the field of an extending axisymmetric dumbbell
formed by fission fragments whose symmetry axes are
aligned, the entire fissile system rotating as a discrete
unit. In order to describe a system whose fission is
accompanied by the emission of an alpha particle,
one can therefore employ the particle plus rotor
model and introduce theHamiltonianHCor describing
the Coriolis interaction of the alpha particle with the
fissile system. The specific form of this Hamiltonian
is [11]

HCor = − �
2

2J0
(Ĵ+ l̂− + Ĵ− l̂+), (39)
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where the operators Ĵ± and l̂± are defined in the
intrinsic coordinate frame of the fissile nucleus as

J± = Jx′ ± iJy′ ; l̂± = l̂x′ ± il̂y′ ,

their action on the function DJ
MK(ω) and the spheri-

cal harmonic YlKl
(Ω′

r) being given by the formulas

Ĵ±D
J
MK(ω) (40)

= [(J ±K)(J ∓K + 1)]1/2DJ
M(K∓1)(ω);

l̂±YlKl
(Ω′

r) = [(l ∓Kl)(l ±Kl + 1)]1/2Yl(Kl±1)(Ω
′
r).

As fission fragments move apart, the moment of in-
ertia J0 of the system undergoing fission changes
from the moment of inertia of the fissile nucleus in
the prescission configuration to the value McR

2 for
R→ ∞, where Mc is the reduced mass of ternary-
fission fragments in the channel c.
Since Coriolis interaction is rather weak, it can

be taken into account in the first order of pertur-
bation theory. To do this, it is necessary to replace
the fissile nucleus Hamiltonian H by the operator
HCor (39) in expression (14) for the partial-fission-
width amplitude, which, in this case, is denoted by√

(ΓJsπ
qKsᾱ

)Cor. Choosing the direction of the z axis in
the laboratory frame to be aligned with the direction
of light-fragment emission and using relations (33)
and (34), we recast the function Yl0(θr·R) appearing
in expansion (16) into the form

Yl0(θrR) =

√
4π

2l + 1

∑
Kl

YlKl
(Ω′

r)Y
∗
lKl

(Ω′
R) (41)

=

√
4π

2l + 1

∑
Klml

YlKl
(Ω′

r)D
l
mlKl

(ω)Y ∗
lml

(ΩR)

=
∑
Kl

YlKl
(Ω′

r)D
l
0Kl

(ω) = Yl0(Ω′
r)D

l
00(ω).

The quantity �
2/2J0, which appears in the definition

of the HamiltonianHCor, changes only slightly in the
vicinity of the point of scission into fission fragments.
Taking into account the expansion in (16) and using
relation (40), we can show that the application of the
operator HCor (39) to the unperturbed fission-mode
wave function ΨJsπM

qKs
(8) leads to the replacement

of the functions DJs
M±Ks

(ω)Yl0(Ω′
r) appearing in the

definition of the function ΨJsπM
qKs

(8) by functions of
the form

DJs

M(±Ks+1)(ω)Yl1(Ω
′
r) (42)

×
√
l(l + 1)(Js ∓Ks)(Js ±Ks + 1)

+DJs

M(±Ks−1)(ω)× Yl−1(Ω′
r)
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√
l(l + 1)(Js ±Ks)(Js ∓Ks + 1).

From the structure of formula (42), it follows that the
application of the operator HCor (39) to the function
ΨJsπM
qKs

(8) changes it significantly. In this function,
the leading term corresponding to l = 0 disappears,
while l �= 0 terms become dominant.

If the Coriolis Hamiltonian (39) is used instead of
H in expression (14) in order to obtain the partial-

fission-width amplitude
√

(ΓJsπ
qKsᾱ

)Cor, the channel

functions UJsπM
α (15) must be replaced by the new

channel functions UJsπM
ᾱ . The functions UJsπM

ᾱ
take into account relation (41) and the charac-
ter of the action of the Hamiltonian HCor on the
fission-mode wave function ΨJsπM

qKs [see Eq. (42)]
and have the form (15) with the substitution of
the index ᾱ = αm, where m = ±1, for the index α
and the functions DJ

M(±K+m)(ω)Ylm(Ω′
r)Dl

00(ω) for

the functions DJ
M(±K)(ω)Yl0(θr·R). Substituting the

channel functions UJsπM
ᾱ introduced in this way into

formula (14) with the substitution of HCor (39) for H
and taking into account the properties of the functions
(HCorΨ

JsπM
qKs ) and relations of the form (33) and of

the form (34), we can recast the partial-fission-width

amplitude
√
(ΓJsπ

qKsᾱ
)Cor into the form

√
(ΓJsπ

qKsᾱ
)Cor =

√
(2J1 + 1)(2J2 + 1)
(2Js + 1)(2j + 1)

(43)

×
√

ΓqKscδKs,K1+K2bL

(
1 + (−1)Lπ

2

)

×
(
1 + ππ1π1

2

)
d̃Corqcl d̄

Cor
qλ

√
l(l + 1)eiδ

Cor
qcl

×
{
(b1(Js,Ks)δm,1 + b−1(Js,Ks)δm,−1)

× CJsKs
J1jK1K2

CjK2

J2LK20
+ (b−1(Js,Ks)δm,1

+ b1(Js,Ks)δm,−1)CJs−Ks
J1j−K1−K2

Cj−K2

J2L−K20

}
,

where

b±1(Js,Ks) =
√

(Js ∓Ks)(Js ±Ks + 1); (44)∑
λ

(d̄Corqλ )2 = 1

and where the smallness associated with the Coriolis
interaction is absorbed in the coefficient d̃Corqcl . Substi-
tuting the partial-width amplitude (43) and the chan-
nel functionUJsπM

ᾱ into expression (10) and perform-
ing summation over the indices β and m, we reduce
03
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the asymptotic function (ΨJsπM
qKs )Coras to the form

(ΨJsπM
qKs

)Coras =
∑
cl

√
2Js + 1
16π2

δKs,K1+K2 (45)

×Dl
00(ω)e

iδCorqcl

√
l(l + 1)d̃Corcql

{
χπ1
σ1K1

(ξ1)χπ2
σ2K2

(ξ2)

× (DJs

M(Ks+1)(ω)Yl1(Ω
′
r)b1(Js,Ks)

+DJs

M(Ks−1)(ω)Yl−1(Ω′
r)b−1(Js,Ks))

+ (−1)Js+Ksχπ1

σ1K1
(ξ1)χπ2

σ2K2
(ξ2)(DJs

M(−Ks+1)
(ω)

× Yl1(Ω′
r)b−1(Js,Ks) +DJs

M(−Ks−1)(ω)Yl−1(Ω′
r)

× b1(Js,Ks))
}
ψ3(ξ3)f(Ω′

R)
√

ΓqKsc

× eikcρ

ρ5/2
√
x(1− x)

Q̄Corq (x),

where the quantity Q̄Corq (x) is given by expres-
sion (37) with the substitution of d̄Corqλ for d̄qλ. Adding

the asymptotic function (ΨJsπM
qKs )Coras (45) to the

unperturbed asymptotic function (ΨJsπM
qKs )as (18)

(which was calculated previously), evaluating the
multidimensional particle-flux density in the direction
of the radius ρ [15, 16], and integrating this flux with
respect to the variables ξ1, ξ2, ξ3, and ω, we can find
the first-order correction in the Coriolis interaction to
the differential cross section (21) for (n, f) reactions.
This correction is given by the same formula, but,
there, the quantityB0(ΩR,Ωr, x)must be replaced by
the quantity BCor(ΩR,Ωr, x) given by (22) when the
quantity BsJss′J ′

s
qKs

(ΩR,Ωr, x) (24) is replaced by the

quantity (BsJss′Js′
qKs

(ΩR,Ωr, x))Cor having the form

(BsJss′Js′
qKs

(ΩR,Ωr, x))Cor (46)

=
∫
dω

√
(2Js + 1)(2Js′ + 1)

16π2

∑
cl

ΓqKscf
2(Ω′

R)

× Q̄q(x)Q̄Corq (x)
[
eiδ

Cor
qcl Q̃∗

qc(θr)D̃
sJss′Js′
Ksl

(ω,Ω′
r)

+ e−iδCorqcl Q̃qc(θr)D̃
(+)sJss′Js′
Ksl

(ω,Ω′
r)
]
,

where

D̃
sJss′Js′
Ksl

(ω,Ω′
r) =

∑
MM ′

ρJsJs′ (M,M ′) (47)

×Dl
00(ω)

√
l(l + 1)

{
(hJs

s )∗hJs′
s′

[
D∗Js

MKs
(ω)

× (DJs′
M ′Ks+1(ω)Yl1(Ω

′
r)b1(Js′ ,Ks)

+DJs′
M ′Ks−1(ω)Yl−1(Ω′

r)b−1(Js′ ,Ks))

+ (−1)Js+Js′+2KsD∗Js
M−Ks

(ω)(DJs′
M ′(−Ks+1)(ω)
PH
× Yl1(Ω′
r)b−1(J ′s,Ks) +D

Js′
M ′−(Ks+1)(ω)

× Yl−1(Ω′
r)b1(Js′ ,Ks))

]}
.

The function D(+)sJss′Js′
lKs

(ω,Ω′
r) is obtained from the

function in (47) by taking the complex conjugate of
the braced expression on the right-hand side of (47)
and by interchanging the indices Js and Js′ (M and
M ′) appearing in this expression. By using the the-
orem of multiplication of generalized spherical har-
monics [11] and the representation of the spin com-
ponent of the nuclear density matrix in the form (31)
and performing summation over the indices M and
M ′, we can recast expression (47) into the form

D̃
sJss′Js′
Ksl

(ω,Ω′
r) = ipn

√
2Js′ + 1

3

√
l(l + 1)

2(2I + 1)
(48)

×A(Js, Js′)(−1)2Js+Js′−1−KsDl
00(ω)

{[
(D1

11(ω)

+D1
−11(ω))C

11
JsJs′−Ks(Ks+1)b1(Js′ ,Ks)Yl1(Ω′

r)

+ (D1
1−1(ω) +D

1
−1−1(ω))C

1−1
JsJs′−Ks(Ks−1)b−1

× (Js′ ,Ks)Yl−1(Ω′
r)
]
+ (−1)Js+Js′+4Ks

[
(D1

11(ω)

+D1
−11(ω))C

11
JsJs′Ks(−Ks+1)b−1(Js′ ,Ks)Yl1(Ω′

r)

+ (D1
1−1(ω) +D

1
−1−1(ω))C

1−1
JsJs′Ks(−Ks−1)

× b1(Js′ ,Ks)Yl−1(Ω′
r)
]}
.

Upon representing the Clebsch–Gordan coeffi-
cients appearing in (48) in the form [11]

C1±1
JsJs′Ks(−Ks±1) = C

1∓1
JsJs′−Ks(Ks∓1)(−1)Js+Js′−1,

the phase factor (−1)Js+Js′+4Ks in front of the second
term in the braced expression on the right-hand side
of (48) reduces to the phase factor
(−1)2Js+2Js′+4Ks−1 ≡ −1. We further replace, in
(48), the spherical harmonic Yl±1(Ω′

r) by its rep-
resentation that arises in the laboratory frame ow-
ing to the Wigner transformation [11]. Substitut-
ing, into (46), the formula obtained in this case

for D̃sJss′Js′
Ksl

(ω,Ω′
r) and the analogous formula for

D̃
(+)sJss′Js′
Ksl

(ω,Ω′
r); performing integration with re-

spect to ω for the case where the z axis of the
laboratory frame is chosen to be aligned with the
vector R; and taking into account the structure of
the function f2(Ω′

R) (33) and of relation (34), we can
recast the functionBCor(ΩR,Ωr, x) into the form

BCor(ΩR,Ωr, x) =
pn
√

3/2π
4π(2I + 1)

(49)

×
∑

sJss′Js′qKsc

ΓqKscH
sJss′Js′
qKs

f
sJss′Js′
qKsc

(Ωr, x),
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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where, for the function f sJss′Js′
qKsc

(Ωr, x), we have

f
sJss′Js′
qKsc

(Ωr, x) =
√

(2Js + 1)(2Js′ + 1) (50)

× |hJs
s ||hJs′

s′ |F JsJ ′
s

Ks
(x)f̃ sJss′Js′

qc (θr)Q̄q(x)Q̄Corq (x),

with

f̃
sJss′Js′
qc (θr) =

∑
ll′

d̃qcld̃
Cor
qcl′Yl0(θr) (51)

×
√
l′(l′ + 1) [Yl′−1(θr)− Yl′1(θr)]

× sin(δCorqcl′ − δqcl + δsJss′Js′ );

F
JsJs′
Ks

=

√
2Js′ + 1

3
A(Js, Js′) (52)

×
[
C1−1
JsJs′−Ks(Ks−1)b−1(Js′ ,Ks)

− C11
JsJs′−Ks(Ks+1)b1(Js′ ,Ks)

]
(−1)Js′+Ks−1.

Formula (52) is valid in the case of Ks > 0. At
Ks = 0, the fission widths of the Js = I + 1/2 and
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
Js′ = I − 1/2 neutron resonances that are pure in
parity π do not interfere since the intrinsic fission-
mode wave functions χπqn (8) differing in eigenvalue

n = (−1)Js correspond to them. At Ks = 0, the

function F JsJs′
Ks

(52) is therefore replaced by the

function F̄ JsJs′
0 having the form

F̄
JsJs′
0 = δJs,Js′

√
2Js + 1

3
A(Js, Js) (53)

×
√
Js(Js + 1)(−1)Js−1C1−1

JsJs0−1.

At Js = 0, the function F̄ JsJs′
0 vanishes, so that neu-

tron resonances of spin Js = 0 do not contribute to
the function BCor(ΩR,Ωr, x) (49) and, hence, to the
T -odd asymmetry coefficient (3), which can be repre-
sented as
Dα(Ωr, x) =
BCor(+)(ΩR,Ωr, x)−BCor(−)(ΩR,Ωr, x)

2B0(ΩR,Ωr, x)
|θR=ϕR=0, (54)
where the quantities BCor(±)(ΩR,Ωr, x) are given by
expression (49), in which the Js = Js′ = 0 terms are
eliminated from the sums over Js and Js′ , these two
quantities differing by the inversion of the neutron-
polarization vector pn, whereupon the sign of the
coefficient of the neutron polarization pn is reversed;
the quantity B0(ΩR,Ωr, x) is defined by Eq. (35). If
we now use, for spherical harmonics, the formula [18]

Yl−1(Ωr)− Yl1(Ωr) =
cosϕr

sin θr

×
√
l(l + 1)
π(2l + 1)

(Pl−1(cos θr)− Pl+1(cos θr)),

where Pl±1(cos θr) are Legendre polynomials, the
functions f̃ sJss′Js′

qc (θr) (51) can be represented in the
form

f̃
sJss′Js′
qc (θr) = cosϕr

∑
ll′

d̃qcld̃
Cor
qcl′Yl0(θr) (55)

×
√
l′(l′ + 1)
sin θr

(Pl′−1(cos θr)− Pl′+1(cos θr))

×
√
l′(l′ + 1)
π(2l′ + 1)

sin(δCorqcl′ − δqcl + δsJss′Js′ ).

The quantityBCor(ΩR,Ωr, x) (49), which appears
in the definition of the T -odd-asymmetry coeffi-
cient (54), possesses properties that are consistent
with the symmetry properties of the experimentally
investigated correlation given by Eqs. (1) and (2).
Indeed, the quantity in (49), as well as the correlation
specified in Eqs. (1) and (2), changes sign upon the
inversion of the neutron-polarization vector. In just
the same way as the correlation in (2), the quantity
in (49) is proportional to cosϕr—that is, it is maximal
in absolute value when the unit vector e3 = r/r spec-
ifying the direction of alpha-particle emission lies in
the (x, z) plane at ϕr = 0 and vanishes at ϕr = π/2,
in which case the vector e3 is parallel to the neutron-
polarization vector. If alpha particles are recorded
in the direction of the x axis, in which case ϕr = 0
and θr = π/2, the spherical harmonic Yl0(θr) and
the Legendre polynomial differences [Pl−1(cos θr)−
Pl+1(cos θr)], which appear in expression (55), do not
vanish, in this case, only at, respectively, even and
odd values of the orbital angular momentum l of alpha
particles. If the direction of light-fragment emission
is reversed, in which case the unit vector eLF = R/R
becomes antiparallel to the z axis of the laboratory
frame, there arises, in expression (41), the additional
factor (−1)l, which leads to the emergence of cor-
responding factors in the sums over l and l′ in (26)
and (55). It follows that, upon the inversion of the
vector eLF, the function in (26), which includes even
values of l, does not change sign, while the function
03
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in (55), which includes odd values of l, changes sign,
with the result that the quantity BCor(ΩR,Ωr, x) (49)
also changes sign, and so does the T -odd-asymmetry
coefficient (54) together with it, in accordance with
the properties of the correlation coefficient specified
by Eqs. (1) and (2).

In order to estimate the T -odd-asymmetry coef-
ficient (54), it is necessary to compare the partial-

fission-width amplitude
√

(ΓJsπ
qKsᾱ

)Cor (43), which
is perturbed by Coriolis interaction, with the un-

perturbed fission-width-amplitude
√
ΓJsπ
qKsα

(17). As

follows from (14), these amplitudes differ by the
substitution of the Coriolis interaction Hamiltonian
HCor (39) for the total fissile-nucleus HamiltonianH
and by the use of the corresponding channel func-
tions. The modulus of the wave function ΨJsπM

qKs
(8)

for the fission mode corresponding to a compact
shape of a fissile nucleus whose radius depends
on angles decreases exponentially beyond this ra-
dius [6, 7]. The modulus of the wave function for
the potential scattering of fission fragments on each
other, this wave function being orthogonal to shell
wave functions that form a basis for constructing
wave functions describing prescission configurations,
begins to decrease exponentially as one moves to
the internal region of the fissile nucleus. Therefore,
the main contribution to the partial-fission-width
amplitude (14) comes from R and r values in the
vicinity of the region where the fissile nucleus breaks
up into fission fragments [6, 7]—that is, at R ≈ Rm

and r ≈ r0. The quantity Rm was estimated in [8] for
an A ≈ 240 compound nucleus asRm ≈ 17 fm, while
the value of r0 ≈ 2 fm corresponds to the radius of
the neck of the prescission configuration of the fissile
nucleus. In this region, the quantity �

2/2J0, which
appears in the definition (39) of the Coriolis interac-
tion Hamiltonian, can be estimated at 10−3 MeV if,
for the moment of inertia J0 of the fissile nucleus, use
is made of the formulaJ0 ≈McR

2
m ≈ 60mR2

m, where
Mc is the reduced mass of fragments originating from
the fission of an A ≈ 240 nucleus.
If Coriolis interaction is not taken into account,

the angular distribution of alpha particles in the
ternary fission of nuclei is determined by the poten-
tial that describes the interaction of alpha particles
with fission fragments and which enters into the
total fissile-nucleus Hamiltonian H appearing in
expression (14). This potential makes a dominant
contribution to the partial-width amplitude (14)
through its values in the region where the Coulomb
barrier for the emitted alpha particle is formed and
where the nuclear potential of alpha-particle inter-
action with fission fragments is already negligible.
PH
In order to determine the total potential describing
alpha-particle interaction with fission fragments and
determining the partial-width amplitude (17), one can
therefore use formula for the Coulomb potential V Cα
of alpha-particle interaction with fission fragments
in the region of Coulomb barrier formation, where
r � R. In this region, the Coulomb potential V Cα was
investigated in [8, 15] and can be represented in the
form

V Cα =
2(Z − 2)e2

R
+

8(Z − 2)e2

R

( r
R

)
(56)

×
(

∆Z
Z − 2

+
2∆A
A− 4

)
P1(cos θr·R)

+
16e2(Z − 2)

R

( r
R

)2
P2(cos θr·R),

where ∆Z = Z1 − Z2 and ∆A = A1 −A2 are, re-
spectively, the charge and the mass asymmetry of
fission fragments. The first term in the potential (56)
is independent of the coordinate r and has no effect
on the motion of the alpha particle. At the same time,
the second and the third term in the potential (56)
act on the alpha particle emitted in ternary fission
as focusing potentials. The third, quadrupole, term
forms the angular distribution of alpha particles that
is characterized by a maximum at an angle of 90◦ with
respect to the direction of fission-fragment emission
and by a half-width of about 10◦. As soon as there
appear noticeable charge and mass asymmetries of
fission fragments, the second (dipole) term of the
potential (56) comes into play, deflecting, against
the background of the third term, the maximum of
the angular distribution of alpha particles toward an
angle of 83◦ with respect to the direction of light-
fragment emission in the (n, f) reaction on a 233U
target nucleus. In order to assess the scale of the
effect of Coriolis interaction, it is therefore natural to
compare �

2/2J0 with the second and the third term
of the Coulomb potential (56) in the region where the
Coulomb potential for the alpha particle is formed.
Using the value of 92 for Z, the estimate according
to which ∆Z/Z and ∆A/A do not exceed ≤ 0.2, and
the values r0 and Rm for r and R and replacing the
Legendre polynomials P1(cos θr·R) and P2(cos θr·R)
in (56) by their maximum values of (±1), one can
estimate the absolute values of the second and the
third term in the potential (56) as≤ 4 and≤ 1.7MeV,
whence it follows that the dipole term in the poten-
tial (56) considerably exceeds the quadrupole term in
absolute value. Under the effect of the dipole term,
the l = 1 harmonic will be predominantly added, in
the internal region of a fissile nucleus, to the leading
(l = 0) harmonic of the α-particle wave function. If
it is considered that the matrix element 〈Y10|P1|Y00〉,
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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which corresponds to the transition of the alpha par-
ticle from the l = 0 state to the l = 1 state, is equal
to 1/

√
3, the value of 1/

√
3 can be used to estimate

the averaged Legendre polynomial P1(cos θr·R) in the
dipole term of the potential (56). In this case, the
absolute value of the dipole term in the potential (56)
can be estimated at a value not greater than 2.3 MeV.
For the ratio of the quantity �

2/2J0 to the dipole
term in the potential (56), we then obtain an estimate
not falling below 0.5× 10−3, and this is in qualitative
agreement with the scale of the experimental values
of the asymmetry coefficients in (4).
As can be seen from expression (55), two cases are

possible for the source of a T -odd correlation of the
type in Eqs. (1) and (2) and for the dependence of the
T -odd asymmetry coefficient (3) on the alpha-particle
emission angle θr.
The first case is realized if the potential phase

shifts δqcl and δCorqcl change noticeably in response
to variations in the orbital angular momentum l of
the alpha particle, with the result that the phase-
shift differences (δqcl − δCorqcl′) are not small in relation
to unity for some values of l and l′. The angular

distribution f̃ sJss′Js′
qc (θr) (55) of alpha particles will

then be significantly different from zero even in the
case where only the s′ = s and Js′ = Js terms, for
which the phase shift δsJss′Js vanishes, are taken into
account in the sum over sJss′Js′ in (49). This means
that the emergence of a T -odd asymmetry in the
angular distributions of ternary-fission fragments is
possible if only one s-wave neutron resonance char-
acterized by a specific spin value Js plays a dominant
role in some region of energy of neutrons inducing
(n, f) reactions. In this case, however, there arises the
problem of describing the structure of the θr depen-
dence of the asymmetry coefficient Dα(Ωr, x) (54).
Indeed, the angular distribution (55) at ϕr = 0—it
controls the θr dependence of the numerator on the
right-hand side of (54)—is formed by the interference
between the amplitude of the angular distribution of
alpha particles that is unperturbed by Coriolis in-
teraction and the amplitude for the analogous dis-
tribution perturbed by this interaction. At the same
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2
time, the angular distribution fq(θr) (38) of alpha
particles from (n, f) reactions induced by unpolarized
neutrons, which determines the θr dependence of the
denominator on the right-hand side of (54), can be
reduced, upon taking into account the interference of
s �= s′ resonances, to the form

f
sJss′Js′
qc (θr) =

∑
ll′

d̃qcld̃qcl′Yl0(θr)Yl′0(θr′) (57)

× cos(δqcl − δqcl′ + δsJss′J ′
s
).

As follows from experimental data reported in [1],
the θr dependence of the coefficient Dα (3) is rather
weak. This means that the angular dependences of
the functions in (55) and (57) must be close. But at
first glance, this result seems improbable because the
functions in (55) and (57) are strongly different in
view of the dependence on the phase shifts and on the
orbital angular momenta.

The second case corresponds to the situation
where the potential phase shifts δqcl and δCorqcl are de-
termined primarily by the Coulomb potential and are
weakly dependent on the orbital angular momentum
l of the alpha particle: δqcl = δqc; δCorqcl = δCorqc . The
investigation that was performed in [17] furnishes
some indications of the occurrence of such a situation
in the ternary fission of nuclei. In this case, the
functions in (55) and (57) can be represented in the
form

f̃
sJss′Js′
qc (θr) = cosϕr sin(δCorqc − δqc (58)

+ δsJss′Js′ )
∑
l

d̃qclYl0(θr)
∑
l

d̃Corqcl

× 1
sin θr

(
Pl−1(cos θr)− Pl+1(cos θr)

) l(l + 1)√
π(2l + 1)

;

f
sJss′Js′
qc (θr) = cos(δsJss′Js)

(∑
l

d̃qclYl0(θr)

)2

.

(59)

At ϕr = 0, the angular dependence of the asymmetry
coefficient (54) then assumes the form
Dα(θr) ∼
∑

l d̃
Cor
qcl (Pl−1(cos θr)− Pl+1(cos θr))l(l + 1)/(

√
π(2l + 1) sin θr)∑

l d̃qclPl(cos θr)
√

2l + 1/4π
. (60)
Since the phase shifts δqc and δCorqc , which are in-

dependent of the orbital angular momentum of the
alpha particle, are related to the wave functions de-
scribing the potential scattering of alpha particles on
0

fission fragments and appearing in the partial-width
amplitude (14) and are determined primarily by the
Coulomb potential of alpha-particle interaction with
fission fragments, we can expect that these phase
03
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shifts have rather close values. But it then follows
from expression (58) that T -odd correlations of the
type in Eqs. (1) and (2) can arise only because of
the interference between the fission amplitudes for
s-wave neutron resonances differing by their energies
and total widths and, in general, by their spin val-
ues. This situation is similar to the situation around
P-even right–left correlations in binary and ternary
fission of nuclei [10, 14]; since these correlations are
T -odd, their emergence may only be due to the in-
terference between the fission amplitudes for s- and
p-wave neutron resonances.
It was indicated above that, if alpha particles are

recorded in the direction of the x axis (at ϕr = 0 and
θr = π/2), the only nonzero terms in the numerator
and the denominator of the expression on the right-
hand side of (60) are characterized by, respectively,
odd l [because of the properties of the spherical har-
monics Yl±1(Ωr)] and even l [because of the proper-
ties of the spherical harmonics Yl0(Ωr)]. This result
is due, on one hand, to the fact that, in the region of
the neck of the prescission configuration of the fissile
nucleus, where the product alpha particle is formed,
the leading orbital angular momenta of the alpha par-
ticle are, as was indicated above, l = 0 (in the absence
of Coriolis interaction) and l = 1 (in the case where
Coriolis interaction is taken into account). On the
other hand, the nonspherical Coulomb potential (56),
which determines predominantly the structure of the
function describing the potential scattering of fis-
sion fragments, adds, to the orbital angular momenta
l = 0 and l = 1 of the alpha particle, which are leading
in the internal region of the fissile nucleus, even orbital
angular momenta owing to the quadrupole term in
the potential (56) and odd orbital angular momenta
owing to the dipole term there. In the semiclassical
approximation, which underlies calculations based on
the method of trajectories [2], the above effect of the
nonspherical Coulomb potential reduces to focusing
alpha particles emitted in ternary fission, the direction
of this focusing being approximately orthogonal to the
direction along which fission fragments move apart,
with a slight shift toward a light fragment because
of the effect of the dipole term in the potential (56).
Focusing of this type is present in the correspond-
ing quantum-mechanical pattern as well. Since the
physical origin of this focusing remains unchanged
upon going over from the unperturbed alpha-particle
wave function in the prescission configuration of a
fissile nucleus to that perturbed by Coriolis interac-
tion, one can expect that the amplitude of the angular
distribution of alpha particles in the numerator of the
expression on the right-hand side of (60) will have
features similar to those of the analogous amplitude
that is unperturbed by Coriolis interaction and which
appears in the denominator of the same expression.
PH
The T -odd-asymmetry coefficient (60) will then be
weakly dependent on the angle θr, and this is con-
sistent with its experimental properties [1].
As was indicated above, the emergence of odd

orbital angular momenta l of the alpha particle in the
numerator of the expression on the right-hand side
of (60) is entirely due to the dipole term that, because
of the charge and mass asymmetry of ternary-fission
fragments, appears in the Coulomb potential (56) of
alpha-particle interaction with these fragments. The
T -odd-asymmetry coefficient (60) will therefore tend
to zero upon going over to symmetric fission modes.
This means that the T -odd asymmetries (60), as
well as P-odd and P-even asymmetries previously
investigated in [9, 10] for alpha particles in the ternary
fission of nuclei, are entirely due to the presence of
charge and mass asymmetries of fission fragments.
For the coefficient defined as in (3), experimen-

tal investigations of the T -odd asymmetry for 239Pu
target nuclei led to a value [1] that is much less
than the analogous coefficients in (4) for 233U and
235U target nuclei and which is insignificant against
statistical errors. The following circumstance can be
responsible for the smaller value of the coefficient Dα

(3) for 239Pu. Since the spin I of a 239Pu target is
equal to 1/2, the s-wave neutron resonances of the
compound nucleus that are excited upon the capture
of a cold neutron can have spin values of both Js = 0
and Js = 1. It was indicated above that neutron res-
onances of spin Js = 0 do not contribute to the co-
efficient Dα (60) and that the formation of this coef-
ficient is due exclusively to the interference between
the fission amplitudes for neutron resonances s and
s′ of identical spins Js = Js′ = 1. In this respect, the
case of 239Pu differs from the cases of 233U (I = 5/2)
and 235U (I = 7/2) target nuclei, for which the set of
neutron resonances s and s′ involved in the formation
of the coefficient in (60) is much wider—specifically,
these are resonances of spin Js = Js′ = I + 1/2 �= 0
and Js = Js′ = I − 1/2 �= 0 for Js �= Js′ .
According to expressions (49) and (50), the de-

pendence of the T -odd-asymmetry coefficient (60) on
the asymptotic energyEα of the alpha particle emitted
in ternary fission is given by

Dα(x) ∼
Q̄Corq (x)
Q̄q(x)

, (61)

where the functions Q̄Corq (x) and Q̄q(x) (37) spec-
ify the amplitudes of the energy distributions of al-
pha particles for, respectively, the case of ternary fis-
sion perturbed by Coriolis interaction and the case of
unperturbed ternary fission. From experimental data
reported in [2], it follows that, in the case of nu-
clear fission induced by unpolarized neutrons, the
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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square of the amplitude of the energy distribution of
alpha particles, [Q̄q(x)]2, has a broad maximum at
an alpha-particle energy of E0

α ≈ 16 MeV, the width
of this maximum being ∆E0

α ≈ 10 MeV. An exper-
imental investigation of the energy dependence of
the asymmetry coefficient Dα(x) (3) revealed [1] that
this coefficient grows considerably with increasing
Eα. This means that the amplitude Q̄Corq (x) of the
energy distribution perturbed by Coriolis interaction
reproduces the amplitude Q̄q(x) of the unperturbed
angular distribution involving a broad maximum at
E0
α ≈ 16MeV, the former differing from the latter by a

coefficient that grows with increasing alpha-particle
energy.

For a first approximation, the origin of the depen-
dence of the T -odd-asymmetry coefficient Dα(Eα)
(60) on the alpha-particle energy Eα can be related
to the features of the dipole term that is present in
the Coulomb potential (56) and which is responsible
for the emergence of odd orbital angular momenta of
the alpha particle, which specify the structure of the
numerator of the expression on the right-hand side
of (60). The experimental energy distribution of alpha
particles in the ternary fission of nuclei [2] indicates
that the characteristic energiesEα are much less than
the maximum possible energyEm

α , which is close [see
expression (13) and the text that follows it] to the total
energy Qc of the motion of fission fragments in the
channel c (about 140 MeV). This means that typical
values of x = Eα/E

m
α are so small that the character-

istic angles ε in (13) do not deviate from π/2 strongly.
In this case, the quantity R in (12) is proportional to
the product ρ sin ε, which changes only slightly over
the entire range of experimentally observed α-particle
energies; therefore, it can be replaced by ρ. As to
the quantity r in (12), it is proportional to the quan-
tity ρ cos ε, which is equal to ρ

√
x [see Eq. (13)].

The dipole term that appears in the potential (56)
and which is proportional to r/R2 will then grow as√
x/ρ ∼

√
Eα with increasing alpha-particle energy.

If we assume that the coefficient Dα(Eα) (60) is
proportional to the dipole term in the potential (56),
this coefficient will vary with alpha-particle energy in
proportion to

√
Eα. Thus, even a preliminary rough

estimation correctly reflects the experimental trend
toward the growth of the effect with increasing Eα.

The theory developed in the present study makes
it possible to calculate the energy distributions of
alpha particles both for the case of an unperturbed
ternary fission of nuclei and for the case of the ternary-
fission process perturbed by Coriolis interaction. This
problemwill be addressed in our future investigations.
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4. CONCLUSION
This article reports on a continuation of a large

series of studies [6–10, 17] devoted to developing
the quantum theory of reactions involving binary or
ternary fission of nuclei and to describing the angular
distributions of reaction products, as well as various
P-odd and P-even correlations in reactions induced
by polarized neutrons. In the present study, it has
been shown that T -odd asymmetry recently discov-
ered in ternary fission processes induced by polarized
neutrons can also be described in principle on the
basis of this theory.
In order to explain the T -odd effect, we have in-

troduced, in just the same way as in the model pro-
posed in [3, 4], the Coriolis interaction of the product
alpha particle with the spin of the nucleus undergoing
fission. In contrast to [3, 4], however, the entire anal-
ysis has been performed at the quantum-mechanical
level with allowance for the dynamics of the ternary-
fission process, а T -odd correlation arising as the
result of the interference between T -even and T -odd
amplitudes (associated with Coriolis interaction), as
in the case of P-odd correlations [10]. This approach
has enabled us to describe correctly the scale of the
effect, its symmetry with respect to the inversion of
the neutron spin and of the direction of light-fragment
emission, and the character of the angular and energy
dependences for the effect in question. The proof of the
fact that T -odd correlations in the ternary fission of
nuclei arise only in fission modes that are asymmet-
ric in fragment charges and masses is an important
result of the present study.
It has been shown that, in contrast to what occurs

in the case of P-even and P-odd correlations, the
effect being considered receives contributions from
the interference between only s-wave resonances of
compound nuclei. Various limiting cases have been
explored—in particular, the case where the T -odd
asymmetry is due exclusively to the interference of dif-
ferent s-wave neutron resonances (for example, res-
onances characterized by different values of the spin
Js). In this connection, the possible reason behind the
smallness of the effect for 239Pu target nuclei has been
indicated.
It has also been proven that spin–orbit interaction,

which was considered in [5] and which conserves the
projections of the total spin of a fissile system onto the
z axis and the symmetry axis, does not contribute to
the T -odd effect.
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Abstract—Within the formalism of thermo field dynamics, the boson–fermion Holstein–Primakoff trans-
formation is constructed for the case of nonzero temperatures. For the example of the Lipkin model, the
transformation in question is used to construct a thermal Hamiltonian in the form of an expansion in
the parameter 1/

√
N , where N is the number of particles in the system. The temperature dependence

of quasiparticle (fermion) and collective-excitation (boson) energies is calculated to terms of order 1/N .
c© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The boson-expansion method was introduced in
the theory of the nucleus forty years ago in the studies
of Belyaev and Zelevinsky [1] and Marumori, Ya-
mamura, and Tokunaga [2]. The boson-expansion
method played an extremely important role in the
creation of the microscopic theory of low-energy vi-
brations of atomic nuclei. This method formed a basis
of the so-called algebraic approach in the theory of
the nucleus and its most popular phenomenological
realization—namely, the interacting-boson model [3].
To a considerable extent, it was owing to the boson-
expansion method that internal relationship between
“natural” nucleon and phenomenological collective
variables was understood (see, for example, [4]).

Some versions of the boson-expansion method
were used in studying elementary excitations and
their interactions in heated systems formed by a finite
number of fermions [5–8]. In constructing boson ex-
pansions, there arises, however, an interesting prob-
lem that was first noticed by Hatsuda [5]. This prob-
lem becomes more comprehensible if one considers
it within thermo field dynamics [9]. In discussing the
application of the thermo field approach in the theory
of the nucleus, Hatsuda revealed that, if one performs
the bosonization of the nuclear Hamiltonian prior to
heating the system, its statistical properties (within
thermo field dynamics, they are determined by the
thermal Hamiltonian and the thermal vacuum) will
depend on Bose–Einstein occupation numbers, but
this is quite strange for a fermion system. Moreover, it
was shown, by considering the example of the Lipkin

*e-mail: vdovin@thsun1.jinr.ru
**e-mail: dzhioev@thsun1.jinr.ru
***e-mail: astorozh@thsun1.jinr.ru
1063-7788/03/6610-1861$24.00 c©
model, that, in the leading order, this approach (that
is, bosonization prior to heating) leads to glaringly
incorrect results—for example, the approach cannot
reproduce the results of the thermal random-phase
approximation (RPA). Of course, no problems of this
kind arise if one first “heats” the system (that is, con-
structs a thermal Hamiltonian in doubled Fock space,
etc.) and only then performs bozonization [5, 6]. But
in this case, the problem at hand becomes technically
more involved since the number of boson types that is
necessary to map the full space of fermion variables
of a heated system increases. By way of example,
we indicate that, while the original symmetry of the
Lipkin model is SU(2), the symmetry of its thermal
Hamiltonian is as high as SU(4) [6]. Moreover, there
occur situations where the mapping prior to heat-
ing approach appears to be more convenient since
it enables one to develop a consistent computational
scheme not violating original symmetry (for more
details, see [10, 11]).

As an alternative to “full bosonization,” it was
proposed in [11] to use, as a mapping procedure,
an extended, or boson–fermion, Holstein–Primakoff
transformation. It turned out that, owing to preserv-
ing fermion degrees of freedom, themapping prior to
heating approach leads to correct results in this case.
First, the thermal behavior of the system is deter-
mined by Fermi–Dirac occupation numbers. Second,
in the leading order, thermal quasiparticles satisfy
the thermal Hartree approximation, while bosons (or
phonons) satisfy the thermal RPA.

The present article reports on a continuation of the
investigation initiated in [11]. We will construct and
diagonalize the thermal Hamiltonian of the Lipkin
model in the next-to-leading order of the expansion
in 1/

√
N , where N is the number of particles in
2003 MAIK “Nauka/Interperiodica”
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the system being considered. The ensuing exposi-
tion is organized as follows. For the sake of conve-
nience, the diagonalization scheme for the Hamil-
tonian constructed for the Lipkin model in the 1/N
order and subjected to boson–fermion mapping is
outlined in Section 2 for a cold system. A general-
ization to nonzero temperatures is given in Section 3.
The conclusions drawn from the present analysis are
briefly summarized in Section 4.

2. BOSON–FERMION
HOLSTEIN–PRIMAKOFF MAPPING AND

1/
√

N EXPANSION

The Lipkin model [12] is a system of N fermions
that can occur in two degenerate states of energy
−ε/2 and +ε/2. The degeneracy multiplicity of each
state is Ω = N . It follows that, at zero temperature
and in the absence of interaction, the lower state is
fully occupied, while the upper state is free. A few
versions of the model Hamiltonian were considered
in the literature. Here, we use the so-called second
version of the Lipkin model, where the Hamiltonian
has the form

H = εJz −
1
2
V (J+ + J−)2. (1)

The parameter V characterizes the strength of fer-
mion–fermion interaction. The operator-valued ex-
pressions for the components of the quasispin J (Jz ,
J+, J−) are

Jz = −1
2
N +

1
2

N∑
p=1

(c+
2pc2p + c+

1pc1p), (2)

J+ =
N∑

p=1

c+
2pc

+
1p = (J−)+ ,

where the operator c+
2p creates a particle in the higher

state, while the operator c+
1p creates a hole in the lower

state. The particle–hole vacuum is defined as

c2p|0〉 = c1p|0〉 = 0. (3)

The quasispin-projection operators obey the commu-
tation relations

[J+, J−] = 2Jz , [Jz, J±] = ±J± (4)

and form an SU(2) algebra. By using the commu-
tation relations (4), we can recast the Hamiltonian
in (1) into the form

H = εJz −
1
2
V (J2

+ + J2
− + 2J+J− − 2Jz). (5)

In a system of interacting fermions, there can arise
collective excitations, which are conveniently de-
scribed in terms of boson operators. In order to
PH
introduce boson degrees of freedom consistently, use
is made of the boson-expansion method. In just the
same way as in [11], we want to preserve, along with
boson degrees of freedom, fermion ones; therefore,
we employ the boson–fermion Holstein–Primakoff
mapping [13, 14]. According to this type of mapping,
the original fermion operators c1p and c2p and the
quasispin operators are expressed in terms of the
commuting ideal-fermion (quasiparticle) and ideal-
boson operators (aip and B+

0 , respectively) as

c1p =

√
1 − B+

0 B0

N
a1p −

B0√
N

a+
2p, (6)

c2p =

√
1 − B+

0 B0

N
a2p +

B0√
N

a+
1p,

(Jz)I = −1
2
(N − na) + B+

0 B0,

(J+)I =
√

NB+
0

√
1 − B+

0 B0 + na

N
= (J−)+I ,

na =
N∑

p=1

(a+
2pa2p + a+

1pa1p) =
∑
i,p

a+
ipaip, (7)

where na is the quasiparticle-number operator. By
substituting the above expressions for quasispins
into (5), we obtain the fermion–boson transform HI

of the original model Hamiltonian.
It is well known that, in themean-field approxima-

tion, the Lipkin model can be either in the so-called
normal phase or in a deformed phase, depending on
the strength of fermion–fermion interaction. The de-
formed phase is characterized by the emergence of a
boson condensate. In order to take this fact into ac-
count, one introduces a boson operator B that differs
from the operator B0 by an appropriately normalized
shift; that is,

B = B0 − d
√

N, B+ = B+
0 − d

√
N.

By expressing the quasispin operators (6) in terms of
B and B+ and expanding the square roots in a Taylor
series, we now obtain the expansion of the Hamilto-
nian in (5) written in terms of the ideal-fermion and
ideal-boson operators in powers of

√
N . To terms of

order 1/N inclusive, we have

HI = NH0 + N1/2H1 + N0H2 + N−1/2H3 (8)

+ N−1H4 = Nε

(
−1

2
+ d2 − 2χ0d

2 + 2χ0d
4

)

+
√

Nεd
(
1 − 2χ0 + 4χ0d

2
)
[B + B+]

+ ε

(
1
2

+ 2χ0d
2

)
na + ε(1 + 7χ0d

2 − χ0)B+B
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− εχ0

2
(1 − 5d2)[B+B+ + BB] +

εχ0

2
(
3d2 − 1

)

+
εχ0d

2
√

N

(
[4na + 3][B + B+] + B+3 + B+3

+ 7B+B+B + 7B+BB
)

+
εχ0

2N

(
na[B+ + B]2

+ B+3
B + B+B+3 + 2B+BB+B

+
1
2
[B+B+ + BB] +

d2

4(1 − d2)

)
.

The quantity χ0 = V N/ε, which appeared above,
plays the role of an effective coupling constant. The
quantity H0—the coefficient of N in the first term
of the expansion in (8)—is the ground-state energy
of the Lipkin system in the Hartree approximation.
By minimizing this energy, we determine d. Two
values of d are possible: (i) for χ0 < 1/2, d = 0,
which corresponds to the normal phase (n.p.); (ii) for
χ0 > 1/2, d2 = (2χ0 − 1)/4χ0, which corresponds to
a deformed phase (d.p.).

The second term in (8), H1—it is linear in the
boson operators—vanishes at the above values of d,
which correspond to the minima of H0.

The next term (of order N0) corresponds to the
RPA and describes independent phonon and quasi-
particle excitations in the system. This term is diag-
onal in the quasiparticle operators. In order to diag-
onalize it in the boson operators, we make the linear
canonical transformation

B+ = uC+ + vC, B = uC + vC+, (9)

where

u2 − v2 = cosh2 ϕ − sinh2 ϕ = 1.

From the fact that the termH2 is diagonal in phonons
C, we obtain the following expressions for the trans-
formation coefficients u and v and for the energy ω of
a new boson excitation (RPA phonon):
cosh2 ϕ

sinh2 ϕ


 =

1
2

[
ε(1 + 7χ0d

2 − χ0)
ω

± 1
]

, (10)

2uv = sinh 2ϕ =
εχ0(1 − 5d2)

ω
,

ω = ε
[
(1 + 7χ0d

2 − χ0)2 − χ2
0(1 − 5d2)2

]1/2
(11)

=

{
ε
√

1 − 2χ0 (n.p.)

ε
√

4χ2
0 − 1 (d.p.).

The term H2 now takes the form

H2 = WRPA + E
∑
i,p

a+
ipaip + ωC+C
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= WRPA + HRPA,

where the C number WRPA is the RPA correction to
the ground-state energy of the system,

WRPA =
ω − ε(1 + 4χ0d

2)
2

=

{
(ω − ε)/2 (n.p)
(ω − 2εχ0)/2 (d.p),

and E is the quasiparticle energy in the Hartree ap-
proximation,

E = ε

(
1
2

+ 2χ0d
2

)
=

{
ε/2 (n.p)
εχ0 (d.p).

Thus, we see that, to order N0, our original system of
interacting fermions reduces to the system of nonin-
teracting quasiparticles in the Hartree approximation
and noninteracting RPA phonons.

We will perform a further diagonalization of the
Hamiltonian in (8), following [14–16] and employing
the RPA phonon as one of the basis vectors. The
inclusion of higher order terms leads to a renormaliza-
tion of the phonon and quasiparticle energies and to
anharmonic corrections associated with the interac-
tion between different degrees of freedom. Moreover,
the expressions for H2 and H4 involve constants.
These are higher order corrections to the Hartree
ground-state energy (consistently implementing the
algorithm of perturbation theory, we will disregard,
however, their effect on the boson-field shift d). It is
worth noting that, in the normal phase, where d = 0,
the term H3 also vanishes.

Further, it is necessary to express the remaining
quantities H3 and H4 in terms of the RPA-phonon
operator. By arranging the creation and annihilation
operators in a normal order, we obtain

H3 =
εχ0d

2
(cosh ϕ + sinh ϕ){4na[C+ + C] (12)

+ (cosh 2ϕ + 3 sinh 2ϕ)[C+ + C]3

+ 4(cosh 2ϕ − sinh 2ϕ)

× [C+C+C + C+CC] + 4(cosh 2ϕ − sinh 2ϕ − 1)

× [C++C]} = Hbf
3 + Hb

3,

H4 =
εχ0

2

{
(cosh 2ϕ + sinh 2ϕ) na[2C+C + 1]

(13)

+
1
2

(3 cosh 4ϕ + 3 sinh 4ϕ

+1) C+C+CC + (3 cosh 4ϕ

+3 sinh 4ϕ − 2 cosh 2ϕ − 2 sinh 2ϕ + 1) C+C
03
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+
1
4

(
3 cosh 4ϕ + 3 sinh 4ϕ − 4 cosh 2ϕ − 4 sinh 2ϕ

+
1

1 − d2

)}
+ off-diagonal = Hbf

4 + Hb
4

+
εχ0

2
(cosh 2ϕ + sinh 2ϕ) na +

εχ0

8

(
3 cosh 4ϕ

+ 3 sinh 4ϕ − 4 cosh 2ϕ − 4 sinh 2ϕ +
1

1 − d2

)

+ off-diagonal.

Here, the superscripts b and bf label, respectively, the
purely boson and boson–fermion parts of the terms
H3,4. In the expression for H4, we have included
only those operators that have nonvanishing diagonal
matrix elements of order 1/N . Corrections due to
off-diagonal terms are of a higher order of smallness
(1/N2), since they do not vanish only in the second
order of perturbation theory. It would be necessary to
take them into account in considering the O(1/N3/2)
and O(1/N2) terms of the expansion ofHI , but this is
beyond the scope of the present study. The third and
the fourth terms in expression (13) are corrections
to the quasiparticle energy and to the ground-state
energy, respectively.

As was mentioned above, the term H3 = Hbf
3 +

Hb
3 vanishes in the normal phase. With the aid of the

relation

cosh 2ϕ + sinh 2ϕ =
ε

ω
, (14)

the Hamiltonian of the Lipkin model in the normal
phase to terms of order 1/N can therefore be reduced
to the form

H
n.p
I = W

n.p
0 + En.p

∑
i,p

a+
ipaip + ωC+C (15)

+ µn.pnaC+C +
θn.p

2
C+C+CC,

where

W n.p = −Nε

2
+

ω − ε

2
+

εχ0

8N

[
3ε2

ω2
− 4ε

ω
+ 1
]

,

(16)

En.p =
ε

2

[
1 +

εχ0

Nω

]
,

ωn.p = ω +
εχ0

2N

[
3ε2

ω2
− 2ε

ω
+ 1
]

,

µn.p =
ε2χ0

Nω
, θn.p =

εχ0

2N

[
3ε2

ω2
+ 1
]

.

The terms involving the coefficients µn.p and θn.p

are corrections associated with phonon–fermion and
PH
phonon–phonon interactions. We note that the value
of θn.p coincides with that which was obtained in [17]
within the theory of nuclear fields.

Let us now consider the deformed phase where
the term H3 differs from zero. The operators Hbf

3 and
Hb

3 include only odd powers of the boson operators—
that is, they have zero matrix elements in the RPA-
phonon basis. Therefore, the term H3 must be taken
into account simultaneously with the diagonal terms
in the operators Hbf

4 and Hb
4, since they contribute in

the same order (1/N ).

The term H3 + diagonal part of H4 can be diag-
onalized [15, 16] with the aid of new quasiparticle
and phonon operators (in the following, they will be
referred to as the diagonalizing ones), C+

d and (a+
ip)d,

respectively, that are related to the original ideal oper-
ators by the unitary canonical transformation

C+
d = eiS/

√
NC+e−iS/

√
N , (17)

(a+
ip)d = eiS/

√
Na+

ipe
−iS/

√
N .

The operator S is chosen in such a way as to di-
agonalize the Hamiltonian in order 1/

√
N . In the

deformed phase, the Hamiltonian HI in (8) in terms
of C+

d and (a+
ip)d to order 1/N inclusive has the form

HI = e−iSd/
√

N (HI)deiSd/
√

N = (HI)d (18)

+
1√
N

[(HI)d, iSd] +
1

2N
[[(HI)d, iSd], iSd] + . . .

= W0 + (HRPA)d +
1√
N

{
[(HRPA)d, iSd]

+ (Hb
3 + Hbf

3 )d
}

+
1

2N

{
[[(HRPA)d, iSd], iSd]

+ 2[(Hb
3 + Hbf

3 )d, iSd] + 2(Hb
4 + Hbf

4 )d
}

+ . . . .

Here, we have considered that, for any operator F
depending on O and O+, Fd is obtained by means
of the substitutions O → Od and O+ → O+

d since
Fd = eiSFe−iS . Of course, we have eiS = eiSd . For
the product of the diagonalizing operators, we will
hereafter use the notation adbd . . . zd ≡ (ab . . . z)d.

The condition that theO(1/
√

N) off-diagonal part
of the Hamiltonian in (18) vanishes can be written as

[(HRPA)d, iSd] = ω[C+
d Cd, iSd] = −(Hb

3 + Hbf
3 )d.
(19)

The operator satisfying this equation has the form

iSd = iSb
d + iSbf

d ,

iSb
d =
(
αC+

d
3 + βC+

d C+
d Cd + γC+

d

)
− (h.c.),
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iSbf
d = λna

d

(
C+

d − Cd

)
,

where the coefficients are

α = −εχ0d

6ω
(cosh ϕ + sinhϕ) (20)

× (cosh 2ϕ + 3 sinh 2ϕ),

β = −εχ0d

2ω
(cosh ϕ + sinhϕ)

× (7 cosh 2ϕ + 5 sinh 2ϕ),

γ = −εχ0d

2ω
(cosh ϕ + sinhϕ)

× (7 cosh 2ϕ + 5 sinh 2ϕ − 4),

λ = −2εχ0d

ω
(cosh ϕ + sinh ϕ).

Taking into account the condition in (19), we can
recast the Hamiltonian in (18) into the form

HI = W0 + (H ′
RPA)d (21)

+
1

2N

{
[(Hb

3 + Hbf
3 )d, iSb

d + iSbf
d ]

+ 2(Hb
4 + Hbf

4 )d
}

+ . . . .

We have included, in H ′
RPA, the correction to the

quasiparticle energy due to (13) and, in W0, the cor-
rections associated with (13) and with the termWRPA.
It should be emphasized that, along with the diag-
onal terms, the braced expression on the right-hand
side of (21) involves terms whose diagonal matrix
elements are zero and whose contribution is of order
1/N2. Following the same line of reasoning as in the
case considered above, we can subject the Hamil-
tonian to an additional unitary transformation that
will annihilate all off-diagonal operators in the order
1/N and lead to the emergence of extra terms in
higher orders. Since, in the order being considered,
this transformation will introduce no changes in the
Hamiltonian HI , the off-diagonal terms in (21) can
be discarded.

For the commutators in (21), we have

[(Hb
3)d, iS

b
d] = −εχ0

16

{
6(21 cosh 4ϕ

+ 19 sinh 4ϕ)C+
d C+

d CdCd + [12(21 cosh 4ϕ
+ 19 sinh 4ϕ) − 16(7 cosh 2ϕ

+5 sinh 2ϕ) + 48]C+
d Cd

+ [(47 cosh 4ϕ + 41 sinh 4ϕ) − (56 cosh 2ϕ

+ 40 sinh 2ϕ) + 20]
}

+ off-diagonal,

[(Hbf
3 )d, iSb

d] = −εχ0

4

{
2(7 cosh 2ϕ

+ 5 sinh 2ϕ)na
dC

+
d Cd + (7 cosh 2ϕ
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+5 sinh 2ϕ − 4)na
d

}
+ off-diagonal,

[(Hb
3)d, iS

bf
d ] = −εχ0

4

{
2(7 cosh 2ϕ

+ 5 sinh 2ϕ)na
dC

+
d Cd + (7 cosh 2ϕ

+5 sinh 2ϕ − 4)na
d

}
+ off-diagonal,

[(Hbf
3 )d, iS

bf
d ] = −εχ0(na

d)
2

= −εχ0


na

d +
∑

ip �=i′p′

(a+
ipa

+
i′p′ai′p′aip)d


 .

In the calculations, we have employed the following
relations for the deformed phase:

(cosh 2ϕ + sinh 2ϕ) =
ε(2χ0 + 1)

2ω
,

εχ0d
2

ω
(cosh 2ϕ + sinh 2ϕ) =

1
8
.

Substituting the results obtained for the commuta-
tors in (21), we arrive at the Hamiltonian for the
Lipkin model in the deformed phase to terms of order
1/N inclusive. The result is

Hd.p = W
d.p
0 + Ed.pna

d + ωd.pC+
d Cd (22)

+ µd.p (naC+C
)
d

+
θd.p

2
(
C+C+CC

)
d

+ τ d.p
∑

ip �=i′p′

(a+
ipa

+
i′p′ai′p′aip)d,

where

W
d.p
0 = −Nε

4χ2
0 + 1
8χ0

+
ω − 2εχ0

2
(23)

− εχ0

N

[
ε2

ω2
− 2εχ0

ω
+ 1
]

,

Ed.p = εχ0 −
εχ0

2N

[
4εχ0

ω
− 1
]

,

ωd.p = ω − 2εχ0

N

[
3ε2

ω2
− 2εχ0

ω
+ 2
]

,

µd.p = −4ε2χ2
0

Nω
, θd.p = −2εχ0

N

[
3ε2

ω2
+ 2
]

,

τ d.p = −εχ0

2N
.

Thus, the Hamiltonian for the Lipkin model in the
deformed phase to terms of order 1/N [see Eq. (22)]
differs from the corresponding Hamiltonian in the
normal phase [see Eq. (15)] not only by the values
03
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of the coefficients of terms having the same structure
but also by an additional term that is proportional to
τ d.p and which describes the direct interaction be-
tween the diagonalizing quasiparticles.

3. BOSON–FERMION
HOLSTEIN–PRIMAKOFF MAPPING

FOR A THERMAL SYSTEM

The approach outlined in the preceding section
will be generalized here to the case of a heated system
by using the methods of thermo field dynamics [9],
whose formalism is convenient in dealing with various
operator relations.

Within the formalism of thermo field dynamics,
the dynamics of a heated system is determined by
the thermal Hamiltonian H and the wave function
for the thermal vacuum |0(T )〉, which is the eigen-
vector of H for zero eigenvalue. In order to construct
the thermal Hamiltonian, we first formally double the
number of the degrees of freedom of the system—
that is, we construct the so-called tilde-labeled sys-
tem having the same structure (in other words, the
same Hamiltonian, the same basis vectors, the same
observables, and so on) as the original system. In
the following, all variables and operators associated
with this fictitious system are labeled with a tilde
symbol. By way of example, we indicate that, if, for
the original system, we have H|n〉 = En|n〉, then,
for the tilde-labeled system, we write H̃|ñ〉 = En|ñ〉.
The full Hilbert space of the heated system is con-
structed as the direct product of the relevant spaces
of the original and the tilde-labeled system. Rules
that specify various operations involving ordinary and
tilde-labeled operators are formulated within thermo
field dynamics [9]. The thermal Hamiltonian of the
system is defined as H = H − H̃ , because it is pre-
cisely this operator that executes translations along
the time axis in a heated system. Thus, the excitation
spectrum of the system is obtained by diagonalizing
the Hamiltonian H. The role of the thermal vacuum
|0(T )〉 consists in the following: the expectation value
calculated over it for any observable coincides with
the statistical expectation value of this variable over
the grand canonical ensemble. It should also be noted
that the calculation of the statistical expectation value
of an observable involves only the relevant operator
defined in the space of original rather than tilde-
labeled variables. The method for constructing the
thermal vacuumwill become clear in the course of the
ensuing exposition.

In the present study, we follow the strategies
adopted in [11] and employ, for the original Hamilto-
nian, not that in Eq. (1) or Eq. (5) but theHamiltonian
in (8), which was obtained upon the boson–fermion
PH
Holstein–Primakoff mapping and a subsequent ex-
pansion in powers of 1/

√
N . Moreover, we assume,

in introducing temperature, that only ideal fermions,
which are images of original physical particles, are
heated, while bosons remain, on the contrary, cold,
since the role of boson degrees of freedom is auxiliary
(we treat them as extra or additional degrees of
freedom).

In order to construct the wave function for the
thermal vacuum—that is, to heat our system—we
perform the thermal Bogolyubov canonical transfor-
mation

a+
ip = xiβ

+
ip + yiβ̃ip, (24)

ã+
ip = xiβ̃

+
ip − yiβip,

where the coefficients xi and yi depend on tempera-
ture and satisfy the condition x2

i + y2
i = 1. After that,

we rewrite the Hamiltonian in (8) in terms of the new
thermal quasiparticles β+

ip and β̃+
ip. We first do this for

the quasiparticle-number operator na. The result is

na = nβ + D + N(y2
2 + y2

1), (25)

where the thermal-quasiparticle-number operator nβ

and the operator D are given by

nβ =
N∑

p=1

(β+
2pβ2p + β+

1pβ1p) =
∑
i,p

β+
ipβip, (26)

D =
∑
i,p

xiyi(β+
ipβ̃

+
ip + β̃ipβip)

−
∑
i,p

y2
i (β

+
ipβip + β̃+

ipβ̃ip).

The operator D satisfies the relation D = D̃ = D+.
Taking this relation into account, we have na − ña =

[nβ + D] − ˜[nβ + D] = nβ − ñβ ; the terms H0, H1,
and H2 of the Hamiltonian in (8) then assume the
form

H0 = ε
(
−z

2
+ d2 − 2χ0zd

2 + 2χ0d
4
)

, (27)

H1 = εd
(
1 − 2χ0z + 4χ0d

2
)
[B + B+],

H2 = ε

(
1
2

+ 2χ0d
2

)
[nβ + D] + ε(1 + 7χ0d

2

− χ0z)B+B − εχ0

2
(z − 5d2)[B+B+ + BB]

+
εχ0

2
(3d2 − z),

where z = 1 − (y2
1 + y2

2).
In the thermal system, the boson-field shift d de-

pends on T . Its value can be found, along with the
values of the coefficients xi and yi in the thermal
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Bogolyubov transformation, by minimizing the free
energy F of the system,

F = 〈0(T )|HI |0(T )〉 − TS − µ〈0(T )|N̂ |0(T )〉,
where S is the entropy of ideal quasiparticles,

S = −N
∑
i=1,2

[
y2

i ln(y2
i ) + x2

i ln(x2
i )
]
,

and N̂ is the particle-number operator. The expecta-
tion values of HI and N̂ are calculated for the state
|0(T )〉, which is defined as the vacuum with respect
to thermal quasiparticles and the boson B. The form
of the thermal vacuum is

|0(T )〉 = exp

[∑
i,p

yi(T )
xi(T )

a+
ipã

+
ip

+ d
(
B+

0 + B̃+
0

)]
|0〉a|0̃〉a|0〉B |0̃〉B ,

where a|0〉a = B|0〉B = 0 and ã|0̃〉a = B̃|0̃〉B = 0.
The mean energy 〈0(T )|HI |0(T )〉 is obtained by

replacing, in (6), the boson operators by the operator d
and the operator na by N(y2

1 + y2
2). The chemical

potential µ is equal to zero because of the symmetry
of the system. For T �= 0, the temperature-dependent
quantity χ0z plays the role of the effective coupling
constant. Depending on it, the minimum value of F is
reached at different values of d,

d2 =

{
0, χ0z < 1/2 (n.p.)

(2χ0z − 1)/4χ0, χ0z > 1/2 (d.p.).
(28)

Simultaneously, we have y2
i ≡ ni, where ni are the

thermal Fermi–Dirac occupation numbers,

ni = n(T ) =
1

1 + exp(E/T )
(29)

with E being the energy of the thermal quasiparticle
β+

ip|0(T )〉,

E =

{
ε/2 (n.p.)

εχ0z (d.p.).
(30)

It follows from (30) that, in the normal phase, the
quasiparticle energy is independent of temperature.
The phase-transition temperature Tc is determined by
the condition χ0z = 1/2. We then have

Tc =
ε

2

[
ln

2χ0 + 1
2χ0 − 1

]−1

. (31)

We now rewrite the thermal HamiltonianHI = HI −
H̃I in terms of thermal quasiparticles, whereupon we
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can diagonalize it in the same way as at T = 0—that

is, in two steps. Since [nβ + D] − ˜[nβ + D] = nβ −
ñβ , the fermion part is already diagonal. The boson
terms H2 and H̃2 can be diagonalized individually
because ordinary boson operators are not mixed with
tilde-labeled boson operators. We further introduce
the RPA phonons C and C̃ as

B+ = uC+ + vC, B̃+ = uC̃+ + vC̃.

Requiring that H2 and H̃2 be diagonal in the phonon
operators and tilde-labeled phonon operators, respec-
tively, we obtain the amplitudes u and v in the form

u2

v2


 =


cosh2 ϕ

sinh2 ϕ


 (32)

=
1
2

[
ε(1 + 7χ0d

2 − χ0z)
ω

± 1
]

,

sinh 2ϕ =
εχ0(z − 5d2)

ω
,

and the RPA-phonon energy in the form

ω = ε
[
(1 + 7χ0d

2 − χ0z)2 − χ2
0(z − 5d2)2

]1/2

(33)

=

{
ε
√

1 − 2χ0z (n.p.)

ε
√

4χ2
0z

2 − 1 (d.p.).

Thus, the term H2 − H̃2 in the thermal Hamiltonian
now reduces to

H2 = HRPA − H̃RPA = E[nβ + D] + ωC+C

− t.c. = E
∑
i,p

β+
ipβip + ωC+C − t.c.,

where t.c. stands for the tilde-conjugate counterpart
of the expression written explicitly.

Thus, we see that, in the leading order, our heated
system of fermions reduces to the system formed by
noninteracting thermal quasiparticles in the Hartree
approximation and a phonon whose energy depends
on T and obeys the thermal RPA equation. The latter
circumstance seems nontrivial since we heated only
quasiparticles while keeping phonons as if cold (the
corresponding thermal Bogolyubov transformation
was not performed). This result was obtained earlier
in [11] by using a different version of the Hamiltonian
for the Lipkin model.

In order to diagonalize the terms H3 and H4, we
also express them in terms of the operators C and C̃.
Upon arranging the operators in the normal order, we
have

H3 = Hb
3 + Hbf

3 − t.c., (34)
03
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H4 = Hb
4 + Hbf

4 +
εχ0

2
(cosh 2ϕ + sinh 2ϕ)nβ − t.c.,

where Hb
3(4) and Hbf

3(4) is obtained from (12) and (13)

upon the substitution of the operator [nβ + D] for the
operator na. After that, the HamiltonianHI takes the
form

HI = H ′
RPA + N−1/2(Hb

3 + Hbf
3 ) (35)

+ N−1(Hb
4 + Hbf

4 ) − t.c.

In H ′
RPA, we have taken into account, as was done in

the case of T = 0, the renormalization of the quasi-
particle energy by virtue of (34).

In the normal phase, the term H3 vanishes. Dis-
carding the off-diagonal terms inHb

4 and Hbf
4 —these

terms contribute only in the second order of per-
turbation theory—and using relation (14), which is
valid for T �= 0 as well, we therefore obtain the ther-
mal Hamiltonian for the Lipkin model in the normal
phase; that is,

Hn.p
I = En.pnβ + ωn.pC+C (36)

+ (µn.p
1 nβ + µ

n.p
2 ñβ)C+C +

θn.p

2
C+C+CC − t.c.

The coefficients in (36) are given by

E n.p =
ε

2

[
1 +

εχ0

Nω

]
, (37)

ωn.p = ω +
εχ0

2N

[
3ε2

ω2
− 2ε

ω
+ 1
]

,

µ
n.p
1 =

ε2χ0

2Nω
(1 + z), µ

n.p
2 = − ε2χ0

2Nω
(1 − z),

θn.p =
εχ0

2N

[
3ε2

ω2
+ 1
]

.

Formally, the expressions for En.p, ωn.p, and θn.p have
the same form as at T = 0. However, they are now
dependent on temperature since the RPA-phonon en-
ergy ω is temperature-dependent. Thus, corrections
of order 1/N lead to the emergence of the temper-
ature dependence of the quasiparticle energy in the
normal phase. For T �= 0, the Hamiltonian addition-
ally develops a term that is proportional to µ2 and
which describes the interaction between tilde-labeled
thermal fermions and the phonon. If T → 0, then
µ2 → 0, in which case expressions (16) are restored.
The following circumstance is of interest: although
χ0z → 0 for T → ∞, neither corrections of order 1/N
to the quasiparticle energies and to the phonon energy
nor anharmonic corrections vanish in this limit. Since
ω → ε for T → ∞, then

En.p → ε

2

(
1 +

χ0

N

)
, (38)

ωn.p → ε
(
1 +

χ0

N

)
= 2En.p.
PH
For the quantities En.p and ωn.p, this result can be
understood on the basis of an alternative form of the
original Hamiltonian of the model in (5): the term
V Jz/2 merely leads to a renormalization of the bare
energies of the mean-field levels, and relations (38)
reflect this fact.

Further, we will diagonalize the thermal Hamilto-
nianHI in the deformed phase. We will seek the gen-
erator of the corresponding unitary transformation in
the form

iSd = iSd + iS̃d,

where the operators Sd and S̃d must satisfy the con-
dition [

(HI)d, iS̃d

]
=
[
(H̃I)d, Sd

]
= 0. (39)

The condition under which the off-diagonal terms
in the thermal Hamiltonian vanish in the order
1/
√

N—it is similar to that in (19)—can be written in
the form[

H ′
RPA, iSb

d + iSbf
d

]
= ω
[
C+

d Cd, iS
b
d + iSbf

d

]

= −(Hb
3 + Hbf

3 ),[
H̃ ′

RPA,
˜

iSb
d + iSbf

d

]
= ω

[
C̃+

d C̃d,
˜

iSb
d + iSbf

d

]

= − ˜(Hb
3 + Hbf

3 ).

Taking into account the relations [Cd, C̃d] = 0 and

[(nβ + D)d, ˜(nβ + D)d] = 0, we can easily obtain the
expression for Sd; that is,

iSd = iSb
d + iSbf

d ,

iSb
d =
(
αC+

d
3 + βC+

d C+
d Cd + γC+

d

)
− (h.c.),

iSbf
d = λ[nβ + D]d

(
C+

d − Cd

)
,

where the coefficients α, β, γ, and λ are given by (20).
These coefficients are now dependent on T , since d
and ω, as well as cosh ϕ and sinhϕ, depend on T .

In terms of the “digonalizing” quasiparticles and a
phonon, the expression for the thermal Hamiltonian
in the deformed phase to terms of order 1/N has the
form

HI = (H ′
RPA)d +

1
2N

{[
(Hb

3 + Hbf
3 )d, iSb

d + iSbf
d

]
(40)

+ 2(Hb
4 + Hbf

4 )d

}
− t.c.

In just the same way as at T = 0, the braced expres-
sion in (40) involves operators whose diagonal matrix
elements are equal to zero and whose contribution
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Fig. 1. Quasiparticle energy as a function of temperature
T at χ0 = 1.0 and N = 20: (solid curve) result of the
calculation in the order 1/N and (dotted curve) result in
the thermal Hartree approximation (leading order of the
expansion,∼N0).

does not vanish only in the order 1/N2. Following the
same line of reasoning as before, we therefore find that
the Hamiltonian of the Lipkin model in the deformed
phase can be reduced to the form

Hd.p.
I = Ed.pnβ

d + ωd.pC+
d Cd

+ (µd.p
1 nβ

d + µ
d.p
2 ñβ

d )C+
d Cd +

θd.p

2
(C+C+CC)d

+ τ d.p
∑

ip �=i′p′

(β+
ipβ

+
i′p′βi′p′βip)d − t.c.,

where

Ed.p = εχ0z − εχ0

2N

[
4εχ0z

ω
− 2 + z

]
, (41)

ωd.p = ω − 2εχ0

N

[
3ε2

ω2
− 2εχ0z

ω
+ 2
]

,

µ
d.p
1 = −2ε2χ2

0z

Nω
(1 + z), µ

d.p
2 =

2ε2χ2
0z

Nω
(z − 1),

θd.p = −2εχ0

N

[
3ε2

ω2
+ 2
]

, τ d.p = −εχ0z

2N
.

For the sake of illustration, we have calculated
the temperature dependence of the quasiparticle and
phonon energies in the Lipkin model at the following
parameter values: the number of particles is N = 20
and the effective coupling constant at zero temper-
ature is χ0 = 1.0 (in ε units). The results are given
in Figs. 1 and 2, respectively. At the value chosen
for χ0, the cold system is in the deformed phase.
We note that the value calculated for ωd.p. with al-
lowance for corrections is in much better agreement
at T = 0 with the exact result from [18] than the
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
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Fig. 2. Phonon energy as a function of temperature T at
χ0 = 1.0 and N = 20: (solid curve) result of the calcu-
lation in the order 1/N and (dotted curve) result in the
thermal RPA approximation (leading order of the expan-
sion, ∼N0). The arrow indicates the exact value of the
collective-excitation energy at T = 0.

RPA result (see Fig. 2). With increasing T , the in-
teraction becomes effectively weaker, and the system
goes over to the normal phase at χ0z ≈ 0.5. Since
the RPA phonon, whose energy ω vanishes at the
phase-transition point, was chosen for a basis state
and since corrections depend on inverse powers of ω,
perturbation theory becomes invalid in the vicinity of
the phase transition, the quantities ω(T ) and E(T )
undergoing discontinuity. In the region T > Tc, ω(T )
and E(T ) tend to their limiting values in (38) for
T → ∞, these values differing from the asymptotic
values of the quasiparticle and phonon energies as
calculated in the leading order in N—that is, in the
Hartree approximation and in the RPA, respectively.

4. CONCLUSION
We have considered the problem of constructing

boson expansions that are consistent with the ob-
vious requirements of statistics at nonzero temper-
atures. The behavior of a heated system of fermions
(Lipkin model) has been investigated with the aid
of the thermal boson–fermion Holstein–Primakoff
expansion constructed within thermo field dynamics.
Although the thermalization of the system was per-
formed after mapping, its thermal behavior is deter-
mined by Fermi–Dirac statistics owing to the preser-
vation of fermion degrees of freedom. At the same
time, the application of a purely boson expansion ei-
ther leads to contradictions [5] or requires performing
mapping upon the thermalization of the system [5, 6],
in which case the problem becomes more involved.

On constructing the boson–fermion expansion of
the Hamiltonian of the Lipkin model in the parameter
03
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1/
√

N , we have diagonalized the thermal Hamilto-
nian in the order 1/N and calculated the tempera-
ture dependence of the quasiparticle and collective-
excitation energies.
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Spin Degrees of Freedom and Flattening of the Spectra
of Single-Particle Excitations in Strongly Correlated Fermi Systems*

V. A. Khodel1)**, P. Schuck2), and M. V. Zverev1)***
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Abstract—The impact of long-range spin–spin correlations on the structure of a flat portion in single-
particle spectra ξ(p), which emerges beyond the point where the Landau state loses its stability, is studied.
We supplement the well-known Nozieres model of a Fermi system with limited scalar long-range forces by
a similar long-range spin-dependent term and calculate the spectra versus its strength g. It is found that
Nozieres’ results hold as long as g > 0. However, with g changing its sign, the spontaneous magnetization
is shown to arise at any nonzero g. The increase in the strength |g| is demonstrated to result in shrinkage
of the domain in momentum space, occupied by the flat portion of ξ(p), and, eventually, in its vanishing.
c© 2003 MAIK “Nauka/Interperiodica”.
The investigation of flattening of single-particle
(sp) spectra of Fermi liquids dates back to [1], where
long-range correlations, enhanced in the vicinity of
an impending ferromagnetic phase transition, were
shown to result in the divergence of the effective mass
M∗ at the transition point. Later, in [2], an idea of the
so-called fermion condensation, i.e., a rearrangement
of the Landau state, occurring beyond a critical point
in strongly correlated Fermi systems with long-range
effective interactions, was suggested. A striking fea-
ture of this rearrangement is “swelling” of the Fermi
surface (FS), i.e., the occurrence of a completely flat
portion ξ(p) = 0, called the fermion condensate (FC),
in the spectrum ξ(p) measured from the FS.

To gain insight into the problem of fermion con-
densation, let us turn to the Dyson equation, rewriting
it in the form

ξ(p) = ξ0p + Σ(p, ξ(p)) (1)

appropriate for finding the FC solutions ξ(p) = 0.
The sp mass operator Σ is usually determined by the
formula

Σ(p, ε) =
∫
W (p, ε,p1, ε1)G(p1, ε1)

d4p1
(2π)4i

, (2)

where W is an effective interaction between particles
and G is the sp Green’s function. It is worth noting
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va 1, Moscow, 123182 Russia
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**e-mail: vak@wuphys.wustl.edu

***e-mail: zverev@mbslab.kiae.ru
1063-7788/03/6610-1871$24.00 c©
that the imaginary part of Σ(p, ε) vanishes at ε = 0.
Therefore, in searching for the FC solutions, only the
real part of Σ is relevant.

For a long time, it was reckoned that, in ho-
mogeneous Fermi systems, there exists a one-to-
one correspondence between the momentum p and
the sp energy ξ, at least, close to the FS; i.e., the
derivative (dξ/dp)F is always positive, a postulate
that is virtually being a cornerstone of the Landau
theory of Fermi liquid [3]. However, in systems with
long-range forces, it might be incorrect. Compelling
evidence for that is provided by a phenomenological
model suggested by Nozières [4], where W is taken
as a constant in the coordinate space. Thus, in this
model, Eq. (1) takes the form

ξ − ξ0p = fn(ξ), (3)

where f is an effective coupling constant, the value
of which is taken to be positive, while n(ξ) is the
Landau quasiparticle momentum distribution, being
0 at positive ξ and 1 at negative ξ. This equation
is easily solved, but we concentrate on its graphical
solution (see Fig. 1). Let us draw both the right-hand
side and the left-hand side of Eq. (3) as functions
of ξ, taking p as an input parameter. The left-hand
side of (3), depicted at different p, provides a set of
parallel straight lines, while the right-hand side forms
a kink, the vertical segment of which is located at
ξ = 0, no matter what the input is. Crossing points
yield the sp spectrum ξ(p). If they lie on any of the
two horizontal pieces of the kink, ξ(p) does coin-
cide with the sp spectrum of ideal Fermi gas. An
unconventional situation occurs when straight lines
cross the steep section of the kink. In this case, the
intersection point remains 0 in a finite momentum
2003 MAIK “Nauka/Interperiodica”
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Fig. 1. Graphical illustration of the solution to Eq. (3).

interval [pi, pf ]. This plateau ξ(p) = 0, lying exactly
at the FS, does form the fermion condensate. Since
ξ(p) = 0 in the finite volume of momentum space,
the density of states ρ(ε) acquires a singular term
ρ(ε) ∼ δ(ε). Another salient feature of the fermion
condensation phenomenon is that, in the FC domain,
the quasiparticle momentum distribution n0(p) differs
from the Landau one. Indeed, upon setting ξ = 0 in
Eq. (3), one finds

n0(p) = −ξ0p/f, pi < p < pf , (4)

in contrast to the conventional step function nF(p) =
θ(pF − p). Thus, the FS does swell, whereas the basic
assertion of Landau theory fails.

In dealing with the FC problem, attention is usu-
ally paid to the spin-independent part of the effective
interaction W (see, e.g., [2, 4–8]). Here, we inves-
tigate effects associated with long-range spin–spin
components of W , which involve the spin-up quasi-
particle distribution n+(p) and the spin-down one
n−(p). It is instructive to start such an analysis with a
generalization of the Nozieres model [4], supplement-
ing it by long-range spin–spin terms. As a result, one
obtains two equations,

ξ+(p) = ξ0p +
1
2
f(n+(p) + n−(p)) (5)

+
1
2
g(n+(p) − n−(p)),

ξ−(p) = ξ0p +
1
2
f(n+(p) + n−(p))

− 1
2
g(n+(p) − n−(p))

with a new constant g specifying the long-range
spin–spin component of the model effective interac-
tionW . It is worth noting that, in the case of spin fluc-
tuations with nonzero critical momentum qc � pF,
presumably relevant to two-dimensional liquid 3He,
the constants in Eq. (5) are related to each other:
g = −f/3.
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Fig. 2.Graphical illustration of the dynamics of solutions
of the set (6) with increasing ξ0

p in the case of |g| < f .

In conventional Fermi liquids, the spontaneous
spin S arises only if strength of the spin–spin interac-
tion obeys the Pomeranchuk condition |G|ρ(0) > 1,
where ρ(0) = pFM

∗/π2 is the density of states at the
FS in the Landau theory. In the case at issue, the
density of states is infinite, so that one can expect
the emergence of spontaneous magnetization at any
g < 0.

To facilitate the solution of the problem, we recast
the system (5) into the form

ξ+ =
(
1 − a

b

)
ξ0p +

a

b
ξ− +

(
b− a

2

b

)
n−, (6)

ξ− =
(
1 − a

b

)
ξ0p +

a

b
ξ+ +

(
b− a

2

b

)
n+,

where a = (f + g)/2 and b = (f − g)/2. Let us now
draw the plot ξ+(ξ−), proceeding from the first of
Eqs. (6) and treating p as an input parameter. At
ξ− > 0 the function ξ+(ξ−) is given by the straight
line ξ+ = (1 − a/b)ξ0p + aξ−/b, while at ξ− < 0 this
straight line is slightly shifted: ξ+ = (1 − a/b)ξ0p +
(b2 − a2)/b+ aξ−/b. The drawing of its counterpart
ξ− from the second of Eqs. (6) yields another cou-
ple of straight lines: ξ− = (1 − a/b)ξ0p + aξ+/b at
ξ+ > 0 and ξ− = (1 − a/b)ξ0p − (b2 − a2)/b+ aξ−/b
at ξ+ < 0. As we shall see, both of these curves cross
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Fig. 4. The same as in Fig. 3 for f = 0.3, g = −0.01.

each other either at one or at three points, providing
several solutions for the spectra ξ±(p).

Some elucidation of the procedure is ensured by
Fig. 2, where the evolution of solutions of the set (6)
versus the input parameter ξ0p is shown. The solid
line corresponds to the dependence ξ+(ξ−), given by
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the first equation of the set (6), while the dashed
line shows the same dependence resulting from the
second equation of the set. The intersection points
are indicated by letters. Five panels of Fig. 2 show
five different cases referring to different ξ0p. In the first
case (Fig. 2a), two zigzag lines have one intersection
point A, corresponding to the single solution where
both ξ+(p) and ξ−(p) are negative. With increasing
ξ0p, the intersection point moves to the origin. At a
03
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Fig. 8. The same as in Fig. 2 for the case of |g| > f .

certain value of this variable, depending only on the
parameter f , bifurcation emerges, and there appear
three intersection points (B0, B1, and B′

1 in Fig. 2b).
One of them, B0, lies at the origin, while the other
two, B1 and B′

1, lie on the ξ+ and ξ− axes, respec-
tively. A similar situation occurs in Figs. 2c and 2d.
PH
 

1

0.9 1.0 1.1
0

 

s

 

(

 

p

 

)

1

0

–0.3

0.3

0

(

 

a

 

)

(

 

b

 

)

(

 

c

 

)

 

p

 

/

 

p

 

F

 

f

 

 = 0.1

 

g 

 

= –0.15

 

n

 

±

 

(

 

p

 

)

 
ξ

 

±

 
(

 
p

 
)

Fig. 9. The same as in Fig. 3 for f = 0.1, g = −0.15.

 

1

0.9 1.0 1.1
0

 

s

 

(

 

p

 

)

1

0

–0.3

0.3

0

(

 

a

 

)

(

 

b

 

)

(

 

c

 

)

 

p

 

/

 

p

 

F

 

f

 

 = 0.3

 

g

 

 = –0.45

 

n

 

±

 

(

 

p

 

)

 
ξ

 

±

 
(

 
p

 
)

Fig. 10. The same as in Fig. 3 for f = 0.3, g = −0.45.

The intersection at the origin persists, while the other
two crossing points lie inside the quadrants in Fig. 2c
(C1 and C ′

1) and on the ξ− and ξ+ axes in Fig. 2d
(D1 and D′

1). The last figure (Fig. 2e) shows the fifth
case with one intersection point at positive values of
ξ+ and ξ−.

The chain A–B0–C0–D0–E is associated with
the solution (denoted as Φ0) for which the sp spec-
tra coincide: ξ+(p) = ξ−(p) = 0 within the interval
[pi, pf ], the length of which is determined by the pa-
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Fig. 12. Graphical illustration of the dynamics of so-
lutions of the set (9) with increasing ξ0

p in the case of
|g| < f , βH < |g|/2.

rameter f only, as if there was no spin–spin interac-
tion at all. The analysis shows that, as long as the
constant g remains positive, it is the solution Φ0 that
has the lowest energy compared with the others.

As for solutions related to the chains
A–B1–C1–D1–E and A–B′

1–C ′
1–D′

1–E (Φ1 and
Φ′

1, respectively), the situation is different. The solu-
tion Φ1, corresponding to the first chain, is shown in
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Fig. 3. We see that the FC region, the boundaries of
which were insensitive to g at any g > 0, is destroyed:
the spectra ξ+(p) and ξ−(p) repel each other. As
the momentum p moves from the lower point, where
these spectra simultaneously attain the FS, only the
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Fig. 15. The same as in Fig. 3 for f = 0.3, g = −0.1,
βH = 0.1.

FC plateau at the spectrum ξ+(p) survives, with the
energy splitting between the spectra ξ+(p) and ξ−(p)
growing linearly with the p increase. Attaining the
maximum at the point where the plateau at ξ+(p)
vanishes, this splitting ceases to increase and remains
constant until the point where a new FC plateau
emerges at the spectrum ξ−(p), and, finally, both
spectra once again merge at the point where the FC
disappears forever.

The second chain refers to the solution Φ′
1, sym-

metric to the previous one, with replacement of ±
by ∓, and, thus, corresponds to the opposite sign
of the projection of spontaneous spin S on the fixed
axis. Since both directions are equivalent, the two
solutions with nonzero S have equal energies. It can
be verified that, at any g < 0, these solutions provide
the minimum of the ground-state energy, while the
solution Φ0 with S = 0 gives the maximum. Indeed,
calculations yield the gain in energy of the solutions
Φ1 and Φ′

1, as compared with the energy of the Lan-
dau stateE1/EL − 1 � −0.027, while, for the solution
Φ0, one obtains E0/EL − 1 � −0.019.

Thus, the reason for these alterations of the FC is
the occurrence of the spontaneous spin

S =
∑

p

s(p) =
∑

p

(n−(p) − n+(p)) (7)

arising at any g < 0. For illustration, the spin density
s(p) is drawn in Fig. 3c. We infer that the spin density
s(p) differs from 0 only in the region [pi, pf ]. There-
fore, the total spin S depends primarily on the value
PH
of parameter f . For the parameters f and g given in
Fig. 3, one obtains S/ρ � 0.299.

For comparison, the results for the other two
sets of parameters, f = 0.3, g = −0.01 and f = 0.1,
g = −0.033, are drawn in Figs. 4 and 5, respectively.
The striking feature of these results is that, for the
given value f = 0.3, the magnitude of the sponta-
neous spin S for g = −0.01, S/ρ � 0.232, is of the
same order as in the case of g = −0.1. The energy
gain of the solution with the spontaneous spin, corre-
sponding to f and g for Fig. 4, E1/EL − 1 � −0.019.
Figure 5 shows that multiplication of both parameters
f and g by the factor 1/3 results in the scaling of the
spectra, occupation numbers, and spontaneous spin
by the same factor.

The situation drastically changes if the magnitude
of the spin–spin force becomes comparable to that
of the scalar one. This is seen in Figs. 6 and 7,
showing the results obtained for the sets f = 0.3,
g = −0.3 and f = 0.1, g = −0.1, respectively. We see
that the FC practically disappears, while the Landau
state reappears. Now, the occupation numbers n+(p)
and n−(p) have the Migdal jump from 0 to 1 at the
points pi and pf , respectively, and the spontaneous
spin attains the maximum value, which is equal to the
phase volume of the spherical layer between pi and
pf (S/ρ � 0.448 and S/ρ � 0.149 for the parameters
of Figs. 6 and 7, respectively). Figure 8 illustrates
the evolution of solutions for the set (6) versus ξ0p
in the case when the absolute value of the spin–
spin constant g is larger than the scalar one f . In
this case, the set (6) has five solutions: Φ0, corre-
sponding to the chainA–B0–C0–D0–E; Φ1 and Φ′

1,
corresponding to the chains A–B1–C0–D1–E and
A–B′

1–C0–D′
1–E, respectively; and a new couple of

solutions, Φ2 and Φ′
2, corresponding to the chains

A–B2–C2–D2–E and A–B′
2–C ′

2–D′
2–E. The cal-

culation of the energies yields the solutions Φ2 and
Φ′

2, equal in energy, beating Φ0, Φ1, and Φ′
1. The solu-

tion Φ2 is drawn in Figs. 9, 10, and 11 for three sets of
parameters: f = 0.1, g = −0.15; f = 0.3, g = −0.45;
and f = 0.1, g = −0.45, respectively. These figures
show that, in this case, the spontaneous spin is de-
fined only by the parameter g, and the parameter f
defines the magnitudes of the jumps in the spectra
ξ+(p) and ξ−(p). It is worth noting that, while the flat
portions of the spectra, corresponding to FC, disap-
pear and the Landau state is recovered, the phantom
of the FC manifests itself in the emergence of the
spontaneous spin.

The above analysis can be generalized to the case
of an external magnetic field. In this case, the equa-
tions for the sp spectra read

ξ+(p) = ξ0p +
1
2
f(n+(p) + n−(p)) (8)
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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+
1
2
g(n+(p) − n−(p)) + βH,

ξ−(p) = ξ0p +
1
2
f(n+(p) + n−(p))

− 1
2
g(n+(p) − n−(p)) − βH,

where H is the effective magnetic field acting on the
fermion spin and β is the magnetic moment of the
fermion. Upon rewriting Eqs. (8) to a form convenient
for graphical analysis, we obtain

ξ+ =
(
1 − a

b

)
ξ0p +

a

b
ξ− +

(
b− a

2

b

)
n− (9)

+
(
1 +

a

b

)
βH,

ξ− =
(
1 − a

b

)
ξ0p +

a

b
ξ+ +

(
b− a

2

b

)
n+

−
(
1 +

a

b

)
βH.

Solutions to Eqs. (9) are represented by broken
lines with the same slopes and jumps as in the case
of zero magnetic field but shifted by the value (1 +
a/b)βH along the ξ+ and ξ− axes. For |g| < f , two
cases can be distinguished. In the case where βH <
|g|/2 (βH is in units of ε0F), drawn in Fig. 12, two
segments, vertical and horizontal, lying on the axes,
intersect each other and the situation with three in-
tersection points, discussed above, holds. In the case
where βH > |g|/2, the single intersection point of the
two lines remains at any ξ0 (see Fig. 13). The sp
spectra and occupation numbers are shown in Fig. 14
for f = 0.3, g = −0.1, and βH = 0.04 and in Fig. 15
for the same values of f and g but at βH = 0.1. In
both cases, the magnetic field promotes splitting of
the sp spectra ξ+(p) and ξ−(p) but does not influence
their flat parts.
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
In conclusion, in the Nozieres-like model of a
Fermi system with scalar and spin-dependent long-
range forces, it is shown that the fermion condensa-
tion, occurring in the vicinity of a phase transition, re-
sults in the emergence of weak magnetization which
precedes the ferromagnetic transition.
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Abstract—The Lipkin–Nogami method, which makes it possible to take more accurately into account the
law of particle-number conservation, is incorporated in the extended scheme of the random-phase approx-
imation. The effect of ground-state correlations on the transition charge density of the lowest quadrupole
state is investigated for the example of the 68Zn nucleus. c© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Various properties of vibrational nuclear states
were successfully described in the random-phase
approximation (RPA), which takes partly into ac-
count ground-state correlations. The RPA is the
simplest example of boson expansions introduced in
the theory of the nucleus in the studies of Belyaev
and Zelevisnsky [1] and of Marumori, Yamamura,
and Tokunaga [2]. It is well known that the RPA
violates the Pauli exclusion principle. Since the first
attempt at improving the RPA [3], much attention of
researchers has been given to this problem [4–16].
In general, the effective nuclear Hamiltonian must
include forces in the particle–particle channel for a
nonzero angular momentum [17]. A generalization of
the extended RPA (ERPA) with allowance for forces
in the particle–particle channel was performed in [18].
It is worth mentioning studies that demonstrate
the importance of taking into account ground-state
correlations beyond the RPA for the charge-exchange
branch of excitations [19, 20] treated with allowance
for interaction in the particle–particle channel and
for nuclei at finite temperatures [21]. An overview
of various ERPA versions and their generalizations
aimed at taking into account the coupling of one-
phonon configurations with more complex ones is
given in [22].

In all of the aforementioned studies employing
ERPA, monopole pairing [23, 24] was considered in
the Bardeen–Cooper–Schrieffer (BCS) approxima-
tion, where the law of particle-number conservation
is satisfied only on average. The ERPA analysis of the
properties of vibrational states in [22] revealed that, by
treating ground-state correlations more consistently
than in the RPA, one can improve, for example, the

1)Institute for Nuclear Research and Nuclear Energy, Blvd.
Tsarigradsko chaussee 72, BG-1784 Sofia, Bulgaria.

*e-mail: voronov@thsun1.jinr.ru
1063-7788/03/6610-1878$24.00 c©
description of transition charge densities of vibra-
tional states within the internal region of spherical
nuclei. Nevertheless, disagreement between theoret-
ical results and experimental data remains in some
cases, and this may be due, in particular, to the vi-
olation of the law of particle-number conservation.

In the present article, we propose improving the
description of pairing by combining the ERPA with
the well-known Lipkin–Nogami method [25], which
is rather simply realized in practice.

2. BASIC EQUATIONS

Since the inclusion of multipole forces in the
particle–particle channel has but a slight effect
on ground-state correlations [18], we restrict our
consideration to the particle–hole channel. We use
the Hamiltonian of the quasiparticle–phonon model
(QPM) [26]. It includes terms that describe a mean
nuclear field in terms of the Woods–Saxon potential,
interactions that lead to isoscalar monopole pairing,
and the sum of isoscalar and isovector separable
multipole–multipole interactions in the particle–
hole channel that involve the Bohr–Mottelson radial
dependence [27]; that is,

H =
∑

τ

{∑
jm

(Ej − λ1τ )a+
jmajm (1)

− 1
4
G(0)

τ : (R+
0 (τ)P0(τ))τ

: −1
2

∑
λµσ=±1

(κ(λ)
0 + σκ(λ)

1 )

× : (M+
λµ(τ)Mλµ(στ)) :

}
.

Here, τ is the isotopic index, τ = {n, p}, where n (p)
is a neutron (proton), with the substitution τ ↔ −τ
2003 MAIK “Nauka/Interperiodica”



EXTENDED RANDOM-PHASE APPROXIMATION 1879
being equivalent to the interchange p↔ n; Ej are
the energies of single-particle states described by the
quantum numbers jm (where j stands for the set of
the quantum numbers nlj); λ1τ are the chemical po-
tentials determined from the condition requiring that
the number of neutrons and protons be conserved on
average (isovector monopole pairing is disregarded);

G
(0)
τ are the strengths of monopole pairing;

P+
0 (τ) =

τ∑
jm

(−1)j−ma+
jma

+
j−m;

κ
(λ)
0 and κ(λ)

1 are the isoscalar and isovector strengths
of multipole interaction; and

M+
λµ (τ) =

1√
2λ+ 1

×
τ∑

j′m′
jm

(−1)j+m〈jmj′ −m′|λµ〉f (λ)
jj′ a

+
jmaj′m′ ,

where f (λ)
jj′ is the single-particle matrix element of

multipole interaction. The ensuing analysis is per-
formed in the representation of quasiparticles defined
by means of the canonical Bogolyubov transforma-
tion

a+
jm = ujα

+
jm + (−1)j−mvjαj−m.

The Hamiltonian in (1) can be expressed in terms
of two-quasiparticle operators as [26]

B(jj′;λµ) =
∑
mm′′

(−1)j
′+m′〈jmj′m′|λµ〉α+

jmαj′−m′ ,

A+(jj′;λµ) =
∑
mm′

〈jmj′m′|λµ〉α+
jmα

+
j′m′ .

Let us make a linear transformation to go over
from the operators A+(jj′;λµ) and A(jj′;λµ) to the
phonon creation and annihilation operators:

Q+
λµ,i =

1
2

∑
jj′

{ψλi
jj′A

+(jj′;λµ) (2)

− (−1)λ−µϕλi
jj′A(jj′;λ− µ)}.

We now assume that the phonon vacuum |0〉
(Qλµ,i|0〉 = 0) is the ground state of an even–even
nucleus, so that excited states have the formQ+

λµ,i|0〉.
Taking into account the orthogonality condition
for different excited states and their normalization
(〈0|[Qλµ,i, Q

+
λµ,i′ ]|0〉 = δii′), we obtain

1
2

∑
jj′

(1 − qjj′)
[
ψλi

jj′ψ
λi′
jj′ − ϕλi

jj′ϕ
λi′
jj′

]
= δii′ ,
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Transition charge density of the 2+
1 state in the 68Zn

nucleus: (solid curve) results of the ERPA calculation by
the Lipkin–Nogami method, [short (long) dashes] results
of the ERPA (RPA) calculation, and (dotted curve) re-
sults of the calculation by the Lipkin–Nogami method in
the RPA. The shaded area represents experimental data
from [28].

where qjj′ = qj + qj′, qj ≡ (2j + 1)−1/2〈0|B(jj; 00)|0〉
being the quasiparticle distribution in the ground
state. In the ERPA [22], the pairing part of the
Hamiltonian can be diagonalized with the aid of the
variational principle, where the quasiparticle vacuum
is replaced by the phonon vacuum. As a result, the
quasiparticle energies εj =

√
∆2

τ + (Ej − λ1τ )2 and
the coefficients uj and vj have the same form as in
the BCS approximation, while the new quantities

for pairing gap ∆τ =
1
2
G

(0)
τ
∑τ

j (1− 2qj)(2j + 1)ujvj

and for the chemical potential λ1τ can be found from
modified BCS equations (see [22]).

In the conventional Lipkin–Nogami method, the
equations for the gap and the chemical potential are
derived from the variational principle involving BCS
trial functions,

δ〈BCS|H − λ2τ N̂
2|BCS〉 = 0, (3)

where N̂ is the particle-number operator given by

N̂ =
∑
jm

a+
jmajm. (4)
03
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Replacing the BCS vacuum by the phonon vac-
uum and performing the same transformations as
in [25], one can derive a set of nonlinear equations
for determining the properties of quasiparticles and
phonons; that is,∑

τ

[(
κ

(λ)
0 + κ(λ)

1

)
Xλi

τ − 2κ(λ)
0 κ

(λ)
1 Xλi

τ X
λi
−τ

]
= 1,

(5)

Xλi
τ =

∑
jj′

τ (f (λ)
jj′ u

(+)
jj′ )2εjj′(1 − qjj′ )
(εjj′)2 − ω2

λi

, (6)

∑
jj′

(1 − qjj′)[(ψλi
jj′)

2 − (ϕλi
jj′

)2] − 2 = 0, (7)
PH
qj =
1
2

∑
λi,j′

2λ+ 1
2j + 1

(1 − qjj′)(ϕλi
jj′)

2, (8)

2(ε1j − λ1qτ )ujvj = ∆τ (u2
j − v2j ), (9)

ε1j = Ej − (4λ2τ −G(0)
τ )v2j ,

λ1qτ = λ1τ + 2λ2τ (nq + 1),

nq =
∑

j

π2
j v

2
j (1 − 2qj) +

∑
j

π2
j qj,
4λ2τ

G
(0)
τ

=

∑
j π

2
ju

3
jvj(1 − 2qj)

∑
j π

2
jujv

3
j (1 − 2qj) − 2

∑
j π

2
ju

4
jv

4
j (1 − 2qj)

(
∑

j π
2
ju

2
jv

2
j (1 − 2qj))2 − 2

∑
j π

2
ju

4
jv

4
j (1 − 2qj)

, (10)
∑

〈0|N̂τ |0〉 =
j

π2
j [qj + v2j (1 − 2qj)] = nτ , (11)

where εjj′ = εj + εj′ , εj =
√

∆2
τ + (ε1j − λ1qτ )2,

u
(+)
jj′′ = ujvj′ + vjuj′ , and πj =

√
2j + 1.

For λ2τ = 0, we arrive at the well-known set of
ERPA equations, while, for qj = 0, we have the RPA
and BCS equations.

3. RESULTS OF THE CALCULATIONS

By way of example, we have calculated the transi-
tion charge density for 2+

1 state in the 68Zn nucleus.
The results of the calculations performed for this state
in [16] exhibited significant deviations from experi-
mental data. In the present calculation, we use the
parameters of the quasiparticle–phonon Hamiltonian
from [16].

The energies and the occupation numbers cal-
culated for proton states in the BCS approximation
and by the Lipkin–Nogami method are quoted in the
table. Also given there are single-particle energies for
the Woods–Saxon potential. In the BCS approxima-
tion, we obtained the value of λ1p = −15.2482 MeV
for the chemical potential and the value of ∆p =
0.99011 MeV for the gap. Within the Lipkin–Nogami
method, we arrived at λ1p = −15.02671 MeV and
λ2p = 0.26321 MeV for the same value of gap. As
can be seen from the table, the largest changes in
the single-particle energies and occupation numbers
with respect to their counterparts in the BCS ap-
proximation are observed for levels far off the Fermi
surface. This is manifested in the structure of the
2+
1 state as well, for which the energies and the re-

duced probabilities of E2 transitions evaluated by the
Lipkin–Nogami method are virtually coincident with
those calculated in the BCS approximation. This is so
both in the RPA and in the ERPA.

For the 2+
1 state in the 68Zn nucleus, the results

of our calculations for the transition charge density
are shown in the figure along with experimental data
from [28]. It can be seen that, owing to a more correct
treatment of the Pauli exclusion principle (see [22]),
the inclusion of correlations within the ERPA leads to
an approximately 20% suppression of the amplitude
of the internal peak of the transition charge density
in relation to that in the RPA. These results undergo
virtually no changes upon taking more accurately into
account the law of particle-number conservation by
means of the Lipkin–Nogami method. As was shown
in [22], the inclusion of two-phonon configurations
leads to an additional 10% suppression of the internal
peak, but there still remains a noticeable deviation
from experimental data.

4. CONCLUSION

In order to take more accurately into account the
law of particle-number conservation, the Lipkin–
Nogami method is incorporated in the ERPA scheme.
For the example of the 68Zn nucleus, we have studied
the effect of ground-state correlations on the tran-
sition charge density of the lowest quadrupole state.
It has been shown that the law of particle-number
conservation has but a slight effect on the properties
of vibrational states. It seems that, in order to obtain
an eventual solution to the problem of describing
transition densities in the internal region of nuclei,
it is necessary to introduce, in the ERPA, more
realistic effective nuclear forces and self-consistent
approaches [29, 30].
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Single-quasiparticle energies and occupation numbers evaluated by means of the BCS approximation and the Lipkin–
Nogami method

State Ej , MeV
BCS method Lipkin–Nogami method

εj , MeV vj uj εj , MeV vj uj

1s1/2 −42.7234 26.6626 0.9998 0.0186 27.4571 0.9998 0.0180

1p3/2 −35.6506 19.59676 0.9997 0.0253 20.3904 0.9997 0.0243

1p1/2 −34.2727 18.2208 0.9996 0.0272 19.0143 0.9997 0.0260

1d5/2 −27.7093 11.6737 0.9991 0.0424 12.4645 0.9992 0.0397

1d3/2 −24.7378 8.7180 0.9984 0.0569 9.5053 0.9986 0.0522

2s1/2 −24.2639 8.2478 0.9982 0.0601 9.0341 0.9985 0.0549

1f7/2 −19.1206 3.2224 0.9878 0.01555 3.9621 0.9920 0.1259

2p3/2 −14.8392 1.1017 0.5299 0.8481 1.0855 0.5432 0.8396

1f5/2 −14.1582 1.4198 0.3763 0.9265 1.4994 0.3529 0.9357

2p1/2 −13.0023 2.2997 0.2207 0.9753 2.4874 0.2033 0.9791

1g1/2 −10.0485 5.0856 0.0978 0.9952 5.3285 0.0933 0.9956

2d5/2 −5.6700 9.4119 0.0527 0.9986 9.6651 0.0513 0.9987

3s1/2 −3.7428 11.3292 0.0437 0.9990 11.5838 0.0428 0.9991

1g7/2 −2.9084 12.1604 0.0407 0.9992 12.4153 0.0399 0.9992

2d3/2 −2.5735 12.4941 0.0397 0.9992 12.7492 0.0389 0.9992

1h11/2 −0.6506 14.4114 0.0344 0.9994 14.6671 0.0338 0.9994

2f7/2 2.7817 17.8367 0.0278 0.9996 18.0930 0.0274 0.9996

3p3/2 3.3317 18.3859 0.0269 0.9996 18.6422 0.0266 0.9996
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Abstract—A description of basic properties (strength function, transition density, probabilities of direct
nucleonic decays) of isoscalar giant monopole (including an overtone) and dipole resonances in medium-
mass spherical nuclei is proposed within a semimicroscopic approach. The approach relies on employing
the random-phase approximation and involves taking exactly into account a single-particle continuum
and some conditions of partial self-consistency and phenomenologically describing the coupling of states
of the particle–hole type to multiquasiparticle configurations. The results of the calculations that were
performed for 90Zr, 116,124Sn, 144Sm, and 208Pb nuclei are compared with available experimental data.
c© 2003 MAIK “Nauka/Interperiodica”.
With admiration of the long-standing creative
ability of the hero of the celebration . . .

1. INTRODUCTION

In recent years, much attention has been given to
experimentally and theoretically studying compres-
sion modes of nuclear excitations. Such modes in-
clude an isoscalar giant monopole resonance and an
isoscalar giant dipole resonance (ISGMR and IS-
GDR, respectively). Interest in such resonances is
motivated to a considerable extent by the hope of ex-
tracting, from experimental data, the compressibility
of nuclear matter. However, the microscopic struc-
ture and detailed properties of giant resonances as
collective excitations of an open finite Fermi system
are of interest in and of themselves. From the micro-
scopic point of view, giant resonances correspond to
collective excitations of the particle–hole type. For
example, an isoscalar giant monopole resonance is
formed primarily owing to nucleon transitions be-
tween shells separated by one shell (2�ω transitions),
while an overtone of such a resonance (ISGMR2)
is due primarily to transitions between shells sep-
arated by three shells (4�ω transitions). The main
(or upper) component of an isoscalar giant dipole
resonance is formed owing to transitions between
shells separated by two shells (3�ω transitions), while
its lower component (pygmy resonance or pygmy-
ISGDR) is associated with transitions to the neigh-
boring shell (1�ω transitions).) Being an isosacalar
dipole excitation, an ISGDR can be treated as an
overtone having having zero excitation energy of the
unphysical (ghost) 1− state corresponding to center-
of-mass motion.
1063-7788/03/6610-1883$24.00 c©
Systematic experimental data on the properties
of isoscalar giant monopole and dipole resonances
were obtained from an analysis of the inclusive cross
sections for small-angle inelastic scattering of 100-
to 400-MeV alpha particles on 90Zr, 116Sn, 144Sm,
and 208Pb nuclei [1, 2]. This yielded, among other
things, information about the distribution of isoscalar
monopole and dipole strengths over a rather wide
energy interval and, hence, about such quantities as
the energy centroid, the widths of the main maxima,
and the fraction of exhaustion of the energy-weighted
sum rule. Experimental data on the partial widths
with respect to direct neutronic decays of isoscalar
giant monopole resonances were obtained from an
analysis of cross sections for (α,α′n) reactions [3–7].
A direct nucleonic decay of an isoscalar giant dipole
resonance is being presently investigated with the aid
of (α,α′N) reactions [8].
In view of space limitations, we will only briefly

touch here upon the latest theoretical approaches
to describing the properties of isoscalar giant reso-
nances. Within the microscopic approach developed
by Colo et al. [9], one realizes the random-phase
approximation (RPA) in a discrete basis of particle–
hole (1p–1h) configurations and employs a Hartree–
Fock nuclear mean field and particle–hole interaction
obtained on the basis of Skyrme forces, taking ex-
plicitly into account the coupling of 1p–1h and 2p–
2h configurations. So far, this approach has been ap-
plied only to calculating strength functions for giant
resonances. In the analogous approach proposed by
Shlomo et al. [10], the coupling of 1p–1h and 2p–
2h configurations is taken into account phenomeno-
logically in terms of an energy-independent smear-
2003 MAIK “Nauka/Interperiodica”
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ing parameter. In addition to strength functions, the
quantities that have been calculated within this ap-
proach include transition densities for isoscalar gi-
ant monopole and dipole resonances, whereupon the
cross sections for (α,α′) reactions involving the exci-
tation of such resonances are determined on the basis
of these densities. The semimicroscopic approach in
the development of which the present authors take
part also relies on the random-phase approximation,
but the realization of this approximation here makes
it possible to take exactly into account a single-
particle continuum (continuum RPA or CRPA). A
phenomenological isoscalar part of the mean field and
a phenomenological Landau–Migdal amplitude are
used within this approach along with some conditions
of self-consistency, the smearing parameter being
chosen to be excitation-energy dependent. In addition
to strength functions and transition densities, the
probabilities of direct nucleonic decays of resonances
belonging to the ISGMR, ISGMR2, and ISGDR
types were calculated [11, 12] within the semimicro-
scopic approach in question. The strength functions
for isoscalar giant resonances were also calculated
within the relativistic version of the random-phase
approximation [13] and within the semiclassical ap-
proach based on solving Vlasov equations for the dis-
tribution function [14]. In all probability, theoretical
approaches will be selected on the basis of two cri-
teria: (i) the completeness of description of the prop-
erties of giant resonances and (ii) the degree to which
the model being considered is self-consistent. In this
connection, we note that only within our semimicro-
scopic approach was it possible to obtain a systematic
description of direct nucleonic decays of giant res-
onances, the consistency of the model being tested
not only by the proximity of the calculated energy of
the 1− ghost state to zero but also by an analysis of
the degree to which the energy-weighted sum rule
corresponding to the radius vector of the center of
mass of the nucleus being considered is exhausted by
this state. The semimicroscopic approach was also
used to describe basic properties of some isovector
spinless and spin-flip giant resonances [15, 16].
In this article, we give an overview of the main

results that the present authors obtained both in what
is concerned with the formulation of the semimicro-
scopic approach and in what is concerned with its
applications to describing basic properties of isoscalar
monopole and dipole excitations in medium-mass
spherical nuclei. The ensuing exposition is organized
as follows. In Section 2, we give underlying rela-
tions of the approach that include the model Hamil-
tonian, CRPA equations, the conditions of partial
self-consistency, the description of the coupling of
1p–1h configurations to multiquasiparticle configu-
rations, and methods for calculating basic properties
PH
of giant resonances. In Section 3, we present model
parameters and the results obtained by calculating
the properties of resonances belonging to the IS-
GMR, ISGDR, and ISGMR2 types. In Section 4,
we discuss our results and consider prospects for a
further development of the approach.

2. BASIC RELATIONS
OF THE SEMIMICROSCOPIC APPROACH

2.1. Model Hamiltonian

The semimicroscopic approach in question is
based on the use of the model Hamiltonian corre-
sponding to a phenomenological version of the theory
of finite Fermi systems [17]. TheHamiltonian involves
a mean field U(x) and interaction in the particle–hole
channel, F (x, x′) (here, x stands for a set of nucleon
coordinates, including spin and isospin variables).
In view of a high excitation energy of the giant
resonances being considered, the pairing of nucleons
in nuclei featuring unfilled shells can be disregarded
to an acceptable degree of precision. The mean field
contains a phenomenological isoscalar part (which
includes a spin–orbit term), as well as an isovector
and a Coulomb component, which are calculated self-
consistently; that is,

U(x) = U0(x) + U1(x) + UC(x), (1)

U0(x) = U0(r) + Uσl(x),

U1(x) =
1
2
v(r)τ (3),

UC(x) =
1
2
(1 − τ (3))UC(r).

Here, U0(r) and Uσl(x) = Uσl(r)σ · l are, respec-
tively, the central and the spin–orbit component
of the isoscalar mean field; v(r) is the symmetry
potential; and UC(r) is the mean energy of the
Coulomb interaction between protons and the nu-
cleus being considered. The mean field determines
the bound-state energies ελ [λ = nr, j, l; (λ) = j, l is
the set of single-particle quantum numbers]; radial
wave functions r−1χλ(r); and the Green’s functions
(rr′)−1g(λ)(r, r′, ε) for the radial Schrödinger equa-
tion, which are defined for an arbitrary energy and
which are expressed in terms of the regular and the
nonregular solution to this equation. The densities of
neutrons (n) and protons (p),

nα(r) =
1

4πr2

∑
λ

(2jλ + 1)nα
λ(χα

λ(r))2 (2)

(nα
λ are occupation numbers, α = n, p), are used be-

low to realize the conditions of partial self-consisten-
cy and to calculate the energy-weighed sum rule.
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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The interaction of quasiparticles in the particle-
hole channel was chosen in the form of Landau–
Migdal forces [17]. The spinless part of this interac-
tion has the form

F (x, x′) = (F (r) + F ′(r)τ · τ ′)δ(r − r′), (3)

where F (r) and F ′(r) are phenomenological quan-
tities that specify the strengths of, respectively, the
isoscalar and the isovector component of the in-
teraction. The isovector self-consistency condition,
which is a corollary of the isospin symmetry of the
model Hamiltonian, makes it possible to calculate
the symmetry potential self-consistently: v(r) =
2F ′(nn(r) − np(r)) [18]. The mean Coulomb field of
a nucleus is also calculated self-consistently in the
Hartree approximation: UC(r) = UC[np(r)]. A partial
self-consistency that is associated with an approxi-
mate restoration of the translational invariance of the
model will be discussed below.

2.2. Equations of the Random-Phase Approximation

The equations of the random-phase approxima-
tion are given below in the form that is used in the
theory of finite Fermi systems [17]. Suppose that

V̂ exp
{
−iω

�
t
}

+ h.c. is a periodic (in time) exter-

nal single-particle field acting on a nucleus (V̂ =∑
a V (xa)). In order to study isoscalar excitations of

multipole order L, we represent the expression for the
trial operator in the form VL(x) = VL(r)YLM (r/r).
The strength function SL(ω) corresponding to the
above external field is proportional to the imaginary
part of the corresponding polarizability PL(ω). Upon
the separation of spin–angular and isotopic variables,
this strength function assumes the form

SL(ω) = − 1
π
Im PL(ω), (4)

PL(ω) =
∑

α=n,p

∫
V ∗

L (r)AL,α(r, r′, ω)ṼL,α(r′, ω)drdr′,

where (rr′)−2AL,α(r, r′, ω) is the radial part of the free
response function (particle–hole propagator), ω is the
excitation energy, and ṼL,α(r′, ω) is the radial part of
the corresponding effective field. The set of equations
for the effective fields has the form

ṼL,α(r, ω) = VL(r) (5)

+
∑
β

Fαβ(r)
r2

∫
AL,β(r, r′, ω)ṼL,β(r′, ω)dr′,

where Fαβ(r) = [(F (r) + F ′(r))δαβ + (F (r) −
F ′(r))τ (1)

αβ ] is the strength matrix of the particle–hole
interaction (3) and τ (τ (1), τ (2), τ (3)) are the isospin
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
Pauli matrices. The expression for the propagator
AL,α(r, r′, ω) can be represented in a form where the
contribution of the single-particle continuum is taken
exactly into account; that is,

AL,α =
∑
µ,(λ)

(tL(λ)(µ))
2nα

µχ
α
µ(r)χα

µ(r′) (6)

×
[
gα
(λ)(r, r

′, εµ + ω) + gα
(λ)(r, r

′, εµ − ω)
]
,

where, in just the same way as in (2), the occupation
numbers nµ = Nµ/(2jµ + 1) are expressed in terms
of the number Nµ of nucleons that occupy the µ level
and where tL(λ)(µ) = (2L+ 1)−1/2 × 〈(λ)||YL||(µ)〉 is
a kinematical factor.
It should be noted that relations (4)–(6) refer lit-

erally to the case of describing isoscalar 0+ excita-
tions (L = S = 0). For excitations characterized by a
nonzero value of the total angular momentum Jπ (π is
parity), states in which the orbital angular momenta
L or the total spins S (or both) are different may
be coupled owing to spin–orbit interaction. Usually,
the inclusion of this coupling changes only slightly
the calculated features of giant resonances (see, for
example, [19]). In accordance with Eqs. (4)–(6), the
properties of isoscalar giant dipole resonances are
explored below without taking into account the cou-
pling of this resonance to isoscalar spin–dipole 1−
excitations (L = 1, S = 1).
For a given energy interval δ = ω2 − ω1, the rela-

tive strength of a giant resonance is characterized by
the quantity

xL =

∫
(δ)

ωSL(ω)dω

(EWSR)L
=
∫
(δ)

yL(ω)dω, (7)

where yL(ω) is the reduced strength function and
(EWSR)L is the energy-dependent sum rule, which
is weakly dependent on the choice of model and which
is given by [20]

(EWSR)L = (�2/2m)
∑

α

∫
[(dVL/dr)2 (8)

+ L(L+ 1)(VL/r)2]nα(r)r2dr.

Here,m is the nucleon mass and nα(r) is the nucleon
density (2). Themean giant-resonance energyωL and
its root-mean-square deviation ∆L are determined
by the strength function SL(ω) and by the chosen
interval of averaging, δ.

The radial part of the differential (that is, excita-
tion-energy-dependent) transition density of an iso-
scalar giant resonance, ρL(x, ω) =
03
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r−2ρL(r, ω)YLM (r/r), is determined from the relation

SL(ω) =
(∫

VL(r)ρL(r, ω)dr
)2

. (9)

On the basis of this definition and relations (4) and
(5), we obtain the following representation for the
radial transition density:

ρL(r, ω)/r2 = − 1
π

Im
∑

α ṼL,α(r, ω)

2F (r)S1/2
L (ω)

. (10)

In order to compare transition densities associated
with different energy intervals, it is convenient to use
the differential transition density

RL(r, ω) = ρL(r, ω)/S1/2
L (ω), (11)

which is normalized by the condition∫
VL(r)RL(r, ω)dr = 1.
From an alternative expression that can be ob-

tained for the strength function on the basis of rela-
tions (4)–(6), it follows that the optical theorem is
realized for excitation-energy (ω) values in excess of
the nucleon binding energy; that is,

SL(ω) = − 1
π
Im
∑
α

∫
Ṽ ∗

L,α(r, ω) (12)

×AL,α(r, r′, ω)ṼL,α(r′, ω)drdr′ =
∑

c

|ML,c|2,

ML,c(ω) = (nα
µ)1/2tL(λ)(µ)

∫
χ

α(+)
ε(λ) ṼL,α(r, ω)χα

µdr,

(13)

ε = εµ + ω,

where r−1χ
α(+)
ε(λ) is the radial wave function that de-

scribes the scattering of nucleons on the potential
U(x) and which is normalized to a delta function of
energy, c = µ, (λ), and α stands for a set of quantum
numbers that characterize the nucleon channel of
a reaction induced by the external field V̂L(x). The
quantity ML,c(ω) in (13) has the meaning of the
amplitude for nucleon emission under the effect of
the external field. The relative probability of a process
where the direct nucleonic decay of a giant resonance
is accompanied by the population of a single-hole
state µ−1 can be characterized by the quantity

bµ,α =

∑
(λ)

∫
(δ)

|ML,c(ω)|2dω
∫
(δ)

SL(ω)dω
. (14)

Within the random-phase approximation, the relation∑
µ,α bµ,α = 1 naturally holds for any interval δ, as

follows from Eqs. (12) and (13).
PH
2.3. Choice of Trial Operators and Ghost State

The choice of radial dependence for the trial op-
erators VL(r) is dictated by the requirement that the
corresponding giant resonance exhaust a major part
of the energy-weighted sum rule (EWSR)L associ-
ated with this operator. In describing an isoscalar
giant monopole resonance, the operator VL=0(r) =
r2 satisfies this condition; for the ghost state, this
is V SS

L=1(r) = r (the corresponding operator V̂ SS
L=1 is

proportional to the radius vector of the center of mass
of the nucleus being considered).

As applied to the approach used in the present
study, the term “semimicroscopic” has two facets.
The first concerns the phenomenological choice of the
isoscalar component of the mean field U0(x) in (1),
while the second refers to a phenomenological de-
scription of the coupling of particle–hole configura-
tions to multiquasiparticle configurations (see Sub-
section 2.4 below). The translational-invariance vi-
olation associated with the choice of the field U0(x)
can be partly removed if the strength F (r) of the
isoscalar component of the interaction in (3) is chosen
on the basis of the condition requiring that the ghost-
state energy ωSS be close to zero. The degree to
which the broken symmetry is restored depends on
the proximity of the quantity xSS to unity. Within the
random-phase approximation, this quantity can be
calculated with the aid of the polarizability PSS

L=1(ω)
corresponding to the trial operator V SS

L=1(r), since,
in accordance with the spectral expansion (see, for
example, [11]), the polarizability in question taken in
the limit ω → ωSS → 0 can be parametrized in the
form

PSS
L=1(ω) → 2xSS

ω2 − ω2
SS

(EWSR)SS
L=1. (15)

In accordance with the above requirement for the
description of overtones, the radial dependence of the

corresponding trial operators V (2)
L (r) is chosen with

allowance for the condition requiring that the funda-
mental tone not be excited; that is,∫

V
(2)
L (r)ρL(r, ωmax)dr = 0, (16)

where r−2ρL(r, ωmax) is the radial transition density
as calculated for the fundamental tone at the energy
value corresponding to the maximum of the relevant
giant resonance. In order to describe the properties of
giant resonances belonging to the ISGDR and IS-
GMR2 types, the radial dependence of trial operators
was chosen in the form

VL=1(r) = r3 − η1r; V
(2)
L=0(r) = r4 − η0r

2, (17)
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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where the parameters η1 and η0 are determined by the
conditions in (16). If translational invariance is re-
stored completely, the transition density of the ghost
state is proportional to dn/dr. In this case, it follows
from Eqs. (16) and (17) that η1 = 5〈r2〉/3, where
averaging is performed over the nucleon density n(r).

2.4. Coupling to Multiquasiparticle Configurations

As one of its basic elements, the semimicroscopic
approach involves phenomenologically taking into
account the fragmentation of doorway states of the
particle–hole type (this is equivalent to taking into
account their coupling to multiquasiparticle configu-
rations). Depending on the excitation energy (on the
strength of coupling of doorway states to the single-
particle continuum), we employ various methods for
taking fragmentation into account. For fairly high
excitation enegies, at which doorway resonances
overlap with allowance for their total nucleonic widths
(strong coupling to the continuum), we calculate
energy-averaged quantities by making the substitu-

tion ω → ω +
i

2
I(ω) in the CRPA equations. Upon

applying this procedure (its implementation in prac-
tice is described in Subsectiоn 3.2 below), we find
averaged quantities that specify basic properties of
giant resonances:

S̄L(ω) = SL(ω +
i

2
I(ω)), (18)

ρ̄L(r, ω) = ρL(r, ω +
i

2
I(ω)),

M̄L,c(ω) = ML,c(ω +
i

2
I(ω)).

The parameter I(ω) can be interpreted as the
mean fragmentation width of doorway states; by its
physical significance, it is close to the imaginary part
of the optical potential for nucleons. We employ the
parametrization

I(ω) = α
(ω − ∆)2

1 + (ω − ∆)2/B2
, I(ω < ∆) = 0, (19)

which is applied for the imaginary part of the potential
in some versions of the optical model of nucleon–
nucleus scattering (see, for example, [21]).

In dealing with nonoverlapping doorway reso-
nances, we restrict our consideration to the case of
one isolated doorway state. To an acceptable degree
of precision, this case is realized in describing an
isoscalar giant monopole resonance. A Breit–Wigner
parametrization of a doorway resonance in the energy
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2
Table 1. Calculated and experimental values (in MeV) of
the nucleon-separation energy for some nuclei

Nucleus Bcalc
n B

expt
n Bcalc

p B
expt
p

90Zr 11.64 11.98
116Sn 9.25 9.28
124Sn 12.58 12.11
144Sm 11.59 10.55
208Pb 7.24 7.37 7.99 8.01

dependences of the strength function (4), the effective
fields (5), and the reaction amplitudes (13),

SL(ω) = − 1
π
Im

Rg

ω − ωg +
i

2
Γg

, (20)

ṼL,α(r, ω) = VL(r) +
R

1/2
g vL

g,α(r)

ω − ωg +
i

2
Γg

,

|ML,c(ω)| =
1√
2π

∣∣∣∣∣∣∣
R

1/2
g (Γgc)1/2

ω − ωg +
i

2
Γg

∣∣∣∣∣∣∣
, (21)

makes it possible to perform a CRPA calculation
of the following resonance parameters: the energy
ωg; the strength Rg; and the radial components of
the transition potential, vL

g,α(r) =
∑

β Fαβ(r)ρL
g,β(r),

and, hence, of the transition density, ρL
g (r) =∑

α ρ
L
g,α(r). We note that R1/2

g =
∫
ρL

g (r)VL(r)dr
and that the ratio of the transition densities is
ρL

g (r, ω)/ρL
g (r) = ((Γg/2π)((ω − ωg)2 +Γ2

g/4)−1)1/2.
The inclusion of doorway-resonance coupling to
multiquasiparticle configurations requires, in addition

to making the substitution ω → ω +
i

2
Ig in rela-

tions (20) and (21), modifying the partial nucleonic
widths Γgc in (21) in order to take into account a sig-
nificant change in the potential-barrier penetrability
Pα,(λ) at the width Ig = I(ωg) (Ig � Γg); that is,

Γgc → Γ̄gc = ΓgcP̄g,α,(λ)/Pα,(λ)(εgµ), (22)

P̄g,α,(λ) =
1√

2πσg

∫
Pα,(λ)(ε)exp

(
−(ε− εgµ)2

2σ2
g

)
dε,

where εgµ = ωg + εµ and σg = Ig/2.35.
003
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Fig. 1. Reduced strength functions ȳL(ω) for giant reso-
nances of the ISGMR type (L = 0) in (solid curve) 90Zr,
(dashed curve) 116Sn, (dotted curve) 144Sm, and (dash-
dotted curve) 208Pb nuclei.

3. CHOICE OF MODEL PARAMETERS
AND DETAILS AND RESULTS
OF THE CALCULATIONS

3.1. Choice of Model Parameters

The mean field and particle–hole interaction form
input information for any approach based on the ap-
plication of the random-phase approximation. The
parametrization and parameters of the isoscalar com-
ponent of the mean field were chosen to be close to
those for the Nemirovsky–Chepurnov potential [22]:

U0(r) = −U0fWS(r,R, a), Uσl(r) = −Uσl
1
r

dfWS
dr

.

(23)

Here, fWS(r,R, a) =
(

1 + exp
(
r −R

a

))−1

is the

Woods–Saxon function, where R = r0A
1/3 with

r0 = 1.24 fm, a = 0.63 fm, U0 = 54MeV, (24)

Uσl = 13.9
(

1 + 2
N − Z

A

)
MeV fm2.

The strengths of the particle-hole interaction (3) are
parametrized in the form

F (r) = C[f ex + (f in − f ex)fWS(r,R, a)], (25)
PH
F ′(r) = Cf ′,

C = 300MeV fm3; f ′ = 1.0, f in = 0.0875,
f ex = −(2.7 − 2.9).

The symmetry potential v(r) and the mean Cou-
lomb field UC(r) in (1) were calculated self-consis-
tently by using the densities in (2). The strength
parameters U0 (24) and f ′ (25) were chosen in such
a way as to reproduce satisfactorily the experimen-
tal values of the nucleon-separation energy for some
filled-shell nuclei from 90Zr to 208Pb (see Table 1). For
each nucleus, the parameter f ex was chosen in such a
way that the energy of the unphysical state was close
to zero (in the practical calculations, ωSS < 50 keV).
The values that we found agree with the systemat-
ics presented in [17, 23]. These values are quoted
in Table 2 along with the calculated fractions xSS

of exhaustion of the corresponding energy-weighted
sum rule by the ghost state (see Subsection 2.3).
The parameter f in (25) was fitted to the experimental
energy of the isoscalar giant monopole resonance in
the 208Pb nucleus.
In order to calculate the energy-averaged features

of the isoscalar giant resonances being considered,
we employ the following values of the parameters in
expression (19) for the fragmentation width I(ω):

α = 0.085MeV−1, ∆ = 3MeV, B = 7MeV.
(26)

These values (or those that are close to them) were
used in [15, 24] to describe the total widths of some
isovector giant resonances. A practical implementa-

tion of the “ω +
i

2
I” method implies, in accordance

with (18), the calculation of ω-dependent single-
particle quantities [radial Green’s function’s in (6),
radial nucleon wave functions in a continuum in (13)]
by using a single-particle potential whose imaginary
part is ∓I(ω)fWS(r,R∗, a) (depending on the sign
with which ω appears in single-particle quantities). In
the calculations, we used the value R∗ = 1.3R, since
the averaged effective fields and strength functions
are weakly dependent on the quantityR∗ in the region
R∗ > 1.3R.
In order to calculate the features of overtones

(ISGDR, ISGMR2), it is necessary to find the
parameters η1 and η0 appearing in the definition of
the trial operators (17). The parameter η1 was found
for each nucleus from the condition requiring that
the ghost state not be excited by the field VL=1(r).
This condition is equivalent to that which requires
the orthogonality of the trial operator VL=1(r) and
the transition density of the ghost state—that is, to
condition (16) in which the transition density ρSS(r)
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Table 2. ISGMR parameters calculated for various energy intervals (the last row in each block of the table corresponds
to I = 0.05MeV); also given in the table are the relative isoscalar strength of the 1− ghost state and the values used for
the parameters of Landau–Migdal forces (the value of f in = 0.0875was taken for all nuclei)

Nucleus −f ex xSS , % ω1–ω2, MeV ωL, MeV ∆L, MeV xL, %
208Pb 2.897 91.9 10–20 14.29 2.05 80.2

3–60 15.22 5.13 99.2

10–20 13.99 1.10 97.9
144Sm 2.811 93.6 10–20 15.28 2.00 78.0

3–60 16.53 5.16 98.5

10–20 15.27 0.96 98.7
116Sn 2.832 93.6 10–20 15.79 2.08 74.7

3–60 17.18 5.29 98.4

10–20 15.97 1.24 97.9
90Zr 2.753 94.5 10–25 17.10 2.71 85.4

3–60 18.05 5.30 98.2

10–25 16.89 1.35 99.8
is calculated in the single-level approximation. The
values found in this way for the parameter η1 proved to
be close to η1 = 5〈r2〉/3. This circumstance furnishes
an additional piece of evidence that the degree of
consistency of the present model is quite accept-
able (see Subsection 2.3). The parameter value of
η0 = 75.6 fm2 in the definition of the trial operator
V

(2)
L=0(r) (17) was calculated according to Eq. (16)
for the 208Pb nucleus by using the transition density
ρL=0(r, ωmax) found within the CRPA approach.

3.2. Reduced Strength Functions, Transition
Densities, and Relative Probabilities of Direct

Nucleonic Decays
Let us now proceed to consider the results ob-

tained by calculating the energy-averaged strength

functions ȳL(ω) = yL

(
ω +

i

2
I

)
and the energy-

averaged transition densities R̄L(ω) = RL

(
ω +

i

2
I

)

[for definitions, see Eqs. (7), (11), and (18)] for
isoscalar giant monopole and dipole resonances. For
90Zr, 116Sn, 144Sm, and 208Pb nuclei, the reduced
strength functions ȳL=0 and ȳL=1 calculated for a
rather wide energy interval are displayed in Figs. 1
and 2, respectively. For the selected energy inter-
vals, these strength functions make it possible to
calculate the mean energy ωL; the root-mean-square
deviation of energy, ∆L; and the fraction of exhaus-
tion of the corresponding energy-weighted sum rule
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
(EWSR)L, xL. The results of these calculations
are quoted in Table 2 for giant resonances of the
ISGMR type and in Table 3 for giant resonances
of the ISGDR type. Also presented in these tables
are the data obtained by using a small value of I
(I = 0.05MeV), which give an idea of the energy re-
gion housing themain part of the strength of isoscalar
giant resonances within the CRPA—that is, without
taking into account the coupling of doorway states to
multiparticle configurations—and which provide an
illustration of how this strength is redistributed with
allowance for this coupling. In Table 4, the calculated
mean energies and their root-mean-square deviations
are contrasted against relevant experimental data
from [1, 2].
The ISGMR2 strength function in the 208Pb nu-

cleus is displayed in Fig. 3. Also shown in the same
figure for the sake of comparison are the strength
functions ȳL=0 and ȳL=1. In order to illustrate the
convenience of using the trial operator V (2)

L=0(r) (17)
in describing the properties of the ISGMR overtone,
the relative strength of isoscalar monopole excitations
that was calculated for various trial operators (r2, r4,
r4 −R2r2 [25], r4 − η0r

2) is depicted in Fig. 4 as a
function of the upper limit ω.
The normalized differential transition densities of

the giant resonances being considered, R̄L(r, ω),
were calculated for the 208Pb nucleus. The transition
density R̄L=0(r, ωmax) calculated at the energy of
the ISGMR maximum is displayed in Fig. 5, along
with the transition density found for this resonance
03
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Table 3. ISGDR parameters calculated for various energy intervals (in each block of the table, the last row corresponds
to I = 0.05MeV)

Nucleus

Pygmy-ISGDR ISGDR

ω1–ω2, ωL, ∆L, xL, ω1–ω2, ωL, ∆L, xL,
MeV MeV MeV % MeV MeV MeV %

208Pb 8–15 11.10 1.91 13.3 15–24 20.71 2.41 41.3

5–15 9.87 2.52 16.7 15–30 22.57 3.36 68.6

15–60 24.03 5.83 81.1

5–15 9.67 2.30 18.2 15–30 22.75 2.49 79.7
144Sm 5–15 10.74 2.19 12.3 15–35 24.38 4.13 76.4

15–60 25.43 6.00 84.8

5–15 10.64 1.84 13.9 15–35 24.40 3.02 84.9
116Sn 11–18 14.02 2.01 10.8 18–32 25.21 3.33 65.5

5–15 10.36 2.42 13.2 15–35 24.90 4.38 74.7

15–60 26.10 6.28 84.3

5–15 10.31 2.25 15.0 15–35 25.09 3.42 83.3
90Zr 11–18 13.89 2.08 9.9 18–32 25.64 3.52 64.5

5–16 11.42 2.23 11.3 16–40 26.30 4.93 79.7

16–60 27.13 6.37 85.7

5–16 11.19 1.70 12.3 16–40 26.10 3.93 87.3

Table 4. Calculated parameters (ωL and ∆L in MeV) of giant resonances belonging to the ISGMR and ISGDR types
along with experimental data from [1] and [2], respectively

Nucleus

ISGMR Pygmy-ISGDR ISGDR

ωL ∆L ωL ∆L ωL ∆L

exp. calc. exp. calc. exp. calc. exp. calc. exp. calc. exp. calc.
208Pb 14.7 ± 0.28 14.3 1.93 ± 0.15 2.05 12.2 ± 0.6 11.1 1.9 ± 0.5 1.9 19.9 ± 0.8 20.7 2.5 ± 0.6 2.4
116Sn 16.07± 0.12 15.8 2.16 ± 0.08 2.1 14.7 ± 0.5 14.0 1.6 ± 0.5 2.0 23.0 ± 0.6 25.2 3.7 ± 2.5 3.3
90Zn 17.89± 0.20 17.1 3.14 ± 0.09 2.7 16.2 ± 0.8 13.9 1.9 ± 0.7 2.1 25.7 ± 0.7 25.6 3.5 ± 0.6 3.5
on the basis of the scaling model [26], r−2ρtrL=0 ∼
3n + rdn/dr, and also normalized by the condition∫
VL=0(r)ρtrL=0(r)dr = 1. For the isoscalar giant

dipole resonance in the 208Pb nucleus, the calculation
of the transition density R̄L(r, ω) was performed at a
few values ofω, including those in the pygmy-ISGDR
region (see Fig. 6). In addition to an illustration of the
change in the coordinate dependence of the transition
density with excitation energy, Fig. 6 also displays
the density corresponding to ρtrL=1(r) [26]. The nor-
malized differential transition density for resonances
of the ISGMR2 type, R̄(2)

L=0(r, ω), is shown in Fig. 7
PH
for the excitation energies corresponding to the main
maximum and two pygmy resonances.
The relative partial probabilities of direct nucleonic

decays of highly excited giant resonances belonging
to the ISGDR and ISGMR2 types can be calculated
by formula (14) with allowance for (18); that is,

bµ,α =

∑
(λ)

∫
(δ) |M̄L,c(ω)|2dω∫
(δ) S̄L(ω)dω

; btotα =
∑
µ

bµ,α.

(27)

In order to take into account a non-single-hole nature
of the product-nucleus state µ−1 populated in the
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Fig. 2. Reduced strength functions ȳL(ω) for giant reso-
nances of the ISGDR type (L = 1) in (solid curve) 90Zr,
(dashed curve) 116Sn, (dotted curve) 144Sm, and (dash-
dotted curve) 208Pb nuclei.
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Fig. 3. Reduced strength functions ȳL(ω) for some
isoscalar giant resonances in the 208Pb nucleus.

nucleonic-decay process (in view of coupling to low-
lying collective states, or of nucleon pairing, or of
both effects), we replaced, in the expression for M̄L,c
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
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Fig. 5. Normalized differential transition density of the
isoscalar giant monopole resonance in the 208Pb nucleus.
The thin curve corresponds to the normalized transition
density calculated for this resonance on the basis of the
scaling model [26].

in (27), the occupation numbers nα
µ [see Eq. (13)] by

the experimental values of the spectroscopic factor sα
µ.

The partial probabilities of the direct neutronic and
protonic decays of the main (upper) components of
giant resonances belonging to the ISGDR and IS-
GMR2 types are given in Tables 5 and 6, respectively,
according to the calculations by formula (27).

3.3. Partial Widths with Respect to the Direct
Neutronic Decays of Isoscalar Giant Resonances
The direct neutronic decay of the main tone of an

isoscalar giant monopole resonance treated as a res-
03
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Fig. 6. Normalized differential transition density calcu-
lated for the ISGDR in the 208Pb nucleus at the energy
values of ω = (solid curve) 23.06, (dashed curve) 11.26,
(dotted curve) 7.76, and (dash-dotted curve) 6.81 MeV.
The thin curve corresponds to the normalized transition
density calculated for this resonance on the basis of the
scaling model [26].

onance weakly coupled to a continuum is described
in an alternative way (see Subsection 2.4). In order
to calculate the mean partial decay widths Γ̄gµ =∑

(λ) Γ̄gc according to (13), (21), and (22), we use
the following experimental data: the total resonance
width Γexpg,tot (instead of Ig), the channel energy ε

exp
gµ =

ε
exp
µ + ω

exp
g (instead of the calculated energy εgµ), and

the experimental values of the spectroscopic factors
sµ (instead of the occupation numbers nµ).

For the isoscalar giant monopole resonance in
the 90Zr nucleus, we used the values of ωexpg =
16.1 ± 0.4 MeV and Γexpg,tot = 3.1 ± 0.4 MeV, which
were obtained in [4]. The results of the calculation
of the partial nucleonic widths are quoted in Ta-
ble 7. Also given in this table are experimental data
obtained either by separating (for the population of
the 9/2+ state in 89Zr) the contribution of statis-
tical decay or without separating this contribution.
The total width Γexpg,tot = 3.8 ± 0.5 MeV and the en-

ergy ωexpg = 15.40 ± 0.35 MeV of the isoscalar giant
monopole resonance in the 124Sn nucleus were bor-
rowed from [5]. The calculated partial widths of this
giant resonance are presented in Table 8, along with
PH
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Fig. 7. Normalized differential transition density calcu-
lated for the overtone of the isoscalar giant monopole
resonance in the 208Pb nucleus at the energy values of
(solid curve) 32, (dashed curve) 22, and (dotted curve)
12 MeV.

the spectroscopic factors used and relevant experi-
mental data, including the total width with respect to
direct neutronic decay. For partial neutronic widths
of the isoscalar giant monopole resonance in the
208Pb nucleus, experimental data were obtained in [3,
6, 7]. Together with the results of the calculations,
these data (including partial widths derived without
separating the contribution of statistical decay [8])
are given in Table 9.

4. DISCUSSION OF THE RESULTS
AND PROSPECTS

FOR THE DEVELOPMENT
OF THE APPROACH

4.1. Discussion of the Results Obtained

First, we would like to emphasize the relative
simplicity, the clarity, and an acceptable degree of
self-consistency of our semimicroscopic approach
to describing giant resonances. The use of the phe-
nomenological isoscalar component of the mean
field, along with a few conditions of partial self-
consistency, and of strength (U0, Uσl, f

′) and ge-
ometric (r0, a) parameters that are universal for
medium-mass nuclei makes it possible to describe
the nucleon-separation energies in closed-shell nu-
clei (Table 1) and the low-energy section of the
quasiparticle spectrum (see, for example, [11]). The
degree to which the translational invariance of the
model is restored [xSS > 91% (see Table 2), η1 =
5〈r2〉/3] also seems satisfactory. In relation to other
microscopic and semimicroscopic approaches, that
which is used here is advantageous in that it enables
one describe all basic properties of giant resonances,
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Table 5. Partial probabilities of processes in which the
direct nucleonic decay of the upper component of the
isoscalar giant dipole resonance (15–30MeV) in the 208Pb
nucleus leads to the population of single-hole states of the
product nucleus

µ−1
n s

a)
µ bµ, % µ−1

p s
b)
µ bµ, %

(1/2)− 1.0 0.7 (1/2)+ 0.55 0.55

(5/2)− 0.91 2.2 (3/2)+ 0.57 0.68

(3/2)− 0.98 1.8 (11/2)− 0.58 0.19

(13/2)+ 1.0 3.2 (5/2)+ 0.54 0.64

(7/2)− 0.7 2.9 (7/2)+ 0.26 0.04

(9/2)− 0.61 1.0∑
bµ, % 11.8

∑
bµ, % 2.1

btot, % 15.5∗ btot, % 2.1

a) Data from [27].
b) Data from [28].
∗sµ = 0.6 for all deep neutron-hole states.

including the strength function over a broad energy
interval, the differential transition density in the same
interval, and partial probabilities of direct nucleonic
decays.

Let us now proceed to discuss the results ob-
tained by calculating the basic properties of isoscalar
monopole and dipole excitations in some medium-
mass nuclei having one or two filled shells. The
strength function of an isoscalar giant monopole
resonance, ȳL=0(ω), exhibits one distinct maximum
(see Fig. 1). The corresponding monopole strength
is exhausted within a rather broad energy interval
(3–60 MeV), this interval becoming considerably
narrower if one disregards coupling to multiparticle
configurations (see Table 2). If the calculation em-
ploys the same energy interval as in experiments, then
it follows from the results presented in Table 4 that the
mean energy ωL=0 and its root-mean-square devia-
tion∆L=0 found for the isoscalar giant monopole res-
onance with the aid of the strength function ȳL=0(ω)
are in satisfactory agreement with relevant experi-
mental data. (We recall that the strength constant f in

was fitted to the experimental energy of the isoscalar
giant monopole resonance in the 208Pb nucleus.)
As might have been expected, the transition density
at the energy value corresponding to the maximum
of the isoscalar giant monopole resonance exhibits
one node within the nucleus being considered (see
Fig. 5), since, from the definitions in (10) and (18) and
from relations (5) and (6), it follows that this density
satisfies the condition

∫
R̄L=o(r, ω)dr = 0.
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
Table 6. Partial probabilities of processes in which the
direct nucleonic decay of the upper component of the
overtone of the isoscalar giant monopole resonance (25–
35 MeV) in the 208Pb nucleus leads to the population of
single-hole states of the product nucleus

µ−1
n s

a)
µ bµ, % µ−1

p s
b)
µ bµ, %

(1/2)− 1.0 0.2 (1/2)+ 0.55 1.3

(5/2)− 0.91 0.6 (3/2)+ 0.57 2.2

(3/2)− 0.98 0.6 (11/2)− 0.58 3.0

(13/2)+ 1.0 1.0 (5/2)+ 0.54 3.4

(7/2)− 0.7 1.2 (7/2)+ 0.26 0.7

(9/2)− 0.61 0.51∑
bµ, % 4.1

∑
bµ, % 10.6

btot, % 13.3∗ btot, % 13.8∗∗

a) Data from [27].
b) Data from [28].
∗sµ = 0.6 for all deep neutron-hole states.
∗∗sµ = 0.5 for all deep proton-hole states.

Experimental data concerning direct nucleonic
decays of isoscalar giant resonances have so far been
obtained only for the partial nucleonic widths of the
isoscalar giant monopole resonances in 90Zr, 124Sn,
and 208Pb nuclei (see Tables 7–9). These data were
quantitatively described on the basis of the Breit–
Wigner parametrization of the corresponding polariz-
abilities and amplitudes for the external-field-induced
reactions involving nucleon emission (see Subsec-
tion 2.4). The calculated partial widths agree, at least
qualitatively, with the corresponding experimental
data (Tables 7–9). Good agreement was attained for
the total width with respect to the direct neutronic
decay of the isoscalar giant monopole resonances,
Γg =

∑
µ Γg,µ, in 124Sn and 208Pb nuclei. In this

connection, we note that the CRPA calculation of the
width Γg for 208Pb in [29, 30] yielded considerably
exaggerated values. In all probability, the reason
behind this discrepancy is that the approaches used
in those studies are not quite consistent.

The strength function for the overtone of the
isoscalar giant monopole resonance in the 208Pb

nucleus, ȳ(2)
L=0(ω), exhibits one main maximum at

ωmax = 32 MeV and two pygmy resonances at lower
energies (Fig. 3). The main maximum exhausts
slightly more than 50% of the corresponding energy-
weighted sum rule. The remaining strength is dis-
tributed among the pygmy resonances in approxi-
mately equal shares. As might have been expected,
03
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Table 7. Partial widths with respect to direct nucleonic
decays of the isoscalar giant monopole resonance in the
90Zr nucleus

µ−1 Ex, MeV Γ̄↑
µ, keV

(*) Γ↑
µ, keV

a)

Neutron

9/2+ 0.00 59 155 ± 31 b)

1/2− 0.59 358 ∼220

Proton

1/2− 0.00 221 ∼175

9/2+ 0.91 9

3/2− 1.51 187 ∼80

5/2− 1.74 10

a) Experimental data obtained without separating the contribu-
tion of statistical decay [8].
b) Data from [4].
(∗)sµ = 1 for all states µ−1.

the radial dependence of the transition density of

the ISGMR overtone, R̄(2)
L=0(r, ωmax), exhibits two

nodes within the nucleus (see Fig. 7) and is close
to the density obtained within the semiclassical

approach [31]. The radial dependence R̄(2)
L=0(r, ω)

changes noticeably upon going over to lower energies
(Fig. 7). In view of a relatively higher probability of
direct protonic decay (see Table 6), it is reasonable
to seek an ISGMR2 overtone in a protonic reaction
channel featuring the excitation of this resonance—
for example, in (α,α′p) reactions. A similar attempt
at discovering an isovector spin–monopole resonance
in the reaction 208Pb(3He, tp) proved to be success-
ful [32].
The reduced strength function for an isoscalar

giant dipole resonance, ȳL=1(ω), reveals, in addition
to the main maximum, which exhausts a major part
of the corresponding strength, a pygmy resonance
at a lower energy (see Fig. 2 and Table 3). The
mean energy ωL=1 and its root-mean-square devia-
tion ∆L=1 calculated with this strength function for
both components of the isoscalar giant dipole res-
onance are in satisfactory agreement with relevant
experimental data [2] for the identical choice of the
averaging interval δ (see Table 4). For a wider interval
δ, the calculated values of ωL=1 (and of∆L=1 as well)
increase (see Table 3) and, for the main component
of the isoscalar giant dipole resonance, appear to be
close to values obtained on the basis of other ap-
proaches [9, 10]. In just the same way as in the case
of an isoscalar giant monopole resonance, the total
strength of the isoscalar giant dipole resonance is
PH
Table 8. Partial widths with respect to direct neutronic
decays of the isoscalar giant monopole resonance in the
124Sn nucleus

µ−1 Ex, MeV (2jµ + 1)sµ
a) Γ̄↑

µ, keV Γ↑
µ, keV

a)

11/2− 0.00 9.3 ± 1.5 29 }
100 ± 403/2+ 0.00 2.8 ± 0.5 69

1/2+ 0.15 1.6 ± 0.2 27

7/2+ 1.06 1.4 ± 0.2 44

7/2+ 1.16 9.0 ± 3.1 275 }
< 250 ± 605/2+ 1.19 2.9 ± 0.5 69

5/2+ 1.50 2.8 ± 0.2 65

Γ↑, keV 578 570±190
a) Data from [5].

exhausted within a broad (5–60MeV) energy interval
(see Table 3). The radial dependence of the transi-
tion density in the 208Pb nucleus changes noticeably
with energy, but the distinction between that at the
energy value corresponding to the maximum of the
main component and that for the pygmy component
is moderately small (see Fig. 6). For either compo-
nent, the calculated strength xL (see Table 3) proved
to be well below its experimental counterpart [2]. A
possible overestimation of these quantities may be
due to the use of schematic transition densities in the
analysis of experimental data. The use of microscopic
(energy-dependent) transition densities in such an
analysis seems preferable and would be, in future,
a severe test of microscopic approaches. Comparing
the results obtained by calculating the relative prob-
abilities for the direct nucleonic decays of the giant
resonances in the 208Pb nucleus that belong to the
ISGDR and ISGMR2 types (see Tables 5, 6), we note
the proximity of the total probabilities of the direct
neutronic decays of the two resonances in question,
despite a large difference in energy (about 10 MeV)
between them and, hence, in the penetrability of the
potential barrier for neutrons. In contrast to what
occurs in the case of protonic decays (see Tables 5,
6), this difference may be compensated owing to the
distinction between the numbers of nodes in the radial
dependences of the transition densities (see Figs. 6,
7). Despite a low relative probability expected for the
direct protonic decays of an isoscalar giant dipole res-
onance (see Table 5), attempts are made to discover it
experimentally in (α,α′p) reactions [8].

In conclusion, we would like to emphasize that, by
and large, our semimicroscopic approach provides a
satisfactory description of experimental data on the
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Table 9. Partial widths with respect to direct neutronic decays of the isoscalar giant monopole resonance in the 208Pb
nucleus

µ−1 Ex, MeV sµ
a) Γ̄↑

µ, keV Γ↑
µ, keV

b) Γ↑
µ, keV

c)

(1/2)− 0.00 1.0 31 Incl. (13/2) + (19 ± 27) 140 ± 35

(13/2)+ 1.63 0.91 4 75 ± 35 (73 ± 33) Incl. (1/2)−

(5/2)− 0.57 0.98 180 <35 (65 ± 43) 70 ± 15

(3/2)− 0.89 1.0 57 75 ± 40 (133 ± 45) 50 ± 10

(7/2)− 2.34 0.7 135 < 140 ± 30 (155 ± 33) 165 ± 40

Incl. (5/2)+ (7/2)+

(9/2)− 3.41 0.61 3

Γ↑, keV 410 325 ± 105 (445 ± 181) 425 ± 100

Note: Given parenthetically are experimental data where the contribution of static decay is not isolated.
a) Data from [27].
b) Data from [7].
c) Data from [3].
properties of isoscalar monopole and dipole excita-
tions in medium-mass spherical nuclei. It is of course
desirable that these data become more comprehen-
sive and accurate and that the approach itself be
further developed and refined (see below).

4.2. Prospects for the Development of the Approach

Let us briefly touch upon the possibilities for refin-
ing the present semimicroscopic approach.
(i) As soon as the spin–orbit interaction is swit-

ched off [Uσl = 0 in (1) and (23)], the degree to which
the translational invariance of the model is restored
is considerably improved: xSS > 99.5% for a hypo-
thetical nucleus whose mass and charge numbers are
A = 208 and Z = 82, respectively. This circumstance
indicates that it is necessary to take into account the
coupling of isoscalar dipole 1− spinless and spin-flip
excitations that exists because of spin–orbit inter-
action. This coupling is realized owing, for example,
to the nucleon-spin-dependent components of the
Landau–Migdal interaction.
(ii) An attempt can be made to describe the effect

of fragmentation of giant resonances strongly coupled
to a single-particle continuum in terms of the imagi-
nary part of a realistic potential for nucleons (that is,
without employing free parameters). An attempt at
implementing this possibility in describing the frag-
mentation width of an isobaric analogous resonance
(this width is controlled by the so-called effect of
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
external Coulomb mixing) proved to be successful
in [33].
(iii) The method proposed in Migdal’s mono-

graph [17] for self-consistently calculating the iso-
scalar component U0(r) of the mean field seems
implementable through taking into account the “dif-
ferential” condition of the translational invariance of
the model,

dU0[n]
dr

= F [n]
dn

dr
, (28)

where the strength of the isoscalar component of the
interaction in (3) is chosen in the form of a functional
of the nucleon density (2). Should this method be
successfully realized, the number of phenomenolog-
ical parameters in the model will be reduced consid-
erably.
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Abstract—A method for calculating the potential energy of a dinuclear system evolving along the charge-
asymmetry coordinate is analyzed. It is shown that the shape of the potential is determined primarily by
the dependence of the proton separation energy on the mass and the charge number of nuclei that form the
dinuclear system and by the concerted effect of the Coulomb fields of these nuclei on the single-particle
motion of constituent nucleons. c© 2003 MAIK “Nauka/Interperiodica”.
The article is dedicated to the 80th anniversary
of the birth of Academician S.T. Belyaev, who made
an outstanding contribution to the development of
nuclear physics. His scientific publications are char-
acterized by the presence of a brilliant idea and by the
clarity and elegance of the exposition. Many people,
including myself, benefited greatly from his studies.

Investigation of the evolution of a massive nuclear
system featuring a large number of degrees of freedom
is an important and interesting problem, which, at the
same time, is very difficult. First, it is necessary to
single out the most significant collective variables in
terms of which one would describe this evolution pro-
cess. These variables may be weakly coupled to other
degrees of freedom, but, most often, this coupling is
rather strong. In the latter case, the choice of col-
lective variables is additionally motivated by the pos-
sibility of obtaining experimental information about
their variation; at the same time, changes in other
characteristics of the system cannot be determined
from data. For example, collisions of rather fast nuclei
produce a dinuclear system of high excitation energy,
at which the level density in this system is so high
that it is impossible to pinpoint a specific quantum-
mechanical final state.

Upon choosing dynamical variables for describing
the evolution of the system, it is necessary to derive
equations that would govern the time variation of
these variables. Depending on the character of the
problem, different approaches can be applied: from
solving the Schrödinger equation for the wave func-
tion of the system [1] to determining the distribution
with respect to the collective variables under consid-
eration in solving a kinetic equation [2]. In all of these
cases, we are dealing with the configuration space
spanned by these collective variables, the dynamical

*e-mail: jolos@thsun1.jinr.ru
1063-7788/03/6610-1897$24.00 c©
equations in question describing the evolution of the
system in this space. Changes in the collective vari-
ables are due to the changes that a variation of the
collective-variable-dependent mean field induces in
the character of motion of individual nucleons. Thus,
both the potential as a function of collective variables
and the tensor of inertia are effective characteristics
that reflect complicated variations in the system as
it moves from one point of the configuration space
of collective variables to another. The positions of
the minima, barriers, saddle points, and valleys of
the potential surface are the most important features
that determine the behavior of a complex multipar-
ticle system. Therefore, it is useful to understand
their origin by considering the problem within various
approaches. Here, we will consider the problem of
determining the potential on the basis of off-diagonal
matrix elements of the Hamiltonian [3]. We will an-
alyze the behavior of the system whose formation in
the collision of two heavy nuclei is followed by the
evolution toward an equilibrium state. In such a sys-
tem, collective variables are strongly coupled to the
internal motion of nucleons. Within a macroscopic
description, the averaged effect of this coupling can
be expressed in terms of the friction tensor, while
fluctuations may be treated, for example, in terms of
random forces in the Langevin equation [4].

We will describe the motion of nucleons in inter-
acting nuclei by means of the single-particle time-
dependent Hamiltonian [5]

Ĥ(t) =
A∑

i=1

(
− �

2

2m
∆i (1)

+ UP (ri − R(t)) + UT (ri)
)
,

where the subscripts P and T refer to the projec-
tile ion and the target nucleus, respectively; R(t) is
2003 MAIK “Nauka/Interperiodica”
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the time-dependent distance between the centers of
mass of the interacting nuclei; and UP and UT are
the single-particle potentials of the projectile ion and
the target nucleus, these potentials including both
nuclear and Coulomb fields. In order to write the
Hamiltonian in the second-quantization representa-
tion, we must fix a single-particle basis. We will con-
struct it from the asymptotic wave functions for the
noninteracting nuclei being considered: |P 〉 for the
projectile ion and |T 〉 for the target nucleus. This is
an asymptotic basis. The corresponding basis vectors
are orthogonal to one another only if R(t) → ∞. In
case of a weak overlap of nuclei, it is convenient to
use the basis specified as

|P̃ 〉 = |P 〉 − 1
2

∑
T

|T 〉〈T |P 〉, (2)

|T̃ 〉 = |T 〉 − 1
2

∑
P

|P 〉〈P |T 〉. (3)

For this basis, the orthogonality condition is sat-
isfied to second-order terms in the overlap integral
|P 〉〈T |. In the second-quantization representation,
the Hamiltonian in (1) assumes the form

Ĥ(t) = Ĥ0 + V̂ , (4)

Ĥ0 =
∑
P

ε̃P (R(t)) a+
PaP +

∑
T

ε̃T (R(t)) a+
T aT ,

(5)

V̂ =
∑

P �=P ′

χPP ′ (R(t)) a+
PaP ′ (6)

+
∑

T �=T ′

χTT ′ (R(t)) a+
T aT ′

+
∑
P,T

gPT (R(t)) (a+
PaT + a+

T aP ).

The last term in the expression for V̂ is responsible for
transitions of nucleons between the two nuclei. The
following notation is used in Eqs. (5) and (6):

ε̃P (R(t)) = εP + 〈P |UT |P 〉, (7)

ε̃T (R(t)) = εT + 〈T |UP |T 〉, (8)

χPP ′ (R(t)) = 〈P |UT |P ′〉, (9)

χTT ′ (R(t)) = 〈T |UP |T ′〉, (10)

gPT (R(t)) =
1
2
〈P |UP + UT |T 〉. (11)

In Eqs. (7) and (8), εP,T are the single-particle ener-
gies of the noninteracting nuclei in question.
PH
It is clear from (2) and (3) that the functions of the
single-particle basis are time-dependent. Therefore,
the creation and annihilation operators a+

P (T ) and
aP (T ) are also time-dependent, but this dependence
affects the results only in the second order in the over-
lap integral 〈P |T 〉. Hereafter, we disregard second-
order effects, as we have already done this in deriving
Eqs. (7)–(11).

A state of the dinuclear system formed in the colli-
sion of two nuclei can be characterized by the total
energy (it is an integral of the motion) and by the
charge asymmetry Z, which is a collective variable.
We can take the charge of the light nucleus for Z. We
also introduce a set of additional quantum numbers n
in order to distinguish between states of the dinuclear
system that correspond to a fixed value of Z. For n,
we can take the numbers of holes and particles in the
clusters that form the dinuclear system. Obviously,
there are many states in which values of Z and n
take the same values, so that these quantum num-
bers characterize a macroscopic cell in configuration
space rather than an individual microscopic state of
the system.

Let us assume that the kinetic approach is ap-
plicable to describing multinucleon-transfer pro-
cesses [6] and that the quantity PZ(n, t) character-
izes the probability of finding the system at a time
instant t in the macroscopic configuration-space cell
characterized by the quantum numbers Z and n. The
probability PZ(n, t) satisfies the equation

d

dt
PZ(n, t) =

∑
Z′,n′

λ(Z, n|Z ′, n′) (12)

×
(
PZ′(n′, t) − PZ(n, t)

)
,

where λ(Z, n|Z ′, n′) is the microscopic transition
probability [λ(Z, n|Z ′, n′) = λ(Z ′, n′|Z, n)].

The microscopic transition probabilities are ex-
pressed in terms of the Hamiltonian as

λ(Z, n|Z ′, n′) (13)

=
1

∆t

∣∣∣∣∣∣〈Z, n|T̂ exp


− i

�

t+∆t∫
t

H(t′)dt′


|Z ′, n′〉

∣∣∣∣∣∣
2

.

The characteristic time ∆tmust exceed the relaxation
time of the nuclear mean field (about 10−22 s). The
vector |Z, n〉 is the wave packet formed by the vectors
of states belonging to the same macroscopic cell.
We also assume that ∆t is significantly less than
2π�/∆E, where ∆E is the scatter of the energies
of states belonging to the same macroscopic cell.
Through this assumption, we introduce one averaged
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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energy EZ
n that characterizes a macroscopic cell; that

is, we assume that

Ĥ0|Z, n〉 = EZ
n |Z, n〉. (14)

If V̂ is small, we arrive at

λ(Z, n|Z ′, n′) = |〈Z, n|V |Z ′, n′〉|2 (15)

×
(

sin
∆t(EZ

n − EZ′
n′ )

2�

)2/(
1
4
∆t(EZ

n − EZ′
n′ )2

)
.

As was mentioned above, the occupation numbers
of single-particle states are taken for the quantum
numbers n and n′. From the single-particle nature of
the interaction V̂ , it follows that λ(Z, n|Z ′, n′) does
not vanish only if the quantum numbers n and n′ differ
by one particle–hole pair. In this case, the difference
of the configuration energies reduces to the difference
of the energies of single-particle states coupled by the
interaction V̂ . In what follows, we will not consider
that part of V̂ which is responsible for the excitation
of nuclei without nucleon transfer, taking it effectively
into account by introducing temperature. The relation
Z ′ = Z ± 1 then holds, and we obtain

λ(Z, n|Z + 1, n′) =
2
�

∑
P,T

g2
PTn

Z+1,n′

P (16)

× (1 − nZ+1,n′

T )nZ,n
T (1 − nZ,n

P )

×
[
sin

∆t(ε̃ZT − ε̃ZP )
2�

]2/(
∆t(ε̃ZT − ε̃ZP )2

2�

)
,

λ(Z, n|Z − 1, n′) =
2
�

∑
P,T

g2
PTn

Z−1,n′

T (17)

× (1 − nZ−1,n′

P )nZ,n
P (1 − nZ,n

T )

×
[
sin

∆t(ε̃ZT − ε̃ZP )
2�

]2/(
∆t(ε̃ZT − ε̃ZP )2

2�

)
.

In the last two equations, the occupation numbers
nP and nT are equal to zero or unity, because, for
the n and n′ configurations, we chose states where
the occupation numbers of single-particle states are
fixed.

We assume that the equilibrium distribution with
respect to n at given Z is established within a time
that is significantly shorter than the time within which
the charge asymmetry Z changes. Since we are in-
terested only in the time intervals of Z variation, we
assume that PZ(n, t) can be represented in the form

PZ(n, t) = PZ(t)ΦZ(n), (18)

where
∑

n ΦZ(n) = 1. Substituting (18) into (12)
and performing summation over n, we obtain

dPZ(t)
dt

= ∆(−)
Z+1PZ+1(t) + ∆(+)

Z−1PZ−1(t) (19)
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
−
(
∆(−)

Z + ∆(+)
Z

)
PZ(t),

where

∆(−)
Z =

2
�

∑
P,T

g2
PT

(∑
n′

ΦZ(n′)nZ,n′

P (1 − nZ,n′

T )

)

(20)

×
(

sin
∆t(ε̃ZT − ε̃ZP )

2�

)2/(
∆t(ε̃ZT − ε̃ZP )2

2�

)
,

∆(+)
Z =

2
�

∑
P,T

g2
PT

(∑
n′

ΦZ(n′)nZ,n′

T (1 − nZ,n′

P )

)

(21)

×
(

sin
∆t(ε̃ZT − ε̃ZP )

2�

)2/(
∆t(ε̃ZT − ε̃ZP )2

2�

)
.

In the expression∑
n′

ΦZ(n′)nZ,n′

T (P )(1 − nZ,n′

P (T )), (22)

averaging is performed over all shell configurations
of given charge asymmetry Z and given excitation
energy. It is natural to assume that the sum in (22)
can be expressed in terms of the temperature (Fer-
mi) occupation numbers taken at the temperature τ
corresponding to the excitation energy of the system;
that is, ∑

n′

ΦZ(n′)nZ,n′

T (P )(1 − nZ,n′

P (T )) (23)

= nZ
T (P )(τ)(1 − nZ

P (T )(τ)).

Equation (19) has a time-independent solution.
Equating the left-hand side of Eq. (19) to zero,
we obtain the condition of the existence of a time-
independent solution:

∆(+)
Z−1PZ−1 = ∆(−)

Z PZ , (24)

∆(−)
Z+1PZ+1 = ∆(+)

Z PZ . (25)

Both these relations are equivalent to

PZ+1/PZ = ∆(+)
Z /∆(−)

Z+1. (26)

For t→ ∞, the probability PZ(t) tends to a time-
independent limit that is proportional to
exp(−U(Z)/τ), where U(Z) is the mean value of
the Hamiltonian in a state of charge asymmetry Z.
Substituting this result into (26), we obtain

∆(−)
Z+1/∆

(+)
Z = exp

(
U(Z + 1) − U(Z)

τ

)
. (27)
03
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Potential U(Z) calculated according to (28) and (36) for
the system characterized by Ztotal = 108 and Atotal = 272.
The temperature τ is set to 1 MeV.

This expression leads to the following iterative proce-
dure for calculating U(Z):

U(Z + 1) = U(Z) + τ ln

(
∆(−)

Z+1

∆(+)
Z

)
. (28)

Using relations (20) and (21) and assuming that ∆t
is small, we arrive at

∆(−)
Z+1

∆(+)
Z

=

∑
P,T g

2
PTn

Z+1
P (1 − nZ+1

T )∑
P,T g

2
PTn

Z
T (1 − nZ

P )
. (29)

To calculate this relation, we employ, for the matrix
elements, the approximation

gPT = g0 exp
(
−|ε̃P − ε̃T |

∆

)
, (30)

∆ = 8–10 MeV,

which proved to be quite successful in calculating
the charge distributions of products originating from
multinucleon-transfer reactions [5].

Let us consider the sum in the numerator on the
right-hand side of (29),∑

P,T

g2
PTn

Z+1
P (1 − nZ+1

T ). (31)

(The sum in the denominator can be calculated in a
similar way.) With the aid of (30), expression (31) can
be recast into the form∑
P,T

g2
PTn

Z+1
P (1 − nZ+1

T ) =
∫
dε exp

(
−2

ε

∆

)
gZ+1(ε),

(32)

where
gZ+1(ε) ≡ δ(ε − (ε̃T − ε̃P ))nZ+1

P (1 − nZ+1
T ) (33)

is the density of particle–hole states. With allowance
for the Coulomb interaction of nuclei that form the
dinuclear system, we have

ε̃P − ε̃T = εP − εT +
(ZT − ZP )e2

R
, (34)
PH
where ZT (P ) is the target (projectile) charges, εT (P )

stands for the single-particle energies of the non-
interacting target (projectile), and R is the distance
between the centers of the interacting nuclei. It is
clear from (34) that the Coulomb interaction shifts
significantly the single-particle energies of the light-
nucleus protons upward with respect to those of the
heavy-nucleus protons. This shift becomes greater
with increasing charge asymmetry in the dinuclear
system. We will also see that this has a pronounced
effect on the shape of U(Z).

We will use a linear approximation for the density
of particle–hole excitations. In this case, we have, for
example,

gZ+1(ε) =
(
ε+ λZ+1

P − λZ+1
T (35)

+
(ZT − ZP )e2

R

)
gZ+1
0,P gZ+1

0,T .

Here, λZ+1
P (T ) is the proton separation energy in the nu-

clei of the dinuclear system having the charge asym-
metry Z + 1, while gZ+1

0,P = AZ+1
P /14 MeV−1 and

gZ+1
0,T = AZ+1

T /14 MeV−1, where AZ+1
P (T ) is the mass

number of the projectile (target) at the specific charge
asymmetry Z + 1. The use of a linear approximation
for the density of the particle–hole states means that,
of all shell effects, we retain only the charge- and the
mass-number dependence of the proton separation
energy, since a linear approximation follows from the
assumption that the single-particle states are located
equidistantly. However, the calculations performed
in [5] for the charge and mass distributions of the
products originating from multinucleon-transfer re-
actions showed that the effects due to the variations
of the nucleon separation energy with Z and A are
dominant.

Using (35), we obtain

∆(−)
Z+1

∆(+)
Z

=
AZ+1

P AZ+1
T

AZ
PA

Z
T

(36)

×
exp

(
− 2

∆
|XZ+1

PT |
)

+
4
∆
XZ+1

PT Θ(XZ+1
PT )

exp
(
− 2

∆
|XZ

TP |
)

+
4
∆
XZ

TP Θ(XZ
TP )

,

where

XZ+1
PT ≡ λZ+1

P − λZ+1
T +

(ZT − ZP )e2

R
, (37)

XZ
TP ≡ λZ

T − λZ
P − (ZT − ZP )e2

R
, (38)
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and Θ(XZ+1
PT ) is a Heaviside theta function. Substi-

tuting (36) into (28), we arrive at a difference equation
for calculating the potential U(Z). It is clear from
(36)–(38) that the shape of the potential U(Z) is
determined by the proton separation energies in the
interacting nuclei and especially by the shift of the
single-particle proton levels that is induced by the
Coulomb potential of the partner nucleus. In other
words, the shape of the potential U(Z) is determined
by the Z dependence of the quantity XZ+1

PT (37). The
present calculations reveal that, at small Z, XZ+1

PT is
predominantly positive, which leads to the growth of
U(Z) with increasing Z. As Z increases further, the
role of the Coulomb term in (37) becomes less pro-
nounced, XZ+1

PT changes sign, and U(Z) decreases.
This is the way in which the potential U(Z) develops
a barrier.

The figure displays the results of the calculation
for U(Z). It is clear from the figure that the potential
has a maximum at Z = 16, which is known in the lit-
erature as the Businaro–Gallone maximum. Behind
this maximum,U(Z) decreases as the charge number
increases to Z = 26, whereupon it again slightly in-
creases, forming a rather broad maximum followed by
an abrupt decrease within the range between Z = 44
and 54.

Thus, we have reconstructed the potential for the
problem being considered, relying on the probabil-
ity of the transitions from one point of configuration
space (in our case, the one-dimensional space gen-
erated by the coordinate Z) to another and calculat-
ing this probability on the basis of the microscopic
Hamiltonian. At small Z, the strong Coulomb field
of the heavy nucleus shifts the single-particle proton
levels of the light nucleus upward with respect to
the single-particle proton levels of the heavy nucleus.
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
Therefore, the probabilities of proton transfers from
the light to the heavy nucleus exceed the probabilities
of inverse transfers at small Z. This behavior of the
proton-transfer probabilities is reflected in the growth
of U(Z) with increasing Z at small Z. As Z increases
further, the effects of the Coulomb potentials of nuclei
begin to compensate each other, with the result that
the probability of proton transfer from the heavy to
the light nucleus becomes greater than the probability
of inverse transfer, in which case the potential U(Z)
decreases with increasing Z. In this way, the potential
U(Z) develops a barrier, which a dinuclear system
must overcome in the course of its evolution—for ex-
ample, from a symmetric initial state to a significantly
asymmetric final state.
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Abstract—The properties of two forms of the gradient expanded Kadanoff–Baym equations, i.e., the
Kadanoff–Baym and Botermans–Malfliet forms, suitable for describing the transport dynamics of particles
and resonances with broad spectral widths, are discussed in context of conservation laws, the definition of a
kinetic entropy, and the possibility of numerical realization. Recent results on exact conservations of charge
and energy–momentum within Kadanoff–Baym form of quantum kinetics based on local coupling schemes
are extended to two cases relevant in many applications. These concern the interaction via a finite-range
potential and, relevant in nuclear and hadron physics, e.g., for the pion–nucleon interaction, the case of
derivative coupling. c© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Ever since L. Boltzmann suggested his famous
kinetic equation, the field of non-equilibrium physics
and stochastic processes has grown tremendously,
expanding in various directions. The interactions
among particles driven by mean fields were included,
quasiparticles were introduced in order to include
much of the medium effects, the kinematics was
extended to the relativistic case, and ultimately the-
oretical foundations of the transport equation were
given from an underlying quantum many-body or
field theory. In this line of achievements also stands
the work of Budker and Belyaev, who demonstrated
the Lorentz invariance of the relativistic distribu-
tion function and derived relativistic Fokker–Planck
kinetic equation [1]. The work entered into many
textbooks and found numerous applications in atomic
physics and electron–positron plasma. Presently, the
relativistic transport concepts are a conventional tool
to analyze the dynamics of dense and highly excited
matter produced in relativistic heavy-ion collisions.

Along with semiphenomenological extensions,
great progress was achieved in microscopic founda-
tion of the kinetic theory, which is mainly associated
with the names of Bogolyubov, Born, Green, Kirk-
wood, Yvon, and Zubarev. The appropriate frame-
work for describing non-equilibrium processes within

∗This article was submitted by the authors in English.
1)Russian Research Centre Kurchatov Institute, pl. Kurchato-

va 1, Moscow, 123182 Russia; e-mail: V.Ivanov@gsi.de
2)Moscow Institute for Physics and Engineering,

Kashirskoe sh. 31, Moscow, 115409 Russia; e-mail:
D.Voskresensky@gsi.de

**e-mail: J.Knoll@gsi.de
1063-7788/03/6610-1902$24.00 c©
the real-time formalism of quantum-field theory
was developed by Schwinger, Kadanoff, Baym, and
Keldysh [2–4]. This formalism allows extensions of
the kinetic picture beyond conventional approxima-
tions (like the quasiparticle one) and has found now
numerous applications in many domains of physics.

The interest in transport descriptions of heavy-
ion collisions beyond the quasiparticle approximation
was initiated by Danielewicz [5], using the gradient
expanded Kadanoff–Baym (KB) equations. These at-
tempts have recently been revived [6–13] in order to
properly describe the transport properties of broad
resonances (like the ρ meson and ∆ isobar). In a
dense environment, a stable particle also acquires a
considerable width because of collisional broaden-
ing. A proper dynamical treatment of their widths in
a dense nuclear medium within transport theoreti-
cal concepts is still a challenging problem. Trans-
port approaches for treating such off-shell dynamics
were proposed in [7–13]. They all were based on the
KB equations [3, 14], which describe the nonequi-
librium quantum evolution at the truncation level of
the Schwinger–Dyson equation. Expanded up to the
first spacetime gradients, the KB equations provide
transport equations for the one-body phase-space
distribution functions with a collision term and Pois-
son bracket terms arising from the first-order gradient
terms. Presently, two slightly different forms of the
gradient-expanded KB equations are used: the origi-
nal KB form [3], as follows right after the gradient ex-
pansion without any further approximations, and the
Botermans–Malfliet (BM) one [15], which is derived
from the KB form by omitting certain second-order
spacetime gradient corrections.

In this paper, we would like to compare these two
forms of “quantum” kinetic equations and discuss
2003 MAIK “Nauka/Interperiodica”



SELF-CONSISTENT APPROACH 1903
their advantages and disadvantages from the point
of view of their conserving properties, the possibil-
ity of numerical realization, etc. (Section 2). Tech-
nical details on the conserving properties are de-
ferred to Appendices B–D, since they illustrate some
of the general consideration of [10] together with
some extensions to cases particularly relevant in nu-
clear physics. Appendix C treats nonrelativistic nu-
cleon–nucleon interactions via a potential of finite
range. The derivative coupling is considered in Ap-
pendix D using the example of P-wave pion–nucleon
interaction. In Section 3, we supplement some con-
siderations about the construction of a kinetic en-
tropy within these two transport schemes. To make
the paper self-contained, we summarize the time-
contour matrix notation in Appendix A and introduce
the Φ-functional formalism for derivative coupling in
Appendix B. A summary is given in Section 4.

2. OFF-SHELL KADANDFF–BAYM
AND BOTERMANS–MALFLIET KINETICS

In this section, we summarize the formulation of
the off-shell kinetic equations in two different forms:
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
in the KB form, i.e., as follows right after the gradient
expansion of the exact KB equations, and in the BM
form [15], which differs from the KB form only in the
second order of the gradient expansion. We assume
that the reader is familiar with the real-time formula-
tion of nonequilibrium many-body theory and use the
contour matrix notation, detailed in Appendix A.

The starting point of all considerations is the
set of KB equations which express the spacetime
changes of the Wigner transformed correlation func-
tion iG−+(X, p) in terms of the real-time contour
convolution of the self-energy Σ with the Green’s
function G. We give the kinetic equation in compact
notation [cf. below Eq. (A.4)]:

vµ∂
µ
X iG−+(X, p) = [Σ ⊗G−G⊗ Σ]−+

X,p (1)

with vµ =
∂

∂pµ
G−1

0 (p),

where G−1
0 (p) is the Fourier transform of the inverse

free Green’s function:
G−1
0 (p) =

{
p2 −m2 for relativistic bosons

p0 − p2/(2m) for nonrelativistic fermions or bosons.
(2)
For a complete definition, Eq. (1) has to be supple-
mented with further equations, e.g., for the retarded
Green’s function together with the retarded relations
(A.6). In addition to these equations, the exact set
of KB equations also includes the prototype of the
mass-shell equation, which we also discuss below. If
a system under consideration is only slightly spatially
inhomogeneous and slowly evolving in time, a good
approximation is provided by an expansion up to first
order in spacetime gradients. Then, the main problem
to arrive at a proper kinetic equation consists in ac-
curately disentangling the rather complicated right-
hand side of Eq. (1). This problem in the context of
conserving approximations will be addressed here.

A. Φ-Derivable Approximations

In actual calculations, one has to use certain
approximations or truncation schemes to the ex-
act nonequilibrium theory, which make conserving
properties (such as charge and energy–momentum
conservations) and thermodynamic consistency of
the transport theory not evident. It was shown [8,
16, 17] that there exists a class of self-consistent
approximations, called Φ-derivable approximations,
which are conserving at the expectation value level
and at the same time thermodynamically consistent,
i.e., they provide true Noether currents and a con-
served energy–momentum tensor. In these schemes,
the self-consistent self-energies are generated from
a functional Φ[G] through the following variational
procedure [8]:

−iΣik(X, p) = ∓ δiΦ[G]
δiGki(X, p)

(3)

×
{

2 for real fields,

1 for complex fields,
i, k ∈ {−+}.

The functional Φ[G] specifies the truncation scheme.
It consists of a set of properly chosen closed two-
particle irreducible diagrams, where lines denote the
self-consistent propagator G, while vertices are bare.
The functional variation with respect to G diagram-
matically implies an opening of a propagator line of Φ.

Particular examples of Φ-derivable approxima-
tions can be found in Appendices C and D, which
consider applications of the general formalism to
cases important in nuclear physics. The treatment
of the pion–nucleon derivative coupling in Ap-
pendix D requires the corresponding extension of the
Φ-derivable formalism, which has not been done up
03
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to now. Therefore, in Appendix B, we perform such
an extension and derive the relevant modifications
of the variational rules and the ensuing additional
terms in the current and energy–momentum tensor
expressions.

The conserving properties of these approximations
are exact at the level of KB Eqs. (1), while after the
expansion up to the first spacetime gradients they are
generally expected to be only approximately fulfilled.

B. Physical Notation

It is helpful to eliminate the imaginary factors in-
herent in the standard Green’s function formulation
and introduce quantities that are real and, in the
quasi-homogeneous limit, positive, with clear phys-
ical meaning, thereby. Thus, instead of Green’s func-
tions Gij(X, p) and self-energies Σij(X, p) with i, j ∈
{−+} (see Appendix A) in the Wigner representation,
we use the kinetic notation of [8]. We define3)

F (X, p) = A(X, p)f(X, p) = (∓)iG−+(X, p), (4)

F̃ (X, p) = A(X, p)[1 ∓ f(X, p)] = iG+−(X, p)

for the generalized Wigner functions F and F̃ and the
corresponding four-phase-space distribution func-
tions f(X, p) and Fermi/Bose factors [1 ∓ f(X, p)].
Here,

A(X, p) ≡ −2ImGR(X, p) = F̃ ± F (5)

is the spectral function, and GR is the retarded prop-
agator. The spectral function satisfies the sum rule

∞∫
0

dp0

2π
A(X, p) = 1 for nonrelativistic particles, (6)

∞∫
−∞

dp0

2π
p0A(X, p) = 1 for relativistic bosons, (7)

which follows from the canonical equal-time
(anti)commutation relations for (fermionic) bosonic
field operators. Likewise, the gain and loss rates of
the collision integral are defined as

Γin(X, p) = ∓iΣ−+(X, p), (8)

Γout(X, p) = iΣ+−(X, p)

with the damping width

Γ(X, p) ≡ −2ImΣR(X, p) = Γout(X, p) ± Γin(X, p),
(9)

where ΣR is the retarded self-energy.

3)Here and below, the upper sign corresponds to fermions,
while the lower sign corresponds to bosons.
PH
In terms of the above kinetic notation, the gradient-
expanded KB equations are reduced to equations for
four real quantities: two equations for the real and
imaginary parts of the retarded Green’s function,
while there are two equations for the phase-space
occupation F : the KB kinetic equation and the pro-
totype “mass-shell equation.” The latter doubling of
equations reflects the well-known redundancy of the
KB equations. Before the gradient expansion, both
equations are completely identical. However, after the
gradient expansion, their interrelation is no longer
obvious and deserves special care (see below).

The equations for the retarded propagator in first-
order gradient approximation can be immediately
solved with the result [3, 15]

GR =
1

M(X, p) + iΓ(X, p)/2
(10)

→



A(X, p) =

Γ(X, p)
M2(X, p) + Γ2(X, p)/4

ReGR(X, p) =
M(X, p)

M2(X, p) + Γ2(X, p)/4
,

with the “mass” function

M(X, p) = G−1
0 (p) − ReΣR(X, p). (11)

Although solution (10) is simply algebraic, it is valid
up to first-order gradients.

C. Kadanoff–Baym Form

In terms of the above notation, the KB kinetic
equation for F in the first-order gradient approxima-
tion takes the form

DF (X, p) −
{
Γin,ReGR

}
= C(X, p). (12)

We denote this as the quantum transport equation
in the KB choice.4) Here, the differential drift operator
is defined as

D =
(
vµ − ∂ReΣR

∂pµ

)
∂µ

X +
∂ReΣR

∂Xµ

∂

∂pµ
, (13)

and {. . . , . . .} denotes the four-dimensional Poisson
bracket,

{f(X, p), ϕ(X, p)} =
∂f

∂pµ

∂ϕ

∂Xµ
− ∂f

∂Xµ

∂ϕ

∂pµ
(14)

in covariant notation. Please note that, now, after
the gradient approximation, all quantities on the left-
hand side are to be taken in the local approximation,
i.e., void of any further gradient terms. Thus, the
occurring self-energies are obtained from evaluating

4)If the system consists of several different particle species,
there is a set of coupled kinetic equations corresponding to
each species (e.g., see Appendix D).
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the diagrams as in the momentum representation
with the coordinates X of all Green’s functions kept
identical. The right-hand side specifies the collision
term5)

C(X, p) = Γin(X, p)F̃ (X, p) − Γout(X, p)F (X, p).
(15)

If the diagrams for the self-energy contain internal
vertices, which give rise to memory or nonlocal ef-
fects, the gain and loss rates contain additional gradi-
ent terms, which have to be constructed, e.g., accord-
ing to the rules given in [10]. The resulting local part
of the collision term is charge (e.g., the baryonic num-
ber) and energy–momentum conserving by itself:

tr
∫

d4p

(2π)4


 e

pµ


C loc = 0. (16)

Here and below, e denotes the elementary charge,
while tr implies the sum over all possible internal de-
grees of freedom, like spin, and over possible particle
species. We do not explicitly introduce the particle-
species label to avoid overcomplication of equations.
In terms of a local functional Φloc, the explicit form of
the local collision term is

C loc(X, p) =
δiΦloc

δF̃ (X, p)
F̃ (X, p) − δiΦloc

δF (X, p)
F (X, p)

(17)

[cf. Eq. (3)]. In this paper, we limit the considerations
to cases void of memory effects in this collision term.
The latter effects were studied in [8].

Relation (16) permits us to derive the current

jµ
KB-eff(X) = etr

∫
d4p

(2π)4

[
vµF (X, p) (18)

+ ReΣR ∂F

∂pµ
− ReGR ∂Γin

∂pµ

]

of a charge e (e.g., the baryonic one) from the KB
kinetic equation (12), which is conserved:

∂µj
µ
KB-eff(X) = 0. (19)

Note that this current formally differs from the true
Noether current

jµ(X) = etr
∫

d4p

(2π)4
vµF (X, p) + jµ

(der)(X), (20)

which follows right from the operator expression for
this quantity (cf. [8] and Appendix B). The addi-
tional term jµ

(der) appears only in the case of derivative
coupling [see Eq. (B.19)]. In view of the gradient
approximation employed, one could generally expect

5)See an example in Eq. (C.3).
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both currents to differ beyond the validity range of the
gradient approximation. However, as demonstrated in
detail in [10], these two currents are exactly equal
for Φ-derivable approximations if a consistent gra-
dient expansion is performed also in the gain and
loss rates (8) of the collision term (15). In this case,
the exact conservation of the Noether current results
from the corresponding invariance of the Φ functional
{Eq. (6.9) in [17]}, which survives the gradient expan-
sion:

etr
∫

d4p

(2π)4
[{

ReΣR, F
}

(21)

−
{

ReGR,Γin}+ C
]

= ∂µj
µ
(der).

The latter relation is written for the general case of
memory or nonlocal effects included in C. If such
effects in C are absent, the collision term drops out
of Eq. (21) according to Eq. (16).

Within Φ-derivable approximations, also the con-
servation of energy–momentum can be established
for local (pointlike) couplings providing a local en-
ergy–momentum tensor. The pν-weighted 4-mo-
mentum integral of the KB kinetic equation leads to
the following consistency relation [8] 6):

∂ν
(
Epot − E int

)
− ∂µEµν

(der) = tr
(

1
2

)
n.b

(22)

×
∫

pνd4p

(2π)4
[{

ReΣR, F
}
−
{

ReGR,Γin}+ C
]
,

which is again exact after the gradient expansion,
as shown in [10] (see also Appendices C and D). It
implies that the Noether energy–momentum tensor

Θµν(X) = tr
(

1
2

)
n.b

∫
d4p

(2π)4
vµpνF (X, p) (23)

+ gµν
(
E int − Epot

)
+ Eµν

(der)

is exactly conserved by the kinetic equation (12)

∂µΘµν(X) = 0. (24)

Here, potential energy density Epot(X), which a probe
particle with Wigner density F (X, p) would experi-
ence due to the interaction with all other particles in
the system, is

Epot(X) = tr
(

1
2

)
n.b

∫
d4p

(2π)4
[
ReΣRF + ReGRΓin] .

(25)

6)Here, in compliance with Eq. (3), we define the factor

1

2 n.b
=

{
1/2 for neutral bosons (real fields)

1 else.
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The interaction energy density E int(X) specifies that
part of the total energy density which is due to inter-
actions. In simple cases, it relates to Epot by a simple
counting factor, namely, if all the interaction vertices
of a theory have the same number nl of lines attached
to them

E int(X) =
2
nl
Epot(X). (26)

In particular, for two-body interactions, one has nl =

4 and thus E int =
1
2
Epot, while for the fermion–boson

interaction nl = 3, which results in E int =
2
3
Epot. In

Appendices C and D, we discuss cases of this type.
The additional term Eµν

(der) appears in Eq. (23) only in
the case of derivative coupling [cf. Eq. (B.18)].

The considerations given above summarize the
results of [10], which are quite general. However,
they are restricted to local (pointlike) interactions and
are void of derivative couplings. This excludes two
important cases relevant to many areas in physics,
nuclear physics in particular. These are the cases
of interaction mediated by finite-range nonrelativistic
potentials and of derivative couplings like the P-wave
pion–nucleon interaction. Since the considerations
are rather technical, they are exemplified in Appen-
dices C and D. There, the results of [10] are gener-
alized, proving that, also in these cases, conserved
currents and expressions for a conserved total energy
and total momentum can be constructed. These two
appendices also provide further illustrations of the
discussion given in the present section.

The conserving feature is especially important for
devising numerical simulation codes based on this
kinetic equation. Indeed, if a test-particle method is
used, one should be sure that the number of test par-
ticles is conserved exactly rather than approximately.
For a direct application of this method, however, there
is a particular problem with the KB kinetic equation.
In the test-particle method, the distribution functions
are represented by an ensemble of test particles as
follows:

F (X, p) ∼
∑

i

δ(3) (X− Xi(T )) δ(4) (p− pi(T )) ,

(27)

where the i sum runs over test particles. Then, the
DF term in Eq. (12) just corresponds to the classi-
cal motion of these test particles subjected to forces
inferred from ReΣR, while the collision term C gives
a stochastic change of test-particles’ momenta, when
their trajectories “cross.” The additional term, i.e., the
Poisson bracket term

{
Γin,ReGR

}
, spoils this sim-

plistic picture, since derivatives acting on the distri-
bution functionF appear here only indirectly. Namely,
PH
they are encoded through derivatives of Γin. This term
is responsible for backflow effects, which restore the
Noether current to be the conserved one. However,
such backflow phenomena are difficult to absorb into
test particles, since they describe the response of the
medium to the motion of the charges. In order to
conserve the number of test particles between sub-
sequent collisions, one would have to unite the addi-
tional term

{
Γin,ReGR

}
with the drift term DF even

in the simplest case, when the collision term is charge
conserving by itself [see Eq. (16)] and derivative cur-
rents vanish, jµ

(der) = 0. However, the interpretation

of the additional term
{
Γin,ReGR

}
causes problems

within this picture, since it is not just proportional to
the same δ functions as in Eq. (27) and thus cannot
be included in the collisionless propagation of test
particles. This problem, of course, does not prevent
a direct solution of the kinetic equation. For example,
one can apply well-developed lattice methods, which
are, however, much more complicated and time con-
suming as compared to the test-particle approach.

Within the same approximation level, the set of
Dyson equations for Green’s functions Gij(X, p) pro-
vides us with an alternative equation for F ,

MF − ReGRΓin =
1
4
(
{Γ, F} −

{
Γin, A

})
, (28)

which is called the mass-shell equation, since in
the quasiparticle limit it provides the mass condition
M = 0. This equation coincides with the kinetic
one (12) only within the first-order gradient approx-
imation [8, 11, 12, 15], while both equations are
exactly identical before the gradient expansion. In
view of this still remaining difference, the practical
recipe is to forget about the mass-shell equation (28),
since the retarded Eq. (10) determines the spectral
distribution, and to treat Eq. (12) as a proper quantum
kinetic equation. Still, this is an ambiguous recipe,
which historically was one of the motivations to pro-
ceed to the Botermans–Malfliet form of the quantum
kinetic equation.

D. Botermans–Malfliet Form

As can be seen from the mass-shell Eq. (28) and
Eq. (12) [8, 11, 12, 15], the gain rate Γin departs
from FΓ/A only by corrections of first order in the
gradients:

Γin = ΓF/A + O(∂X) (29)

(in equilibrium, both equate to each another). This
fact permits one to substitute the right-hand side
estimate for Γin in any of the gradient terms, i.e.,
in the Poisson-bracketed terms of Eqs. (12) and
(28), and neglect the correction O(∂X), as it already
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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leads to terms of second order in the gradients. Upon
this substitution, first proposed by Botermans and
Malfliet [15], one arrives at the following form of the
kinetic and mass-shell equations:

DF (X, p) −
{

Γ
F

A
,ReGR

}
= C(X, p), (30)

MF − ReGRΓin =
1
4

(
{Γ, F} −

{
ΓF
A

,A

})
,

(31)

which are already exactly identical, as they were be-
fore the gradient expansion, and still equivalent to
those in the KB form within the first-order gradi-
ent approximation. The so-obtained Eq. (30) will be
called the quantum kinetic equation in BM choice.
This equation exactly conserves the following effec-
tive current:

jµ
BM-eff(X) = etr

∫
d4p

(2π)4

[
vµF (X, p) (32)

+ ReΣR ∂F

∂pµ
− ReGR ∂(ΓF/A)

∂pµ

]
,

which differs from the Noether current jµ in terms
of the order of O(∂X), provided a Φ-derivable ap-
proximation is used for self-energies. All the prop-
erties of the KB-choice kinetic equation within a
Φ-derivable approximation also transcribe to Eq. (30)
in the BM choice through the substitution Γin =
ΓF/A in Eqs. (21), (22), and (25). This substitution,
however, touches the accuracy of those relations. For
instance, the conservation laws of the Noether cur-
rents (20) and the energy–momentum tensor (23)
are then only approximately fulfilled together with the
corresponding consistency relations (21) and (22),
which now appear as

etr
∫

d4p

(2π)4
[{

ReΣR, F
}

(33)

−
{

ReGR,ΓF/A
}

+ C
]
� ∂µj

µ
(der),

∂ν
(
Epot − E int

)
− ∂µEµν

(der) � tr
(

1
2

)
n.b

(34)

×
∫

pνd4p

(2π)4

[{
ReΣR, F

}
−
{

ReGR,
ΓF
A

}
+ C

]
,

respectively, and hold only up to first-order gradients.
The effective BM current (32) was used by Le-

upold [12] as a basis for the construction of a test-
particle ansatz for the nonrelativistic case. In this
case, the additional term

{
ΓF/A,ReGR

}
in the BM

kinetic equation (30) is expressed in terms of the same
distribution function as the drift term DF . Therefore,
one can unify these terms to construct equations of
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motion for test particles, which provide exact conser-
vation of jµ

BM-eff. To automatically fulfill this effective-
current conservation, the test-particle ansatz is intro-
duced for the combination

1
2
ΓA

(
1 − ∂ReΣR

∂p0
− M

Γ
∂Γ
∂p0

)
F (X, p) (35)

∼
∑

i

δ(3) (X− Xi(T )) δ(4) (p− pi(T )) ,

rather than for the distribution function itself. Note
that the energy p0

i (T ) of the test particle is a free
coordinate, not restricted by a mass-shell condition.
Cassing and Juchem [11] extended this test-particle
ansatz to the relativistic case. The equations of
motion for the test particle, which follow from this
ansatz, in particular, give the time evolution of the
off-shellness of a test particle [11, 12]

dM

dT
=

M

Γ
dΓ
dT

, (36)

the origin of which can be traced back to the ad-
ditional term

{
ΓF/A,ReGR

}
in the BM kinetic

Eq. (30). Here, M is the mass of the test particle
relative to its on-shell value [see Eq. (11)], and this
equation of motion implies that, once the width drops
in time, the particles are driven towards the on-
shell mass M = 0. This clarifies the meaning of the
additional term

{
ΓF/A,ReGR

}
in the off-shell BM

transport: it provides the time evolution of the off-
shellness.

3. ENTROPY

Another important feature of the kinetic descrip-
tion is the approach to thermal equilibrium during
evolution of a closed system. In terms of transport
theory, the sufficient (while not necessary!) condition
of it is the existence of an H theorem. Leaving aside
all complications associated with nonlocal effects in
the collision term and possible lack of positive defi-
niteness of the transition rates, discussed in [8], we
confine our consideration to simple approximations
[cf. (C.1)]. As demonstrated in [8], in the BM ap-
proximation to the quantum kinetic Eq. (30), the H
theorem can indeed be formulated:

∂µs
µ
BM(X) = tr

∫
d4p

(2π)4
ln

F̃

F
C loc(X, p) ≥ 0, (37)

where the quantity

sµ
BM = tr

∫
d4p

(2π)4

[(
vµ − ∂ReΣR

∂pµ

)
(38)

×
(
∓F̃ ln

F̃

A
− F ln

F

A

)
− ReGR
3
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×
(
∓ ln

F̃

A

∂

∂pµ

(
Γ
F̃

A

)
− ln

F

A

∂

∂pµ

(
Γ
F

A

))]

obtained from the left-hand side of the BM kinetic
Eq. (30) is interpreted as an entropy flow for the BM
choice. For the Φ-derivable approximation (C.1), the
right-hand side of relation (37) takes the following
form:

tr
∫

d4p

(2π)4
ln

F̃

F
C loc(X, p) (39)

= tr
1
4

∫
d4p1

(2π)4
d4p2

(2π)4
d4p3

(2π)4
d4p4

(2π)4

×Rloc(2π)4δ4 (p1 + p2 − p3 − p4)

×
(
F1F2F̃3F̃4 − F̃1F̃2F3F4

)
ln

F1F2F̃3F̃4

F̃1F̃2F3F4

,

where Rloc is the transition rate determined by
Eq. (C.4). This expression is indeed non-negative,
since (x− y) ln(x/y) ≥ 0 for any positive x and y,
and is of the second order in deviation from equilib-
rium (F −Feq), as both (F1F2F̃3F̃4 − F̃1F̃2F3F4) and
ln(F1F2F̃3F̃4/F̃1F̃2F3F4) approach zero at equilib-
rium. From the kinetic equation, it follows that the
deviation from equilibrium is of the first order in time
gradients: (F −Feq) ∝ O(∂TF ). This implies that the
right-hand side of relation (37) is of the second order
in time gradients, which is, strictly speaking, beyond
our first-order gradient approximation. However,
from the point of view of practical use, this feature
is highly welcome as it guarantees equilibration. A
further advantage of the kinetic entropy flux (38) is
that, in equilibrium, its zero component merges the
thermodynamic expression for the entropy deduced
from the thermodynamic potential in the Φ-derivable
scheme [8, 18, 19].

In the case of the KB choice (12), the situation is
more controversial. Performing all the same manipu-
lations with the KB kinetic Eq. (12) as those in [8], we
arrive at the following relation:

∂µs
µ
KB(X) = tr

∫
d4p

(2π)4
ln

F̃

F
C loc − δHKB, (40)

where

sµ
KB = tr

∫
d4p

(2π)4

[(
vµ − ∂ReΣR

∂pµ

)
(41)

×
(
∓F̃ ln

F̃

A
− F ln

F

A

)

− ReGR

(
∓ ln

F̃

A

∂Γout

∂pµ
− ln

F

A

∂Γin

∂pµ

)]
,

PH
δHKB = −
∫

d4p

(2π)4
ReGR

{
ln

F̃

F
,
C loc

A

}
. (42)

The KB entropy flow sµ
KB is identical to the BM one

sµ
BM up to zeroth-order gradients, while they differ

in the first-order gradient corrections. One can eas-
ily obtain sµ

BM from the KB entropy flow by doing
replacement (29) in Γin and a similar replacement
in Γout.

The additional term δHKB on the right-hand side
of relation (40) is of the second order in gradients, due
to the Poisson bracket and C loc ∝ O(∂TF ). There-
fore, the right-hand side of (40) consists of two terms,
which are of the same order of magnitude, and one
of them (δHKB) is sign indefinite. This prevents us
from concluding the positive definiteness of the right-
hand side of Eq. (40). Alternatively, we were not
able to cast this term into a full divergence as to be
included into the definition of the KB entropy flow.
This fact by itself does not imply that the system
does not approach equilibrium or even the absence
of an H theorem for the KB kinetic equation, but
suggests that equilibration should be tested in actual
calculations. The local H theorem we are looking for
is a very stringent condition, providing a monotonic
approach to equilibrium. In fact, equilibration may
well be nonmonotonic in time.

Still, for the KB kinetic equation, we are able to
prove the H theorem in a limiting case, i.e., close
to local thermal equilibrium or for a quasi-stationary
state, which slowly evolves in space and time. To be
definite, let us talk about the local thermal equilib-
rium. In terms of the distribution function

F (X, p) = Floc.eq(X, p) + δF (X, p), (43)

the above assumption implies that |δF | � Floc.eq and
|∂XFloc.eq| � |∂XδF |. Then, we can write

δHKB = ∂µδs
µ
KB(X) (44)

+
∫

d4p

(2π)4
C loc

A

{
ln

F̃

F
,ReGR

}
,

where

δsµ
KB(X) = −tr

∫
d4p

(2π)4
ReGR

A
(45)

× ∂ ln(F̃ /F )
∂pµ

C loc(X, p).

Here, the remaining term∫
d4p

(2π)4
C loc

A

{
ln

F̃

F
,ReGR

}
∝ O(δF∂XδF ) (46)

+ O(δF∂XFloc.eq)
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can be neglected, as it has additional gradient small-
ness as compared to the first term on the right-
hand side of Eq. (40). Here, we have taken into

account that C loc ∝ δF and
{
ln(F̃ /F ),ReGR

}
∝

∂X(Floc.eq + δF ). Thus, from Eq. (40), we conclude
that

∂µ

(
sµ

KB + δsµ
KB

)
≥ 0 near local equilibrium, (47)

which is the H theorem for this case with the total
entropy flow sµ

KB + δsµ
KB. Note that δsµ

KB is propor-
tional to the collision term and hence equals zero in
equilibrium. The applicability range of this result is
the same as that for the memory entropy derived in [8]
for the BM choice.

4. SUMMARY AND PERSPECTIVES

In conclusion, we would like to summarize the
present status of the two considered approaches to
off-shell transport.

From a consistency point of view, the BM choice
looks more appealing, since it preserves the exact
identity between the kinetic and mass-shell equa-
tion, a property inherent in the original KB equa-
tions [8]. For the KB choice, this identity between
the kinetic and mass-shell equations is only approxi-
mately preserved, namely, within the validity range of
the first-order gradient approximation. However, this
disadvantage is not of great practical use, since, in
any case, only one of these two equations, namely, the
kinetic one, should be used in actual calculations.

For the construction of conservation laws related
to global symmetries or energy and momentum,
the local collision term entirely drops out of the
balance. Thus, the conservation laws solely depend
on the properties of the first-order gradient terms in
the kinetic equation. In this respect, the KB kinetic
equation has a conceptual advantage as it leads
to exact [10] rather than approximate conservation
laws, provided the scheme is based on Φ-derivable
approximations. Thereby, the expectation values of
the original operator expressions of conserved quan-
tities (e.g., Noether currents) are exactly conserved.
The reason is that the KB kinetic equation pre-
serves certain contour symmetries among the various
gradient terms, while they are violated for the BM
choice. Of course, within their range of applicability,
these two approaches are equivalent, because the
BM kinetic equation conserves the charge and en-
ergy–momentum within the theoretical accuracy of
the gradient approximation. Still, the fact that the
KB choice possesses exact conservation laws puts
this version at the level of a generic equation, much
like the Boltzmann or hydrodynamic equations, to be
used as phenomenological dynamical equations for
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
practical applications. Such conserving dynamical
schemes may be useful even though the applicability
condition of the approximation might be violated
at some stages of evolution. For instance, such a
situation happens at the initial stage of heavy-ion
collisions. As the conservations are exact, we can
still use the gradient approximation, relying on a
minor role of this rather short initial stage in the total
evolution of a system. Moreover, exact conservation
laws allow us to keep control of numerical codes.

Although the KB kinetic equations possess ex-
actly conserved Noether currents, a practical numer-
ical approach (e.g., by a test-particle method) to its
solution has not yet been established. The obstacle
is the special Poisson bracket term in the KB ki-
netic Eq. (12) which lacks proper interpretation since
the phase-space occupation function F (X, p) enters
only indirectly through the gain-rate gradient terms.
What is known is that this term encodes the backflow
component, which ensures that the Noether currents
are conserved. However, such backflow features are
difficult to implement in a test-particle scheme. This
problem, of course, does not exclude solution of the
KB kinetic equation, e.g., within well-adapted lattice
methods, which are, however, much more compli-
cated and time consuming as compared to the test-
particle approach. For the BM kinetic equation, on
the other hand, an efficient test-particle method is
already available [11, 12], for the price that it deals
with an alternative current rather than the Noether
current.

As a novel part, we showed (cf. Appendices) that
the exact conservation laws in the KB kinetic equa-
tions, originally derived for local interaction terms,
which lead to a local energy–momentum tensor, also
do hold for derivative couplings and for interactions
of finite range, like a nonrelativistic potential. For
the latter case, of course, only global conservation
of energy and momentum can be achieved. In order
to deal with the derivative coupling, we extended the
Φ-derivable approach to this case.

An important feature of kinetic descriptions is
the approach to thermal equilibrium during evolution
of a closed system. A sufficient (while not neces-
sary!) condition is provided by an H theorem. As
was demonstrated in [8], at least within simplest
Φ-derivable approximations for the kinetic equation
in BM choice, an H theorem indeed can be proven.
In equilibrium, the so-derived kinetic entropy merges
the corresponding equilibrium expression, which in
the context of Φ-derivable approximations results
from the thermodynamic potential (cf. [8, 18, 19]). For
the KB kinetic equation, the result is by far weaker.
Here, we were able to prove the H theorem only
within simplest Φ-derivable approximations and for a
system very close to an almost spatially homogeneous
03
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thermal local equilibrium or stationary state. These
results, in general, do not imply that the system
does not approach equilibrium but suggest that
equilibration should be tested in actual calculations.
Furthermore, the local H theorem with a local entropy
current that we considered for the BM case may be
far too restrictive, providing a monotonic approach
to equilibrium. In fact, for kinetic equations with
memory or nonlocal effects, equilibration may well be
nonmonotonic in time.

Though the discussion in this paper is confined
to problems of Φ-derivable off-shell transport based
on the first-order gradient expansion, significant
progress has recently been achieved also in solving
KB equations directly without any gradient expansion
for selected examples. These concern nonequilibrium
processes in scalar and spinor–scalar models on one-
and three-space dimensions (see, e.g., [20–22] and
references therein). It was found [20, 21] that, after a
comparably short but violent nonequilibrium evolu-
tion, the time dependence of the Wigner-transformed
spectral function becomes rather weak even for mod-
erate coupling constants. During this slow evolution,
the system is still far away from equilibrium. This
fact provides a necessary condition for a successful
gradient expansion and hence indicates a wide range
of applicability of the approaches discussed in this
paper. Even though the rapid far-from-equilibrium
dynamics is formally beyond the scope of applicability
of the gradient-expanded quantum kinetics, never-
theless, the KB choice includes all the ingredients
required for such a treatment, i.e., the proper mean-
field dynamics, together with the off-shell transport
of particles, thereby satisfying exact rather than
approximate conservation laws even far away from
equilibrium.

Further progress in understanding the properties
of Φ-derivable approximations to finite-temperature
quantum field theory was reported concerning the
question of renormalizability. The new results are
equally applicable to quantum kinetic equations, both
in KB and in BM choices. In [23], it was shown
that truncated nonperturbative self-consistent Dyson
resummation schemes can be renormalized with local
counterterms defined at the vacuum level. The re-
quirements are that the underlying theory is renor-
malizable and that the self-consistent scheme follows
Baym’s Φ-derivable concept. This result proves that
PH
there is no arbitrariness in studying the in-medium
modifications of model parameters, like the mass and
the coupling constants, within this class of approx-
imation schemes. It is sufficient to adjust them in
the vacuum, for instance, by fitting them to scat-
tering data, in order to predict their changes in the
medium without ambiguity. This result also guaran-
tees the standard Φ-derivable properties, like ther-
modynamic consistency and exact conservation laws,
for the renormalized approximation schemes to hold.
In [24], the theoretical concepts for the renormaliza-
tion devised in [23] were applied to the φ4 model,
demonstrating the practicability of the method.

In general, the symmetries of the classical ac-
tion that lead to Ward–Takahashi identities for the
proper vertex functions are violated for Φ-derivable
approximations for functions beyond the one-point
level, i.e., on the correlator level. This causes prob-
lems concerning the Nambu–Goldstone modes [25]
in the broken symmetry case or concerning local
symmetries (gauge symmetries) [26] on a level where
the gauge fields are treated beyond the classical
field approximation, i.e., on the propagator level.
In [26], it was shown that, on top of any solution of
a Φ-derivable approximation, which is constructed
from a symmetric Lagrangian, there exists a non-
perturbative effective action which generates proper
vertex functions in the same sense as the 1PI ef-
fective action. These external vertex functions fulfill
the Ward–Takahashi identities of the underlying
symmetry. However, in general, they coincide with
the self-consistent ones only up to one-point or-
der. Thus, usually, the so-generated external self-
energy and higher vertex functions are different from
the Φ-derivable expressions. Therefore, the pleasant
property of the Φ-derivable approximations, namely,
the conserving one, proves to be lost. The derivation
of approximation schemes that satisfy all symmetry
properties of the underlying classical action and at
the same time are fully self-consistent and conserving
still remains as an open task.

As has been already mentioned, the gauge in-
variance may be lost in Φ-derivable approximations
too. In particular, this problem prevents applications
of Φ-derivable approximations (including kinetic
ones) to description of quark–gluon plasma based
on QCD. This occurs because, in general, solutions
for dressed propagators and vertices do not satisfy
Ward–Takahashi identities. This pathology shows up
as an explicit dependence of results on the choice of
the gauge condition. In [27], it was demonstrated,
in fact, that Φ-derivable approximations have a con-
trolled gauge dependence, i.e., the gauge-dependent
terms appear at orders higher than the truncation
order. Furthermore, using the stationary point ob-
tained for the approximation to evaluate the complete
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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2PI effective action boosts the order at which the
gauge-dependent terms appear, to twice the order of
truncation. This is still not a solution of the gauge
problem in the rigorous sense but certain progress to
its better control and understanding.
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APPENDIX A

Matrix Notation
In calculations that apply to the Wigner transfor-

mations, it is necessary to decompose the full con-
tour into its two branches—the time-ordered and
antitime-ordered branches. One then has to distin-
guish between the physical spacetime coordinates x
and the corresponding contour coordinates xC , which
for a given x = (t,x) take two values x− = (t−,x)
and x+ = (t+,x) on the two branches of the contour
(see figure).

Closed real-time contour integrations can then be
decomposed as

∫
C

dx · · · =

∞∫
t0

dx · · · +
t0∫

∞

dx . . . (A.1)

=

∞∫
t0

dx · · · −
∞∫

t0

dx . . . ,

where only the time limits are explicitly given. The
extra minus sign of the antitime-ordered branch can
conveniently be formulated by a {−+} “metric” with
the metric tensor in {−+} indices

(
σij
)

= (σij) =


1 0

0 −1


, (A.2)

which provides a proper matrix algebra for multipoint
functions on the contour with “co”- and “contra”-
contour values. Thus, for any two-point function F ,
the contour values are defined as

F ij(x, y) := F (xi, yj), i, j ∈ {−,+}, (A.3)
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with

F j
i (x, y) := σikF

kj(x, y),

F i
j(x, y) := F ik(x, y)σkj ,

Fij(x, y) := σikσjlF
kl(x, y)

on the different branches of the contour. Here sum-
mation over repeated indices is implied. Then, contour
folding of contour two-point functions, e.g., in Dyson
equations, simply becomes

H(xi, yk) = H ik(x, y) = [F ⊗G]ik (A.4)

≡
∫
C

dzF (xi, z)G(z, yk) =
∫

dzF i
j(x, z)G

jk(z, y)

in the matrix notation.
For any multipoint function, the external point

xmax, which has the largest physical time, can be
placed on either branch of the contour without chang-
ing the value, since the contour-time evolution from
x−max to x+

max provides unity. Therefore, one-point
functions have the same value on both sides on the
contour.

Due to the change of operator ordering, genuine
multipoint functions are, in general, discontinuous
whenever two contour coordinates become identi-
cal. In particular, two-point functions like iF (x, y) =
〈TCÂ(x)B̂(y)〉 become7)

iF (x, y) =


iF−−(x, y) iF−+(x, y)

iF+−(x, y) iF++(x, y)


 (A.5)

=


〈T Â(x)B̂(y)〉 ∓〈B̂(y)Â(x)〉

〈Â(x)B̂(y)〉 〈T −1Â(x)B̂(y)〉


 ,

where T and T −1 are the usual time- and antitime-
ordering operators. Since there are altogether only
two possible orderings of the two operators, in fact
given by the Wightman functions F−+ and F+−,
which are both continuous, not all four components
of F are independent. Equation (A.5) implies the
following relations between nonequilibrium and usual
retarded and advanced functions:

FR(x, y) = F−−(x, y) − F−+(x, y) (A.6)

= F+−(x, y) − F++(x, y)
:= Θ(x0 − y0)

×
(
F+−(x, y) − F−+(x, y)

)
,

FA(x, y) = F−−(x, y) − F+−(x, y)

= F−+(x, y) − F++(x, y)

7)Frequently used alternative notation is F < = F−+ and
F > = F+−.
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:= −Θ(y0 − x0)

×
(
F+−(x, y) − F−+(x, y)

)
,

where Θ(x0 − y0) is the step function of the time dif-
ference. The rules for the co-contour functions F−−,
etc., follow from Eq. (A.3).

For such two-point functions, complex conjuga-
tion implies(
iF−+(x, y)

)∗ = iF−+(y, x) → iF−+(X, p) = real,
(A.7)(

iF+−(x, y)
)∗ = iF+−(y, x) → iF+−(X, p) = real,(

iF−−(x, y)
)∗ = iF++(y, x) →

(
iF−−(X, p)

)∗
= iF++(X, p),(

FR(x, y)
)∗

= FA(y, x) →
(
FR(X, p)

)∗
= FA(X, p),

where the right parts specify the corresponding prop-
erties in the Wigner representation. Diagrammati-
cally, these rules imply the simultaneous swapping
of all “+” vertices into “−” vertices and vice versa
together with reversing of the line arrow sense of all
propagator lines in the diagram.

Contrary to the common case (A.5), the sym-
metrized contour convolution

E(x) =
∫
C

dz [F (x, z)G(z, x) + G(x, z)F (z, x)]
(A.8)
PH
is continuous when two contour coordinates become
identical. This can be easily checked, proceeding from
relations (A.6) for F and G functions. Moreover, for
this symmetrized convolution with two coincident
points, we obtain a very simple expression in the
Wigner representation if all gradient corrections to
the convolution are neglected (so-called local approx-
imation),

Eloc(X) =
∫

d4p

(2π)4
[
F−−(X, p)G−−(X, p) (A.9)

−F++(X, p)G++(X, p)
]
.

In particular, this form is applicable to the poten-
tial (25) and derivative (D.4) energy densities.

APPENDIX B

Derivative Coupling

To be specific, we consider a multicomponent sys-
tem with different constituents a described by non-
relativistic fermionic and relativistic scalar bosonic
field operators, summarized as φ̂ = {φ̂a(x)}. The free
Lagrangians of these fields are
L̂L0
a =




1
2

(
iφ̂†

a∂tφ̂a − i∂tφ̂
†
aφ̂a −

1
ma

∇φ̂†
a∇φ̂a

)
for nonrelativistic fermions

1
2

1
ma

(
∂µφ̂a∂

µφ̂a −m2
aφ̂

2
a

)
for neutral relativistic bosons

1
ma

∂µφ̂
†
a∂µφ̂a −m2

aφ̂
†
aφ̂a for charged relativistic bosons.

(B.1)
We assume that these fields interact via linear deriva-
tive coupling, such that the interaction Lagrangian
depends not only on these fields but also on their
derivatives: L̂int = L̂int{φ̂a, φ̂

†
a, ∂µφ̂a, ∂

µφ̂†
a}. The vari-

ational principle of stationary action determines
Euler–Lagrange equations of motion for the field
operators

∂µ
∂L̂L0

∂(∂µφ̂
†
a)

− ∂L̂L0

∂
(
φ̂†

a

) =
∂L̂Lint

∂
(
φ̂†

a

) (B.2)

− ∂µ
∂L̂Lint

∂(∂µφ̂
†
a)

=:
δL̂Lint

δφ̂†
a(x)
and the corresponding adjoint equation, where the
“variational” δ derivative is defined as

δ

δf(x)
· · · :=

∂

∂f(x)
· · · − ∂µ

(
∂

∂(∂µf(x))
. . .

)
.

(B.3)

This is the key definition, which allows us to recast
the local-coupling formulas to the derivative coupling
case. In fact, the “variational” δ derivative specifies
the full derivative over f(x), implying that all deriva-
tives acting on f(x) in the action should be redirected
to other terms by means of partial integration before
taking variational derivatives of f(x).
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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The equations of motion can also be written in the
differential form,

G−1
0 (x)φ̂a(x) = −Ĵa(x) ≡ − δL̂Lint

δφ̂†
a(x)

(B.4)

and similarly for the corresponding adjoint equation.
The Ĵa(x) operator is the local source current of field
a with mass ma, and G−1

0 (x) is the free evolution
operator8)

G−1
0 (x) (B.5)

=



−∂µ∂

µ −m2
a for relativistic bosons

i∂t +
1

2ma
∂2
x for nonrelativstic particles

with free propagatorG0(y, x) as resolvent [cf. Eq. (2)].

Invariances of the Lagrangian provide a set of
conservation laws, the most prominent of which
are those for the energy–momentum and certain
currents. In addition to the standard canonical en-
ergy–momentum tensor [28], different representa-
tions of this tensor have been considered [29, 30].
Using the Euler–Lagrange equations of motion and
the definition of the source current (B.4), one can
show that the following form also defines a conserving
energy–momentum tensor:

Θ̂µν(x) = −1
2

[∑
a

(
1
2

)
n.b

(
∂ν

x − ∂ν
y

)
(B.6)

×
(
∂L̂L0(x)
∂(∂µφ̂a)

φ̂a(y) − φ̂†
a(x)

∂L̂L0(y)

∂(∂µφ̂
†
a)

)]
x=y

+ gµν
(
Ê int(x) − Êpot(x)

)
+ Êµν

(der)(x).

Here we have introduced the operators of the interac-
tion-energy density Ê int and the potential-energy
density Êpot:

Ê int(x) = −L̂Lint(x), (B.7)

Êpot(x) = −1
2

∑
a

(
1
2

)
n.b

(B.8)

×
(
Ĵ†

a(x)φ̂a(x) + φ̂†
a(x)Ĵa(x)

)
.

Furthermore, we have singled out the contribution

Êµν
(der)(x) =

∑
a

(
1
2

)
n.b

(B.9)

8)Note that the first line in (B.5) is not the nonrelativistic
limit of the second one. We have already divided the second
line by 2ma, to take into account different normalizations of
relativistic and nonrelativistic wave functions.
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×
(

∂L̂Lint

∂(∂µφ̂a)
∂ν φ̂a + ∂ν φ̂†

a

∂L̂Lint

∂(∂µφ̂
†
a)

)

arising in the case of derivative coupling. Here and
below, the case of neutral bosons results from equat-
ing φ̂a = φ̂†

a in all the formulas. Proper counting is

assured by the extra
(

1
2

)
n.b

factor which takes the

value 1/2 for neutral boson (real fields) and 1 for
complex fields.

If the Lagrangian is invariant under some global
transformation of charged fields (with the charges ea),
e.g.,

φ̂a(x) → e−ieaΛφ̂a(x); φ̂†
a(x) → eieaΛφ̂†

a(x),
(B.10)

there exists a Noether current defined as [28]

ĵµ = −i
∑

a

ea

(
∂L̂L

∂(∂µφ̂a)
φ̂a − φ̂†

a

∂L̂L
∂(∂µφ̂

†
a)

)

(B.11)

= ĵµ
(conv) + ĵµ

(der),

which is conserved, i.e., ∂µĵ
µ = 0. Here we have de-

composed it into two terms: the conventional one

ĵµ
(conv) = −i

∑
a

ea

(
∂L̂L0

∂(∂µφ̂a)
φ̂a − φ̂†

a

∂L̂L0

∂(∂µφ̂
†
a)

)
,

(B.12)

which is associated with the free Lagrangian, and the
derivative term

ĵµ
(der) = −i

∑
a

ea

(
∂L̂Lint

∂(∂µφ̂a)
φ̂a − φ̂†

a

∂L̂Lint

∂(∂µφ̂
†
a)

)
,

(B.13)

which is nonzero only for derivative coupling.
To define the Φ functional for the case under con-

sideration, all the steps described in [17] should be
repeated. Then, we arrive at the Φ functional that
depends also on the gradients of mean fields (∂µφa

and ∂µφa
∗) and Green’s functions (∂µ

xG(x, y) and
∂µ

y G(x, y)), rather than on their values only. The vari-
ational rules of this functional formally look similar to
those in [17],

iJa(x) =
δiΦ

δφa
∗(x)

, (B.14)

−iΣa(x, y) = (∓)
δiΦ

δiGa(y, x)
(B.15)

×
{

2 for real fields

1 for complex fields,
03
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−E int(x) =
δiΦ

δiλ(x)
, (B.16)

but should be understood in terms of the variational
δ derivative of Eq. (B.3) for one-point functions (like
φa(x) and λ(x)) and its generalization

δiΦ
δiG(y, x)

:=
δ0iΦ

δ0iG(y, x)
(B.17)

− ∂µ
x

(
δ0iΦ

δ0(∂
µ
x iG(y, x))

)
− ∂µ

y

(
δ0iΦ

δ0(∂
µ
y iG(y, x))

)

+ ∂µ
x∂

ν
y

(
δ0iΦ

δ0(∂
µ
x∂ν

y iG(y, x))

)

to two-point functions. Here, δ0/δ0iG(y, x) means
the conventional variation over G(y, x), which does
not touch ∂µ

x iG, ∂µ
y iG, and ∂µ

x∂ν
y iG terms in iΦ.

Similar to the variational δ derivative of Eq. (B.3),
the δ variation of Eq. (B.17) means the full variation
over G(y, x), implying that all derivatives acting on
G(y, x) in the Φ functional should be redirected to
other terms by means of partial integration before
taking variation over G(y, x). The factor λ(x) appear-
ing in Eq. (B.16) is an auxiliary scaling parameter
of the coupling constant. In terms of the Φ func-
tional, the additional derivative contributions to mean
values of the energy–momentum tensor (B.9) and
current (B.13) take the form

Eµν
(der) =: 〈Êµν

(der)〉 (B.18)

=
∑

a

((
1
2

)
n.b

[
δΦ

δ(∂µφa(x))
∂νφa(x)

+
δΦ

δ(∂µφa
∗(x))

∂νφa
∗(x)

]

+
∫
C

dz

[
δΦ

δ(∂x
µiGa(z, x))

∂ν
xiGa(z, x)

+∂ν
xiGa(x, z)

δΦ
δ(∂x

µ iGa(x, z))

])
,

jµ
(der) =: 〈ĵµ

(der)〉 = −i
∑

a

ea (B.19)

×
([

δΦ
δ(∂µφa(x))

φa(x) − δΦ
δ(∂µφa

∗(x))
φa

∗(x)
]

+
∫
C

dz

[
iGa(x, z)

δΦ
δ(∂x

µ iGa(x, z))

− δΦ
δ(∂x

µiGa(z, x))
iGa(z, x)

])
,

PH
while the remaining terms of Θµν and jµ retain the
same form as that for local coupling (cf. [17]). Here,
the variation is also understood in terms of Eq. (B.17)
to take account of the ∂µ

x∂ν
y iGa(y, x) dependence of

the Φ functional.
The next step to the kinetic description consists

in gradient expansion of KB equations and all the
related quantities. Expansion of the equations of
motion up to the first order in gradients implies that
the conserving quantities and self-energies, except
for possible memory terms in the collision integral,
are required only up to zero order in gradients.
These zero-order quantities are determined by the
local Φ functional, where all gradient corrections are
neglected. Since in the local approximation ∂µ

x iG,
∂ν

y iG, and ∂µ
x∂ν

y iG transform into −iqµiG(X, q),
iqνiG(X, q), and −iqµiqνiG(X, q), respectively, no
partial integrations are needed for the variations of
Eqs. (B.15), (B.16). This means that conventional
variation rules of Eq. (3) still hold in this case. At the
same time, derivative contributions to the conserving
quantities, Eqs. (B.18) and (B.19), involve only
variations over derivatives of the Green’s functions
and, hence, should be carefully defined within the
local approximation for the particular application
considered.

APPENDIX C

Nonrelativistic Nuclear Matter

Currently, calculations of ground-state and low-
temperature properties of nuclear matter are per-
formed within the G- or T -matrix approximations
to the self-energy [31–33]. Based on realistic non-
relativistic nucleon–nucleon potentials, they quan-
titatively reproduce phenomenological properties of
nuclear matter. However, already for the ground
state, the resulting chemical potential, i.e., the single-
particle separation energy, deviates from the binding
energy per particle, violating the Hugenholtz–van
Hove theorem. This is a manifestation of problems
with the thermodynamic consistency in these approx-
imations, which gets even worse at nonzero temper-
atures. This problem was discussed in [31, 34, 35]. A
consistent way to overcome this problem consists in
using a self-consistent T -matrix approximation [31]
based on the Φ-derivable approximation.

Dynamic simulations of nuclear matter are even
more demanding to the choice of approximation to
the self-energy, because the requirement of charge
and energy–momentum conservations should be met
except for that of the thermodynamic consistency.
Again, all these requirements are met provided the
approximation is Φ-derivable. Since dynamic simu-
lations are much more complicated as compared to
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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static ones, up to now they have been performed in
a simpler approximation to the self-energy, i.e., the
direct Born approximation [5, 7], which provides a
qualitative description of the dynamics. These simu-
lations were based on the KB equations without any
gradient expansion. Here, we would like to call atten-
tion to the fact that the use of the gradient expansion
in the KB form (see Section 2C) would simplify these
dynamic simulations and, at the same time, preserve
the pleasant features of exact conservations and ther-
modynamic consistency.

In view of a reasonable level of complexity feasible
for current computing, we confine our consideration
to the full Born approximation to the Φ functional
 

1
2
---

 

+

 

Φ

 

HF

 

Φ

 

Born

 

i

 

Φ

 

HFB

 

1
2
---=

1
4
---

 

+

 

1
4
---

 

+

 

V

 

(C.1)

 

V

which includes the Hartree–Fock contribution ΦHF

[the first two diagrams in Eq. (C.1)] and the true Born
contribution ΦBorn (the last two diagrams). Here, the
wavy line symbolizes a nonlocal nucleon–nucleon
potential V (|x1 − x2|), or V (|q|) in the momentum
representation. For simplicity, below we denote the
latter as V (q), keeping in mind that, in fact, it does
not depend on either q0 or direction of q.

Note that the ΦBorn part gives rise to the self-
energy containing internal vertices. This implies that
the corresponding collision term involves nonlocal
effects (see discussion in [8]). However, only “spatial
nonlocality” appears in the collision term, while the
memory in time is absent since V (|x1 −x2|)δ(t1 − t2)
is time-local. According to the general consideration
of [10], exact conservations in the gradient approxi-
mation take place if all the nonlocal terms are consis-
tently taken into account up to first-order gradients.
Below, we show that, in the particular case of the
ΦHFB functional, the exact conservations hold true
even if we neglect the spatial nonlocality generated by
ΦHFB. These exact conservations imply global rather
than local conservation of the energy–momentum,
which is in fact natural for the case of instant inter-
action of finite range considered here.

Neglecting the gradient terms induced by the finite
range of V , we consider the ΦBorn functional in the
local approximation, where all Green’s functions in
the Wigner representation are taken at the same cen-
troid coordinate X. Alongside some variational ex-
pressions, we use an X-dependent local Φ functional,
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Φ(X), where the last spatial integration is omitted,
i.e.,

Φ =
∫

dXΦ(X). (C.2)

The ΦHFB of Eq. (C.1) gives rise to the following local
collision term:

CHFB-loc =
∫

d4p2

(2π)4
d4p3

(2π)4
d4p4

(2π)4
RHFB (C.3)

×
(
F̃1F̃2F3F4 − F1F2F̃3F̃4

)
δ4(p1 + p2 − p3 − p4),

RHFB =
(2π)4

2
[V (p1 − p3) + V (p1 − p4)]

2 , (C.4)

where F1 = F (X, p1), etc. [cf. Eq. (17)].

1. Charge Conservation

In ΦHFB, the G−− and G++ Green’s functions
are encountered only in different +− Φ diagrams,
and hence we can vary G−− and G++ independently.
Therefore, ΦHFB is invariant under the following
transformation:

G−−(X, p) → G−−(X, p + ξ(X)), (C.5)

G++(X, p) → G++(X, p − ξ(X)),

with F , F̃ , and V kept unchanged. Here, ξ(X) is
an arbitrary function. If |ξ(X)| � 1, transforma-
tion (C.5) reads

δG−− = ξµ(X)
∂G−−

∂pµ
, (C.6)

δG++ = −ξµ(X)
∂G++

∂pµ
.

Performing variation of ΦBorn under the transforma-
tion (C.6) within the canonical variation rules (3), we
arrive at

iδΦloc =
∫

dXξµ(X)Tr
∫

d4p

(2π)4
(C.7)

×
(
iΣ−−

∂iG−−

∂pµ
− iΣ++

∂iG++

∂pµ

)

= 2i
∫

dXξµ(X)Tr
∫

d4p

(2π)4

×
(

Γin∂ReGR

∂pµ
+ ReΣR ∂F

∂pµ

)
= 0.

Here, we have used the fact that the integral

tr
∫

d4p

(2π)4

(
Γ
∂ReGR

∂pµ
+ ReΣR ∂A

∂pµ

)
(C.8)
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= −1
2

Im tr
∫

d4p

(2π)4
ΣR∂GR

∂pµ
= 0

equals zero due to analyticity of GR and ΣR. Thus, we
obtain the relation

tr
∫

d4p

(2π)4

(
Γin∂ReGR

∂pµ
+ ReΣR ∂F

∂pµ

)
= 0, (C.9)

which guarantees the Noether current conservation
[cf. Eq. (21)] with jµ

(der) = 0.

2. Energy–Momentum Conservation

In order to construct the conservation laws related
to spacetime homogeneity, we perform the following
transformation:

G−−(X, p) → G−− (X + ξ(X), p) , (C.10)

G++(X, p) → G++ (X − ξ(X), p) ,

with F , F̃ , and V kept unchanged. This transfor-
mation only acts on ΦHFB− and ΦHFB+, i.e., those
involving only “−” or “+” vertices, respectively,

δΦHFB (C.11)
PH
=
∫

dXξµ(X)∂µ
(
ΦHFB(X−) − ΦHFB(X+)

)
,

where ΦHFB(Xi) are understood in the sense of (C.2).
Note that

i
(
ΦHFB(X−) − ΦHFB(X+)

)
(C.12)

= itr
∫

d4p

(2π)4
ΣHFF +

1
2
iTr

∫
d4p

(2π)4

×
(
ΓinReGR + (ReΣR − ΣHF)F

)

− tr
∫

d4p

(2π)4
(
ΓReGR + (ReΣR − ΣHF)A

)
︸ ︷︷ ︸

= 0

,

where the last integral is again zero due to analyticity,
similar to (C.8). Here, the first term on the right-hand
side results from the first two (Hartree–Fock) dia-
grams in Eq. (C.1), while the last two integrals follow
from the last two (Born) diagrams. Alternatively, we
can perform variation of ΦBorn applying the canonical
variation rules (3):
iδΦHFB =
∫

dXξµ(X)tr
∫

d4p

(2π)4

(
iΣ−−

∂iG−−

∂Xµ
− iΣ++

∂iG++

∂Xµ

)
= 2i

∫
dXξµ(X)tr

∫
d4p

(2π)4
(C.13)

×
(

Γin∂ReGR

∂Xµ
+ ReΣR ∂F

∂Xµ

)
− i

∫
dXξµ(X)tr

∫
d4p

(2π)4

(
Γ
∂ReGR

∂Xµ
+ ReΣR ∂A

∂Xµ

)
︸ ︷︷ ︸

= 0

,

where the last integral is again zero due to analyticity.
Therefore, we arrive at the important identity

tr
∫

d4p

(2π)4

(
Γin∂ReGR

∂Xµ
+ ReΣR ∂F

∂Xµ

)
(C.14)

= ∂µtr
∫

d4p

(2π)4

[
1
2
ΣHFF

+
1
4

(
ΓinReGR + (ReΣR − ΣHF)F

) ]
.

Next, we investigate the transformation

G−−(X, p) → G−− (X,Λµν(X)pν) , (C.15)

G++(X, p) → G++
(
X,Λ−1

µν (X)pν
)
,

V −(q) → V −(Λµν(X)qν), (C.16)

V +(q) → V +(Λ−1
µν (X)qν)

for the entire ΦHFB, while F and F̃ are kept un-
changed. For the Hartree–Fock part ΦHF, one finds

p̃µ = Λµνp
ν , (C.17)
p̃′µ = Λµνp
′ν → d4pd4p′ = (det Λ)−2d4p̃d4p̃′,

δΦHF− =
∫

dX
[
(det Λ)−2 − 1

]
ΦHF(X−), (C.18)

δΦHF+ =
∫

dX
[
(det Λ)2 − 1

]
ΦHF(X+), (C.19)

where again ΦHF− and ΦHF+ are the ΦHF diagrams
involving only “−” or “+” vertices, respectively. In
general, an arbitrary diagram ΦnG,nλ(−), consisting of
nG Green’s functions, nλ of “−” interactions, and no
“+” interactions, transforms as

δΦnG,nλ(−) (C.20)

=
∫

dX
[
(detΛ)−(nG−nλ+1) − 1

]
ΦnG,nλ(−)(X),

since the change of each momentum integration gives
(det Λ)−1 [cf. Eq. (C.17)], while the transformation
of the δ(p) function at each vertex (apart from one
vertex due to global momentum conservation of the
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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diagram) produces det Λ:

δ4(p + p′ − q) = detΛδ4(p̃ + p̃′ − q̃). (C.21)

Similarly,

δΦnG,nλ(+) (C.22)

=
∫

dX
[
(det Λ)nG−nλ+1 − 1

]
ΦnG,nλ(+)(X).

According to these rules the “−” and “+” diagrams
of the second order in the interaction, ΦBorn− and
ΦBorn+, are transformed as follows:

δΦBorn− =
∫

dX
[
(detΛ)−3 − 1

]
ΦBorn−(X),

(C.23)

δΦBorn+ =
∫

dX
[
(det Λ)3 − 1

]
ΦBorn+(X).

(C.24)

If the Λ transformation is infinitesimal, Λµν(X) =
1 + ωµν(X) with |ωµν | � 1 and detΛ = 1 + Trω,
det(Λ−1) = 1 − trω, we obtain

δ
(
ΦHFB− + ΦHFB+

)
(C.25)

= −
∫

dX2trω
(
ΦHF−(X) − ΦHF+(X)

)

−
∫

dX3trω
(
ΦBorn−(X) − ΦBorn+(X)

)
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[cf. Eq. (C.12)]. The ΦBorn−+ and ΦBorn+− com-
ponents, i.e., those containing both “−” and “+”
vertices, are modified by only the V transformation.
Moreover, this transformation leaves them invariant,

iδΦBorn−+ (C.26)

=
∫

dXωµν tr
∫

d4p

(2π)4
pν

(
δiΦBorn−+(X)

δiV −
∂iV −

∂pµ

−δiΦBorn−+(X)
δiV +

∂iV +

∂pµ

)

=
∫

dXωµν tr
∫

d4p

(2π)4
pν

(
δiΦBorn−+(X)

δV − V −

−δiΦBorn−+(X)
δV +

V +

)
1
V

∂V

∂pµ
= 0,

since ΦBorn−+ is symmetric with respect to V − and
V +. Thus,

iδΦHFB = −
∫

dX(trω)itr
∫

d4p

(2π)4
(C.27)

×
[
2ΣHFF − 3

2

(
ΓinReGR + (ReΣR − ΣHF)F

)]
.

Alternatively, we can perform variation of ΦHFB ap-
plying the canonical variation rules (3):
iδΦHFB =
∫

dXωµν

[
tr
∫

d4p

(2π)4
pν

(
iΣ−−

∂iG−−

∂pµ
− iΣ++

∂iG++

∂pµ

)
+ 2iQµν(X)

]
(C.28)

= 2i
∫

dXωµν

[
tr
∫

d4p

(2π)4
pν

(
Γin∂ReGR

∂pµ
+ ReΣR ∂F

∂pµ

)
+ Qµν(X)

]

− i

∫
dXωµν tr

∫
d4p

(2π)4
pν

(
Γ
∂ReGR

∂pµ
+ ReΣR ∂A

∂pµ

)
︸ ︷︷ ︸

= 0

,

where the last integral again equals zero due to ana-
lyticity. Here, we have introduced the quantity

2iQµν(X) = tr
∫

d4p

(2π)4
pν (C.29)

×
(
δiΦHFB−(X)

δiV −
∂iV −

∂pµ
− δiΦHFB+(X)

δiV +

∂iV +

∂pµ

)

arising from variation over V . All we have to know
about this quantity is that Qµν = 0 when µ = 0
and/or ν = 0. This property results from p0 indepen-
dence of V (|p|). In particular, this property yields∫
d3X∂µQ

µν(X) = 0, (C.30)

where the X integration runs only over space.

Hence, comparing Eq. (C.28) to Eq. (C.27), we
arrive at another important identity:

tr
∫

d4p

(2π)4
pν

(
Γin∂ReGR

∂pµ
+ ReΣR ∂F

∂pµ

)
(C.31)

+ Qµν(X) = −gµν tr
∫

d4p

(2π)4
ΣHFF
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− gµν 3
4

tr
∫

d4p

(2π)4
(
ΓinReGR + (ReΣR − ΣHF)F

)
.

We turn now to the right-hand side of the consistency
relation for energy–momentum conservation (22)

Kν = tr
∫

d3X
pνd4p

(2π)4
[{

ReΣR, F
}
−
{

ReGR,Γin}]
(C.32)

integrated over space, which is suitable for the global
conservation. In this expression, the local collision
term (C.3) drops out according to Eq. (16). It can be
transformed by means of the identity∫

d4p

(2π)4
pν {ϕ, f} (C.33)

=
∫

d4p

(2π)4

[
∂µ

(
pνf

∂ϕ

∂pµ

)
+ f∂νϕ

]
,

where ϕ and f are arbitrary functions, with the result

Kν = −tr
∫

d3X∂µ

∫
d4p

(2π)4
pν (C.34)

×
(

ReΣR ∂F

∂pµ
+ Γin∂ReGR

∂pµ

)

− tr
∫

d3X
d4p

(2π)4
(
ReΣR∂νF + Γin∂νReGR

)
.

Now, applying identities (C.14), (C.30), and (C.31) to
the right-hand side of Eq. (C.34), we obtain

Kν =
∫

d3X∂µg
µν tr

∫
d4p

(2π)4
1
2

(C.35)

×
(
ΓinReGR + ReΣRF

)
,

which is precisely needed for the global conservation
of the Noether energy–momentum

∂

∂T

∫
d3XΘ0ν(X) = 0, (C.36)

since, for the case under consideration, E int =
1
2
Epot

[cf. Eq. (26)].

APPENDIX D

Nucleon–Pion System

For the discussion of the physical aspects of the
nucleon–pion problem, we refer to [9]. Here, we
would like to clarify some technical details. We choose
the nonrelativistic form of pion–nucleon interac-
tion [36]

L̂Lint = gψ̂†
[
(σ · ∇)(τ · φ̂)

]
ψ̂, (D.1)
PH
where ψ̂ and φ̂ are nonrelativistic nucleon and Klein–
Gordon pion field operators, respectively. Below, sub-
scripts N or π correspondingly attribute a quantity to
either nucleon or pion subsystems, respectively. We
accept a simple approximation defined by the follow-
ing Φ functional:
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where G and ∆ are the nucleon and pion Green’s
functions, respectively, and tr runs over spin and
isospin indices. Here, we have assumed an isotopi-
cally symmetric system, where the pion Green’s
functions of all isotopic charges coincide. Though this
approximation is evidently oversimplified to produce
quantitative results (cf. [9]), it is able to reproduce
qualitative features of the dynamics. Moreover, this
approximation is at the edge of present computing
abilities. The formal basics of the Φ-functional for-
malism are given in Appendix B.

The charge current, defined by Eqs. (20) and
(B.11), relates to the baryon number conservation
and hence is trivial from the point of view of the
pion–nucleon interaction. Indeed, to prove the baryon
number conservation, we should perform transforma-
tion (C.5) with FN , F̃N , and ∆ij kept unchanged.
The pion Green’s functions ∆ij are not subjected to
this transformation, since pions are neutral from the
point of view of baryonic charge. All the subsequent
considerations are completely identical to that of the
Fock diagram [the second term in Eq. (C.1)] and lead
to the same final result (C.9), i.e., to the exact Noether
current conservation.

The energy–momentum conservation is more
instructive in this respect. Before proceeding to the
conservation laws themselves, we should define the
derivative contribution to the energy–momentum
tensor (B.18). In our case of vanishing mean fields,
the pion Green’s function enters the Φ functional only
doubly differentiated. Therefore, expression (B.18)
takes the form

Eµν
(der) =

1
2

∫
C

dz

(
δ0Φ

δ0(∂z
λ∂

x
µi∆(z, x))

∂z
λ∂

ν
xi∆(z, x)

(D.3)

+ ∂x
ν∂

λ
z i∆(x, z)

δ0Φ
δ0(∂x

µ∂
z
λi∆(x, z))

)
,
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where δ0 is already the conventional variation. In the
Wigner representation with due regard for Eq. (A.9),
it transforms into

Eµν
(der)(X) (D.4)

= −tr
∫

d4p1

(2π)4
d4p2

(2π)4
d4q

(2π)4
δ4(p1 − p2 + q)g2

×
[
iG−−(X, p1)(−qνσµ)τ i∆−−(X, q)

× (iq · σ)τ iG−−(X, p2) − iG++(X, p1)

×(−qνσµ)τ i∆++(X, q)(iq · σ)τ iG++(X, p2)
]
.

Contrary to usual convention, here we use Greek
indices µ and ν for the components of 3-vectors in
order to distinguish them from the “+ −” summation
indices. The potential energy density is still deter-
mined by the standard expression (25) but in terms
of the sum over nucleons and pions. Within the ap-
proximation of Eq. (D.2), Epot can be alternatively
expressed as

Epot(X) = Epot
N + Epot

π =
3
2
[ΦπN−(X) − ΦπN+(X)],

(D.5)

where ΦπN− (ΦπN+) refers to the ΦπN functional
with removed integration over dX and all vertices
being of “−” (“+”) type. In view of relation (26),

E int(X) − Epot(X) = −1
2
[ΦπN−(X) − ΦπN+(X)].

(D.6)

Energy–Momentum Conservation

We briefly repeat the steps proving the exact en-
ergy–momentum conservation for nonrelativistic nu-
clear matter (Appendix C) with the emphasis on the
specifics of the derivative coupling.

First, the transformation of Eq. (C.10) for the
nucleon Green’s functions together with the corre-
sponding transformation of the pion Green’s func-
tions

∆−−(X, p) → ∆−− (X + ξ(X), p) , (D.7)

∆++(X, p) → ∆++ (X − ξ(X), p) ,

with Fπ and F̃π being kept unchanged, has to be
performed. This transformation is unaffected by the
derivative coupling, and in a similar way as before, we
arrive at the identity

tr
∫

d4p

(2π)4

[(
Γin

N

∂ReGR

∂Xµ
+ ReΣR∂FN

∂Xµ

)
(D.8)

+
1
2

(
Γin

π

∂Re∆R

∂Xµ
+ ReΠR ∂Fπ

∂Xµ

)]
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
= −∂µ(E int − Epot).

Here, Σ and Π refer to nucleon and pion self-energies,
respectively, and subscripts N or π correspondingly
attribute a quantity to either nucleon or pion subsys-
tems. The right-hand side of this identity is written
with due regards to Eq. (D.6).

Let us now perform the transformation (C.15) for
both nucleon and pion Green’s functions, as well as
q factors encountered in vertices of ΦπN . Then, the
variation of ΦπN gives

δΦπN =
∫

dXωµν (D.9)

×
[
−2gµν

(
ΦπN−(X) − ΦπN+(X)

)
+ 2Eµν

(der)

]

=
∫

dXωµν

[
4gµν

(
E int − Epot

)
+ 2Eµν

(der)

]
,

where the Eµν
(der) results from the variation of q factors

in vertices of ΦπN . Alternatively, performing variation
of ΦπN according to the canonical variation rules (3)
and equating the result to expression (D.9), we arrive
at another identity,

tr
∫

d4p

(2π)4

[(
Γin

N

∂ReGR

∂pµ
+ ReΣR∂FN

∂pµ

)
(D.10)

+
1
2

(
Γin

π

∂Re∆R

∂pµ
+ ReΠR ∂Fπ

∂pµ

)]

= 2gµν(E int − Epot) + Eµν
(der).

The right-hand side of the consistency relation for
energy–momentum conservation (22) now reads

Kν = tr
∫

pνd4p

(2π)4

[
({ReΣR, FN} (D.11)

− {ReGR,Γin
N}) +

1
2
({ReΠR, Fπ} − {Re∆R,Γin

π })
]
.

By means of identity (C.33), it is transformed to the
form

Kν = −∂µtr
∫

d4p

(2π)4
pν

[(
ReΣR ∂FN

∂pµ
(D.12)

+Γin
N

∂ReGR

∂pµ

)
+

1
2

(
ReΠR ∂Fπ

∂pµ
+ Γin

π

∂Re∆R

∂pµ

)]

− tr
∫

d4p

(2π)4
[(

ReΣR∂νFN + Γin
N∂νReGR

)

+
1
2
(
ReΠR∂νFπ + Γin

π ∂
νRe∆R

)]
.

Now, applying identities (D.8) and (D.10) to the
right-hand side of Eq. (D.12), we obtain

Kν = ∂ν
(
Epot − E int

)
− ∂µEµν

(der), (D.13)
03



1920 IVANOV et al.
which is precisely needed for the local conservation of
the Noether energy–momentum.
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Abstract—The structure of unitary irreducible representations of the noncompact uq(2, 1) quantum
algebra that are related to a negative discrete series is examined. With the aid of projection operators for
the suq(2) subalgebra, a q analog of the Gelfand–Graev formulas is derived in the basis corresponding
to the reduction uq(2, 1) → suq(2) × u(1). Projection operators for the suq(1, 1) subalgebra are employed
to study the same representations for the reduction uq(2, 1) → u(1) × suq(1, 1). The matrix elements of
the generators of the uq(2, 1) algebra are computed in this new basis. A general analytic expression
for an element of the transformation brackets 〈U |T 〉q between the bases associated with the above two
reductions (the elements of this matrix are referred to as q Weyl coefficients) is obtained for a general case
where the deformation parameter q is not equal to a root of unity. It is shown explicitly that, apart from
a phase, the q Weyl coefficients coincide with the q Racah coefficients for the suq(2) quantum algebra.
c© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is well known that group-theory methods are
widely used in the theory of the nucleus. They form
the basis of nuclear spectroscopy and of various
nuclear models, including the shell model, models
dealing with collective degrees of freedom, and the
interacting-boson model. Since group-theory and
algebraic models usually admit an analytic solution,
they are employed to study various properties of
nuclear systems—in particular, some of their asymp-
totic properties. For example, the popular Elliott
model, based on SU(3) symmetry, was successfully
employed by Belyaev and his colleagues [1] to analyze
the asymptotic properties of the generalized density
matrix.

The discovery of quantum algebras and quan-
tum groups that was made more than 20 years
ago by mathematical physicists of the Leningrad
school [2–4] gave new impetus to the development of
algebraic methods in theoretical physics—in particu-
lar, to searches for applications of the representations
of quantum groups and algebras in physics. For
example, the construction of q analogs of various

†Deceased.
1)Petersburg Nuclear Physics Institute, Russian Academy of
Sciences, Gatchina, 188350 Russia.
2)Institute of Physics and Power Engineering, pl. Bondarenko
1, Obninsk, Kaluga oblast, 249020 Russia.
1063-7788/03/6610-1921$24.00 c©
nuclear models became a new field of research in
theoretical nuclear physics. The point is that quantum
algebras involve an additional variable parameter, the
deformation parameter q. This renders models based
on quantum algebras more adaptable and extends
their potential in describing physical systems (see,
for example, the study of Raychev et al. [5] and the
review article of Bonatsos and Daskaloyannis [6],
which is devoted to applications of quantum algebras
in theoretical nuclear physics).
However, searches for physical applications of

quantum algebras must be preceded by a detailed
investigation of their irreducible representations. In
this connection, the structure of unitary irreducible
representations of the compact uq(3) quantum alge-
bra was examined in detail in [7–16]. In our opinion,
it is important to extend these results to the noncom-
pact uq(2, 1) quantum algebra. The classical algebra
u(2, 1) describes the dynamical symmetry of a two-
dimensional harmonic oscillator and of some other
physical systems. In view of this, a comprehensive
analysis of unitary irreducible representations of its
quantum analog may be helpful in constructing
respective physical models. In the present study, we
restrict our consideration to the unitary irreducible
representations associated with a negative discrete
series.
Unitary irreducible representations of conven-

tional (nondeformed) u(n,m) algebras were studied
by Gelfand and Graev [17] (see also [18]), who
2003 MAIK “Nauka/Interperiodica”
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showed, among other things, that the unitary irre-
ducible representations of the u(2, 1) algebra can be
divided into three discrete series. The series of highest
weight unitary irreducible representations or a nega-
tive discrete series consists of representations such
that each includes a highest weight vector |H〉—that
is, a vector annihilated by any raising generator of
the algebra. A positive discrete series is the series
of representations such that each includes a lowest
weight vector |L〉—that is, a vector annihilated by any
lowering generator. There is yet another series, that
which is referred to as an intermediate one and which
is formed by unitary irreducible representations hav-
ing neither a highest weight vector |H〉 nor a lowest
weight vector |L〉. For this reason, this series deserves
a dedicated consideration. Gelfand and Graev [17]
presented the explicit expressions for the matrix
elements associated with the above representations—
that is, the matrix elements of the generators Aik of
the u(n,m) algebra in the basis corresponding to
the following reduction of this algebra to a chain of
subalgebras:

u(n,m) → u(n,m− 1) → . . . → u(n) (1)

→ . . . → u(2) → u(1), n ≥ m.

However, those authors did not give a regular pro-
cedure for deriving the expressions that they quoted
in [17]. For the u(n, 1) algebras, these formulas were
derived in [19–21], but there is still no derivation of
such formulas for the general case of the u(n,m)
algebras.
In this study, we extend, to the case of the uq(2, 1)

quantum algebra, the approach proposed by Vilenkin
in [22] for the case of the u(2, 1) classical algebra and
examine the structure of its unitary irreducible rep-
resentations associated with the negative series. The
results obtained in this way are readily generalized to
the case of the positive discrete series. The interme-
diate discrete series of unitary irreducible representa-
tions will be considered in a separate publication. As
in [7–16], we assume that the deformation parameter
q is specified by an arbitrary positive number and
define q numbers and q factorials as follows:

[n] =
qn − q−n

q − q−1
, (2)

[n]! = [n][n− 1] . . . [2][1], [0]! = 1. (3)

Below, we employ brackets to denote q numbers,
enclose the signatures of unitary irreducible repre-
sentations in Dirac brackets, and reserve parentheses
for the weight of a vector—for example, the sym-
bol |〈f1f2f3〉(m1m2m3)〉 stands for a basis vector of
weight (m1m2m3) in the unitary irreducible repre-
sentationD〈f1f2f3〉 = D〈f〉.
PH
2. DISCRETE SERIES OF HIGHEST
WEIGHT UNITARY IRREDUCIBLE

REPRESENTATIONS

The u(2, 1) algebra is known to involve nine gen-
erators Aik (i, k = 1, 2, 3) satisfying the same com-
mutation relations as the corresponding generators
of the compact u(3) classical Lie algebra. However,
properties of the u(2, 1) generators under Hermitian
conjugation differ from those of the u(3) generators.
The “compact” generators A11, A22, A33, A12, and
A21 of the u(2, 1) algebra have the same Hermitian
properties as the u(3) generators,

A+
ik = Aki, (4)

whereas the “noncompact” generators A13,A23,A31,
and A32 satisfy the relations

A+
13 = −A31, (5)

A+
23 = −A32. (6)

The minus sign in formulas (5) and (6) generates
a fundamental distinction between the structure of
any unitary irreducible representation of the u(2, 1)
algebra and the structure of the corresponding unitary
irreducible representation of the u(3) algebra: all uni-
tary irreducible representations of the compact u(3)
algebra are finite-dimensional, whereas all unitary
irreducible representations of the noncompact u(2, 1)
algebra (with the exception of the trivial identity rep-
resentation) are infinite-dimensional.
The noncompact uq(2, 1) quantum algebra is also

specified by nine generators Aik (i, k = 1, 2, 3) sat-
isfying the same commutation relations as the gen-
erators of the uq(3) compact quantum algebra. The
explicit expressions for these generators can be found
in [7]. As to their properties with respect to Hermitian
conjugation, those in (4) and (6) remain valid, where-
as, in view of the relations

A+
13 = Ã31 = A32A21 − qA21A32 	= A31, (7)

A+
31 = Ã13 = A12A23 − q−1A23A12 	= A13 (8)

for the uq(3) algebra, that in (5) must be replaced by

A+
13 = −Ã31. (9)

With the aid of (7) and (8), this relation can be recast
into either of the following two equivalent forms:

A+
13 = −A31 + (q − q−1)A21A12 (10)

or

A+
13 = −q2A31 − (1 − q2)A32A21. (11)

For the uq(2, 1) algebra, we will consider the uni-
tary irreducible representation D〈f〉 of highest weight
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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(f) = (f1f2f3); that is, we assume that, in the space
of this representation, there is a highest weight vector
|H〉 that satisfies the relations

Aii|H〉 = fi|H〉 (i = 1, 2, 3); (12)

which annihilated by any raising operator Aik,

Aik|H〉 = 0 (i < k); (13)

and which is normalized to unity,

〈H|H〉 = 1. (14)

All other basis vectors |X〉 of this unitary irreducible
representation can be derived by applying the lower-
ing operators A21,A31, and A32 to |H〉,

|X〉 = Ag
21A

k
31A

�
32|H〉. (15)

In order to construct a basis of any unitary irreducible
representation of the uq(2, 1) algebra, it is necessary
to specify a chain of subalgebras, and this can be
done, as is well known, in three ways. The first way is
to use theU-spin subalgebra involving the generators
A11, A12, A21, and A22, in which case the respective
reduction is

uq(2, 1) → uq(2) → uq(1). (16)

One can also use the generators A22, A23, A32, and
A33 forming the basis of the T -spin subalgebra or
the generators A11, A13, A31, and A33 generating the
V -spin subalgebra. Either of these two subalgebras
corresponds to the reduction

uq(2, 1) → uq(1, 1) → uq(1). (17)

In this study, we restrict our consideration to the case
of U- and T -spin bases.

3. BASIS VECTORS AND THE MATRIX
ELEMENTS OF THE GENERATORS

IN THE BASIS ASSOCIATED WITH U-SPIN
REDUCTION

First, we consider that the generators A11, A12,
A21, and A22 form a basis of the U-spin algebra,
which is a compact subalgebra of the noncompact
uq(2, 1) algebra, the generators

U+ = A12, U− = A21, U0 =
1
2
(A11 −A22)

(18)

generating the compact simple suq(2) subalgebra.
In the case of U-spin reduction, the basis of an

unitary irreducible representation of the uq(2, 1) al-
gebra can be derived in the same way as the basis of
the uq(3) algebra [11]; that is,

|〈f〉m3UMU 〉q =
1

N(k�)N(UMU )
AU−MU

21 (19)
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× PUAk
31A

�
32|H〉,

where
m3 = f3 + k + �; (20)

U =
1
2
(f1 − f2 − k + �); (21)

MU =
1
2
(m1 −m2), −U ≤ MU ≤ U ; (22)

PU =
∞∑

r=0

(−1)r
[2U + 1]!

[r]![2U + r + 1]!
Ar

21A
r
12 (23)

is the projection operator for the suq(2) algebra [23];

N(UMU ) =

√
[2U ]![U −MU ]!

[U + MU ]!
; (24)

N(k�) are normalization factors; and

|H〉 = |〈f〉f3UHUH〉, UH =
1
2
(f1 − f2) (25)

is a highest weight vector. The main distinction be-
tween the uq(2, 1) and uq(3) algebras lies in the nor-
malization factor N(k�). In the Appendix, it is shown
that, in the latter case, the square of the normalization
factor has the form

N2(k�) =
[k]![�]![f3 − f1 + k − 2]!

[f3 − f2 − 1]![f3 − f1 − 2]!
(26)

× [f3 − f2 + �− 1]![f1 − f2]![f1 − f2 − k + � + 1]!
[f1 − f2 − k]![f1 − f2 + � + 1]!

.

Here, we impose the conventional requirement that
the arguments of all q factorials be nonnegative inte-
gers. This requirement ensures that the square of the
norm of a basis vector is positive. It also follows that
a nonzero vector exists only under the conditions

f1 ≥ f2, (27)

f3 − f1 − 2 ≥ 0,

0 ≤ k ≤ f1 − f2.

At the same time, no condition is imposed on the
exponent � (� = 0, 1, 2, . . .), with the result that, in the
case of a U basis, a unitary irreducible representation
of the uq(2, 1) algebra is infinite-dimensional.
In [17], each basis vector of a highest weight uni-

tary irreducible representation was characterized by
the scheme

∣∣∣∣∣
m13 m23 m33

m12 m22

m11

〉
, (28)
03
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where the integersmij satisfy the conditions

m13 ≥ m23 ≥ m33 ≥ 0, (29)

m23 − 1 ≥ m12 ≥ m33 − 1, (30)

m22 ≤ m33 − 1. (31)

The numbers in the first row in (28) specify unitary ir-
reducible representations of the uq(2, 1) algebra. They
are related to the components of the highest weight
vector by the equations

f1 = m23 − 1, (32)

f2 = m33 − 1, (33)

f3 = m13 + 2. (34)

The numbers in the second row in (28) represent the
signature of a unitary irreducible representation of the
uq(2) subalgebra. In our notation,

m12 = f1 − k, (35)

m22 = f2 − �. (36)

The number in the third row is
m11 = U + MU + m22. (37)

From the condition f1 ≥ f2, it follows that
m23 ≥ m33. (38)

The condition f3 − f1 − 2 ≥ 0means that
m13 ≥ m23 − 1. (39)

Combining these conditions, we obtain

m13 + 1 ≥ m23 ≥ m33. (40)

At the same time, the condition 0 ≤ k ≤ f1 − f2 is
equivalent to the constraints

m23 − 1 ≥ m12 ≥ m33 − 1. (41)

With regard for the allowed values of the exponent �,
� = 0, 1, 2, . . ., we derive

m22 ≤ m33 − 1. (42)

The condition −U ≤ MU ≤ U leads to the con-
straints

m12 ≥ m11 ≥ m22. (43)

A comparison of formulas (39)–(42) with (29)–(31)
demonstrates that our constraints on the structure
of the basis vectors are identical to the constraints
on the values of mij in the Gelfand–Graev scheme,
with the only exception that, in our case, there
exists a unitary irreducible representation for which
m13 = m23 − 1. This means that there are uni-
tary irreducible representations corresponding to the
Gelfand–Graev signature,

{m13m23m33} = {m23 − 1,m23m33}, (44)
PH
which are beyond the standard constraints (29). The
existence of such nonstandard discrete series of uni-
tary irreducible representations of the u(2, 1) algebra
was indicated in [20, 21]. The uq(2, 1) quantum alge-
bra has analogous special series of unitary irreducible
representations.

Further, it should be noted that, at f1 = f2, in
which case k = 0, the condition that the normN2(0�)
is positive requires fulfillment of the inequality

f3 − f2 − 1 + � > 0 (45)

for all values of �, including � = 0 and � = 1. As a con-
sequence, the highest weights corresponding to f3 −
f2 > 0 and f3 − f2 > 1 are allowed at f1 = f2 (that is,
at m23 = m33). Therefore, there are two more non-
standard series of highest weight unitary irreducible
representations such that condition (29) is violated for
them. These are those that are characterized by the
Gelfand–Graev signatures {m23 − 1,m23m23} and
{m23 − 2,m23m23}. The former can be treated as a
particular case of the series in (44), whereas the series
whose signature is

{m23 − 2,m23m23} (46)

provides yet another nonstandard discrete series of
highest weight unitary irreducible representations of
the uq(2, 1) algebra.

Let us now consider the matrix elements of the
generators in the U basis. In the basis specified
by (19), the weight generators Aii (i = 1, 2, 3) nat-
urally have a diagonal form, their matrix elements
being given by

m1 = f1 − k − (U −MU ), (47)

m2 = f2 − � + (U −MU ), (48)

m3 = f3 + k + �, (49)

where

m1 + m2 + m3 = f1 + f2 + f3. (50)

The action of the generatorsA12 = U+ andA21 = U−
is well known from the theory of angular momenta:

U±|〈f〉m3UMU 〉q (51)

=
√

[U ∓MU ][U ±MU + 1]|〈f〉m3UMU ± 1〉q.

The matrix elements of the remaining four nondiago-
nal generators are presented in Table 1; their deriva-
tion is given in [24].
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Table 1. Matrix elements of the generators of the noncompact uq(2, 1) quantum algebra for the unitary irreducible
representation D{〈f〉−} associated with the negative discrete series (U basis used here was derived from the highest
weight vector |H〉)

a13

(
m3 − 1, U +

1
2
,MU +

1
2

)
= −q−U+MU

[
[k][f3 − f1 + k − 2][2U − � + 1][U + MU + 1]

[2U + 1][2U + 2]

]1/2

a23

(
m3 − 1, U +

1
2
,MU − 1

2

)
= −

[
[k][f3 − f1 + k − 2][2U − � + 1][U −MU + 1]

[2U + 1][2U + 2]

]1/2

a13

(
m3 − 1, U − 1

2
,MU +

1
2

)
= qU+MU+1

[
[�][f3 − f2 + �− 1][2U + k + 1][U −MU ]

[2U ][2U + 1]

]1/2

a23

(
m3 − 1, U − 1

2
,MU − 1

2

)
= −

[
[�][f3 − f2 + �− 1][2U + k + 1][U + MU ]

[2U ][2U + 1]

]1/2

a31

(
m3 + 1, U − 1

2
,MU − 1

2

)
= qU−MU

[
[k + 1][f3 − f1 + k − 1][2U − �][U + MU ]

[2U ][2U + 1]

]1/2

a32

(
m3 + 1, U − 1

2
,MU +

1
2

)
=
[
[k + 1][f3 − f1 + k − 1][2U − �][U −MU ]

[2U ][2U + 1]

]1/2

a31

(
m3 + 1, U +

1
2
,MU − 1

2

)
= −q−U−MU−1

[
[� + 1][f3 − f2 + �][2U + k + 2][U −MU + 1]

[2U + 1][2U + 2]

]1/2

a32

(
m3 + 1, U +

1
2
,MU +

1
2

)
=
[
[� + 1][f3 − f2 + �][2U + k + 2][U + MU + 1]

[2U + 1][2U + 2]

]1/2
4. BASIS VECTORS AND MATRIX
ELEMENTS OF THE GENERATORS

IN THE BASIS ASSOCIATED WITH T -SPIN
REDUCTION

Let us consider the structure of the unitary irre-
ducible representationD〈f〉 of highest weight (f1f2f3)
in the case of the reduction

uq(2, 1) → uq(1, 1) (52)

of the uq(2, 1) algebra to the uq(1, 1) subalgebra
specified by the generators A22, A23, A32, and A33

or to the suq(2) subalgebra of a noncompact T spin,
the generators in the latter case being

T+ = A23, T− = A32, T0 =
1
2
(A22 −A33).

(53)

We note that condition (1) imposed in [17] on a chain
of subalgebras is not satisfied in formulas (52). For
this reason, the results obtained in [17] are not valid
in the case of the T -spin basis even for the classi-
cal u(2, 1) algebra, not to mention its deformation
uq(2, 1).

Before proceeding to discuss the uq(2, 1) algebra
as a whole, it is reasonable to recall general infor-
mation about the suq(1, 1) subalgebra and its uni-
tary irreducible representations. The generators of the
suq(1, 1) subalgebra satisfy the well-known commu-
tation relations

[T0, T+] = T+, (54)
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[T0, T−] = −T−, (55)

[T+, T−] = [2T0]. (56)

Under Hermitian conjugation, they transform as fol-
lows:

T+
0 = T0, (57)

T+
+ = −T−. (58)

The unitary irreducible representations DT of the
negative discrete series are infinite-dimensional; the
respective T -spin basis is given by

T = −1
2
, 0,

1
2
, 1,

3
2
, 2, . . . . (59)

The T -spin projectionM (or the weight of a vector),
which is an eigenvalue of the operator of the T -spin
projection T0, takes the negative values

M = −T − 1,−T − 2, . . . , (60)

the highest weight being−T − 1. We assume that the
highest weight vector

|H〉 = |T,−T − 1〉 (61)

is known and that it satisfies the requirements

T+|H〉 = 0, (62)

T0|H〉 = (−T − 1)|H〉, (63)

and the normalization condition

〈H|H〉 = 1.
03
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The basis vectors of a lower weight can be obtained
from the highest weight vector by the formula

|TM〉 =
1

N(TM)
T−T−M−1
− |H〉. (64)

The square of the norm of a vector that is derived in
this way has the form (x = −T −M − 1)

N2(TM) = (−1)x〈H|Ax
23A

x
32|H〉 (65)

= [x][2T + x + 1]N2(T,M + 1)

=
[−T −M − 1]![T −M ]!

[2T + 1]!
.

It can be seen that the condition N2(TM) > 0
imposes no constraints on x = 0, 1, 2, . . .; therefore,
this unitary irreducible representation is infinite-
dimensional. Nonzero matrix elements of the gen-
erators in the basis specified by (64) are given by

〈TM |T0|TM〉 = M, (66)

〈TM + 1|T+|TM〉 (67)

= −{[−T −M − 1][T −M ]}1/2,

〈TM − 1|T−|TM〉 = {[−T −M ][T −M + 1]}1/2.
(68)

The Casimir operator for the suq(1, 1) algebra has the
same form as for the suq(2) algebra:

C2(suq(1, 1)) = T−T+ + [T0 + 1/2]2. (69)

All vectors in (64) are the eigenvectors of this operator
and correspond to the same eigenvalue:

C2(suq(1, 1))|TM〉 = [T + 1/2]2|TM〉. (70)

We also need the extremal projection operator
P T = P T

−T−1,−T−1 for the discrete series of the
highest weight unitary irreducible representation. As
in the case of the suq(2) algebra, we will seek the
expression for the extremal projection operator in the
form of a series:

P T =
∑
r=0

CrT
r
−T r

+. (71)

In what follows, we apply this projection operator
only to those vectors | − T − 1〉 that have a specific
weight (−T − 1), but which, in general, do not have
a specific value of the T spin—that is, to vectors that
are represented by linear combinations of the form

| − T − 1〉 =
∑
T ′

|T ′,−T − 1〉. (72)

In contrast to the case of suq(2) algebra, however, the
sum over T ′ is finite in the case under study, because
the inequality T ′ ≤ |M ′| − 1 must hold for the basis
PH
vectors |T ′M ′〉 of the negative discrete series. In the
case of (72), this means that T ′ ≤ T . Hence, the
variable T ′ in the sum in (72) runs through the values
from Tmin = −1/2 or 0 to T , depending on whether
T is an integer or a half-integer. By applying the
operator in (71) to the vectors in (72), one can show
that only a finite number of terms in (71) make a
nonvanishing contribution—namely, those that sat-
isfy the inequality −T − 1 + r ≤ −1 or −1/2 (that
is, r ≤ T or T + 1/2). Hence, the terms in (71) that
involve higher powers of r can be disregarded.

The projection operator P T satisfies the equations

T+P T = 0, (73)

P T |T,−T − 1〉 = |T,−T − 1〉. (74)

From (73), it follows that the coefficients Cr satisfy
the recursion relation

Cr−1 + [r][−2T + r − 1]Cr = 0. (75)

From this relation, we obtain

Cr = C0
[2T − r]!
[r]![2T ]!

, r ≤ 2T. (76)

From the condition (74), it follows that

C0 = 1. (77)

At r = 2T + 1, relation (75) is meaningless, but we
have shown above that we do not need the coefficients
Cr for r > T or T + 1/2. Thus, it is sufficient, for our
purposes, to use the simple projection operator

P T =
r=2T∑
r=0

[2T − r]!
[r]![2T ]!

T r
−T r

+. (78)

A projection operator of a more general form can be
represented as

P T
MM ′ =

(−1)−T−M ′−1

N(TM)N(TM ′)
T−T−M−1
− P TT−T−M ′−1

+ .

(79)

As a matter of fact, Vilenkin [22] used similar pro-
jection operators (of course, only for q = 1) long ago
to derive the harmonic projections of polynomials de-
pending on n Cartesian variables.
Let us present yet another relation helpful for sub-

sequent computations:

P T
−T−1,MP T

M,−T−1 (80)

=
(−1)−T−M−1

N2(TM)
P TT−T−M−1

+ T−T−M−1
− P T = P T .

From this equation, it follows that

P TT−T−M−1
+ T−T−M−1

− P T (81)
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Table 2. Matrix elements of the generators of the noncompact uq(2, 1) quantum algebra for the unitary irreducible
representation D{〈f〉−} of the negative discrete series (T -spin basis used was constructed with the aid of the highest
weight vector |H〉)

a12

(
m1 + 1, T +

1
2
,M − 1

2

)
=
[
[p][f1 − f2 − p + 1][2T − s + 1][T −M + 1]

[2T + 1][2T + 2]

]1/2

a13

(
m1 + 1, T +

1
2
,M +

1
2

)
= qT−M+1

[
[p][f1 − f2 − p + 1][2T − s + 1][−T −M − 1]

[2T + 1][2T + 2]

]1/2

a12

(
m1 + 1, T − 1

2
,M − 1

2

)
= −

[
[s][f3 − f1 + s− 2][2T + p + 1][−T −M ]

[2T ][2T + 1]

]1/2

a13

(
m1 + 1, T − 1

2
,M +

1
2

)
= −q−T−M

[
[s][f3 − f2 + s− 2][2T + p + 1][T −M ]

[2T ][2T + 1]

]1/2

a21

(
m1 − 1, T − 1

2
,M +

1
2

)
=
[
[p + 1][f1 − f2 − p][2T − s][T −M ]

[2T ][2T + 1]

]1/2

a31

(
m1 − 1, T − 1

2
,M − 1

2

)
= q−T+M−1

[
[p + 1][f1 − f2 − p][2T − s][−T −M ]

[2T ][2T + 1]

]1/2

a21

(
m1 − 1, T +

1
2
,M +

1
2

)
= −

[
[s + 1][f3 − f1 + s− 1][2T + p + 2][−T −M − 1]

[2T + 1][2T + 2]

]1/2

a31

(
m1 − 1, T +

1
2
,M − 1

2

)
= qT+M

[
[s + 1][f3 − f1 + s− 1][2T + p + 2][T −M + 1]

[2T + 1][2T + 2]

]1/2
= (−1)−T−M−1N2(TM)P T .

We now return to a consideration of the high-
est weight unitary irreducible representations of the
uq(2, 1) algebra. As in the case of the uq(3) algebra,
the basis vectors of the unitary irreducible represen-
tation D〈f〉 of the uq(2, 1) algebra that correspond to
the highest weight (f) = (f1f2f3)will be represented
in the form

|〈f〉m1TMT 〉q (82)

=
1

N(sp)N(TMT )
A−T−MT−1

32 P TAs
31A

p
21|H〉,

where

T =
1
2
(f3 − f2 − p + s− 2), (83)

−T − 1 =
1
2
(f2 − f3 + p− s). (84)

The normalization factor N(TMT ) is determined by
formula (65), while the projection operator P T is
given by (78). The normalization factorN(sp) for the
vectors of the T -spin basis is calculated by a method
similar to that used for the norm of the vectors of
the U-spin basis and described in the Appendix (see
also [24]). The square of this norm is

N2(sp) =
1
q2s

[s]![p]![f1 − f2]![f3 − f1 + s− 2]!
[f1 − f2 − p]![f3 − f1 − 2]!

(85)

× [f3 − f2 + s− 1]![f3 − f2 − p− 2]!
[f3 − f2 − 1]![f3 − f2 − p + s− 2]!

.
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From the analysis of the norm of the basis vectors, we
derive the conditions

f1 ≥ f2, (86)

f3 − f1 − 2 ≥ 0, (87)

0 ≤ p ≤ f1 − f2. (88)

There are no constraints on the exponent s; that
is, s = 0, 1, 2, . . .. Since the number of values of the
projection MT is infinite, this means that the repre-
sentations under study are infinite-dimensional. The
constraints in (86) and (87) on the signature of uni-
tary irreducible representations are identical to those
obtained for the U-spin basis. For this reason, the
classification of the standard and nonstandard dis-
crete series for the T -spin basis remains unchanged,
as might have been expected.
Let us now proceed to discuss the matrix elements

of the generators. For the weight generatorsAii in the
T -spin basis, only diagonal matrix elements do not
vanish. They are given by

m1 = f1 − p− s, (89)

m2 = f2 + p + (T + MT + 1), (90)

m3 = f3 + s− (T + MT + 1). (91)

The matrix elements of the generators A23 = T+

and A32 = T− can be determined by formulas (67)
and (68).
The matrix elements of the remaining four non-

diagonal generators are presented in Table 2 (the
derivation of these expressions is given in [24]).
2003
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5. WEYL COEFFICIENT 〈U |T 〉q
FOR THE NEGATIVE DISCRETE SERIES

OF UNITARY IRREDUCIBLE
REPRESENTATIONS OF THE uq(2, 1)

QUANTUM ALGEBRA

By definition, the Weyl coefficient 〈U |T 〉q for an ir-
reducible representation {f} of the uq(2, 1) quantum
algebra has the form

〈U |T 〉q =q 〈{f}m3UMU |{f}m1TMT 〉q (92)

=
(−1)k+�

N(k�)N(UMU )N(sp)N(TMT )

×q 〈H|A�
23A

k
13P

UAa
12A

b
32P

TAs
31A

p
21|H〉q,

where |H〉 is the highest weight vector of the irre-
ducible representation {f};

a = U −MU ; b = −T −MT − 1; (93)

and the normalization factors N(k�), N(UMU ),
N(sp), and N(TMT ) and the projection operators
PU and P T were defined in the foregoing. Since the
weight on the left-hand side of Eq. (92) for the matrix
element is equal to the weight on the right-hand side,
we conclude that the parameters k and � are related
to s and p by the equations

U −MU = p + s− k, (94)

−T −MT − 1 = � + k − s. (95)

The computation of the above matrix element is per-
formed by making use of the commutation relations
PH
between the generators raised to a power. The scheme
of the computations is identical to that in the case
of the uq(3) algebra [25]. Taking into account the
explicit form of the projection operator PU , we arrive
at

B ≡ q〈H|A�
23A

k
13P

UAa
12A

b
32P

TAs
31A

p
21|H〉q (96)

=
∑

r

(−1)r
[2U + 1]!

[r]![2U + r + 1]!

×q 〈H|A�
23A

k
13A

r
21A

r+a
12 Ab

32P
TAs

31A
p
21|H〉q.

With the aid of the commutation relations, we transfer
the operator Ar

21 in the matrix element to the left
until it appears immediately after the vector 〈H| and
consider that 〈H|A21 = 0. The expression for B then
takes the form

B =
∑

r

[2U + 1]![k]!
[r]![2U + r + 1]![k − r]!

qr(2U+1+r)B1, (97)

where

B1 =q 〈H|A�+r
23 Ak−r

13 Ar+a
12 Ab

32P
TAs

31A
p
21|H〉q. (98)

To compute the matrix element B1, the generators
A23 must be transferred to the right until they ap-
pear immediately before the projection operator P T ,
whereupon the equation A23P

T = 0 is taken into
account. The commutation of these generators with
Ar+a

12 yields an additional summation. As a result, the
matrix element B1 reduces to a single sum over x;
that is,
B1 =
∑

x

(−1)x
[� + r]![r + a]![b]!

[x]![r + a− x]![� + r − x]![b− �− r + x]!
q(k−r)(r+a−x)−x−(�+r−x)(r+a−x)

×
∏
z

[f2 − f3 + p− s + � + r − x− b− z]B2,
where

B2 =q 〈H|Ar+a−x
12 Ak−r+x

13 Ab−�−r+x
32 P TAs

31A
p
21|H〉q.
(99)

Considering that, in the case of T -spin basis,

2T = f3 − f2 − p + s− 2 (100)

and that all factors in the product
∏

z are negative, we
recast this product into the form∏

z

[f2 − f3 + p− s + � + r − x− b− z] (101)

= (−1)�+r−x
∏
z

[f3 − f2 − p + s− �− r
+ x + b + z] = (−1)�+r−x [T −MT ]!
[T −MT − �− r + x]!

.

Further, we transfer the remaining generators A32 in
the expression for the matrix element B2 to the left
until they appear immediately after the vector 〈H|,
which annihilates them, and consider that the defini-
tion of the square of the norm entails the relation

q〈H|Ap
12A

s
13P

TAs
31A

p
21|H〉q = (−1)sq2sN2(sp).

(102)

Combining the above results, we reduce the expres-
sion for the Weyl coefficient 〈U |T 〉q to the form
〈U |T 〉q = (−1)k+sq2sN(sp)[2U + 1]![−T − 1 −MT ]![T −MT ]![k]!
N(k�)N(UMU )N(TMT )[s]!

Q, (103)
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where

Q =
∑
r,x

(−1)rqφ [U −MU + r]![� + r]![k − r + x]!
[r]![2U + r + 1]![k − r]![x]![U −MU + r − x]![� + r − x]!

(104)

× 1
[−T − 1 −MT − �− r + x]![T −MT − �− r + x]!

.

Here, the exponent of the q factor (qφ) is given by

φ = r(2U + r + 1) + (k − r)(� + r) − x (105)

− (� + r − x)(U −MU + r − x) + (k − r)
× (U −MU + r − x) − (−T − 1 −MT

− �− r + x)(−T − 1 + MT + � + r − x).

Let us now prove that, in just the same way as for the
uq(3) algebra, the q Weyl coefficient for the uq(2, 1)
algebra can be expressed in terms of the q Racah
coefficient for the suq(2) algebra. For this purpose, the
technique developed in [25] for a resummation of finite
sums of q factorials on the basis of the summation
formulas presented there is employed to reduce the
sum over two variables Q to a sum over one variable.
Introducing the variable y = −T − 1−MT − �− r +
x and taking Eqs. (94) and (95) into account, we
recast the double sumQ into the form

Q = qk�−s+k−p(�−s)
∑

y

qy(2T+1+p+�−s) (106)

× [s + y]!Q1

[y]![p − y]![�− s + k − y]![2T + 1 + y]!
,

where

Q1 =
∑

r

(−1)r (107)

× [U −MU + r]![� + r]!qr(U+MU−�+s+y)

[r]![2U + r + 1]![k − r]![s− k + r + y]!
.
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Further, it is helpful to use the Kronecker symbol
δ(r, v) in order to introduce additional summations in
Q1:

∑
z

(−1)r−z q−z(r−v−1)−r

[r − z]![z − v]!
= δ(r, v). (108)

In this way, the sum over r is represented as a triple
sum over the indices r, z, and v. After that, we replace
the variable r by r′ = r − z and perform summation
over r′ by formula (A.13) from [25]:

∑
r′

(−1)r
′ [� + z + r′]!q−r′(�−s+z−y+1)

[r′]![k − z − r′]![s − k + y + z + r′]!
(109)

=
(−1)k−z[�− s + k − y]!q−(k−z)(�+z+1)

[k − z]![s + y]![�− s− y + z]!
.

Using formula (A.12) from [25] to compute the sum
over v in the expression forQ1, we arrive at

∑
v

(−1)v
[U −MU + v]!qv(U+MU +z)

[z]![2U + v + 1]![z − v]!
(110)

=
[U −MU ]![U + MU + z]!q−z(U−MU+1)

[z]![2U + z + 1]![U + MU ]!
.

Upon summation over the indices r′ and v, the ex-
pression forQ1 takes the form
Q1 =
∑

z

(−1)k−zq−z(�−s−y+z+U−MU+1)−(k−z)(�+z+1) (111)

× [U −MU ]![U + MU + z]![�− s + k − y]![� + z]!
[z]![2U + z + 1]![U + MU ]![k − z]![�− s + z − y]![s + y]!

,

while the expression forQ becomes

Q = qk�−s+k−p(�−s) [U −MU ]!
[U + MU ]!

∑
z

(−1)k−z (112)

× [U + MU + z]![� + z]!
[z]![2U + z + 1]![k − z]!

q−z(p−k+1)−k(�+z+1)Q2,
where we have singled out explicitly summation over
the index y,

Q2 =
∑

y

qy(2T+1+p+�−s+z) (113)

× 1
[y]![p − y]![�− s + z − y]![2T + 1 + y]!

.

03



1930 SMIRNOV et al.
The final step in our resummation procedure consists
in performing summation over y by formula (A.9)
PH
from [25]. As a result, the expression for Q reduces
to a sum over one index,
Q = (−1)kq−s [U −MU ]!
[U + MU ]![p]![2T + 1 + p]!

∑
z

(−1)z [U + MU + z]![� + z]![2T + 1 + p + �− s + z]!
[z]![2U + z + 1]![k − z]![�− s + z]![2T + 1 + �− s + z]!

.

(114)

Thus, the Weyl coefficient for the uq(2, 1) algebra is given by

〈U |T 〉q = (−1)s
[
[2U + 1][2T + 1][U −MU ]![−T − 1 −MT ]![T −MT ]!

[U + MU ]![2T + p + 1]!
(115)

× [k]![f1 − f2 − k]![f1 − f2 + � + 1]!
[s]![�]![p]![f3 − f1 + k − 2]!

[f3 − f1 + s− 2]![f3 − f2 − p− 2]!
[f3 − f2 + �− 1]![f1 − f2 − p]!

]1/2

×
∑

z

(−1)z
[U + MU + z]![� + z]![2T + 1 + p + �− s + z]!

[z]![2U + z + 1]![k − z]![�− s + z]![2T + 1 + �− s + z]!
.

This formula makes it possible to relate the qWeyl
coefficient for the uq(2, 1) quantum algebra to the q
Racah coefficients for the suq(2) quantum algebra.

6. RELATION BETWEEN THE q WEYL
COEFFICIENTS FOR THE uq(2, 1)

QUANTUM ALGEBRA AND THE q RACAH
COEFFICIENTS FOR THE suq(2) QUANTUM

ALGEBRA
The explicit expression for the q Weyl coefficient

for the uq(3) algebra was obtained in [25], and its re-
lation to the Racah coefficient for the suq(2) quantum
algebra was established there.
Here, we show that expression (115) for the qWeyl

coefficient for the uq(2, 1) quantum algebra can also
be related to the q Racah coefficient for the suq(2)
quantum algebra. Our consideration is based on
transforming one of five general formulas in [25]
for the q Racah coefficient for the suq(2) quantum
algebra {namely, formula (5.29) in [25]}. Replacing
the summation index n by z = a− b + c− n, we
arrive at


abc

def




q

= (−1)a+c+d+f ∆(abc)q∆(bdf)q
∆(aef)q∆(cde)q

(116)

×
∑

z

(−1)a−b+c−z[−c + d + e + z]!
[z]![a − b + c− z]![−a− c + d + f + z]!

× [−a + e + f + z]![−b + d + f + 1 + z]!
[b− c + e + f + 1 + z]![−a + b + d + e + 1 + z]!

,

where

∆(abc)q =

√
[a + b− c]![a− b + c]![−a + b + c]!

[a + b + c + 1]!
.

A comparison of expression (116) with formula (115)
for the q Weyl coefficient for the negative discrete
series of the representations of uq(2, 1) reveals that
the summands in the two formulas coincide, provided
that

a =
1
2
(f3 − f1 + k + s− 2), (117)

b =
1
2
(f3 − f2 − k + s− 2),

d =
1
2
(p + l), e =

1
2
(f1 − f2 − p + l),

c =
1
2
(f1 − f2),

f =
1
2
(f3 − f2 − p− s + k + l − 2).

Using the Regge symmetry property {see formula
(5.24) in [25]}, we recast the q–6j symbol (116) into
the form


abc

def




q

=




s3 − e f s3 − a

s3 − b c s3 − d




q

, (118)

where s3 = (a + b + d + e)/2. Further, the substitu-
tion of the values of the parameters a, b, c, d, e,
and f from formula (117) gives the relation between
the q Weyl coefficient (115) for the uq(2, 1) quantum
algebra and the q Racah coefficient [or the q–6j sym-
bol (118)] for the suq(2) quantum algebra,

〈U |T 〉q = (−1)2d−+e−+f−−b−−c− (119)

× U(a−b−e−d−; c−f−)q

= (−1)a
−+2e−+3d−+f−−c−

√
[2T + 1][2U + 1]
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×




a− b− c−

d− e− f−




q

,

where

a− = s3 − e =
1
2
(f3 − f1 + p + s− 2), (120)

b− = f =
1
2
(f3 − f2 − p− s + k + l − 2),

d− = s3 − b =
1
2
(k + l), e− = c =

1
2
(f1 − f2),

c− = s3 − a = U, f− = s3 − d = T.

7. CONCLUSION

In this study, the projection operators for the
suq(2) subalgebra have been used to explore the neg-
ative discrete series of unitary irreducible represen-
tations of the noncompact uq(2, 1) quantum algebra.
The q analog of theGelfand–Graev formulas has been
derived in the basis associated with the reduction
uq(2, 1) → suq(2)u(1). It seems that the reduction
uq(2, 1) → u(1)suq(1, 1) for the discrete series of
highest weight representations has been considered
for the first time in the present study. With the aid of
the projection operator for the suq(1, 1) subalgebra,
we have constructed the basis of the representation
for this reduction and calculated the matrix elements
of the generators. We have obtained analytic expres-
sions for the elements of the transformation brackets
〈U |T 〉q relating the U-spin and T -spin bases of
highest weight irreducible representations. By the
analogy with the q Weyl coefficients for the uq(3)
algebra [25], they can be called the qWeyl coefficients
for the noncompact uq(2, 1) algebra. It has been
explicitly shown that these q Weyl coefficients are
equivalent (apart from a phase) to specific q Racah
coefficient for the uq(2) algebra or are proportional
to the q–6j symbol for the uq(2) algebra. The series
of lowest weight representations can be studied in a
similar way. The intermediate discrete series requires
a dedicated investigation, and this will be done in our
further studies.
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APPENDIX

Normalization of the U-Spin Basis Vectors
of the uq(2, 1) Algebra (Negative Discrete Series)

The structure of the U-spin basis vectors is speci-
fied by formulas (19)–(26).
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Here, we use the transformation properties of the
“noncompact” generators under Hermitian conjuga-
tion and the properties of the projection operator PU :

(PU )+ = PU , (A.1)

(PU )2 = PU , (A.2)

AU−M
12 AU−M

21 PU = N2(UM)PU . (A.3)

With allowance for these formulas, the square of the
norm N2(k�) takes the form

N2(k�) = (−1)k+�〈H|A�
23Ã

k
13P

UAk
31A

�
32|H〉,

(A.4)

where

Ã13 = A12A23 − q−1A23A12. (A.5)

Since, by definition, the relation

A13 = A12A23 − qA23A12 (A.6)

holds, we can represent the generator Ã13 in the form

Ã13 = A13 + (q − q−1)A23A12. (A.7)

From the relations

A12P
U = U+PU = 0 (A.8)

it follows that

N2(k�) = (−1)k+�〈H|A�
23A

k
13P

UAk
31A

�
32|H〉. (A.9)

A straightforward computation of N2(k�) by trans-
ferring the raising generators to the highest weight
vector |H〉 is rather cumbersome. In view of this, we
will try to construct a recursion relation between the
expressions for N2(k�) for various values of k and �,
bearing in mind that

〈H|PU |H〉 = 〈H|H〉 = 1. (A.10)

We begin by establishing a relation between N2(k�)
andN2(k− 1, �). In the expression forN2(k�), we re-
place, for this purpose, Ak

13 by A
k−1
13 PU+1/2A13. This

is legitimate because, in (A.9), the projection operator
PU+1/2 taken in this combination is equivalent to the
identity operator. Indeed, we have

PU+1/2A13P
U =

∑
r

(−1)r
[2U + 2]!

[r]![2U + r + 2]!
Ar

21

(A.11)

×Ar
12A13P

U = A13P
U ,

since the generators Ar
12 and A13 commute (apart

from the factor q−r, which is immaterial in the case
under study), and since Ar

12P
U = δr,0P

U . We now
03
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consider applying the generator A13 to the projection
operator PU :

A13P
U =

∑
r

(−1)r
[2U + 1]!

[r]![2U + r + 1]!
A13A

r
21A

r
12

(A.12)

=
∑

r

(−1)r
[2U + 1]!

[r]![2U + r + 1]!

× (Ar
21A13 − [r]Ar−1

21 A23q
A11−A22−r+1)Ar

12.

From here on, we use the commutation relations
from [7, 24, 25] for the generators raised to a power. In
view of the relation PU+1/2A21 = (A12P

U+1/2)+ =
0, the application of this operator on the projection
operator PU+1/2 from the left yields

PU+1/2A13P
U (A.13)

= PU+1/2

(
A13 +

A23

[2U + 2]
qA11−A22A12

)
,

where

[2U + 2] = [f1 − f2 − k + � + 2]; (A.14)

as a result, the square of the norm becomes

N2(k�) = (−1)k+�〈H|A�
23A

k−1
13 PU+1/2 (A.15)
PH
×
(
A13 +

A23q
A11−A22

[f1 − f2 − k + � + 2]
A12

)
Ak

31A
�
32|H〉.

Commuting the generators A13 and Ak
31, we arrive at

A13A
k
31A

�
32|H〉 (A.16)

= [k][f1 − f3 − k − � + 1]Ak−1
31 A�

32|H〉

and

A23q
A11−A22A12A

k
31A

�
32|H〉 (A.17)

= q(f1−f2−k+�+2)A23A12A
k
31A

�
32|H〉.

The commutation of the generators A12 and Ak
31

makes it possible to derive the relation

A23q
A11−A22A12A

k
31A

�
32|H〉 (A.18)

= −[k]A23A
k−1
31 A�+1

32 |H〉.

Transferring the generator A23 to the right until it
appears immediately in front of the highest weight
vector |H〉, which annihilates it, we obtain

A23q
A11−A22A12A

k
31A

�
32|H〉 (A.19)

= −[k][� + 1][f2 − f3 − �]Ak−1
31 A�

32|H〉;

therefore, we have
PU+1/2

(
A13 +

A23

[f1 − f2 − k + � + 2]
qA11−A22A12

)
Ak

31A
�
32|H〉 = [k]

(
[f1 − f3 − k − � + 1] (A.20)

− [� + 1][f2 − f3 − �]
[f1 − f2 − k + � + 2]

)
P V +1/2Ak−1

31 A�
32|H〉 = [k]

[f1 − f3 − k + 2][f1 − f2 − k + 1]
[f1 − f2 − k + � + 2]

P V +1/2Ak−1
31 A�

32|H〉.
Thus, the square of the norm, N2(k�), takes the form

N2(k�) = (−1)k+�−1 (A.21)

× [k][f3 − f1 + k − 2][f1 − f2 − k + 1]
[f1 − f2 − k + � + 2]

× 〈H|A�
23A

k−1
13 PU+1/2Ak−1

31 A�
32|H〉.

In other words, we have derived a recursion relation
between N2(k�) andN2(k − 1, �),

N2(k�) (A.22)

=
[k][f3 − f1 + k − 2][f1 − f2 − k + 1]

[f1 − f2 − k + � + 2]
×N2(k − 1, �).

The recursion relation

N2(0�) = (−1)�〈H|A�
23P

UA�
32|H〉 (A.23)

= [�][f3 − f2 + �− 1]N2(0, � − 1)

can be obtained in a similar way. Using these recur-
sion relations, we arrive at an ultimate expression for
the square of the norm in (A.21):
N2(k�) = [k]![�]![f3 − f1 + k − 2]!
[f3 − f2 + �− 1]![f1 − f2]![f1 − f2 − k + � + 1]!

[f3 − f2 − 1]![f3 − f1 − 2]![f1 − f2 − k]![f1 − f2 + � + 1]!
. (A.24)
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ELEMENTARY PARTICLES AND FIELDS
Experiment
The Kr2Det Project: Search for Mass-3 State Contribution |||Ue3|||2
to the Electron Neutrino Using a One-Reactor–Two-Detector Oscillation

Experiment at the Krasnoyarsk Underground Site*

V. P. Martemyanov**, L. A. Mikaelyan***, V. V. Sinev****,
V. I. Kopeikin*****, and Yu. V. Kozlov******

Russian Research Centre Kurchatov Institute, pl. Kurchatova 1, Moscow, 123182 Russia
Received January 23, 2003

Abstract—The main physical goal of the project is to search with reactor antineutrinos for small mixing
angle oscillations in the mass parameter region around∆m2

atm ∼ 2.5× 10−3 eV2 in order to find the element
Ue3 of the neutrino mixing matrix or to set a new more stringent constraint. To achieve this, we propose
a “one-reactor–two-detector” experiment with two identical antineutrino spectrometers located ∼100
and ∼1000 m from the Krasnoyarsk underground reactor (∼600 m w.e.). In the no-oscillation case, the
ratio of measured positron spectra of the ν̄e + p→ e+ + n reaction is energy independent. Deviation from
a constant value of this ratio is the oscillation signature. In this scheme, results do not depend on the
exact knowledge of the reactor power, νe spectra, burnup effects, and target volumes, and an important
point that the backgrounds can periodically be measured during reactor off periods. We give a schematic
description of the detectors, calculate the neutrino detection rates, and estimate the backgrounds. We also
outline the detector monitoring and calibration procedures. We hope that systematic uncertainties will not
exceed 0.5% and that the sensitivity of |Ue3|2 ≈ 4 × 10−3 (at ∆m2 = 2.5 × 10−3 eV2) can be achieved.
c© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The Super-Kamiokande studies of atmospheric
neutrinos [1] found intensive (sin2 2θatm > 0.9) νµ →
νx oscillations and have confined the mass param-
eter to the interval 1.4 × 10−3 < ∆m2

atm < 4.2 ×
10−3eV 2 with ∆m2

atm = 2.5 × 10−3 eV2 as the most
probable value. The νµ → ντ has been found to be
the dominant channel of the atmospheric neutrino
oscillations, while much room is left also for the
νe → νµ,τ transitions.

The∼1-km baseline reactor experiment CHOOZ
[2] searched for electron antineutrino disappearance
in the atmospheric mass parameter region. No oscil-
lations have been found (Fig. 1, curve “CHOOZ”):

sin2 2θCHOOZ ≤ 0.14 (1)

(90% C.L. at ∆m2 = 2.5 × 10−3 eV2),

sin2 2θCHOOZ ≤ 0.19 (at ∆m2 = 2.0 × 10−3 eV2).

∗This article was submitted by the authors in English.
**e-mail: vpmar@dnuc.polyn.kiae.su

***e-mail: lmikael@polyn.kiae.su
****e-mail: sinev@polyn.kiae.su

*****e-mail: kopeykin@polyn.kiae.su
******e-mail: kozlov@dnuc.polyn.kiae.su
1063-7788/03/6610-1934$24.00 c©
The reactor neutrino mixing parameter sin22θ in
the atmospheric mass parameter region plays an im-
portant role in neutrino oscillation physics. In three
active neutrino mixing schemes with normal neutrino
mass hierarchy, it is expressed through the contribu-
tion of the mass-3 eigenstate to the electron neutrino
flavor state Ue3 = sin θ13:

sin2 2θCHOOZ = sin2 2θ13 = 4|Ue3|2(1 − |Ue3|2).
(2)

We also mention that, with a nonzero value of Ue3 in
the lepton sector, CP-violation effects can exist.

The negative results of the CHOOZ experiment
impose an important constraint:

sin2 2θ13 ≤ 0.14, (3)

|Ue3|2 ≤ 3.6 × 10−2(at ∆m2 = 2.5 × 10−3 eV2).

The quantity sin2 2θ13 can be hundreds and thou-
sands of times smaller than the present CHOOZ
limits. In this case, the necessary sensitivity can, in
the distant future and in several steps, be achieved at
neutrino factories in experiments using hundred- and
thousand-kiloton detectors located a few thousand
kilometers from the accelerator neutrino source (for
review, see [3]).
2003 MAIK “Nauka/Interperiodica”
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The first step can, however, be done sooner (and
cheaper) at reactors as has been discussed since 1999
[4, 5]. Recently, an idea to search for Ue3 at reactors
in Japan was published [6]. Doing this first step is
still more important because no physical reason is
known why sin2 2θ13 should be very small. It may
quite happen that this quantity is only several times
smaller than the present upper limits (1).

The main physical goals of the reactor experiment
considered here are

(i) to obtain new information on the electron neu-
trino mass composition (Ue3);

(ii) to provide normalization for future experiments
at accelerators;

(iii) to achieve better understanding of the role that
νe can have in the atmospheric neutrino phenomena.

The main practical goal is to decrease, relative to
CHOOZ, statistical and systematic uncertainties as
much as possible.

Analysis of all available solar neutrino data [7]
confirms the large-mixing-angle MSW as the most
probable solution with the best-fit value of the solar
neutrino mass parameter ∆m2

sol ≈ 6 × 10−5 eV2. We
assume therefore that

∆m2
sol 	 ∆m2

atm = m2
3 −m2

2 ≈ m2
3 −m2

1 (4)

and use in this paper a two-mode expression for the
reactor antineutrino survival probability P (ν̄e → ν̄e):

P (ν̄e → ν̄e) = 1 − sin2 2θ sin2(1.27∆m2L/E), (5)

where L (in m) is the reactor–detector distance and
E (in MeV) is the antineutrino energy. There is, how-
ever, some probability that ∆m2

sol is not so small as
assumed above. In this case, ∆m2

sol/∆m
2
atm cannot

be neglected and somewhat more complicated ex-
pressions forP (ν̄e → ν̄e) should be used as discussed
in [6, 8].

Reactor antineutrinos have a continuous energy
spectrum and are detected via the inverse beta-decay
reaction

ν̄e + p→ e+ + n. (6)

The visible positron energy Ee is related to the ν̄e
energy as

Ee = E − 1.80 + Eannih ≈ E − 0.8. (7)

A typical positron energy spectrum is shown in Fig. 2.
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Fig. 1. Reactor antineutrino oscillation plots. Curves
“CHOOZ” and “Kr2Det” (expected) “Shape” and
“Rate” are 90% C.L. νe disappearance limits. The
Kr2Det limits are obtained assuming 40 000 detected an-
tineutrinos, 10 : 1 effect to background ratio, and system-
atic uncertainties σshape = 0.5% and σrate = 0.8%. The
shaded area represents the most probable atmospheric
neutrino mass parameter region.

2. ONE-REACTOR–TWO-DETECTOR
SCHEME

Two identical liquid scintillation spectrometers are
stationed at distances Lfar ≈ 1000 m (far position)
and Lnear ≈ 115 m from the underground Krasno-
yarsk reactor (Fig. 3). The overburden at Krasnoyarsk
is ∼600 m w.e., which is twice as much as in the
CHOOZ experiment. (At short distances from the
reactor, the one-reactor–two-detector approach was
first probed at Rovno [9] and later successfully used at
Bugey [10].)

Two types of analysis can be used.
Analysis I is based on comparison of the shapes

of positron spectra S(Ee)far and S(Ee)near measured
simultaneously in two detectors. In the no-oscillation
case, the ratio S(Ee)far/S(Ee)near is energy indepen-
dent. Small deviations from the constant value of this
ratio

Xshape = S(Ee)far/S(Ee)near (8)

= C(1 − sin2 2θ sin2(1.27∆m2Lfar/E))/(1

− sin2 2θ sin2(1.27∆m2Lnear/E))

are sought for oscillation parameters.
In the one-reactor–two-detector scheme,
(i) results of analysis I do not depend on the exact

knowledge of the reactor power, absolute νe flux and
energy spectrum, burnup effects, absolute values of
03
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Fig. 2. Positron visible energy spectrum.
hydrogen atom concentrations, detection efficiencies,
target volumes, and reactor–detector distances;

(ii) at Krasnoyrsk, the detector backgrounds can
be measured during reactor off periods, which period-
ically follow 50-day-long reactor on periods.

Calculated ratios S(Ee)far/S(Ee)near for a set of
oscillation parameters are shown in Fig. 4.

Analysis II is based on the ratio of the total number
of neutrinosNfar andNnear detected at two distances:

Xrate(sin2 2θ,∆m2) = (Lfar/Lnear)2 (8′)

× (Vnear/Vfar)(εnear/εfar)Nfar/Nnear.

Here, Vnear, Vfar and ε, εfar are the target volumes and
neutrino detection efficiencies. In the no oscillation
case,Xrate = 1.

Analysis II is also independent of the exact knowl-
edge of the reactor neutrino flux and energy spec-
trum. The absolute values of detection efficiencies are
practically canceled; only their small difference is to
be considered here, while the ratios (Lfar/Lnear)2 and
(Vnear/Vfar) should be known accurately.
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Fig. 3. Scheme of the Kr2Det experiment.
PH
3. DETECTORS

A miniature version of the KamLAND [11] and
BOREXINO [12] and a scaled-up version of the
CHOOZ three-concentric-zone-detector scheme is
chosen for the design of the spectrometers (Fig. 5).

At this stage, we consider a 4.7-m-diameter liquid
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scintillator target, enclosed in a transparent spherical
balloon. The target is viewed by∼800 8-in EMI-9350
(9350–9356) photomultipliers through an ∼90-cm
layer of mineral oil of zone 2 of the detector. PMTs of
this type have successfully been used in the CHOOZ
experiment and are used now in the BOREXINO
and SNO detectors [13]. A 20% light collection and
150–200 photoelectron signal is expected for 1-MeV
positron energy deposition. The PMTs are mounted
on a stainless steel screen, which separates external
zone 3 from the central zones of the detector. The
∼75-cm-thick zone 3 is filled with mineral oil (or
liquid scintillator) and serves as active (muon) and
passive shielding from the external radioactivity.

There are two underground rooms to install the
detectors at the Krasnoyarsk reactor site. One of
them, located ∼115 m from the reactor, is a
10-m-high 15 × 15 m square room. The other is a
125-m-long, 11.5-m-high, and 15-m-wide corridor
∼1000 m from the reactor.

The final choice of the scintillator has not been
made thus far. We hope for progress in manufac-
turing Gd (∼0.9 g/l) loaded scintillators to improve
the response to neutrons and suppress accidentals,
which originate from U/Th gammas coming from
the surrounding rock. The Palo Verde Gd scintillator
showed better stability than the scintillator used in
CHOOZ. The LENS project considers scintillators
with rare-earth consentrations as high as ∼50 g/l.

Currently, we consider a no-Gd scintillator based
on the mixture of paraffin and pseudicumene (∼20%)
with ∼2 g/l PPO as primary fluore. This scintillator
has a C/H ratio of 1.85, density of 0.85 kg/l, and
0.785 × 1029 H atom/t.

4. DETECTOR CALIBRATIONS
AND MONITORING; SYSTEMATIC

UNCERTAINTIES

The ratio of measured positron spectra
S(Ee)far/S(Ee)near (8) can be slightly distorted be-
cause of the relative difference in response functions
of the two “identical” spectrometers.

The goal of calibration procedures that we con-
sider is to measure this difference and introduce nec-
essary corrections. This can be done by a combina-
tion of different methods. First, we consider periodic
control of the energy scales at many points using γ
sources shown by arrows in Fig. 2. A useful con-
tinuous monitoring of the scales at 2.23 MeV can
provide neutrons produced by through-going muons
and captured by the target protons during the veto
time.

The second method uses small 252Cf or 238U
spontaneous fission sources periodically placed in
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
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the detectors. These sources generate a continuous
energy spectrum due to prompt fission gammas and
neutron recoils (the dashed curve in Fig. 2). The
deviation from unity of the measured spectra can be
used to calculate relevant corrections.

We hope that systematic uncertainty due to the
detector spectrometric difference essential for Anal-
ysis I can be controlled down to 0.5%.

In Analysis II, the systematic uncertainty in
the quantity (Lfar/Lnear)2 (Vnear/Vfar) (εnear/εfar) in
Eq. (8′) can hopefully be kept within 0.8%.

5. NEUTRINO DETECTION RATES
AND BACKGROUNDS

The neutrino events satisfy the following require-
ments: (i) a time window on the delay between e+ and
neutron signals of 2–600 µs; (ii) an energy window
of 1.7–3.1 MeV for the neutron candidate and of
1.2–8.0 MeV for e+; (iii) distance between e+ and
neutron less than 120 cm. At this stage, no pulse
shape analysis to reject proton recoils is planned.

Under these assumptions, a neutrino detection ef-
ficiency of 75%has been found and neutrino detection
rateN(e+, n) = 55/d calculated for the far detector.

The time-correlated background of 0.1/d per one
target ton was found by extrapolation of the value
0.25/d per target ton measured at CHOOZ:

CHOOZ (300 mw.e.), 0.25/(d t) (9)

→ Kr2Det (600 mw.e.), 0.1/(d t).
03



1938 MARTEMYANOV et al.
Detector parameters

Distance, m Target mass, t N(e+, n), d N(e+, n), yr∗
Background, d−1

correlated accidental∗∗

Far detector 1000 46 55 16.5 × 103 5 ∼0.3

Near detector 115 46 4200 12.5 × 105 5 ∼0.3

∗ 300 d/yr of full power.
∗∗ Only due to radioactivity of the detector internal materials.
The accidental coincidences come from the inter-
nal radioactivity of detector materials and U and Th
contained in the surrounding rock. The internal com-
ponent of the background was estimated to be less
than 0.3/d, which is an order of magnitude smaller
than the rate of the correlated background (see Kozlov
et al. [5]). In contrast to the KamLAND and Borexino
experiments, three-order higher concentrations of U,
Th, K, and Rn can be tolerated in the liquids used in
the Kr2Det case.

First estimates of accidentals coming from the ra-
dioactivity of the rock showed, however, that external
passive shielding of the detector should be increased
when a scintillator without Gd is used as the neutrino
target.

Calculated neutrino detection rates N(e+, n) and
backgrounds for the scintillator with no Gd are sum-
marized in the table.

6. EXPECTED RESULTS
AND CONCLUSIONS

Expected 90% C.L. constraints on the oscillation
parameters (Fig. 1, curves Kr2Det) are obtained
for 40 000 detected νe in the far detector (750 d of
full power). The systematic uncertainties σshape =
0.5% in Analysis I and σrate = 0.8% in Analysis
II have been assumed. The “shape” analysis is
somewhat more sensitive and can shift (at ∆m2 =
2.5 × 10−3 eV2) the sin2 2θ upper limit from 0.14
(CHOOZ) to 0.017.

The one-reactor–two-detector approach fully
eliminates uncertainties associated with the reactor
neutrino source inherent to the absolute method used
at CHOOZ.

The small relative difference in conceptually iden-
tical detector properties can be minimized through
calibration and monitoring procedures.

The detector backgrounds can be measured dur-
ing reactor off periods, which periodically follow
50-d-long reactor on periods.
PH
A good signal to background ratio can be achieved
due to the sufficiently deep underground position of
the detectors.

High statistics can be accumulated in a reason-
ably short time period using detectors with
∼45-t targets, which are relatively small if compared
to modern neutrino detectors.

The neutrino community has accumulated posi-
tive experience in building and running 3-concentric-
zone detectors similar to the Kr2Det detectors.

We conclude that proposed study is feasible and
that new important information on the electron neu-
trino internal structure (sin22θ13) can be obtained.

The KamLAND experiment in Japan has observed
a large neutrino deficit∼180 km from the reactors and
continues to study neutrino oscillations in the solar
mass parameter region [14]. Laboratory experiments
at reactors, KamLAND and Kr2Det, can provide full
information on the electron neutrino mixing, at least
in the 3-neutrino mixing scheme.
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Abstract—The Schiffmoment of the 199Hg nucleus was calculated using finite-range P- and T -violating
weak nucleon–nucleon interaction. Effects of the core polarization were considered in the framework of
RPA with effective residual forces. c© 2003 MAIK “Nauka/Interperiodica”.
To My Teacher . . .

1. INTRODUCTION

The most precise limit on parity- and time-
invariance-violating nucleon–nucleon interaction
has been obtained from the measurement of the
atomic electric dipole moment of 199Hg [1]. The
hadronic part of the atomic dipole moment associated
with the electric dipole moment of the 199Hg nucleus
manifests itself through the Schiff moment, which
is the first nonzero term in the expansion of the
nuclear electromagnetic potential after including the
screening of the atomic electrons [2–4].

The operator for the Schiff moment is [5]

Sµ =
1
10

√
4π
3

A∑
i

ei

(
r3
i −

5
3
〈r2〉chri

)
Y1µ(r̂i), (1)

where ei is e for a proton and zero for a neutron. The
Schiff moment generates a T - and P-odd electro-
static potential in the form

φ(r) = 4πS · ∇δ(r). (2)

Interaction of atomic electrons with the potential
given by Eq. (2) produces an atomic dipole moment

datom (3)

=
∑
n

〈0| − e
∑Z

i φ(ri)|n〉〈n| − e
∑Z

i zi|0〉
En − E0

+ h.c.

Due to contact origin of the potential, the electrons in
s- and p-atomic orbitals only contribute to the dipole
moment given by Eq. (3).

∗This article was submitted by the authors in English.
**e-mail: dmitriev@inp.nsk.su
1063-7788/03/6610-1940$24.00 c©
The nuclear Schiff moment has been calculated
thus far in a simplified model [5, 6] without con-
sidering many-body nuclear-structure effects. These
effects have to be understood properly if we intend
to extract the parameters of P- and T -violating nu-
clear interaction from the value of the Schiffmoment.
For light nuclei, the properties of the Schiff moment
strength obtained in modern shell-model calculations
were discussed in [7]. The study of the polarization
effects associated with the coupling to the isoscalar
dipole compression mode was performed in [8]. In
our paper, we calculate the Schiff moment of the
199Hg nucleus within the RPA framework with effec-
tive residual strong forces using finite range P- and
T -odd weak nuclear interaction.

2. BASIC INGREDIENTS OF THE THEORY

2.1. Nucleon–Nucleon P- and T -Odd Interaction

We use the interaction generated by P- and
T -violating pion exchange [9, 11]

W (r1 − r2) = − g

8πmp
[(g0τ1 · τ2 (4)

+ g2(τ1 · τ2 − 3τ3
1 τ3

2 ))(σ1 − σ2)

+g1(τ3
1 σ1 − τ3

2 σ2)
]
∇1

e−mπr12

r12
,

where g is the usual strong pion–nucleon pseu-
doscalar coupling constant; g0, g1, and g2 correspond
to isoscalar, isovector, and isotensor P- and T -odd
couplings; and mp is the proton mass. In contrast
to P-odd and T -even interaction, in Eq. (4) the
exchange of π0 is allowed. This term produces the
direct contribution to the P- and the T -odd part of
the nuclear mean field, while the other terms produce
the exchange contribution only. Since the direct
contribution dominates for finite-range potentials, we
2003 MAIK “Nauka/Interperiodica”
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can expect that the interaction (4) is the leading one
and the exchange of heavier mesons can be omitted.
In previous calculations, the phenomenological

contact interaction has often been used instead of
finite-range interaction given by Eq. (4). It has the
form [12]

Wc(ra − rb) =
G√
2

1
2mp

((ηabσa − ηbaσb) (5)

× ∇aδ(ra − rb) + η′ab[σa · σb]
× {(pa − pb), δ(ra − rb)}) ,

where G is the Fermi constant. In the limitmπ → ∞,
the interaction (4) transforms into Eq. (5) after the
substitution ggi → Gm2

πη/
√

2. We shall use this fac-
tor when comparing our results with those obtained
using the contact interaction given by Eq. (5).

2.2. Nuclear Mean Field and Correction
from the Weak Forces

In our calculations, we used the full single-
particle spectrum including continuum. The single-
particle basis was obtained using the partially self-
consistent mean-field potential of [13]. The potential
includes four terms. The isoscalar term is the stan-
dard Woods–Saxon potential

U0(r) = − V

1 + exp (r − R)/a
, (6)

with the parameters being V = 52.03 MeV, R =
1.2709A1/3 fm, and a = 0.742 fm. Two other terms
Uls(r) and Uτ (r) were calculated self-consistently
using two-body Migdal-type interaction [14] for the
spin–orbit and isovector parts of the potential. The
last term is the Coulomb potential calculated for a
uniformly charged sphere with RC = 1.18A1/3 fm.
The mean-field potential obtained in this way pro-
duces a good fit for single-particle energies and rms
radii for nuclei in the lead region.
The correction to the mean field (6) from the weak

interaction (4) consists of direct and exchange terms.
The direct term has the form

δUdir(r) =
gm2

π

πmp
(σ · n)τ3

∞∫
0

r′2dr′b10(r, r′) (7)

× [(g0 − 2g2)(ρp(r) − ρn(r)) + g1(ρp(r) + ρn(r))],

where the function b10(r1, r2) is a combination of
spherical Bessel functions of imaginary argument

bl1l2(r1, r2) = il1(mπr1)kl2(mπr2)θ(r2 − r1) (8)

− il2(mπr2)kl1(mπr1)θ(r1 − r2).

Note that the potential given by Eq. (7) is a pure
isovector. The contribution of the isovector interac-
tion component dominates in Eq. (7), the isoscalar
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
and isotensor components of the interaction being
suppressed by the factor (N − Z)/A. For zero-range
interaction, the potential would be proportional to
∇ρ(r). The gradient makes this potential very sensi-
tive to the details of the nuclear surface. Our potential
given by Eq. (7) is less sensitive to the surface due to
additional integration over a region of the order of the
pion Compton wavelength.
The exchange term is more complicated. The ma-

trix element of it taken over angular variable is a
nonlocal operator in radial coordinates:

〈ν̃|δUexch(r, r′)|ν〉 = Wν(r, r′),

where |ν̃〉 = −(σ · n)|ν〉 and

Wν(r, r′) =
1

2jν + 1
gm2

π

πmp
(9)

× tr2

{∑
κl1l2

(g0

2
(3 − τ3

1 τ3
2 ) − 2g2τ

3
1 τ3

2

+
g1

2
(τ3

1 + τ3
2 )
)

nκ


l1 l2 1

0 0 0


 bl1l2(r, r

′)Rκ(r)

× Rκ(r′)
[
(−)l1 [l1](κ||T l1

l2
||ν̃)∗(κ||Yl2 ||ν)

−(−1)l2 [l2](ν̃||Yl1 ||κ)(ν||T l2
l1
||κ)∗

]}
.

The trace is assumed over isospin variable of the
second particle, nκ is the occupation number of the
single-particle state |κ〉, [l] =

√
2l + 1, and the tensor

operator TL
JM (n) = {σ ⊗ YL(n)}JM .

The correction to the single-particle wave function
ψν(r) can be represented as

δψν(r) = (σ · n)Ων(n)δRν(r),

where Ων(n) is the angular part of the wave func-
tion. The radial correction δRν(r) is the sum of the
direct and the exchange terms δRν(r) = δRνdir(r) +
δRνexch(r), where

δRνdir(r) =

∞∫
0

G jν l̃ν
(r, r′|εν)δUdir(r′)Rν(r′)r′2dr′,

(10)

δRνexch(r) =

∞∫
0

G jν l̃ν
(r, r′|εν)Wν(r′, r′′)

× Rν(r′′)r′2r′′2dr′dr′′.

Here, G jν l̃ν
(r, r′|εν) is the Green’s function of the

radial Schrödinger equation for the total angular mo-
mentum jν and the orbital angular momentum l̃ν =
2jν − lν , and εν is the single particle energy.
03
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3. CORE POLARIZATION
The effects of the core polarization for a one-

particle operator can be treated through introduction
of a renormalized operator S̃ satisfying the equation

S̃ν′ν = S0
ν′ν (11)

+
∑
µ′µ

S̃µµ′
nµ − nµ′

εµ − εµ′ + ω
〈ν ′µ′|F + W |µν〉,

where S0 is the bare Schiff moment operator given by
Eq. (1), and nµ and εµ are the single-particle occupa-
tion numbers and energies. For static moments, the
external frequency ω → 0. The interaction in Eq. (11)
includes both the strong residual interaction F and
the weak one. The latter we take in the form given
by Eq. (4). Strictly speaking, the interaction of two
nucleons in nuclear matter differs from the interaction
in the vacuum. We do not discuss this effect here but
keep the weak interaction in the form (4). The single-
particle wave functions in Eq. (11) are the eigenstates
of the mean field, which is the sum of the strong field
and the weak corrections given by Eqs. (7) and (9).
Since the weak forces are really small compared to
the strong interaction, it is natural to treat them per-
turbatively. The simplest way to do it is to represent
〈r|ν〉 = ψν(r) + δψν(r) and to gather the terms linear
in δψ and W (r1 − r2). It is convenient to represent
the matrix element of the Schiff moment as a sum of
three terms

S̃νν = 〈δψν |S|ψν〉 + 〈ψν |S|δψν〉 + 〈ψν |δS|ψν〉.
(12)

The operator S in the first two terms satisfies the
same Eq. (11), where only the strong interaction
is included. The corrections from the weak forces
for these terms are in the wave functions of an odd
nucleon only. The third term represents an induced
contribution [15] arising from the P- and T -violating
corrections to the intermediate states |µ〉 and |µ′〉.
The equation for δS is

(δS − δSnl)ν′ν = (δS0)ν′ν (13)

+
∑
µ′µ

(δS − δSnl)µµ′
nµ − nµ′

εµ − εµ′
〈ν ′µ′|F |µν〉,

where δSnl is the nonlocal part of δS produced by the
exchange matrix elements of weak interactionW :

(δSnl)ν′ν =
∑
µµ′

(S)µµ′
nµ − nµ′

εµ − εµ′
〈ν ′µ′|Wexch|µν〉.

(14)

The equation for δS0 is

(δS0)ν′ν =
∑
µµ′

nµ − nµ′

εµ − εµ′
(〈µ|S|µ′〉〈ν ′µ′|Wdir|µν〉

(15)
PH
+ 〈µ|δSnl|µ′〉〈ν ′µ′|F |µν〉 + 〈δψµ|S|µ′〉〈ν ′µ′|F |µν〉
+ 〈µ|S|δψµ′〉〈ν ′µ′|F |µν〉 + 〈µ|S|µ′〉〈ν ′δψµ′ |F |µν〉

+ 〈µ|S|µ′〉〈ν ′µ′|F |δψµν〉).
Note that, in the absence of the core polarization,
only the first term in Eq. (15) contributes to δS0. And
this is the only term that produces the Schiff moment
of the nucleus with an odd neutron, like 199Hg. The
residual interaction F has the form

F = C
(
f(r) + f ′(τ1 · τ2) + gs(σ1 · σ2) (16)

+g′s(σ1 · σ2)(τ1 · τ2)
)
δ(r1 − r2),

where C = 300 MeV fm3 and f(r) = fex + (fin −
fex)ρ(r)/ρ(0). Note that the angular dependence of
the operators S and δS is completely different. While
Sµ ∼ Y1µ(n), the induced part δSµ is a superposition
of spin-dependent operators σµ and {σ ⊗ Y2(n)}1µ.
For this reason, different parts of the interaction (16)
contribute to renormalization of S and δS.
For a spherical nucleus, we can separate the an-

gular variables and solve the obtained equations in
coordinate space. The equations are

Sa(r) = Sa
0 (r) +

∞∫
0

Aab(r, r′)Sb(r′)dr′, (17)

where a = p, n, and Sp
0(r) is the radial part of the

Schiff moment operator Eq. (1) multiplied by r. The
particle–hole propagator A(r, r′) was calculated by
means of the Green’s functions of radial Schrödinger
equation:

A(r, r′) =
C

3
Tr2{(f(r) + f ′(τ1 · τ2)) (18)

×
∑
κjl

nκ|〈jl||Y1||κ〉|2rRκ(r)r′Rκ(r′)

× (Gjl(r, r′|εκ + ω) + Gjl(r, r′|εκ − ω))}.
Similar equations can be written for δS(r)—the local
part of the induced moment. They differ from Eq. (18)
in type of tensor operators and in residual interaction.

3.1. Separation of the Spurious Component

The integral Eq. (17) must have a zero eigen-
mode related to the center-of-mass motion. How-
ever, in our case, the isoscalar part of the mean field
Eq. (6) is not consistent with the interaction Eq. (16)
and, in general, we do not have zero energy for the
center-of-mass motion. The situation can be im-
proved using some freedom in the value of the in-
teraction constant fin in Eq. (16). We can fix the
value by the condition ω0 = 0 for the lowest isoscalar
dipole mode. Since this procedure is numerical, the
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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Fig. 1.The proton component of the Schiffmoment. Solid
curve is the renormalized operator after subtraction of the
spurious component; dashed curve is the bare operator
Eq. (1).

condition ω0 = 0 cannot be fulfilled exactly but with
finite accuracy. For 199Hg, we found that the set
fin = 0.3935, fex = −2.6, and f ′ = 1.07 gives for ω0

the value ω0 = 0.1 keV, which is really small com-
pared to the energy of dipole transitions.
The finite accuracy in determination of the spu-

rious mode brings another problem for solutions to
Eq. (17). The bare operator S0(r) becomes nonortho-
gonal to the spurious mode transition density. This
results in admixture of the spurious component to
all solutions of Eq. (17). The spurious component
should be subtracted since it can change the solution
considerably. The subtraction can be performed using
analytical properties of the solution as a function of
ω. The solution of the inhomogeneous linear integral
Eq. (17) as a function of ω has the first-order poles
at ω = ±Eex, where Eex are the excitation energies of
the RPA modes. Thus, at small ω, the solution can be
represented as

S(r|ω) =
a(r)

ω2 − ω2
0

+ b(r|ω = 0) + O

(
ω2

E2
ex

)
. (19)

The first term in Eq. (19) is the spurious component
contribution. Let us define the following set of inte-
grals in a complex ω plane along a circle with the
radius satisfying the conditions ω0 � |ω| � Eex:

Jn(r) =
∮

ωnS(r|ω)
dω

2πi
. (20)

Using Eq. (19), we can perform the integration ana-
lytically. As a result, we obtain

b(r|ω = 0) = J−1(r), (21)

ω2
0 = J3(r)/J1(r).
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Fig. 2. The neutron component of the renormalized Schiff
moment.

The numerical integration in Eq. (20) has been per-
formed using a 32-point Gauss formula. The inte-
gration radius was |ω| = 0.1 MeV. The obtained field
b(r|ω = 0) was practically insensitive to the integra-
tion radius. The value of ω2

0 was independent of r
in first five or six digits. The loss of accuracy was
noticeable only at |ω| ∼ ω0.

Figure 1 shows the result for renormalized S(r) =
b(r|ω = 0) with the spurious component subtracted.
It is shown by the solid curve. The dashed curve
shows the unrenormalized component S0(r). The
effects of the core polarization are not large. We
found that, for 209Bi, they change the valence proton
contribution by ∼ 15%, which is in fair agreement
with the estimates of [8]. The proton component
does not contribute to the Schiff moment of 199Hg
since the valence nucleon is a neutron. However,
due to neutron–proton residual strong interaction,
some neutron component is produced by the core
polarization. This component is shown in Fig. 2.
Qualitatively, the behavior of the neutron component
inside a nucleus resembles the behavior of the bare
operator in Fig. 1. However, the magnitude of the
neutron component is smaller and the behavior out-
side of the nucleus is completely different.

4. RESULTS FOR 199Hg

In Table 1, we show the contributions of the neu-
tron component discussed above to the Schiff mo-
ment of 199Hg. The three columns correspond to three
isospin channels. The first row is the contribution
from δRdir produced by δUdir given by Eq. (7). The
second row is the contribution from δRexch produced
by δUexch given by Eq. (9), and the third row is the
sum of them.
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Table 1. Contributions of the neutron component to the
Schiff moment of 199Hg (in e fm3)

gg0 gg1 gg2

Direct 0.0038 −0.024 −0.0076
Exchange 0.0032 −0.002 −0.0015
Total 0.0070 −0.026 −0.0091

In the direct contributions, the isospin channel
T = 1 dominates, as was mentioned above. The ex-
change contributions are small, in general. For the
isospin channels T = 0, 2, they are comparable to
the direct contributions just because the latter are
suppressed by the factor (N − Z)/A.
The contributions from δS are more significant.

In Table 2, we list the contributions from the direct
and the exchange parts of the weak interactionW . In
the first two rows, the unrenormalized contributions
δS0 are shown. Again, the exchange contributions
are considerably smaller than the direct ones. The
contributions from the channels T = 1 and 2 are
comparable here, although the T = 1 contribution is
still larger. The next two rows show the renormalized
contributions δS. The effect of the core polarization
is significant here. The induced moment δS includes
spin-dependent operators. Therefore, the spin–spin
part of the residual interaction Eq. (16) is responsible
for their renormalization. The spin–spin interaction is
repulsive with the constants gs = 0.63 and g′s = 1.01.
The repulsion results in a decrease in the absolute
values of the renormalized contributions. Finally, in
the last row, we show the contribution of the nonlocal
term δSnl [Eq. (14)]. It has the exchange origin as
well, and its contribution is really insignificant. All
the contributions (total from Table 1 and δS direct,
exchange, and nonlocal from Table 2) can be summa-
rized as follows:

S = −0.0004gg0 − 0.055gg1 + 0.009gg2 [e fm3].
(22)

The obtained value for the Schiff moment in Eq. (22)
cannot be compared directly with previous calcula-
tions performed using the contact interaction Eq. (5).
The reason is in the different definition of the dimen-
sionless constants ggi in Eq. (4) and ηab in Eq. (5). To
perform the comparison, we redefine the constants gi,

gi =
Gm2

π√
2

g̃i. (23)

With this factor, the integration over space of the
Yukawa function gives 1, exactly as the integration of
δ(r). Introducing this factor, we obtain

S = (−0.01gg̃0 − 0.86gg̃1 + 0.14gg̃2) × 10−8[e fm3].
(24)
PH
Table 2. Induced contributions to the Schiff moment of
199Hg (in e fm3)

gg0 gg1 gg2

Direct δS0 −0.0302 −0.0631 0.0604

Exchange δS0 −0.0007 −0.0012 −0.0007
Direct δS −0.0086 −0.0285 0.0172

Exchange δS −0.0002 −0.0008 −0.0003
Non-local δSnl 0.0014 −0.00004 0.0013

This value should be compared with S = −1.4 ×
10−8ηnp from [16] and S ≈ −1.6 × 10−8ηnp from [6].
Remembering that ηnp ∼ g(g̃0 + g̃1 − 2g̃2), we con-
clude that the difference between our result and
previous calculations is significant for theT = 0 and 2
channels. Our values are smaller in absolute value. In
order to trace the origin of this difference, we repeated
our calculations using the contact interaction and
omitting the core polarization. The contact interac-
tion was obtained by replacing the Yukawa function
in Eq. (4) by the δ function. The result is

S = −0.96 × 10−8g(g̃0 + g̃1 − 2g̃2)[e fm3]. (25)

If we omit completely the effect of the core polariza-
tion in calculations with the finite-range interaction
Eq. (4), then the contribution in the first row of Ta-
ble 2, used for comparison with previous calculations,
becomes

S = −0.086g(g0 + g1 − 2g2)[e fm3],

which corresponds to

S = −1.35 × 10−8g(g̃0 + g̃1 − 2g̃2)[e fm3]. (26)

Comparing Eqs. (25) and (26), we conclude that the
effect of a finite weak-interaction range is not very
significant. The main effect bringing the value of the
Schiff moment from that in Eq. (26) to the value in
Eq. (24) comes from the core polarization.
The last remark concerns the pairing effects. The

nucleus 199Hg has seven neutron holes in the un-
filled shell. One of them is fixed in the p1/2 state
and six others should be distributed among the other
states in the shell. From mass differences, we found
∆n = 0.69 MeV. This value of the pairing gap is typ-
ical for the developed pairing. For dipole transitions,
the transition energy is large compared to ∆ and
the pairing effects are small. They were omitted in
Eq. (17). For the induced moment, the situation is
different. There, the transitions with ∆J = 0, 1 and
∆L = 0, 2 are responsible for the core polarization.
Such transitions exist inside the last unfilled neutron
shell and, due to Pauli blocking, they are sensitive to
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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the details of the shell occupation. For a T -odd oper-
ator, the effects of pairing in the core polarization can
be considered in the way used in [15]. We found that
the main effect of pairing is in fixing the occupation
numbers in the upper unfilled neutron shell. As soon
as we keep the occupation numbers fixed, the results
for δS are changed within a few percent when we set
∆n = 0.
In summary, we calculated the Schiff moment of

199Hg nucleus using finite-range weak interaction
and considering the core polarization effects. The ef-
fects of the finite interaction range are not very signifi-
cant for the mercury nucleus. They do not change the
order of magnitude of the Schiff-moment calculated
with the contact interaction. The effects of the core
polarization are twofold. First, the proton–neutron
residual interaction renormalizes the Schiff moment
operator, producing a small neutron component. Sec-
ond, the induced Schiff moment is produced due to
P- and T -violating components in the intermediate
single-particle states. The induced moment is pro-
portional to both the strong residual and the weak in-
teractions. The effects of the core polarization for the
mercury nucleus are large and they have to be taken
into account in calculations of P- and T -violating
effects in the mercury nucleus.
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Theory
Angular Asymmetries in the Reactions �pp → d�pp → d�pp → dπ+++η
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Abstract—The reactions pp → dπ+η and pn → dπ0η are of special interest for investigating the a0(980)
(JP = 0+) resonance in the processNN → da0 → dπη. We study some aspects of those reactions within
a general formalism and also in a concrete phenomenological model. In particular, it is shown that the
presence of nonresonant (i.e., without excitation of the a0 resonance) contributions to these reactions yields
nonvanishing values for specific polarization observables, i.e., to effects like those generated by a0

0–f0

mixing. An experimental determination of these observables for the reaction 
pp → dπ+η would provide
concrete information on the magnitude of those nonresonant contributions to πη production. We also
discuss the possibility of extracting information about a0

0–f0 mixing from the reaction 
pn → dπ0η with
a polarized proton beam. c© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The reactions pp → dK+K̄0 and pp → dπ+η are
presently the subject of experimental investigations
by the ANKE collaboration at the COSY accelerator
in Jülich [1–3]. The main issue of this study is to
obtain further information about the scalar a+

0 (980)
resonance, which decays predominantly into the
K+K̄0 and π+η channels [4]. Also, a measurement
of the production of the neutral a0

0 meson in the
reaction pn → da0

0 with the ANKE spectrometer is
planned [5–7]. The a0

0 production is closely related to
the problem of a0

0–f0 mixing [8]. A nonzero value for
the transition amplitude a0

0 ↔ f0 provides a forward–
backward asymmetry for the reaction pn → da0

0. As
was shown in [9], near the threshold this forward–
backward asymmetry is large, on the order of 10–
15%. Thus, it is evident that the study of this asym-
metry can provide useful information on the process
of a0–f0 mixing.

In a recent paper [10], some aspects of the re-
action 
pn → da0

0 were discussed for the case of a
perpendicular polarized proton beam. Specifically, it
was shown that, for energies close to threshold, the

∗This article was submitted by the authors in English.
1)Institute of Theoretical and Experimental Physics, Bol’shaya
Cheremushkinskaya ul. 25, Moscow, 117259 Russia.

2)Institut für Kernphysik, Forschungszentrum Jülich, Ger-
many.

**e-mail: tarasov@heron.itep.ru
1063-7788/03/6610-1946$24.00 c©
angular-asymmetry parameter defined by

A(θ, ϕ) =
σ(θ, ϕ) − σ(π − θ, ϕ + π)
σ(θ, ϕ) + σ(π − θ, ϕ + π)

, (1)

with

σ(θ, ϕ) ≡ dσ

dΩ
(θ, ϕ) (2)

[θ and ϕ are the polar and azimuthal angles of the
outgoing πη system in the center-of-mass system
(CMS) of the reaction], is proportional to the a0

0–f0

mixing amplitude, i.e.,

A(θ, ϕ) ∼ ξk, (3)

where k is the relative momentum of the a0
0 meson

with respect to the deuteron and ξ is the a0
0–f0

mixing parameter. This result is valid in the lowest
order with respect to the momentum k, i.e., keeping
only contributions that are at most linear in k. It
was shown in [10] that corrections to A(θ, ϕ) from
isospin-conserving terms are of order of k3 and,
therefore, they are of relevance at higher energies only.
Thus, the study of the angular asymmetry [Eq. (1)]
near the a0

0 threshold in the reaction 
pn → da0
0 gives

information on various invariant amplitudes for this
reaction [10] but, in particular, on the a0

0–f0 mixing
parameter ξ.
The present paper focuses on the reaction NN →

dπη. We take into consideration that the πη system
can be produced not only via the formation of the
a0(980) resonance, i.e., in an S-wave state, but also
via other reaction mechanisms and then can be in a
P wave or in even higher partial waves. For brevity,
2003 MAIK “Nauka/Interperiodica”
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in the following, we will refer to the latter contribu-
tions as nonresonant or as background of theNN →
da0 → dπη amplitude. (Note that there can also be a
background in the S-wave state, as discussed in [11,
12]—but this is not the issue we are concerned with
here.) Consequences of this nonresonant background
contribution for polarization observables of the reac-
tions 
pp → dπ+η and 
pn → dπ0η will be discussed.
Specifically, it will be shown that, because of the
presence of the nonresonant background, in these
reactions the angular-asymmetry parameter A(θ, ϕ)
becomes nonzero even without isospin violation. In-
deed, like the effect induced by the a0

0–f0 mixing
discussed above, the contribution of the nonresonant
background is also linear in k and therefore is difficult
to separate from effects of the a0

0–f0 mixing in the
reaction 
pn → dπ0η. However, a measurement of this
asymmetry in the reaction 
pp → dπ+η can provide us
with information on the contribution of the nonreso-
nant background to the reaction pp → da+

0 → dπ+η.

Recently, the reactions pp → dK+K̄0 and pp →
dπ+η were studied theoretically in a chiral unitary
approach taking into account the coupling between
the K+K̄0 and π+η channels [13]. The elementary
πη production amplitude was assumed to be given
by the diagram shown in Fig. 1a, where the π and η
mesons emerge from different nucleons and rescatter
with each other before being emitted. Since chiral
dynamics suppressed the coupling of the πη system
to P waves [14], it follows within this approach that
the π+η system is preferably produced in S waves and
that P waves, i.e., the nonresonant background dis-
cussed above, should be practically negligible.3) Their
result motivated us to consider in the present paper a
different production mechanism that does not involve
the πη amplitude directly and therefore is not con-
strained by chiral symmetry. We assume that the re-
action pp → dπη proceeds via pion exchange between
the nucleons followed by the excitation of the∆(1232)
and the N∗(1535) resonances [12], which then pro-
duce the π and η mesons in their respective decay
(cf. Fig. 1b). Such a reaction mechanism is certainly
suppressed at energies near the πη threshold, where
chiral dynamics should be dominating. However, in
the region of the a0 resonance, the excess energy for
the πη system is already around 300 MeV. Therefore,
this mechanism could already be of relevance and,
specifically, it will introduce P-wave contributions.
We will present the corresponding results for the an-
gular symmetry A(θ, ϕ) and also for differential cross
sections. Clearly, in this context, an experimental

3)Note, however, that P waves arise naturally in the effective
Lagrangian approach of Achasov et al. [15] based on the
anomolousWess–Zumino action.
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Fig. 1. Nonresonant mechanisms for the reaction pp →
dπ+η: (a) πη rescattering; (b) one-pion-exchange dia-
gram involving the πN → ∆ → πN and πN → ηN re-
action amplitudes.

study of this asymmetry parameter is very interesting
because it may shed light on the validity of the chiral
unitary approach [13] for the calculation of amplitudes
for the reactions pp → dK+K̄0 and pp → dπ+η near
the a0 threshold.
Finally, we will show that a systematic study of the

angular-asymmetry parameters for both reactions,

pp → dπ+η and 
pn → dπ0η, may allow us to obtain
quantitative information on the a0

0–f0 mixing param-
eter.
The paper is organized as follows. In Section 2,

we provide the general form of the reaction amplitude
for the process NN → dπη near threshold, where we
allow the πη system to be in an S or P wave. Fur-
thermore, we derive expressions for the corresponding
differential cross sections. In Section 3, we con-
sider a phenomenological model for the nonresonant
(P-wave) contributions to the reaction pp → dπ+η
and present concrete estimations for the angular
symmetry A(θ, ϕ) and also for differential cross sec-
tions. Implications of a possibly nonzero background
contribution to the reaction NN → dπη on the issue
of a0

0–f0 are discussed in Section 4. The paper ends
with a short summary.

2. GENERAL FORM OF REACTION
AMPLITUDE

Let us consider first the reaction pp → dπ+η. If
the π+η system is produced by the decay of the a+

0
meson, it is in an S wave. However, if we produce
the π+η state with an invariant mass of m ≈ ma0 ≈
03
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980 MeV/c2 but not via the a+
0 resonance, then the

orbital angular momentum of the πη system may be
large because, as mentioned, the energy available in
the πη system is already around 300 MeV.
We start with the most general form of the ampli-

tudeM for the reaction NN → dπη. It is given by

M = φT
1 σy[F + G · σ]φ2, (4)

where φT
1 and φ2 are the spinors of the nucleons (T

indicates the transposed state vector). The amplitude
in Eq. (4) involves two terms, F and G · σ, corre-
sponding to the initial total spin of the nucleons of
SNN = 0 and SNN = 1, respectively.
Note that both functions F andG are to be linear

functions of the polarization vector ε∗ of the outgo-
ing deuteron. In the following, we limit ourselves to
the consideration of S- and P-wave states for the
produced πη system and, accordingly, we write both
functions F and G as F = FS + FP and G = GS +
GP . Taking into account the Pauli principle together
with parity and angular momentum conservation and
considering only terms that are at most linear in k, we
get

FS = 0, (5)

GS = aSp(k · ε∗) + bSε∗(k · p)
+ cSk(p · ε∗) + dSp(p · ε∗)(k · p)

for the case of the πη system being in an S wave (e.g.,
production via the a0 resonance) and

FP = a0(ε∗ · [k × q]) + b0(ε∗ · [p× q])(p · k) (6)

+ c0(ε∗ · [p× k])(p · q),

GP = a1ε
∗(p · q) + b1p(ε∗ · q) + c1q(ε∗ · p) (7)

+ d1p(ε∗ · p)(p · q)

for the case of the πη system being produced in a P
wave. Here, aS , a0, a1, bS , b0, b1, cS , c0, c1, dS , and
d1 are independent scalar amplitudes, which may be
considered as being basically constants for the near-
threshold production (k is small) of the πη system
with an invariant mass m = ma0 of the a0 meson. In
Eqs. (5)–(7), we used the following notation:

p is the initial relative momentum in the CMS of
the reaction.

k is the final relative momentum of the deuteron
with respect to the πη system in the CMS of the
reaction.

q is the relative momentum between the pion and
the η in the πη CM frame.
The matrix element M [Eq. (4)] squared and av-

eraged over the polarizations of the initial neutron is
given by

|M|2 =
1
2
[
|F |2 + 2Re (F ∗G · ζ) + (G∗ · G) (8)
PH
+ i (ζ · [G × G∗])] ,

where ζ is the polarization vector of the initial proton,
i.e., ζ = φ+

1 σφ1. In what follows, we shall consider
the vector p to be aligned in the direction of the z axis
and the vector ζ to be aligned in x direction, so that
ζ ⊥ p.
Since we are interested in the behavior of the

differential cross section d2σ/dmdΩk and in the
angular-asymmetry parameter A(θ, ϕ), we integrate
expression (8) over the direction of the momentum q:

d2σ

dmdΩk
= N

∫
dΩq

4π
|M|2 := σ(m; θ, ϕ). (9)

Here, m is the invariant mass of the πη system, N =
kq/(4π)4ps, and s is the square of the total energy
in the CMS of the reaction. After the integration
over dΩq, the S–P interference term in σ(m; θ, ϕ)
disappears. The contribution of the S-wave part of
M (4) to σ(m; θ, ϕ) can be obtained from Eqs. (22)
and (23) of [10] and reads(

d2σ

dmdΩk

)
S

= N

{
p2k2

[
1
2
(
|aS |2 + |bS |2

)
(10)

+
[
|bS |2 +

1
2
|bS + p2dS |2 + Re (a∗

ScS

+ (aS + cS)∗(bS + p2dS)
) ]

cos2 θ

]

+ ζpkIm(a∗
SbS + a∗

ScS + b∗ScS

+ p2d∗ScS) sin θ cos θ sin ϕ

}
.

The contribution from the P-wave part can be de-
duced from Eqs. (6)–(9) and amounts to(

d2σ

dmdΩk

)
P

= N

{
k2q2

6

[
2|a0|2 + 2|b0|2p4 cos2 θ

(11)

+ |c0|2p4 sin2 θ + 4Re(a∗
0b0)p2 cos2 θ

− 2Re(a∗
0c0)p2 sin2 θ

]
+

q2

3
Re(a∗

0a1 − a∗
0c1

− c∗0a1p2)(ζ · [k× p]) +
p2q2

6

[
(3|a1|2 + |b1|2

+ |c1|2) + p4|d1|2 + 2Re
(
(a∗

1(b1 + c1 + p2d1)

+ b∗1c1 + (b∗1 + c∗1)p
2d1

)]}
.

It can be easily seen from Eq. (11) that the only
contribution to the angular-asymmetry parameter
A(θ, ϕ), defined in Eq. (1), comes from the term
proportional to ζ · [k × p] = ζpk sin θ sin ϕ, where
θ and ϕ are the polar and azimuthal angles of the
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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outgoing πη system in the CMS of the reaction.
Hence, because of the P-wave (nonresonant back-
ground) contribution, we get a nonvanishing angular
asymmetry and this asymmetry is linear in k. Note
that A(θ, ϕ) = 0 in the case where the πη system is
produced in an S wave, as follows from Eq. (10).
Therefore, it is clear that the angular asymmetry

A(θ, ϕ) in the reaction 
pp → dπ+η can provide infor-
mation on the magnitude of contributions from partial
waves with l ≥ 1 in the πη system.

3. ESTIMATION OF THE ANGULAR
ASYMMETRY FOR NONRESONANT π+η

PRODUCTION

Let us now come to a concrete estimation for
the angular-asymmetry parameter. For that purpose,
we consider a simple model for the reaction pp →
dπ+η in which the π+η system can be produced with
nonzero internal angular momentum (l ≥ 1). Specif-
ically, we adopt the one-pion-exchange diagram in
Fig. 1b. We assume that the dominant contribution
arises from the intermediate∆(1232) state in the sub-
process πN → πN and from the S-wave amplitude
of the subprocess πN → ηN . The latter is basically
given by the contribution of theN∗(1535)-resonance
state. This diagram with the same subprocesses was
already used in [12] in the context of the a0 pro-
duction process in pN → da0 → d(πη). However, in
that work, the authors were primarily interested in the
S-wave part of the one-pion-exchange πη production
amplitude. Therefore, the angular distribution of the
outgoing pion was not calculated in [12].
The evaluation of this diagram, treating the in-

termediate nucleons and the final deuteron nonrela-
tivistically, leads to the following expression for the
corresponding πη-production amplitudeM:

M = M1 + M2, (12)

M1,2 = ±A1,2φT
1,2σy(ε∗ · σ)

× (2n′
1,2 · n2 + iσ · [n′

1,2 × n2])φ2,1.

Note that the amplitudeM is antisymmetric with re-
spect to the initial nucleons, i.e.,M1 ↔ −M2 when
the nucleons are interchanged. The quantities A1,2

are given by

A1,2 = T
E + mN

2mN
√

2mN
Mπ0N→ηN MπN→πN (13)

×
∫

dq
(2π)3

u(q)Gπ(t1,2).

Further, 2n′
1,2 · n2 + iσ · [n′

1,2 × n2] is the spin oper-
ator of the ∆ state in the πN-scattering amplitude,
and n′

1,2 = r1,2/r1,2 and n2 = k2/k2 are unit vec-
tors. The corresponding momenta, r1,2 = k2 + q2 −
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
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Fig. 2. Angular distributions of the outgoing π+ me-
son in the π+η rest frame for several values m of the
π+η invariant mass in the a0-mass region. The dashed,
solid, and dotted curves correspond to m = 950, 980,
and 1020MeV/c2, respectively. The calculations are per-
formed at Tlab = 2.65GeV and for a cutoff parameter (16)
Λ = 1GeV/c.

p2,1 and k2, are the 3-momenta of the intermedi-
ate (virtual) and final pion in the CMS of the reac-
tion, in the notation used in Fig. 1b. The quantity
T = 4

√
2/3 is an isospin factor, andmN andE are the

mass and total CMS energy of the initial proton. The
S-wave amplitude for π0N → ηN is obtained from
the relation (see also [16])

|Mπ0N→ηN (s1)|2 = 8πs1
pπ
CM

pη
CM

σπ−p→ηN (14)

(s1 = m2
ηN ),

where the cross section (in µb) σπ−p→ηN = (21.2 ±
1.8)pη

CM (pη
CM in MeV/c) is taken from the experi-

ment [17]. The scalar amplitude for πN → πN result-
ing from the∆ resonance reads

MπN→πN (mπN ) =
g2
πN∆kCM(π′)kCM(π)

mπN − M∆ + iΓ∆/2
, (15)

g2
πN∆ =

4πM∆Γ∆→πN

k3
R

,

where kCM(π′) and kCM(π) are the relative momenta
at the ∆Nπ vertices with the virtual and final pion,
respectively, and kR is the relative momentum in the
decay ∆ → Nπ at the nominal massmπN = M∆.
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Fig. 3. The same distributions as in Fig. 2, but for
Λ = 1.3 GeV/c.

In the following, all the values taken out of the loop
integral (13) are calculated at fixed values q1 = q2 =
pd/2 of the intermediate on-mass-shell nucleons,
where pd is the momentum of the final deuteron in the
reaction CM. The loop integral in Eq. (13) contains
only the wave function u(q) of the deuteron and the
pion propagatorGπ(t). We use the S-wave part of the
deuteron wave function of the full Bonn potential [18].
The propagator of the virtual pion, including a form
factor Fπ(t) of monopole type for each ∆Nπ vertex,
reads

Gπ(t) =
F 2

π (t)
t − µ2 + i0

, Fπ(t) =
µ2 − Λ2

t − Λ2
, (16)

where µ is the pion mass. For the cutoff parameter
Λ, we consider the values Λ = 1–1.3 GeV [12]. The
4-momentum transfer squared t for nonrelativistic
intermediate nucleons is given by the relations [t =
t1,2 for the corresponding partM1,2 of the total anti-
symmetric amplitudeM according to Eq. (12)]

t1,2 − µ2 + i0 = −x
[
(q − ∆1,2)2 (17)

−a2
1,2 − i0

]
, x = (E − ω2)/m,

a2
1,2 =

1
x

[
(TN − ω2)2 + (p2,1 − k2)2

×
(

1
x
− 1
)
− µ2

]
, ∆1,2 =

p2,1 − k2

x
− pd

2
,

where TN = E − mN and ω2 is the total energy of the
final pion in the CMS of the reaction.
PH
Let us rewrite the total amplitudeM [Eq. (12)] in
the form of Eq. (4). Then, we get

M = M1 + M2 = φT
1 σy[F + G · σ]φ2, (18)

M1,2 = ±A1,2φT
1,2σy[F1,2 + G1,2 · σ]φ2,1,

where

F = A1F1 + A2F2, G = A1G1 − A2G2, (19)

F1,2 = i(ε · [n′
1,2 × n2]),

G1,2 = 2(n′
1,2 · n2)ε + (n′

1,2 · ε)n2 − (n2 · ε)n′
1,2.

Using Eqs. (8), (9), and (12)–(19), we evaluated
the angular asymmetry A(θ, ϕ), defined in Eq. (1),
at the angle θ = 90◦, where the term 2Re(F ∗ ×
G · ζ) ∼ ζ · [k × p] = ζpk sin θ sin ϕ should produce
the maximal effect. The calculations were performed
at m = 980 MeV (i.e., in the a0-meson region). It
turned out that the resulting angular-asymmetry
parameter A(θ, ϕ) is very small, i.e.,A(90◦, ϕ) ≤ 1%.
In order to understand this, we need to go back to
the equations above. Indeed, one can immediately see
that, in the case of zero relative phase between the
quantities A1 and A2 given by Eq. (13), one should
obtain exactly A(θ, ϕ) = 0. This is due to the relative
phase of 90◦ between the functions F and G in the
term 2Re(F ∗G · ζ) of Eq. (8) because of the factor i in
F [see Eq. (19) for F1]. The latter results from the spin
structure of the πN-scattering amplitude, which in
our case is given by the excitation of the∆ resonance
alone, and is connected with the Hermitian form of
the interaction [cf. the factor i in front of the σ matrix
in Eq. (12)]. In fact, the loop integral in Eq. (13)
generates an imaginary part from the on-mass-shell
contribution of the exchanged pion. Therefore, due to
permutation of the initial protons, the quantities A1

and A2 acquire some nonzero relative phase. But still
there is only a small effect on the angular asymmetry.
In this context, let us mention that the interaction

in the initial NN system, which is neglected in the
simple model calculation presented here, should also
introduce a relative phase between those two ampli-
tudes and therefore might lead to an enhancement in
the predictions for the angular-asymmetry parameter.
In any case, the smallness of this asymmetry effect

does not mean that the P-wave fraction in the πη
system is also small. To illustrate this, we present
here some results for the reaction with an unpolarized
proton beam, namely, the distribution d2σ/dmdz1

at selected values of the invariant mass m of the
πη system around the a0 mass and for two values
of the cutoff parameter Λ (Λ = 1 and 1.3 GeV/c).
Here, z1 = cos θ1, where θ1 is the polar angle of the
outgoing π+ meson with respect to the direction of
the proton-beam momentum in the π+η rest frame.
YSICS OF ATOMIC NUCLEI Vol. 66 No. 10 2003
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The calculations were done at the proton beam en-
ergy Tlab = 2.65 GeV. The resulting angular spectra
are shown in Figs. 2 and 3. Evidently, they are not
isotropic but exhibit a strong angular dependence
and, therefore, demonstrate that there are significant
contributions from higher partial waves (l ≥ 1). Thus,
a measurement of the angular distribution for the
produced π+η system would be rather instructive. In
particular, it should allow one to examine the validity
of the chiral unitary approach used in [13], which
implies a completely isotropic angular distribution, in
the energy region of the a0(980) resonance.

4. THE REACTION 
pn → dπ0η
AND THE a0–f0 MIXING AMPLITUDE

Let us now consider the reaction pn → dπ0η. As
discussed in [10], if the π0η system is produced in
an S wave, then the only nonzero contribution to the
angular-asymmetry parameter comes from the a0

0–f0

mixing amplitude. Indeed, we have shown there
that—in lowest order in k—the isospin-violating
contribution to A(θ, ϕ) is proportional to ξk. Thus,
an extraction of the a0

0–f0 mixing parameter ξ would,
in principle, be feasible from experimental information
on the angular asymmetry.
However, as should be clear after the discussion

in Section 2, there could also be contributions to
A(θ, ϕ) from isospin-conserving terms because of the
possible presence of P waves in the πη system. Such
contributions arise from the term in the differential
cross section proportional to ζ · [k× p]. This term
is maximal at θ = 90◦ and vanishes at θ = 0◦. As a
consequence, a separation of both contributions to
A(θ, ϕ) is rather complicated.
Still, there is a possibility to separate the con-

tribution from the isospin-violating part, namely, by
carrying out a combined study of the polarized dif-
ferential cross sections for both reactions 
pp → dπ+η
and 
pn → dπ0η. In order to illustrate how this can
be achieved, let us first remind the reader that the
amplitudes of those reactions are related by

M(pn → dπ0η) =
1√
2
M(pp → dπ+η), (20)

if isospin is conserved. This relation suggests that
one should consider a “subtracted” differential cross
section,

σ∆(m; θ, ϕ) :=
d2σ0

dmdΩk
− 1

2
d2σ+

dmdΩk
, (21)

where σ0 and σ+ are the cross sections of the pro-
cesses 
pn → dπ0η and 
pp → dπ+η, respectively. Ev-
idently, the angular asymmetry A(θ, ϕ) evaluated ac-
cording to Eq. (1) for this “subtracted” differential
PHYSICS OF ATOMIC NUCLEI Vol. 66 No. 10 20
cross section σ∆(m; θ, ϕ) does not contain terms
induced by isospin-conserving processes and hence
provides only information on isospin-violating effects.
Note that, in the simple model considered in Sec-
tion 3, the angular asymmetry in the reaction 
pp →
dπ+η is small in any case and, therefore, one might
expect that any effects seen in the experiment should
come mainly from isospin-violating a0

0–f0 mixing.

5. SUMMARY

We presented a discussion on effects of back-
ground contributions to differential cross sections and
the angular asymmetryA(θ, ϕ) for the reactions 
pp →
dπ+η and 
pn → dπ0η. Specifically, we pointed out
that, already in lowest order in the relative momentum
between the deuteron and the πη system, the angular
asymmetry A(θ, ϕ) can be nonzero—even without
isospin mixing effects—because of the presence of
higher partial waves in the πη system. As a con-
sequence, a measurement of the angular asymmetry
A(θ, ϕ) with polarized proton beams for the reaction

pp → dπ+η should provide useful information on the
role of higher partial waves in this reaction. It would
also allow one to examine the validity of model cal-
culations of the reaction pp → dπ+η based on chiral
constraints [13] for energies around the a0 threshold.
We also argued that a combined analysis of

differential cross sections for both reactions, 
pp →
dπ+η and 
pn → dπ0η, may facilitate the extraction of
isospin-violating effects induced by a0

0–f0mixing and
allow one to shed light on the nature of these scalar
mesons.
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(Berichte des Forschungszentrums Jülich, Jül-3801,
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