# Propagation of circularly polarized light in media with large-scale inhomogeneities 

E. E. Gorodnichev, ${ }^{*)}$ A. I. Kuzovlev, and D. B. Rogozkin

Moscow Institute of Engineering Physics, 115409 Moscow, Russia
(Submitted 28 July 1998)
Zh. Éksp. Teor. Fiz. 115, 769-790 (March 1999)
Small-angle multiple scattering of circularly polarized waves in disordered systems composed of large (larger than the light wavelength) spherical particles is discussed. The equation for Stokes's fourth parameter $V$ - the difference between the intensities of the left- and right-hand polarized light - is shown to have the form similar to that of the scalar transport equation for intensity $I$, the only difference being the presence of an additional 'non-small-angle' term responsible for depolarization. In the case of small-angle scattering, depolarizing collisions are relatively rare and, in contrast to the scalar case, the problem contains an additional spatial scale, namely the depolarization depth. The polarization degree and helicity of the scattered light are calculated for the case of purely elastic scattering and in the presence of absorption in the medium. For strong absorption, depolarization is shown to follow the transition to the asymptotic regime of wave propagation. The features appearing in strong (non-Born) single scattering are also discussed. © 1999 American Institute of Physics. [S1063-7761(99)00103-1]

## 1. INTRODUCTION

In recent times, a lot of attention has been focused on polarization properties of light multiply scattered in a medium with large-scale inhomogeneities. ${ }^{1-4}$ This interest is stimulated, in particular, by various applications to the diffusion spectroscopy of scattering media (suspensions, colloid solutions, etc. $)^{5,6}$ and diagnostics of biological tissues. ${ }^{7,8}$ Experiments ${ }^{1,4}$ and computer simulations ${ }^{4}$ detected a number of new features in propagation of polarized light through disordered media. The theoretical analysis of some aspects of this problem, however, has remained incomplete. As was noted in our earlier publication, ${ }^{9}$ there is no theory of light depolarization in small-angle multiple scattering.

This paper considers multiple scattering of circularly polarized waves with a view to extending our earlier study ${ }^{9}$ of polarization effects in propagation of unpolarized light. We assume that the medium consists of large-scale (larger than the light wavelength) spherical particles. The Stokes parameters of scattered light are calculated for both purely elastic scattering and in the presence of absorption in the medium. The difference between the intensities of the left-hand and right-hand polarized light, or Stokes's fourth parameter $V$, is shown to be governed by an equation similar to the scalar transport equation for intensity $I$, but taking into account both conventional and 'depolarizing'" scattering events. We have found that, in small-angle scattering, the depolarization length $l_{\text {dep }}$ is larger than the transport length $l_{\text {tr }}$ of elastic scattering. Therefore, in the presence of strong absorption ( $l_{a}<l_{\mathrm{tr}}$, where $l_{a}$ is the absorption length), when the distribution of multiply scattered light remains highly anisotropic at all penetration depths $z,{ }^{10,11}$ the polarization is lost at very large depths $z$, where an asymptotic regime of light propagation is established. ${ }^{9-11}$ Thus, unlike the scalar case, the problem contains another characteristic length, namely, the depolarization depth. We also discuss features of strong
scattering, which appear beyond the Born approximation for single scattering by an isolated inhomogeneity.

It follows from our results that, alongside measurements of the angular distribution of light, the polarization degree allows one to determine further characteristic parameters of a medium and can be employed in optical studies of inhomogeneous media.

## 2. GENERAL RELATIONS

Let a wide beam of circularly polarized light be incident along the normal to a layer of a medium composed of large (of radius $a \gg \lambda$ ) spherical scatterers. The refraction index $n$ of an isolated scatterer is assumed to be close to unity ( $\mid n$ $-1 \mid \ll 1$ ), and single scattering occurs predominantly forward. ${ }^{13}$ Owing to the azimuthal symmetry of the configuration, the four equations for Stokes's parameters of scattered light are decoupled into two independent equation systems ${ }^{12,13}$ :
$\left\{\mu \frac{\partial}{\partial z}+n_{0} \sigma_{\text {tot }}\right\}\binom{I(z, \mu)}{Q(z, \mu)}$
$=n_{0} \int d \mathbf{n}^{\prime}\left(\begin{array}{cc}a_{1} & b_{1} \cos \beta \\ b_{1} \cos \beta^{\prime} & a_{1} \cos \beta \cos \beta^{\prime}-a_{2} \sin \beta \sin \beta^{\prime}\end{array}\right)$

$$
\begin{equation*}
\times\binom{ I\left(z, \mu^{\prime}\right)}{Q\left(z, \mu^{\prime}\right)} \tag{1}
\end{equation*}
$$

$\left\{\mu \frac{\partial}{\partial z}+n_{0} \sigma_{\text {tot }}\right\}\binom{U(z, \mu)}{V(z, \mu)}$
$=n_{0} \int d \mathbf{n}^{\prime}\left(\begin{array}{cc}a_{2} \cos \beta \cos \beta^{\prime}-a_{1} \sin \beta \sin \beta^{\prime} & -b_{2} \cos \beta^{\prime} \\ b_{2} \cos \beta & a_{2}\end{array}\right)$
$\times\binom{ U\left(z, \mu^{\prime}\right)}{V\left(z, \mu^{\prime}\right)}$,
where $n_{0}$ is the number of scatterers per unit volume, $\sigma_{\text {tot }}$ $=\sigma+\sigma_{a}$ is the total cross section of light attenuation, $\sigma$ and $\sigma_{a}$ are the scattering and absorption cross sections, respectively,

$$
\begin{aligned}
& a_{1}=\frac{1}{2}\left(\left|A_{\|}\right|^{2}+\left|A_{\perp}\right|^{2}\right), \quad a_{2}=\operatorname{Re} A_{\|} A_{\perp}^{*} \\
& b_{1}=\frac{1}{2}\left(\left|A_{\|}\right|^{2}-\left|A_{\perp}\right|^{2}\right), \quad b_{2}=\operatorname{Im} A_{\|} A_{\perp}^{*}
\end{aligned}
$$

$A_{\|}$and $A_{\perp}$ are the single scattering amplitudes for waves polarized in the scattering plane and normally to this plane,

$$
\begin{aligned}
& \cos \beta=1-\frac{2\left(1-\mu^{2}\right)\left(1-\cos ^{2} \psi\right)}{1-\cos ^{2} \xi} \\
& \sin \beta=\frac{2 \sqrt{1-\mu^{2}}\left(\mu \sqrt{1-\mu^{\prime 2}}-\mu^{\prime} \sqrt{1-\mu^{2}} \cos \psi\right) \sin \psi}{1-\cos ^{2} \xi} \\
& \cos \xi=\mu \mu^{\prime}+\sqrt{\left(1-\mu^{2}\right)\left(1-\mu^{\prime 2}\right)} \cos \psi
\end{aligned}
$$

$$
\mu=\cos \theta, \quad \mu^{\prime}=\cos \theta^{\prime}, \quad \psi=\varphi-\varphi^{\prime}
$$

Quantities $\cos \beta^{\prime}$ and $\sin \beta^{\prime}$ are obtained from $\cos \beta$ and $\sin \beta$ by replacing $\mu$ and $\varphi$ with $\mu^{\prime}$ and $\varphi^{\prime}$. The unit vectors $\quad \mathbf{n}^{\prime}=\left\{\sin \theta^{\prime} \cos \varphi^{\prime}, \sin \theta^{\prime} \sin \varphi^{\prime}, \cos \theta^{\prime}\right\} \quad$ and $\mathbf{n}$ $=\{\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta\}$ define the directions of photon propagation before and after scattering.

The boundary condition for Eqs. (1) and (2) for the unit flux density of incident light has the form

$$
\left.\left(\begin{array}{c}
I  \tag{3}\\
Q \\
U \\
V
\end{array}\right)\right|_{z=0, \mu>0}=\left(\begin{array}{l}
1 \\
0 \\
0 \\
1
\end{array}\right) \delta\left(1-\mathbf{n} \cdot \mathbf{n}_{0}\right),
$$

where $\mathbf{n}_{0}$ is the vector of the interior normal to the medium surface.

Within the small-angle approximation, a solution of Eq. (1) was studied in detail previously. ${ }^{9}$ In this work we focus our attention on the second pair of equations (2). As in our earlier study, ${ }^{9}$ it seems interesting to analyze separately the cases of single scattering in the Born approximation ( $a \mid n$ $-1 \mid \ll \lambda$ ) and in the approximation of strong (non-Born) scattering $(a|n-1|>\lambda)$. In both these cases, functions $a_{i}$ and $b_{i}(i=1,2)$ are known and given in monographs. ${ }^{13,14}$

## 3. BORN SCATTERERS $(a|n-1| \ll \lambda)$

In the Born approximation, the scattering amplitudes $A_{\|}(\cos \gamma)$ and $A_{\perp}(\cos \gamma)$ are related by the equation ${ }^{13,14}$

$$
\begin{equation*}
A_{\|}(\cos \gamma)=A_{\perp}(\cos \gamma) \cos \gamma \tag{4}
\end{equation*}
$$

Therefore, the following formulas apply to $a_{i}$ and $b_{i}$ :

$$
\begin{array}{ll}
a_{1}=\left|A_{\perp}\right|^{2} \frac{1+\cos ^{2} \gamma}{2}, & a_{2}\left|A_{\perp}\right|^{2} \cos \gamma \\
b_{1}=\left|A_{\perp}\right|^{2} \frac{\cos ^{2} \gamma-1}{2}, & b_{2}=0 . \tag{5}
\end{array}
$$

It follows from the latter equation and boundary condition (3) that Stokes's third parameter $U$ is identically zero, $U \equiv 0$, therefore equation system (2) is reduced to a single equation:

$$
\begin{align*}
\left\{\mu \frac{\partial}{\partial z}+n_{0} \sigma_{\mathrm{tot}}\right\} V(z, \mu)= & n_{0} \int d \mathbf{n}^{\prime}\left|A_{\perp}\left(\mathbf{n} \cdot \mathbf{n}^{\prime}\right)\right|^{2} \\
& \times\left(\mathbf{n} \cdot \mathbf{n}^{\prime}\right) V\left(z, \mu^{\prime}\right) . \tag{6}
\end{align*}
$$

According to Eq. (5), the differential scattering cross sections in the equations for the intensity and Stokes's fourth parameter in the range of small angles are identical for terms of orders up to $\gamma^{2}\left(a_{1} \approx a_{2}\right)$. Therefore, an equation derived from Eq. (6) after the conventional small-angle expansion (i.e., when only terms of order of $\theta^{2}$ and $\theta^{\prime 2}$ are retained ${ }^{9}$ ) will be identical to the small-angle scalar transport equation for $I_{\text {scal }}$.

Our analysis has demonstrated that this approximation is inadequate. If we assume that $V \approx I_{\text {scal }}$, the polarization degree

$$
\begin{equation*}
P=\sqrt{V^{2}+Q^{2}} / I \tag{7}
\end{equation*}
$$

may be larger than unity, which is absurd.
In order to avoid this error, one should take account of the difference between $V$ and $I_{\text {scal }}$. Let us write Eq. (6) in the form

$$
\begin{align*}
\left\{\mu \frac{\partial}{\partial z}+n_{0} \sigma_{\text {tot }}\right\} V(z, \mu)= & n_{0} \int d \mathbf{n}^{\prime} a_{1}\left(\mathbf{n} \cdot \mathbf{n}^{\prime}\right) V\left(z, \mu^{\prime}\right) \\
& -n_{0} \int d \mathbf{n}^{\prime} \frac{d \sigma_{\mathrm{dep}}\left(\mathbf{n} \cdot \mathbf{n}^{\prime}\right)}{d \mathbf{n}^{\prime}} V\left(z, \mu^{\prime}\right) \tag{8}
\end{align*}
$$

Equation (8) is identical to the scalar transport equation for intensity of light in the presence of two types of scattering in a medium, namely, the conventional scattering with the differential cross section

$$
\frac{d \sigma}{d \mathbf{n}}=a_{1}=\frac{1}{2}\left|A_{\perp}\left(\mathbf{n} \cdot \mathbf{n}^{\prime}\right)\right|^{2}\left[1+\left(\mathbf{n} \cdot \mathbf{n}^{\prime}\right)^{2}\right]
$$

and the 'depolarizing', scattering with the cross section

$$
\begin{equation*}
\frac{d \sigma_{\mathrm{dep}}}{d \mathbf{n}}=\frac{1}{2}\left|A_{\perp}\left(\mathbf{n} \cdot \mathbf{n}^{\prime}\right)\right|^{2}\left(1-\mathbf{n} \cdot \mathbf{n}^{\prime}\right)^{2} \tag{9}
\end{equation*}
$$

The cross section given by Eq. (9) is proportional to that of transformation between the left-hand and right-hand polarized light. One can easily check out this statement using the definitions $I=I_{+}+I_{-}$and $V=I_{+}-I_{-}$, where $I_{ \pm}$are the intensities of left- and right-hand polarized light, and deriving equations for $I_{ \pm}$by combining the equations for $I$ and $V$. In the equations for $I_{ \pm}$the scattering differential cross section is $d \sigma-(1 / 2) d \sigma_{\text {dep }}$, and that of transformation between the left- and right-hand polarized light is $(1 / 2) d \sigma_{\text {dep }}$.

The form factor $\left|A_{\perp}\right|^{2}$ for weakly scattering spheres $(a|n-1| \ll \lambda)$ averaged over the angular scale $\Delta \gamma>\lambda / a$ drops in the range of small angles following the power law ${ }^{13}$

$$
\begin{equation*}
\left|A_{\perp}\right|^{2} \propto 1 / \gamma^{4} \tag{10}
\end{equation*}
$$



FIG. 1. Form factor $\left|A_{\perp}\right|^{2}$ for transparent scatterers. The solid curve shows calculations with the Mie formulas $(n-1=0.01, a=10 \lambda / 2 \pi)$, the dashed line is the approximation given by Eq. (11) $\left(\gamma_{0}=0.1\right)$.

Therefore one can describe $\left|A_{\perp}\right|^{2}$ by the model function ${ }^{15}$

$$
\begin{equation*}
\left|A_{\perp}(\cos \gamma)\right|^{2}=\frac{\sigma \gamma_{0}^{2}}{\pi\left[\gamma_{0}^{2}+2(1-\cos \gamma)\right]^{2}} \tag{11}
\end{equation*}
$$

where $\sigma=(2 \pi)^{3} a^{4}|n-1|^{2} / \lambda^{2}$ (Ref. 13) and $\gamma_{0}=\lambda / 2 \pi a$ are the cross section and characteristic angle of a single scattering event, respectively. ${ }^{1)}$ Direct comparison (Fig. 1) clearly shows that function (11) adequately describes the behavior of the form factor calculated by Mie formulas ${ }^{13}$ over the entire range of scattering angles.

By substituting expression (11) in Eq. (9), we obtain the depolarization cross section

$$
\begin{equation*}
\frac{d \sigma_{\mathrm{dep}}}{d \mathbf{n}}=\frac{\sigma \gamma_{0}^{2}(1-\cos \gamma)^{2}}{2 \pi\left[\gamma_{0}^{2}+2(1-\cos \gamma)\right]^{2}} \tag{12}
\end{equation*}
$$

In the most interesting case of multiple scattering, the scattering angle $\theta$ is larger than the characteristic angle of single scattering, $\theta>\gamma_{0}$. Under these conditions, the depolarization cross section is independent of the angular variables:

$$
\begin{equation*}
\frac{d \sigma_{\mathrm{dep}}}{d \mathbf{n}} \approx \frac{\sigma \gamma_{0}^{2}}{8 \pi}=\frac{\sigma_{\mathrm{tr}}}{8 \pi \ln \left(2 / \gamma_{0}\right)} \tag{13}
\end{equation*}
$$

where $\sigma_{\mathrm{tr}}=\sigma \gamma_{0}^{2} \ln \left(2 / \gamma_{0}\right)$ is the transport cross section of elastic scattering. ${ }^{9}$ As a result, we have for the mean free path $l_{\text {dep }}$ with respect to a depolarizing collision

$$
\begin{equation*}
l_{\mathrm{dep}}=\left(n_{0} \int d \sigma_{\mathrm{dep}}\right)^{-1}=l_{\mathrm{tr}} \ln \frac{4}{\gamma_{0}^{2}}, \tag{14}
\end{equation*}
$$

where $l_{\mathrm{tr}}=\left(n_{0} \sigma_{\mathrm{tr}}\right)^{-1}$ is the transport mean free path. According to Eqs. (12)-(14), the depolarization length due to smallangle scattering is inversely proportional to the fourth power of the single-scattering angle, $l_{\text {dep }} \sim l /\left\langle\gamma^{4}\right\rangle\left(l=\left(n_{0} \sigma\right)^{-1}\right.$ is the mean free path) and is greater than the transport mean free path: $l_{\text {dep }}>l_{\text {tr }} \sim l /\left\langle\gamma^{2}\right\rangle$. This means that depolarizing collisions are relatively rare, and the second term on the righthand side of Eq. (8) can be treated as a small correction, in comparison with the other terms in this equation. This circumstance allows one to solve Eq. (8) by an iterative technique, treating the solution of the conventional scalar transport equation as an initial approximation.

### 3.1. Weakly absorbing medium

Let us analyze transmission through a layer of a weakly absorbing medium $\left[l_{\mathrm{tr}}<l_{a}=\left(n_{0} \sigma_{a}\right)^{-1}\right]$. In this case, the multiple scattering angle is small as long as the layer thickness is limited by the condition $L<l_{\mathrm{tr}}$.

Treating the last term on the right-hand side of Eq. (8) as an inhomogeneous term, let us rewrite Eq. (8) in the integral form

$$
\begin{align*}
\widetilde{V}(z, \mu)= & \widetilde{I}_{\text {scal }}(z, \mu) \\
& -n_{0} \int_{0}^{z} d z^{\prime} \int d \mathbf{n}^{\prime} \widetilde{G}\left(z-z^{\prime} \mid \mathbf{n}, \mathbf{n}^{\prime}\right) \\
& \times \int d \mathbf{n}^{\prime \prime} \frac{d \sigma_{\mathrm{dep}}\left(\mathbf{n}^{\prime} \cdot \mathbf{n}^{\prime \prime}\right)}{d \mathbf{n}^{\prime \prime}} \widetilde{V}\left(z^{\prime}, \mu^{\prime \prime}\right), \tag{15}
\end{align*}
$$

where

$$
\begin{aligned}
& \widetilde{V}(z, \mu)=\exp \left(n_{0} \sigma_{a} z\right) V(z, \mu) \\
& \widetilde{I}_{\text {scal }}(z, \mu)=\exp \left(n_{0} \sigma_{a} z\right) I_{\text {scal }}(z, \mu) \\
& \widetilde{G}\left(z \mid \mathbf{n}, \mathbf{n}^{\prime}\right)=\exp \left(n_{0} \sigma_{a} z\right) G\left(z \mid \mathbf{n}, \mathbf{n}^{\prime}\right),
\end{aligned}
$$

$I_{\text {scal }}$ is the solution of the scalar transport equation (i.e., Eq. (8) at $\sigma_{\text {dep }}=0$ ) for a normally incident light beam, and $G$ is the Green's function of the same equation.

As follows from Eq. (15), in calculating Stokes's fourth parameter $V$, one must above all know the intensity $I_{\text {scal }}$ and the Green's function of the scalar transport equation. One cannot, however, calculate these quantities in the general case even in the small-angle approximation, so we have to use results that apply only under certain conditions.

As concerns small-angle scattering in a relatively thin layer of a weakly absorbing medium ( $L<l_{\mathrm{tr}}<l_{a}$ ), we can neglect photon path-length fluctuations due to multiple scattering and use the standard version of the small-angle approximation. ${ }^{9,14}$ In this approximation, the intensity $\widetilde{I}_{\text {scal }}$ and Green's function $\widetilde{G}$ of the scalar transport equation are well known: ${ }^{14,17}$

$$
\begin{align*}
\widetilde{I}_{\text {scal }}(z, \theta)= & \frac{1}{2 \pi} \int_{0}^{\infty} \omega d \omega J_{0}(\omega \theta) \\
& \times \exp \left[-n_{0} \sigma(1-\chi(\omega)) z\right]  \tag{16}\\
\widetilde{G}\left(z \mid \mathbf{n}, \mathbf{n}^{\prime}\right) \approx & \widetilde{G}\left(z \mid \boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}\right)=\frac{1}{2 \pi} \int_{0}^{\infty} \omega d \omega J_{0} \\
& \times\left(\omega\left|\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}\right|\right) \exp \left\{-n_{0} \sigma[1-\chi(\omega)] z\right\} \tag{17}
\end{align*}
$$

where $\boldsymbol{\theta}$ is the component of vector $\mathbf{n}$ parallel to the interface, $J_{0}(x)$ is the zero-order Bessel function, ${ }^{18}$ and

$$
\begin{align*}
\chi(\omega) & =\frac{2 \pi}{\sigma} \int_{0}^{\infty} \theta d \theta J_{0}(\omega \theta) a_{1}(\theta) \\
& \approx 1-\frac{1}{2}\left(\omega \gamma_{0}\right)^{2} \ln \frac{1}{\omega \gamma_{0}} \tag{18}
\end{align*}
$$

In the limiting cases of relatively small and large angles, the intensity $\widetilde{I}_{\text {scal }}$ in Eq. (16) is ${ }^{9,19}$

$$
\begin{align*}
& \tilde{I}_{\text {scal }}(z, \theta) \\
& \quad= \begin{cases}\frac{l_{\mathrm{tr}} \ln \left(2 / \gamma_{0}\right)}{\pi z \ln (z / l)}, & \theta<\theta_{z}, \\
\frac{z}{\pi \theta^{4} l_{\mathrm{tr}} \ln \left(2 / \gamma_{0}\right)}\left(1+\frac{8 z}{\theta^{2} l_{\mathrm{tr}} \ln \left(2 / \gamma_{0}\right)} \ln \frac{\theta}{\gamma_{0}}\right), & \theta>\theta_{z},\end{cases} \tag{19}
\end{align*}
$$

where $\theta_{z}=\gamma_{0} \sqrt{(z / l) \ln (z / l)}$ is the characteristic scattering angle in a layer of thickness $z \geqslant l$.

By substituting expressions (13) and (16)-(18) into Eq. (15) and performing one iteration in Eq. (15), we obtain Stokes's fourth parameter $\widetilde{V}$ :

$$
\begin{equation*}
\widetilde{V}(z, \theta) \approx \widetilde{I}_{\text {scal }}(z, \theta)-\frac{z}{4 \pi l_{\text {dep }}}+\ldots \tag{20}
\end{equation*}
$$

The applicability of Eq. (20) is governed by the condition of small-angle scattering $(\theta<1)$.

Expression (7) for the polarization degree can be conveniently transformed to

$$
\begin{equation*}
P=\sqrt{S^{2}+P_{\mathrm{un}}^{2}} \tag{21}
\end{equation*}
$$

where $S=\tilde{V} / \tilde{I}$ is the photon helicity ${ }^{20,21}$ and $P_{\text {un }}=Q / I$ is the polarization degree of the initially unpolarized light beam. Our analysis indicates that, in calculating $P$, one can neglect polarization corrections to the intensity and set $I \approx I_{\text {scal }}$. In this approximation, $P_{\text {un }}$ is given by the expression ${ }^{9}$

$$
P_{\mathrm{un}}= \begin{cases}-\frac{\theta^{2}}{4 \ln (z / l)}, & \theta<\theta_{z},  \tag{22}\\ -\frac{\theta^{2}}{2}\left(1-\frac{8 z}{\theta^{2} l_{\mathrm{tr}} \ln \left(2 / \gamma_{0}\right)} \ln \frac{\theta}{\gamma_{0}}\right), & \theta>\theta_{z} .\end{cases}
$$

Now, by substituting (19), (20), and (22) into Eq. (21), we find that in the lowest order in the small parameter $l_{\text {tr }} / l_{\text {dep }}$ $\ll 1$, the polarization degree around the peak $\left(\theta<\theta_{z}\right)$ of the angular distribution is constant with $\theta$ and determined by the expression

$$
\begin{equation*}
P=1-\frac{\theta_{z}^{4}}{8 \ln (z / l)}, \tag{23}
\end{equation*}
$$

whereas in the wings $\left(\theta>\theta_{z}\right)$ of the distribution

$$
\begin{equation*}
P=1-\theta^{2} \theta_{z}^{2} \frac{\ln \left(\theta / \gamma_{0}\right)}{\ln (z / l)} \tag{24}
\end{equation*}
$$

It follows from Eqs. (23) and (24) that, in transmission through a relatively thin layer $\left(z<l_{\mathrm{tr}}\right)$, the depolarization is low and the polarization degree is close to unity ( $\delta P=1$ $-P \ll 1)$. The depolarization is the greatest at relatively large $\left(\theta>\theta_{z}\right)$ scattering angles: $\delta P\left(\theta<\theta_{z}\right) / \delta P\left(\theta>\theta_{z}\right) \propto \theta_{z}^{2} / \theta^{2}$ $\ll 1$.

The process of light depolarization can be described qualitatively as follows. At a small depth $(z<l)$, where the dominant process is single scattering, the polarization degree is unity. ${ }^{13}$ With increasing $z(z>l), P$ drops. In the region of small angles, $\theta<\theta_{z}$, the drop in $P$ is fully determined by the
transformation of the circularly polarized component to unpolarized light due to multiple scattering. The relative contribution of the linearly polarized component, which is generated in scattering of the depolarized component, ${ }^{9} P_{\text {un }}$, is negligible. At $\theta>\theta_{z}$ the angular distribution is determined by light waves that undergo multiple scattering through small ( $\theta<\theta_{z}$ ) angles and a single deviation through a large angle $\left(\theta>\theta_{z}\right) .{ }^{9}$ In the angular range in question, the drop in the helicity in the first order in the small ratio $\theta_{z} / \theta \ll 1$, $S \approx 1-\theta^{4} / 8$, as in the case of single scattering, is offset by the linearly polarized component generated by depolarized radiation, $P_{\text {un }} \approx-\theta^{2} / 2$. The difference between $P$ and unity at $\theta>\theta_{z}$ is determined by corrections of higher orders in $\theta_{z} / \theta$ and is proportional to $\theta^{2} \theta_{z}^{2}$.

### 3.2. Medium with high absorption

Now consider propagation of circularly polarized light in a medium with high absorption ( $l_{a}<l_{\mathrm{tr}}$ ), when the smallangle approximation holds at all penetration depths. ${ }^{10,11}$ The evolution of the angular distribution with the increase in $z$ in such a medium proceeds as follows. ${ }^{9,19}$

At relatively small depths $\left(l<z<l_{a}\right)$ the effect of absorption on the intensity distribution is negligible, and the intensity is described by Eq. (19). With increasing $z$ ( $z$ $>l_{a}$ ) owing to the absorption of photons scattered through large angles, the "Rutherford" law for the intensity decrease, $\tilde{I} \propto \theta^{-4}$ [Eq. (19)], is replaced in the region $\theta>\sqrt{l_{a} / z}$ by a faster function ${ }^{9,19}$ :

$$
\begin{equation*}
\widetilde{I}_{\mathrm{scal}}(z, \theta)=\frac{2 \sigma_{\mathrm{tt}} \widetilde{E}(z)}{\pi \sigma_{a} \ln \left(2 / \gamma_{0}\right) \theta^{6}}\left(1+5 \frac{\left\langle\theta^{2}\right\rangle_{z}}{\theta^{2}}+\cdots\right), \tag{25}
\end{equation*}
$$

where $\widetilde{E}(z)=\exp \left(z / l_{a}\right) E(z)$ and $\left\langle\theta^{2}\right\rangle_{z}$ are the 'reduced'" flux and mean square of multiple scattering angle at range $z$, respectively.

Prior to the transition to the asymptotic propagation regime $\left(z<l_{d}\right.$, where $l_{d}$ is the length over which the 'reduced' flux decays), the dependence $\widetilde{E}(z)$ can be neglected, and $\widetilde{E}(z) \approx 1$. Quantity $\left\langle\theta^{2}\right\rangle_{z}$ in the region of $z$ under consideration is given by

$$
\begin{equation*}
\left\langle\theta^{2}\right\rangle_{z}=\frac{2 \pi}{\widetilde{E}(z)} \int_{0}^{\infty} \theta^{3} d \theta \widetilde{I}_{\mathrm{scal}}(z, \theta) \approx \frac{2 z}{l_{\mathrm{tr}}} \frac{\ln \left(\sqrt{l_{a} / z} / \theta_{z}\right)}{\ln \left(2 / \gamma_{0}\right)}, \tag{26}
\end{equation*}
$$

At depths $z>l_{d}$ the "Rutherford'" region in the angular distribution vanishes and the intensity is ${ }^{9}$

$$
\begin{align*}
& \widetilde{I}_{\text {scal }}(z, \theta) \approx \exp \left(-\frac{z}{l_{d}}\right) \\
& \quad \times \begin{cases}\frac{2}{\pi\left\langle\theta^{2}\right\rangle_{\infty}}\left(1-\frac{\theta^{2}}{\left\langle\theta^{2}\right\rangle_{\infty}}+\cdots\right), & \theta<\sqrt{\left\langle\theta^{2}\right\rangle_{\infty}} \\
\frac{4 \sigma_{\text {tr }} \gamma_{0}^{2}}{\pi \sigma_{a} \theta^{6} \ln \left(2 / \gamma_{0}\right)}\left(1+5 \frac{\left\langle\theta^{2}\right\rangle_{\infty}}{\theta^{2}}\right), & \theta>\sqrt{\left\langle\theta^{2}\right\rangle_{\infty}}\end{cases} \tag{27}
\end{align*}
$$

where $\left\langle\theta^{2}\right\rangle_{\infty}=2 l_{a} / l_{d}$ is the mean square multiple scattering angle in the asymptotic regime. According to earlier calculations, ${ }^{9}$ the length $l_{d}$ is given by

$$
\begin{equation*}
l_{d}=\sqrt{2 l_{a} l_{\mathrm{tr}} \ln \left(2 / \gamma_{0}\right) / \ln \sqrt{2 l_{a} / l \gamma_{0}^{2}}} . \tag{28}
\end{equation*}
$$

It follows from the equation relating $\widetilde{V}$ to $\widetilde{I}_{\text {scal }}[$ Eq. (15)] and from the above statements concerning $\widetilde{I}_{\text {scal }}$ that Stokes's fourth parameter in a highly absorbing medium at a depth $z<l_{d}$ at relatively small angles $\theta<\sqrt{l_{a} / z}$ should be the same as in a weakly absorbing medium ( $l_{a}<l_{\mathrm{tr}}$ ), and therefore it should be described by Eqs. (23) and (24).

The effect of absorption on $\widetilde{V}$ begins to show up at $z>l_{a}$ in the region of angles $\theta>\sqrt{l_{a} / z}$ [Eq. (25)]. At larger $z$ the absorption radically changes the angular dependence of Stokes's fourth parameter $\widetilde{V}$.

At large scattering angles $\left(\theta>\sqrt{l_{a} / z}\right.$ for $z<l_{d}$ and $\theta>\sqrt{\left\langle\theta^{2}\right\rangle_{\infty}}$ for $z>l_{d}$ ), the correction to $\widetilde{V}$ due to the last term on the right-hand side of Eq. (8) drops following the law $\delta \widetilde{V} \propto 1 / \theta^{2}$ [compare with Eq. (20)]. This follows directly from Eq. (8).

By transferring $n_{0} \sigma V$ from the left to right-hand side and estimating separately the contributions of the elastic scattering integral ${ }^{9}$ and the term responsible for depolarization at relatively large angles, we obtain for $\delta \widetilde{V}(z, \mu)$

$$
\begin{align*}
\delta \widetilde{V}(z, \mu) \approx & -\frac{n_{0} \sigma_{\mathrm{dep}}}{4 \pi \mu} \int_{0}^{z} d z^{\prime} \\
& \times \exp \left(-\frac{n_{0} \sigma_{a}\left(z-z^{\prime}\right)(1-\mu)}{\mu}\right) \widetilde{E}^{(V)}\left(z^{\prime}\right) \\
\approx & -\frac{\sigma_{\mathrm{dep}}}{2 \pi \sigma_{a} \theta^{2}} \widetilde{E}^{(V)}(z), \tag{29}
\end{align*}
$$

where

$$
\begin{equation*}
\widetilde{E}^{(V)}(z)=\int d \mathbf{n} \widetilde{V}(z, \mu) \tag{30}
\end{equation*}
$$

Consequently, like the intensity in our previous calculations, ${ }^{9,19}, \delta \widetilde{V}$ at large $\theta$ can be expressed in terms of the integral of $\widetilde{V}$ over angles, i.e., in terms of the spatial 'density" of $\widetilde{E}^{(V)}$.

The correction $\delta \widetilde{V}$ is the component of $\widetilde{V}$ that most slowly decreases with $\theta$.

Separating out the contribution given by Eq. (29) from $\widetilde{V}(z, \mu)$, one can develop an iterative procedure for calculating $\widetilde{V}(z, \mu)$ at relatively large angles $\theta$. With this end in view, let us express $\widetilde{V}$ in the form $(\mu>0)$

$$
\begin{align*}
\widetilde{V}(z, \mu)= & -\frac{n_{0} \sigma_{\text {dep }}}{4 \pi \mu} \int_{0}^{z} d z^{\prime} \\
& \times \exp \left(-\frac{n_{0} \sigma_{a}\left(z-z^{\prime}\right)(1-\mu)}{\mu}\right) \\
& \times \widetilde{E}^{(V)}\left(z^{\prime}\right)+\widetilde{v}(z, \mu) \tag{31}
\end{align*}
$$

and substitute Eq. (31) into (8). As a result, we obtain for $\tilde{v}(z, \mu)$ an equation which, unlike Eq. (8), can be treated in the small-angle approximation (whereas in Eq. (8) this cannot be done owing to the last term on the right-hand side, which is constant in angle). Using the conventional smallangle expansion in the equation for $\widetilde{v}(z, \mu)$, i.e., setting 1 $-\mu \approx \theta^{2} / 2$ and retaining nonvanishing terms of the lowest orders, ${ }^{9,11}$ we obtain

$$
\begin{align*}
\left\{\frac{\partial}{\partial z}\right. & \left.+n_{0} \sigma_{a} \frac{\theta^{2}}{2}\right\} \tilde{v}(z, \theta)=n_{0} \\
& \times \int d \boldsymbol{\theta}^{\prime} a_{1}\left(\left|\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}\right|\right)\left(\tilde{v}\left(z, \theta^{\prime}\right)-\tilde{v}(z, \theta)\right)-n_{0} \\
& \times \int d \boldsymbol{\theta}^{\prime} a_{1}\left(\left|\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}\right|\right) \frac{n_{0} \sigma_{\mathrm{dep}}}{4 \pi} \int_{0}^{z} d z^{\prime} \widetilde{E}^{(V)}\left(z^{\prime}\right) \\
& \times\left[\exp \left(-\frac{n_{0} \sigma_{a}\left(z-z^{\prime}\right) \theta^{\prime 2}}{2}\right)-\exp \left(-\frac{n_{0} \sigma_{a}\left(z-z^{\prime}\right) \theta^{2}}{2}\right)\right] . \tag{32}
\end{align*}
$$

The boundary condition for Eq. (32) has the form

$$
\tilde{v}(z=0, \theta)=\delta(\theta) / 2 \pi \theta
$$

Now, using the power expansion in terms of reciprocal $\theta$, which was developed earlier for the intensity $\widetilde{I}_{\text {scal }},{ }^{9,19}$ we can calculate an asymptotic expansion of $\tilde{v}(z, \theta)$ (see Appendix A).

In the approximation of the lowest order in the small parameter $\sigma_{\text {dep }} / \sigma_{a} \ll 1$, Stokes's fourth parameter is determined in the "wings" of the angular distribution by the expression

$$
\begin{align*}
\widetilde{V}(z, \theta) \approx & \widetilde{E}^{(V)}(z) \\
& \times\left[-\frac{\sigma_{\mathrm{dep}}}{2 \pi \sigma_{a} \theta^{2}}\left(1+\frac{\left\langle\theta^{2}\right\rangle_{z}}{\theta^{2}}+\cdots\right)+\frac{\widetilde{I}_{\mathrm{scal}}(z, \theta)}{\widetilde{E}(z)}\right] \\
= & \widetilde{E}^{(V)}(z)\left[-\frac{\sigma_{\mathrm{dep}}}{2 \pi \sigma_{a} \theta^{2}}\left(1+\frac{\left\langle\theta^{2}\right\rangle_{z}}{\theta^{2}}+\cdots\right)\right. \\
& \left.+\frac{4 \sigma_{\mathrm{dep}}}{\pi \sigma_{a} \theta^{6}}\left(1+5 \frac{\left\langle\theta^{2}\right\rangle_{z}}{\theta^{2}}+\cdots\right)\right] \tag{33}
\end{align*}
$$

where $\widetilde{I}_{\text {scal }}(z, \theta)$ is the intensity (25). Using the earlier results ${ }^{9,19}$ for

$$
\begin{equation*}
P_{\mathrm{un}} \approx-\frac{\theta^{2}}{2}\left(1-4 \frac{\left\langle\theta^{2}\right\rangle_{z}}{\theta^{2}}\right), \tag{34}
\end{equation*}
$$

we can derive from Eqs. (25) and (33) the polarization degree of circularly polarized light in the region of relatively large scattering angles:
$P \approx \sqrt{\left(1-\frac{\theta^{4}}{4}+\theta^{2}\left\langle\theta^{2}\right\rangle_{z}\right)\left(\frac{\widetilde{E}^{(V)}(z)}{\widetilde{E}(z)}\right)^{2}+\frac{\theta^{4}}{4}\left(1-8 \frac{\left\langle\theta^{2}\right\rangle_{z}}{\theta^{2}}\right)}$.

The first summand under the radical sign in Eq. (35) describes the drop in the helicity of circularly polarized light, the second one is due to the linear polarization generated in scattering of depolarized light. At relatively small depths, when $\widetilde{E}^{(V)}(z) \approx \widetilde{E}(z) \approx 1$, we derive from Eq. (35)

$$
\begin{equation*}
P \approx 1-\frac{1}{2} \theta^{2}\left\langle\theta^{2}\right\rangle_{z} . \tag{36}
\end{equation*}
$$

The comparison between Eqs. (36) and (24) shows that absorption leads to slowing down of the polarization degree decay. The cause is the drop in the number of the "most depolarized" photons scattered through relatively large angles.

Now let us analyze the polarization degree in the asymptotic $\left(z>l_{d}\right)$ regime, when the effect of absorption on light propagation is significant throughout the entire range of scattering angles. In this case, the solution of Eq. (8) should have the form ${ }^{22}$

$$
\begin{equation*}
\widetilde{V}(z, \mu)=\widetilde{V}(\mu) \exp \left(-\varepsilon_{0}^{(V)} z\right), \tag{37}
\end{equation*}
$$

where

$$
\widetilde{V}(\mu)=\psi_{0}^{(V)}(\mu=1) \psi_{0}^{(V)}(\mu)
$$

and $\psi_{0}^{(V)}(\mu)$ and $\varepsilon_{0}^{(V)}$ are the first eigenfunction and the first eigenvalue of the spectral problem corresponding to Eq. (8).

The angular function $\widetilde{V}(\mu)$ and damping constant $\varepsilon_{0}^{(V)}$ can be easily calculated by the perturbation theory on the basis of our earlier results ${ }^{9}$ concerning the intensity at large depths (Appendix B). In the approximation of the first order in small parameter $\sigma_{\text {dep }} / \sigma_{a} \ll 1$, we obtain [see Eq. (B3)]

$$
\begin{equation*}
\varepsilon_{0}^{(V)}=\frac{1}{l_{d}}\left(1+\frac{\sigma_{\mathrm{dep}}}{\sigma_{a}}\right) . \tag{38}
\end{equation*}
$$

Within the same accuracy as in Eq. (38), function $\widetilde{V}(\theta)$ around the peak of the angular distribution $\left(\theta<\sqrt{\langle\theta\rangle_{\infty}}\right)$ is determined by the following expression [see Eqs. (27) and (B5)]:

$$
\begin{equation*}
\widetilde{V}(\theta)=\widetilde{I}_{\mathrm{scal}}(\theta)+\delta \widetilde{V}(\theta) \approx \frac{2}{\pi\langle\theta\rangle_{\infty}}+\frac{\sigma_{\mathrm{dep}}}{\pi \sigma_{a}\langle\theta\rangle_{\infty}} \ln 2 \tag{39}
\end{equation*}
$$

It follows from Eq. (39) that at $\theta<\sqrt{\left\langle\theta^{2}\right\rangle_{\infty}}$ the contributions of $\widetilde{\delta} V(\theta)$ to the helicity $S$ and 'density" $\widetilde{E}^{(V)}(z)$ can be neglected in the first approximation at $z / l_{d}>1$. As a result, the polarization degree in this angular region is given by the expression

$$
\begin{equation*}
P \approx \sqrt{\exp \left[-\frac{2}{l_{d}}\left(\frac{l_{a}}{l_{\mathrm{dep}}}\right) z\right]+\left(\frac{\ln 2}{2} \frac{l_{a} \gamma_{0}^{2} \theta^{2}}{l\left\langle\theta^{2}\right\rangle_{\infty}^{2}}\right)^{2}} . \tag{40}
\end{equation*}
$$

In deriving Eq. (40) we have taken into account the relation ${ }^{9,19}$

$$
\begin{equation*}
P_{\mathrm{un}}=-\frac{\ln 2}{2} \frac{l_{a} \gamma_{0}^{2} \theta^{2}}{l\left\langle\theta^{2}\right\rangle_{\infty}^{2}}, \quad \theta<\sqrt{\left\langle\theta^{2}\right\rangle_{\infty}} \tag{41}
\end{equation*}
$$

A formula similar to Eq. (40) can be obtained for the "wings" of the angular distribution. With this end in view, we should use the formula ${ }^{9,19}$

$$
\begin{equation*}
P_{\mathrm{un}}=-\frac{\theta^{2}}{2}\left[1-\frac{4\left\langle\theta^{2}\right\rangle_{\infty}}{\theta^{2}}\right], \quad \theta>\sqrt{\left\langle\theta^{2}\right\rangle_{\infty}} \tag{42}
\end{equation*}
$$

and the expression for $\widetilde{E}^{(V)}(z)$ at large penetration depths:

$$
\begin{equation*}
\widetilde{E}^{(V)}(z) \approx \widetilde{E}(z) \exp \left[-\frac{1}{l_{d}}\left(\frac{l_{a}}{l_{\text {dep }}}\right) z\right] . \tag{43}
\end{equation*}
$$

The accuracy of this result is the same as that of Eq. (40).
Substituting Eqs. (42) and (43) into expression (35) for the polarization degree of circularly polarized light in the "wings" of the angular distribution, we finally obtain in the asymptotic regime $\left(z>l_{d}\right)$

$$
\begin{equation*}
P \approx \sqrt{\left(1-\frac{\theta^{4}}{4}+\theta^{2}\left\langle\theta^{2}\right\rangle_{\infty}\right) \exp \left[-\frac{2}{l_{d}}\left(\frac{l_{a}}{l_{\mathrm{dep}}}\right) z\right]+\frac{\theta^{4}}{4}-2 \theta^{2}\left\langle\theta^{2}\right\rangle_{\infty}} \tag{44}
\end{equation*}
$$

It follows from Eqs. (40) and (44) that the length of polarization decay

$$
\begin{equation*}
l_{\mathrm{circ}}=l_{d} l_{\mathrm{dep}} / l_{a} \tag{45}
\end{equation*}
$$

is much larger than the depth $l_{d}$, at which a transition to the asymptotic regime occurs.

According to Eqs. (40) and (44), around the angular distribution peak for $z \approx l_{\text {circ }}$, the process transforming the circularly polarized component to unpolarized light is dominant. The polarization degree drops to

$$
\begin{equation*}
P \approx 1-z / l_{\mathrm{circ}} . \tag{46}
\end{equation*}
$$

in the 'wings'" of the angular distribution, the depolarization of the circular component is partially compensated by generation of linearly polarized light, and the polarization degree is determined by the following expression:

$$
\begin{equation*}
P \approx 1-\frac{z}{l_{\text {circ }}}-\frac{1}{2} \theta^{2}\left\langle\theta^{2}\right\rangle_{\infty} \tag{47}
\end{equation*}
$$

As $z$ increases ( $z>l_{\text {circ }}$ ), the circularly polarized component vanishes, and the polarization degree coincides with that for an initially unpolarized beam, $P \approx P_{\text {un }}$.

## 4. STRONG SCATTERERS ( $a|n-1|>\lambda$ )

Consider multiple scattering of circularly polarized light in a medium containing transparent $(a \operatorname{Im} n \ll \lambda)$ spheres of large radius $(a(n-1)>\lambda)$. Such a configuration can be easily realized in an experiment. ${ }^{3,4,23-25}$

In the region of angles larger than the diffraction angle $(\gamma \gg \lambda / a)$, the differential cross sections $a_{i}(\cos \gamma)$ and $b_{i}(\cos \gamma)$ can be expressed as expansions in terms of the number of ray collisions with a scatterer surface ${ }^{13}$ :
$a_{1}(\cos \gamma)=\frac{1}{2} \sum_{j=1}^{3}\left[\left|A_{\|}^{(j)}(\cos \gamma)\right|^{2}+\left|A_{\perp}^{(j)}(\cos \gamma)\right|^{2}\right]$,
$b_{1}(\cos \gamma)=\frac{1}{2} \sum_{j=1}^{3}\left[\left|A_{\|^{(j)}}(\cos \gamma)\right|^{2}-\left|A_{\perp}^{(j)}(\cos \gamma)\right|^{2}\right]$,
$a_{2}(\cos \gamma)=\operatorname{Re} \sum_{j=1}^{3} A_{\|}^{(j)}(\cos \gamma) A_{\perp}^{(j)} *(\cos \gamma)$

$$
\begin{equation*}
=a_{1}(\cos \gamma)-\frac{1}{2} \sum_{j=1}^{3}\left|A_{\|^{(j)}}(\cos \gamma)-A_{\perp}^{(j)}(\cos \gamma)\right|^{2}, \tag{49}
\end{equation*}
$$

$b_{2}(\cos \gamma)=\operatorname{Im} \sum_{j=1}^{3} A_{\|^{(j)}}(\cos \gamma) A_{\perp}^{(j)} *(\cos \gamma)$.
These expansions (48)-(50) are derived under the assumption that interference between rays that have undergone different numbers of reflections can be neglected.

Amplitudes $A_{\|, \perp}^{(j)}$ characterize rays deviating as a result of specular reflection $(j=1)$, those passing through a scatterer $(j=2)$, and those which are additionally reflected within a scatterer $(j=3)$. At scattering angles $\gamma \ll \sqrt{n-1}$, the dominant terms in $a_{1}, a_{2}$, and $b_{1}$ are the terms with $j=2$, whereas at $\gamma \geqslant 2 \sqrt{2(n-1)}$ these terms are identically zero. Terms with $j=1,3$ are important when $\gamma>\gamma_{\text {cr }}$ $=2 \sqrt{2(n-1)}$. The expressions for $a_{1}$ and $b_{2}$ in these regions of angles are given in Ref. 9. The depolarization cross section [compare with Eq. (9)] is determined in the general case by the formula

$$
\begin{equation*}
\frac{d \sigma_{\mathrm{dep}}}{d \mathbf{n}}=\frac{1}{2}\left|A_{\|}-A_{\perp}\right|^{2} \tag{51}
\end{equation*}
$$

and, with due account of Eqs. (48)-(50), can be expressed as

$$
\frac{d \sigma_{\mathrm{dep}}}{d \mathbf{n}}=\frac{\sigma(n-1)^{2}}{16 \pi} \begin{cases}1, & \gamma<\sqrt{n-1}  \tag{52}\\ 2, & \gamma>\sqrt{n-1}\end{cases}
$$

The latter case in Eq. (52) applies to the angles $\gamma \leqslant \pi$. Using Eq. (52), we calculate the total depolarization cross section $\sigma_{\text {dep }}$ :

$$
\begin{equation*}
\sigma_{\mathrm{dep}}=\frac{\sigma_{\mathrm{tr}}}{3 \ln [1 /(n-1)]}, \tag{53}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{\mathrm{tr}}=\frac{3}{2} \sigma(n-1)^{2} \ln \frac{1}{n-1} \tag{54}
\end{equation*}
$$



FIG. 2. Curve of $l_{\text {dep }} / l_{\text {tr }}$ as a function of scatterer radius (latex particles in water, $n-1=0.2, \lambda$ is the wavelength of light in vacuum).
is the transport cross section in the case of strong scattering. ${ }^{9}$ The mean free path with respect to a depolarizing collision, as in the case of the Born approximation [Eq. (14)], is greater than the transport mean free path: $l_{\text {dep }} / l_{\mathrm{tr}} \sim \ln \left[1 /(n-1)^{3}\right]$ $>1$.

As an illustration, Fig. 2 plots calculations of the ratio $l_{\text {dep }} / l_{\mathrm{tr}}$ as a function of the scatterer radius based on the exact Mie formulas. ${ }^{13}$ These calculations were performed for particles of latex in water. This is a disordered medium extensively used in experiments on multiple light scattering. ${ }^{4,26}$

As concerns the cross section $b_{2}$ defined by Eq. (50), it is known ${ }^{27}$ that for $j=2,3$ the following equality holds in the absence of absorption:

$$
\begin{equation*}
\operatorname{Im} A_{\|}^{(2,3)} A_{\perp}^{(2,3) *}=0 \tag{55}
\end{equation*}
$$

whereas the contribution of $\operatorname{Im} A_{\|}{ }^{(1)} A_{\perp}^{(1) *}$, which corresponds to specularly reflected rays, ${ }^{13,27}$ can be expressed as

$$
\begin{equation*}
\operatorname{Im} A_{\|}^{(1)} A_{\perp}^{(1) *}=\frac{a^{2}}{4} \sin \left(\delta_{\|}-\delta_{\perp}\right), \tag{56}
\end{equation*}
$$

where $\delta_{\|, \perp}$ are phase shifts of light waves with polarization vectors parallel and perpendicular to the incidence plane in the Fresnel reflection from a particle surface. In the absence of absorption, the phase difference $\delta_{\perp}-\delta_{\|}$is zero if the optical density of scatterers is higher $(n>1)$ than that of ambient medium. Therefore the cross section $b_{2}$ also turns to zero in this case, $b_{2}=0$.

Let us consider propagation of light through a disordered medium containing transparent scatterers immersed in a highly absorbing material $\left(l_{a}<l_{\mathrm{tr}}\right)$. Suppose that $n>1$. In these conditions, Stokes's third parameter, as in the case of the Born approximation, is identically zero, $U \equiv 0$. Parameter $V$ is governed by Eq. (8) with a depolarization cross section given by Eq. (52). The routine for solving Eq. (8) remains the same (see the previous section). The details of the multiple scattering process, however, are more complicated.

In the range of angles where absorption does not affect the shape of the angular distribution $\left(\theta<\sqrt{l_{a} / z}\right)^{9}$ the first iteration in Eq. (15) yields

$$
\begin{align*}
\widetilde{V}(z, \mu) \approx & \widetilde{I}_{\text {scal }}(z, \mu)-n_{0} \int_{0}^{z} d z^{\prime} \int d \mathbf{n}^{\prime} \widetilde{G}\left(z-z^{\prime} \mid \mathbf{n}, \mathbf{n}^{\prime}\right) \\
& \times \int d \mathbf{n}^{\prime \prime} \frac{d \sigma_{\text {dep }}\left(\mathbf{n}^{\prime} \cdot \mathbf{n}^{\prime \prime}\right)}{d \mathbf{n}^{\prime \prime}} \widetilde{I}_{\text {scal }}\left(z^{\prime}, \mu^{\prime \prime}\right) \tag{57}
\end{align*}
$$

At $z<l /(n-1) \ln [1 /(n-1)]$ the characteristic angle of multiple scattering,

$$
\begin{equation*}
\theta_{z}=\sqrt{(z / l)(n-1)^{2} \ln (z / l)} \tag{58}
\end{equation*}
$$

is less than the angle $\gamma_{\text {cr }}$ of total internal reflection: $\theta_{z}<\gamma_{\text {cr }}$ $=2 \sqrt{2(n-1)} .{ }^{27}$ Taking into account the characteristic range of angles in which integration over $\mathbf{n}^{\prime}$ and $\mathbf{n}^{\prime \prime}$ is performed being of order of $\theta_{z}$ and using Eq. (52), we obtain the following formula for $\widetilde{V}$ :

$$
\widetilde{V}(z, \theta)= \begin{cases}\tilde{I}_{\text {scal }}(z, \theta)-z(n-1)^{2} / 16 \pi l, & \theta<\gamma_{\mathrm{cr}}  \tag{59}\\ \widetilde{I}_{\mathrm{scal}}(z, \theta)-z(n-1)^{2} / 8 \pi l, & \gamma_{\mathrm{cr}}<\theta<\sqrt{l_{a} / z}\end{cases}
$$

The function $\widetilde{I}_{\text {scal }}(z, \theta)$ in Eq. (59) is given by ${ }^{9}$

$$
\begin{align*}
& \widetilde{I}_{\text {scal }}(z, \theta) \\
& = \begin{cases}\frac{l}{2 \pi z(n-1)^{2} \ln (z / l)}, & \theta<\theta_{z}, \\
\frac{2 z(n-1)^{2}}{\pi \theta^{4} l}\left[1+\frac{8 z(n-1)^{2}}{\theta^{2} l} \ln \frac{\theta^{2}}{(n-1)^{2}}\right], & \theta_{z}<\theta<\gamma_{\mathrm{cr}}, \\
\frac{z(n-1)^{2}}{\pi \theta^{4} l}\left[1+\frac{4 z(n-1)^{2}}{\theta^{2} l} \ln \frac{\theta^{2}}{(n-1)^{3}}\right], & \gamma_{\mathrm{cr}}<\theta<\sqrt{\frac{l_{a}}{z}} .\end{cases} \tag{60}
\end{align*}
$$

In the case $z>l /(n-1) \ln [1 /(n-1)]$, we have the expression for $\theta_{z}{ }^{9}$

$$
\begin{equation*}
\theta_{z}=\sqrt{\frac{z}{l}(n-1)^{2} \ln \left(\frac{z}{l} \frac{1}{n-1}\right)} \tag{61}
\end{equation*}
$$

In this case, the characteristic range of angles $\Delta \theta \sim \theta_{z}$, which makes the main contribution to the integrals with respect to $\mathbf{n}^{\prime}$ and $\mathbf{n}^{\prime \prime}$ in Eq. (57), extends beyond the critical angle $\gamma_{\mathrm{cr}}$. Therefore we can use instead of the cross section $d \sigma_{\text {dep }} / d \mathbf{n}$ its asymptotic expression for large ( $\gamma>\gamma_{\mathrm{cr}}$ ) angles [see Eq. (52)]. As a result, we obtain

$$
\begin{equation*}
\widetilde{V}(z, \theta)=\widetilde{I}_{\mathrm{scal}}(z, \theta)-\frac{z(n-1)^{2}}{8 \pi l} \tag{62}
\end{equation*}
$$

where

$$
\widetilde{I}_{\text {scal }}(z, \theta)
$$

$$
= \begin{cases}\frac{l}{\pi z(n-1)^{2} \ln [(z / l) /(n-1)]}, & \theta<\theta_{z},  \tag{63}\\ \frac{z(n-1)^{2}}{\pi \theta^{4} l}\left[1+\frac{4 z(n-1)^{2}}{\theta^{2} l} \ln \frac{\theta^{2}}{(n-1)^{3}}\right], & \theta_{z}<\theta<\sqrt{\frac{l_{a}}{z}} .\end{cases}
$$

In calculating the polarization degree (21), let us use our earlier results ${ }^{9}$ for the polarization degree of an initially unpolarized beam, $P_{\text {un }}$. At relatively small depths, $z<l /(n$ $-1) \ln [1 /(n-1)]$

$$
P_{\mathrm{un}}= \begin{cases}\frac{\theta^{2}}{8 \ln (z / l)}, & \theta<\theta_{z}, \\ \frac{\theta^{2}}{4}\left[1-\frac{8 z(n-1)^{2}}{\theta^{2} l} \ln \frac{\theta^{2}}{(n-1)^{2}}\right], & \theta_{z}<\theta<\gamma_{\mathrm{cr}}, \\ -\frac{\theta^{2}}{2}\left[1-\frac{4 z(n-1)^{2}}{\theta^{2} l} \ln \frac{\theta^{2}}{(n-1)^{3}}\right], & \gamma_{\mathrm{cr}}<\theta<\sqrt{\frac{l_{a}}{z}} .\end{cases}
$$

At larger penetration depths $z(z>l /(n-1) \ln [1 /(n-1)])$ the polarization degree $P_{\text {un }}$ around the angular distribution peak ( $\theta<\theta_{z}$ ) becomes ${ }^{9}$

$$
\begin{equation*}
P_{\mathrm{un}}=-\frac{\theta^{2}}{4 \ln [(z / l) /(n-1)]} . \tag{65}
\end{equation*}
$$

In the "wings" $\left(\theta>\theta_{z}\right) P_{\text {un }}$ is given by the last line of Eq. (64).

Given these results, we find that a change in the light polarization in the region of very small angles $\left(\theta<\theta_{z}\right)$ is controlled, as in the case of the Born approximation, by the depolarization of the circularly polarized component (i.e., by the decay of helicity). For $\theta<\theta_{z}$ we have

$$
P= \begin{cases}1-\frac{\theta_{z}^{4}}{2 \ln (z / l)}, & z<\frac{l}{(n-1) \ln [1 /(n-1)]},  \tag{66}\\ 1-\frac{\theta_{z}^{4}}{2 \ln [(z / l) /(n-1)]}, & z>\frac{l}{(n-1) \ln [1 /(n-1)]}\end{cases}
$$

In the approximation of the lowest order in small parameter $\theta_{z} / \theta$, the angular dependence of Stokes's parameters in the "wings" $\left(\theta>\theta_{z}\right)$ of the angular distribution of scattered light coincides with the law of single scattering. ${ }^{13}$ By retaining terms of higher orders in the reciprocal scattering angle in expansions of Stokes's parameters, we find that the polarization degree in the range of angles $\theta>\theta_{z}$ drops following the law

$$
P \approx \begin{cases}1-\frac{z(n-1)}{2 l} \theta^{2} \ln \frac{\theta}{n-1}, & \theta<\gamma_{\mathrm{cr}},  \tag{67}\\ 1-\frac{z(n-1)^{2}}{2 l} \theta^{2} \ln \frac{\theta^{2}}{(n-1)^{3}}, & \gamma_{\mathrm{cr}}<\theta<\sqrt{\frac{l_{a}}{z}}\end{cases}
$$

The effect of absorption on $\widetilde{V}$ at relatively large scattering angles, $\theta>\sqrt{l_{a} / z}$, can be conveniently analyzed using the same method as in the case of Born scatterers. Let us express $\widetilde{V}$ in the form similar to Eq. (31):

$$
\begin{align*}
\widetilde{V}(z, \mu)= & -\frac{n_{0}}{\mu} \int_{0}^{z} d z^{\prime} \exp \left(-\frac{n_{0} \sigma_{a}\left(z-z^{\prime}\right)(1-\mu)}{\mu}\right) \\
& \times \int d \mathbf{n}^{\prime} \frac{d \sigma_{\operatorname{dep}}\left(\mathbf{n} \cdot \mathbf{n}^{\prime}\right)}{d \mathbf{n}^{\prime}} \widetilde{V}\left(z^{\prime}, \mu^{\prime}\right)+\widetilde{v}(z, \mu) \tag{68}
\end{align*}
$$

Substituting expression (68) in Eq. (8) and taking into account the fact that in the "wings" $\left(\theta>\sqrt{l_{a} / z}>\gamma_{\mathrm{cr}}\right)$ [see also Eq. (52)]

$$
\begin{equation*}
\int d \mathbf{n}^{\prime} \frac{d \sigma_{\mathrm{dep}}\left(\mathbf{n} \cdot \mathbf{n}^{\prime}\right)}{d \mathbf{n}^{\prime}} \widetilde{V}\left(z, \mu^{\prime}\right) \approx \frac{\sigma(n-1)^{2}}{8 \pi} \widetilde{E}^{(V)}(z) \tag{69}
\end{equation*}
$$

we consider the resulting equation for $\tilde{v}(z, \mu)$ in the smallangle approximation. ${ }^{2)}$ As a result, we obtain for the function $\tilde{v}(z, \theta)$ an equation identical to Eq. (32) but with the substitution $\gamma_{0}=n-1$ in its coefficients. Therefore Eqs. (33) and (35) for $\widetilde{V}(z, \theta)$ and $P(z, \theta)$ still hold in the approximation of the lowest order in small parameter $\sigma(n-1)^{2} / \sigma_{a} \ll 1$.

At small penetration depth $z<l_{d}$, where in the case of strong scatterers

$$
\begin{equation*}
l_{d}=\left(\sqrt{\frac{(n-1)^{2}}{2 l_{a} l} \ln \sqrt{\frac{l_{a}}{l(n-1)^{4}}}}\right)^{-1}, \tag{70}
\end{equation*}
$$

we have $\widetilde{E}^{(V)}(z) \approx \widetilde{E}(z) \approx 1$ and the polarization degree drops with $z$ following Eq. (36), where the mean square multiple scattering angle $\left\langle\theta^{2}\right\rangle_{z}$ must be set to

$$
\begin{align*}
\left\langle\theta^{2}\right\rangle_{z}= & 2 \frac{z}{l}(n-1)^{2} \\
& \times \begin{cases}\ln \frac{\gamma_{\mathrm{cr}} \sqrt{l_{a} / z}}{\theta_{z}^{2}}, & z<\frac{l}{(n-1) \ln [1 /(n-1)]}, \\
\ln \frac{\sqrt{l_{a} / z}}{\theta_{z}}, & z>\frac{l}{(n-1) \ln [1 /(n-1)]} .\end{cases} \tag{71}
\end{align*}
$$

The characteristic angle $\theta_{z}$ in Eq. (71) is given by Eqs. (58) and (61).

At large penetration depths $\left(z>l_{d}\right)$ and if the condition $l<l_{a}<l_{\text {tr }}$ holds, the width of the radiation angular distribution is always larger than $\gamma_{\mathrm{cr}}$. Therefore, qualitatively, the evolution of polarization parameters of multiply scattered light at these depths is not sensitive to the singularity in the single scattering cross section at $\gamma=\gamma_{\mathrm{cr}}$ and remains the same as in the Born approximation. In particular, the polarization degree is still determined by Eqs. (40) and (42). All changes affect only the parameters $l_{d}$ [Eq. (70)] and $\left\langle\theta^{2}\right\rangle_{\infty}$ $=2 l_{a} / l_{d}$, which contain additional contributions from rays twice crossing the boundaries of an isolated scatterer.

## 5. CONCLUSIONS

Let us summarize the results of our work.
As was shown above, the propagation of circularly polarized light in a disordered medium can be reduced to an equation for Stokes's parameter $V$, which has the form simi-
lar to the scalar transport equation for the light intensity. The only difference is the presence of an additional term responsible for depolarization.

The presence of the depolarization term in the equation for $V$, on the one hand, results in the faster decay of parameter $V$ than that of the intensity, and on the other, it modifies the shape of $V$ as a function of scattering angle. Since Stokes's parameter $V$ decays with $z$ faster than the intensity, circularly polarized light loses its polarization. In the case of small-angle light scattering in disordered media with large particles (larger than the light wavelength), the additional term is small, so the light depolarization should be very slow. Under conditions of high absorption, when multiple scattering at all $z$ occurs through small angles, the depolarization occurs at anomalously large penetration depths ( $z$ $\sim l_{\text {circ }} \gg l_{a}, l_{\text {tr }}$ ) when the asymptotic regime of propagation is already set.

All said is in agreement with the recent discovery of the effect of circular polarization 'conservation'' in diffusion of light in media with large-scale inhomogeneities. ${ }^{4,28}$ A degree of circular polarization can persist even after isotropization of the intensity angular distribution. The depolarization rate depends only on how smooth are the trajectories of wave propagation, and in the case of scattering by large-scale inhomogeneities it is proportional to the fourth power of the single scattering angle (unlike the second power of the angle in the isotropization rate $1 / l_{\mathrm{tr}}$ ). Therefore, measurements of the depolarization of circularly polarized light can yield additional information on the medium, different from that derived from measurements of an angular distribution of light intensity.

In accordance with the results of this paper, the polarization degree of multiply scattered light is governed, on the one hand, by depolarization of circularly polarized light, and on the other, by the appearance of a linearly polarized component generated in scattering of previously depolarized light. In an single scattering, these two processes fully compensate for one another, therefore the polarization degree remains unity $(P=1)$. A drop in $P$ can occur only as a result of multiple scattering.

As long as the circularly polarized component persists ( $z<l_{\text {circ }}$ ), the contribution of the linear component in the region of small angles $\left(\theta<\theta_{z}\right)$ is small and $P$ is fully determined by the drop in the polarization helicity [see Eqs. (23), (46), and (66)]. In the "wings'' of the angular distribution ( $\theta>\theta_{z}$ ), the contribution of linearly polarized light is, on the contrary, quite significant. In this range of angles the difference between $P$ and unity is due to the difference between the polarization degree of the initially unpolarized light, $P_{\mathrm{un}}$, and its value in the single scattering approximation, $P_{\text {un }}^{(\mathrm{s})}$ $=-\theta^{2} / 2$ [see Eqs. (24), (36), (47), and (67)].

The circularly polarized component decays with $z(z$ $>l_{\text {circ }}$, and the polarization degree $P$ becomes identical to $P_{\text {un }}$ throughout the entire range of angles.

If light propagates through a medium with sufficiently large particles ( $n-1>\lambda / a$ ), effects due to the 'non-Born', single scattering turn up. These effects are most significant at relatively small depths, where the angular distribution width is still within the critical angle of single scattering [ $\gamma_{\mathrm{cr}}$
$=2 \sqrt{2(n-1)}]$. The angular scale $\gamma_{\mathrm{cr}}$ in this case affects the angular dependence of both intensity and polarization degree.

The effects discussed in this paper may be interesting for optical research of structural inhomogeneities in multiply scattering media.

This work was supported by the Russian Fund for Fundamental Research (Grant 96-02-17518).

## APPENDIX A: Appendix A

For the function

$$
\tilde{v}(p, \omega)=2 \pi \int_{0}^{\infty} d z \exp (-p z) \int_{0}^{\infty} \theta d \theta J_{0}(\omega \theta) \tilde{v}(z, \theta)
$$

one can easily derive from Eq. (32) the equation

$$
\begin{align*}
{[p} & \left.+n_{0} \sigma(1-\chi(\omega))-\frac{1}{2} n_{0} \sigma_{a} \Delta_{\omega}\right] \widetilde{v}(p, \omega) \\
& =1+\left(\frac{\sigma_{\mathrm{dep}}}{\sigma_{a}}\right) n_{0} \sigma(1-\chi(\omega)) K_{0}\left(\omega \sqrt{\frac{2 p}{n_{0} \sigma_{a}}}\right) \widetilde{E}^{(V)}(p) \tag{A1}
\end{align*}
$$

where $J_{0}(x)$ and $K_{0}(x)$ are the Bessel and modified Bessel functions of order zero, ${ }^{18}$ and $\chi(\omega)$ is determined by Eq. (18),

$$
\begin{aligned}
& \Delta_{\omega}=\frac{1}{\omega} \frac{\partial}{\partial \omega} \omega \frac{\partial}{\partial \omega} \\
& \widetilde{E}^{(V)}(p)=\int_{0}^{\infty} \exp (-p z) \widetilde{E}^{(V)}(z)
\end{aligned}
$$

We are interested in values of function $\tilde{v}(x, \theta)$ at relatively large angles. The "wings'" of the angular dependence $\tilde{v}(z, \theta)$ are governed by the behavior of function $\tilde{v}(p, \omega)$ at small $\omega .^{9,19}$ In this region, the second line of Eq. (18) applies to $\chi(\omega)$, whereas $K_{0}\left(\omega \sqrt{2 p / \sigma_{a}}\right)$ can be described by the approximate formula ${ }^{18}$

$$
\begin{equation*}
K_{0}\left(\omega \sqrt{\frac{2 p}{n_{0} \sigma_{a}}}\right) \approx-\ln \left(\omega \sqrt{\frac{2 p}{n_{0} \sigma_{\mathrm{a}}}}\right) . \tag{A2}
\end{equation*}
$$

The analysis shows that, in calculating function $\widetilde{v}(p, \omega)$ in the region of small $\omega$, it is convenient to express the logarithms in Eqs. (18) and (A2) in the form of the following limits of power series:

$$
\begin{align*}
& \chi(\omega) \approx 1-\frac{\left(\omega \gamma_{0}\right)^{2}}{2(\alpha-4)}\left[1-\left(\omega \gamma_{0}\right)^{\alpha-4}\right] \\
& K_{0}\left(\omega \sqrt{\frac{2 p}{n_{0} \sigma_{a}}}\right) \approx \frac{1}{\beta-2}\left[1-\left(\omega \sqrt{\frac{2 p}{n_{0} \sigma_{a}}}\right)^{\beta-2}\right] \tag{A3}
\end{align*}
$$

for $\alpha \rightarrow 4$ and $\beta \rightarrow 2$, respectively. Then the value of function $\tilde{v}(p, \omega)$ at small $\omega$ can be sought in the form of the following power expansion in $\omega$ (Ref. 19):

$$
\begin{align*}
\tilde{v}(p, \omega)= & \tilde{v}(p, \omega=0)\left(1+c_{2} \omega^{2}+c_{\alpha} \omega^{\alpha}+c_{4} \omega^{4}\right. \\
& \left.+c_{\beta+2} \omega^{\beta+2}+c_{\alpha+\beta-2} \omega^{\alpha+\beta-2}+\cdots\right) . \tag{A4}
\end{align*}
$$

After substituting Eqs. (A3) and (A4) in (A1) and equating coefficients of equal powers of $\omega$, we can calculate the interesting parameters $c_{i}$. In particular, the coefficients $c_{\alpha}$, $c_{\beta+2}$, and $c_{\alpha+\beta-2}$ of nonanalytic powers of $\omega$, which contribute to the power expansion of $\tilde{v}$ in terms of reciprocal scattering angle, can be expressed as

$$
c_{\alpha}=\frac{2\left(\gamma_{0} / 2\right)^{\alpha-4}}{\sigma_{a} \alpha^{2}(\alpha-4)}\left[\frac{\sigma_{\mathrm{tr}}}{2 \ln \left(2 / \gamma_{0}\right)}\right.
$$

$$
\left.-\frac{\sigma_{\mathrm{tr}} \sigma_{\mathrm{dep}}}{\sigma_{a} \ln \left(2 / \gamma_{0}\right)} \frac{\widetilde{E}^{(V)}(p)}{\widetilde{v}(p, \omega=0)(\beta-2)}\right],
$$

$$
\begin{equation*}
c_{\beta+2}=-\frac{\sigma_{\mathrm{tr}} \sigma_{\mathrm{dep}}}{\sigma_{a}^{2} \ln \left(2 / \gamma_{0}\right)} \frac{\widetilde{E}^{(V)}(p)}{\widetilde{v}(p, \omega=0)(\beta-2)(4-\alpha)(\beta+2)^{2}}, \tag{A5}
\end{equation*}
$$

$c_{\alpha+\beta-2}=\frac{\sigma_{\mathrm{tr}} \sigma_{\mathrm{dep}}}{\sigma_{a}^{2} \ln \left(2 / \gamma_{0}\right)}$

$$
\begin{aligned}
& \times \frac{\widetilde{E}^{(V)}(p)}{\widetilde{v}(p, \omega=0)(\beta-2)(4-\alpha)(\alpha+\beta-2)^{2}} \\
& \times\left(\frac{\gamma_{0}}{2}\right)^{\alpha-4}\left(\frac{2 p}{n_{0} \sigma_{a}}\right)^{\beta / 2-1}
\end{aligned}
$$

Using the resulting equation (A5), performing the inverse Bessel transform in Eq. (A4), and then taking the limit as $\alpha \rightarrow 4$ and $\beta \rightarrow 2$, we obtain the following expression for $\tilde{v}(p, \theta)$ :

$$
\begin{align*}
\tilde{v}(p, \theta) \approx & \frac{2 \sigma_{\mathrm{tr}}}{\pi \sigma_{a} \ln \left(2 / \gamma_{0}\right)}\left[\tilde{v}(p, \omega=0)\left(\frac{1}{\theta^{6}}+\cdots\right)\right] \\
& -\frac{\sigma_{\mathrm{dep}}}{\sigma_{a}} \widetilde{E}^{(V)}(p)\left[\frac{1}{\theta^{6}} \ln \left(\frac{\theta^{2}}{\gamma_{0}} \sqrt{\frac{n_{0} \sigma_{a}}{2 p}}\right)+\cdots\right] . \tag{A6}
\end{align*}
$$

This result is an expansion in powers of $1 / \theta$ and $\sigma_{\text {dep }} / \sigma_{a}$.
In the approximation of the lowest order, one can neglect in Eq. (A6) terms containing the additional small parameter $\sigma_{\text {dep }} / \sigma_{a}$. In this approximation, the equality $\widetilde{E}^{(V)}(p)$ $=\widetilde{v}(p, \omega=0)$ also holds (the contribution from the first term on the right-hand side of Eq. (31) to the integral with respect to directions is of order $\sigma_{\text {dep }} / \sigma_{a}$ ). As a result, we have for $\widetilde{v}(z, \theta)$ the expression

$$
\begin{equation*}
\tilde{v}(z, \theta) \approx \frac{\widetilde{E}^{(V)}(z)}{\widetilde{E}(z)} \widetilde{I}_{\text {scal }}(z, \theta), \tag{A7}
\end{equation*}
$$

where $\widetilde{I}_{\text {scal }}(z, \theta)$ is determined by expansion (25).
To calculate $\widetilde{V}(z, \theta)$, note that the first term on the righthand side of Eq. (31) in the small-angle approximation for $\theta>\sqrt{l_{a} / z}$ can be transformed to

$$
\begin{align*}
- & \frac{n_{0} \sigma_{\mathrm{dep}}}{4 \pi} \int_{0}^{z} d z^{\prime} \exp \left(-\frac{n_{0} \sigma_{a}\left(z-z^{\prime}\right) \theta^{2}}{2}\right) \widetilde{E}^{(V)}\left(z^{\prime}\right) \\
\approx & -\frac{n_{0} \sigma_{\mathrm{dep}} \widetilde{E}^{(V)}(z)}{2 \pi \theta^{2}}\left[1-\frac{1}{\theta^{2}} \frac{2}{n_{0} \sigma_{a} \widetilde{E}^{(V)}(z)} \frac{d \widetilde{E}^{(V)}(z)}{d z}\right] \\
& +\cdots \tag{A8}
\end{align*}
$$

The second term on the right-hand side of Eq. (A8) can be transformed using the equality ${ }^{19}$

$$
\begin{equation*}
\left\langle\theta^{2}\right\rangle_{z}=-\frac{2}{n_{0} \sigma_{a} \widetilde{E}^{(V)}(z)} \frac{d \widetilde{E}^{(V)}(z)}{d z} . \tag{A9}
\end{equation*}
$$

Substituting Eqs. (A7) and (A8) into Eq. (31), we obtain Eq. (33).

## Appendix B

Stokes's fourth parameter in the asymptotic regime ( $z$ $>l_{d}$ ) can be calculated in the following manner.

Neglecting backscattering (this approach is justified under conditions of high absorption, $l_{a}<l_{\text {tr }}<l_{\text {dep }}$ ), a solution of Eq. (6) $[$ or (8)] that satisfies boundary condition (3) can be expanded in terms of eigenfunctions $\psi_{n}^{(V)}$ of the spectral problem corresponding to Eq. (6):

$$
\begin{equation*}
\widetilde{V}(z, \mu)=\sum_{n}^{\infty} \psi_{n}^{(V)}(\mu=1) \psi_{n}^{(V)}(\mu) \exp \left(-\varepsilon_{n}^{(V)} z\right), \tag{B1}
\end{equation*}
$$

where $\varepsilon_{n}^{(V)}$ are the corresponding eigenvalues. At large $z$, the sum contains only the one term with the smallest damping factor:

$$
\begin{equation*}
\widetilde{V}(z, \mu)=\psi_{0}^{(V)}(\mu=1) \psi_{0}^{(V)}(\mu) \exp \left(-\varepsilon_{0}^{(V)} z\right) . \tag{B2}
\end{equation*}
$$

Under conditions of rare depolarizing collisions, when length $l_{\text {dep }}$ is the maximum characteristic length, the values of $\varepsilon_{0}^{(V)}$ and $\psi_{0}^{(V)}(\mu)$ can be calculated by the perturbation theory, assuming that the intensity is known in this spectral problem and the last term of Eq. (8) can be treated as a perturbation.

The formulas for $\varepsilon_{0}^{(V)}$ and $\psi_{0}^{(V)}(\mu)$ in the first order of the perturbation theory should have the form ${ }^{29}$

$$
\begin{align*}
& \varepsilon_{0}^{(V)} \approx \varepsilon_{0}+\int d \mathbf{n} \int d \mathbf{n}^{\prime} \frac{d \sigma_{\text {dep }}\left(\mathbf{n} \cdot \mathbf{n}^{\prime}\right)}{d \mathbf{n}} \psi_{0}(\mu) \psi_{0}\left(\mu^{\prime}\right),  \tag{B3}\\
& \psi_{0}^{(V)}(\mu) \approx \psi_{0}(\mu)+\sum_{n=1}^{\infty} \frac{\psi_{n}(\mu)}{\varepsilon_{0}-\varepsilon_{n}} \int d \mathbf{n}^{\prime} \\
& \quad \times \int d \mathbf{n}^{\prime \prime} \frac{d \sigma_{\text {dep }}\left(\mathbf{n}^{\prime} \cdot \mathbf{n}^{\prime \prime}\right)}{d \mathbf{n}^{\prime}} \psi_{0}\left(\mu^{\prime}\right) \psi_{n}\left(\mu^{\prime \prime}\right), \tag{B4}
\end{align*}
$$

where $\varepsilon_{n}$ and $\psi_{n}(\mu)$ are the eigenvalues and eigenfunctions of the scalar transport equation for the intensity (i.e., Eq. (8) without the last term). The smallest eigenvalue determines $l_{d}\left(\varepsilon_{0}=l_{d}^{-1}\right)$.

Equation (B4) can be written in a more compact form using the Green's function of the scalar transport equation:

$$
\begin{align*}
\psi_{0}^{(V)}(\mu) \approx & \psi_{0}(\mu)+\int_{0}^{\infty} d z \int d \mathbf{n}^{\prime} \int d \mathbf{n}^{\prime \prime} \\
& \times \exp \left(\varepsilon_{0} z\right)\left[\widetilde{G}\left(z \mid \mathbf{n}, \mathbf{n}^{\prime}\right)-\psi_{0}(\mu) \psi_{0}\left(\mu^{\prime}\right)\right. \\
& \left.\times \exp \left(-\varepsilon_{0} z\right)\right] \frac{d \sigma_{\operatorname{dep}}\left(\mathbf{n}^{\prime} \cdot \mathbf{n}^{\prime \prime}\right)}{d \mathbf{n}^{\prime}} \psi_{0}\left(\mu^{\prime \prime}\right) . \tag{B5}
\end{align*}
$$

Calculations by Eqs. (B3) and (B5) can be performed using our earlier results ${ }^{9}$ for $\varepsilon_{0}, \psi_{0}$, and $G$ obtained in the selfconsistent small-angle diffusion approximation, assuming that the angular dependence of the cross section $d \sigma_{\text {dep }} / d \mathbf{n}$ is isotropic. In this approximation ${ }^{9}$

$$
\begin{align*}
& \psi_{0}(\theta)=\sqrt{\frac{2}{\pi\left\langle\theta^{2}\right\rangle_{\infty}}} \exp \left(-\frac{\theta^{2}}{\left\langle\theta^{2}\right\rangle_{\infty}}\right),  \tag{B6}\\
& \begin{aligned}
\int d \boldsymbol{\theta}^{\prime} G\left(z \mid \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right) \approx & \frac{1}{\cosh \left(\varepsilon_{0} z\right)} \\
& \times \exp \left(-\frac{\theta^{2}}{\left\langle\theta^{2}\right\rangle_{\infty}} \tanh \left(\varepsilon_{0} z\right)\right),
\end{aligned}
\end{align*}
$$

and $\varepsilon_{0}$ is determined by Eqs. (28) and (70). In particular, in the interval $l_{a}<z<l_{d}$, it follows from Eq. (B7) that

$$
\begin{equation*}
\int d \boldsymbol{\theta}^{\prime} G\left(z \mid \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime}\right) \approx \exp \left(-\frac{\theta^{2} \sigma_{a} z}{2}\right), \quad l_{a}<z<l_{d} . \tag{B8}
\end{equation*}
$$

Equation (B8) provides an explicit illustration of how the angular distribution narrows in an absorbing medium. At $z$ $>l_{a}$, only photons propagating along lines directed at small angles with respect to the $z$-axis contribute to the intensity due to an isotropic source (B8), and most of the angular distribution is concentrated in the region $\theta<\sqrt{l_{a} / z}$.

After substituting Eqs. (B6) and (B7) in (B5), we have Eqs. (38) and (39).

The angular dependence of $\widetilde{V}(z, \mu)$ in the asymptotic regime in the region of relatively large scattering angles ( $\theta$ $>\sqrt{\left\langle\theta^{2}\right\rangle_{\infty}}$ ) is easier to calculate without using Eq. (B5) [or (B4)], but directly from the expansion of Eq. (33) in reciprocal powers of $\theta$.
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# Kinetics of atoms in an elliptically polarized standing wave 
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We examine the kinetics of atoms with their ground and excited states being degenerate in the projection of angular momentum. The atoms are located in a standing wave with uniform elliptical polarization. Using the $j_{g}=1 / 2 \rightarrow j_{e}=1 / 2$ transition as an example, we show that the friction and diffusion of atoms strongly depend on the ellipticity of the field. For instance, in the low saturation limit the frictional force contains, in addition to the ordinary Doppler friction term, a term that can be interpreted as Sisyphean friction. Under certain conditions, the contributions reflecting the degeneracy of the ground state are dominant, with the result that the values of the friction and diffusion coefficients (and hence the rate of kinetic processes) may differ from the values predicted by the two-level atomic model by several orders of magnitude. © 1999 American Institute of Physics. [S1063-7761(99)00203-6]

## 1. INTRODUCTION

The kinetics of atoms in resonant light fields is being intensively studied in atomic physics. The achievements in the field of laser cooling and atom trapping have been marked by the 1997 Nobel Prize in physics (Steven Chu, Claude Cohen-Tannoudji, and William C. Phillips). The experimental and theoretical progress in this area of research in the period from 1970 to 1989 is thoroughly described in the monographs in Refs. 1 and 2. Special issues of journals have been devoted to the achievements after that period. ${ }^{3,4}$ The current state of research is discussed in the Nobel Lectures of the laureates. ${ }^{5}$ Here we will only mention the important papers directly related to the topic of our paper.

The first proposals to use resonant light pressure to trap and cool atoms in optical potential wells ${ }^{6}$ stimulated the development of the theory of atomic motion in the field of resonant light in conditions of steady-state interaction. Historically, the first approach was the semiclassical one. ${ }^{7,8}$ Within it the translational motion of an atom is described in classical terms (i.e., the atom is assumed to have a definite position and definite velocity), while the dynamics of the internal degrees of freedom is described by an optical Bloch equation for the density matrix with allowance for radiative damping. The force on the atom is calculated as the mathematical expectation of the force operator, and the diffusion coefficient is found from the two-time correlator of the force operator. For a two-level atom in the field of a standing wave, Gordon and Ashkin ${ }^{8}$ derived analytic expressions for the frictional force and the coefficients of spontaneous and induced diffusion at arbitrary intensity and detuning.

The second approach to the kinetics of atoms in laser fields is based on a full quantum description of the internal and translational degrees of freedom of an atom in terms of the density matrix in the Wigner representation. By using the semiclassical expansion in powers of photon momentum the initial transport equation can be reduced (at the kinetic stage of the evolution) to a single equation for the Wigner distri-
bution function in phase space. ${ }^{9}$ The equation is of the Fokker-Planck type and contains not only the average force but also diffusion. The equivalence of the two approaches to calculating the frictional force and diffusion in the general case of arbitrary angular momenta of the ground and excited states was demonstrated by Dalibard and Cohen-Tannoudji ${ }^{10}$ and Agarwal and Mølmer. ${ }^{11}$ Furthermore, Dalibard and Cohen-Tannoudjii ${ }^{10}$ showed that the coefficient of friction (as well as the diffusion coefficient) can be expressed in terms of the two-time correlator of the force operator.

The third approach (also equivalent to the first two approaches) is based on the relationships between the moments of the Wigner matrix density and the force and diffusion. ${ }^{12}$

Despite the existence of a general formalism ${ }^{10,13,14}$ that enables one (at least in principle) to study the kinetics of atoms with arbitrary level structure in a field of arbitrary configuration, the fundamental problem of the motion of an atom with degenerate ground and excited states in the uniformly polarized field of a standing wave has not been discussed before. This probably explains why researchers focused on effects of sub-Doppler cooling, ${ }^{3,4}$ which emerge in fields with a polarization gradient. At the same time, the analytic form of the steady-state atomic density matrix in the zeroth approximation in the recoil parameter ${ }^{15-17}$ points very definitely to the existence of polarization features in the kinetics of atoms in a field with spatially uniform polarization. The study of such features is the goal of the present paper.

We examine the motion of atoms with resonant optical transitions of the type $j_{g}=j \rightarrow j_{e}=j+1$ and $j_{g}=j^{\prime} \rightarrow j_{e}=j^{\prime}$ (here $j^{\prime}$ is a half-integer), where $j_{g}$ and $j_{e}$ are the total angular momenta of the ground and excited atomic levels, in the field of a monochromatic wave. We employ the semiclassical approach to derive general expressions for the gradient force, the force of friction, and diffusion, which provide a suitable basis for describing the kinetics of slow atoms. We then analyze these expressions in detail for atoms with the optical transition $j_{g}=1 / 2 \rightarrow j_{e} \rightarrow 1 / 2$ in the field of a uniformly polarized standing wave of arbitrary elliptical polar-
ization and intensity. We find that the frictional force and diffusion strongly depend on the ellipticity of the light and contain entirely new contributions, totally ignored in the two-level model. In particular, the frictional force in the weak-field limit is found to contain, in addition to the ordinary term due to the Doppler effect, a term that, depending on the ellipticity and detuning, may be dominant and emerges because of the spatial modulation of the probability of transitions between different adiabatic potentials, similar to the well-known Sisyphean effect. ${ }^{2-4,15}$ For the $j_{g}=1 / 2$ $\rightarrow j_{e}=1 / 2$ transition this additional contribution disappears when the field is linearly polarized. However, for transitions with larger values of the orbital angular momentum $j_{g}$ this term is nonvanishing even if the field is linearly polarized, which is demonstrated by the example of atoms with $j_{g}=1$ $\rightarrow j_{e}=2$ and $j_{g}=3 / 2 \rightarrow j_{e}=3 / 2$ transitions.

## 2. SEMICLASSICAL DESCRIPTION OF ATOMIC KINETICS

We assume that the atoms, with total angular momenta $j_{g}$ in the ground state and $j_{e}$ in the excited state, are in one-dimensional motion along the $z$ axis in the field of a resonant plane wave:

$$
\begin{align*}
& \mathbf{E}(z, t)=E(z) \mathbf{e}(z) \exp (-i \omega t)+\text { c.c. } \\
& \mathbf{e}(z)=\sum_{q=0, \pm 1} e^{q}(z) \mathbf{e}_{q} \tag{1}
\end{align*}
$$

where $E(z)$ is the local field amplitude, and $\mathbf{e}(z)$ is the local unit polarization vector, with $e^{q}$ the components of this vector in the cyclic basis $\left\{\mathbf{e}_{0}=\mathbf{e}_{z}, \mathbf{e}_{ \pm 1}= \pm\left(\mathbf{e}_{x}+ \pm i \mathbf{e}_{y}\right) / \sqrt{2}\right\}$.

The total Hamiltonian of an atom in a rotating basis (i.e., rotating in the energy pseudospin space) is $\hat{H}=\hat{H}_{0}+\hat{V}$, where $H_{0}$ is the free-atom Hamiltonian:

$$
\begin{equation*}
\hat{H}_{0}=\frac{\hat{p}^{2}}{2 M}-\hbar \Delta \hat{\Pi}_{e} \tag{2}
\end{equation*}
$$

Here $\Delta=\omega-\omega_{0}$ is the detuning from the atomic transition frequency $o_{0}$, and the projection operator

$$
\begin{equation*}
\hat{\Pi}_{e}=\sum_{\mu_{e}}\left|j_{e}, \mu_{e}\right\rangle\left\langle j_{e}, \mu_{e}\right| \tag{3}
\end{equation*}
$$

is constructed out of $\left|j_{e}, \mu_{e}\right\rangle$, the wave functions of the Zeeman sublevels of the excited states. In the dipole and resonance approximations, the operator representing the interaction with the field (1) can be written

$$
\begin{equation*}
\hat{V}(z)=\hbar \Omega(z) \sum_{q=0, \pm 1} \hat{T}_{q} e^{q}(z)+\text { H.c. } \tag{4}
\end{equation*}
$$

where $\Omega=d E / \hbar$ is the Rabi frequency, with $d$ the reduced matrix element. The operator $\hat{T}_{q}$ can be expressed in terms of 3 jm-symbols:
$\hat{T}_{q}=\sum_{\mu_{e}, \mu_{g}}\left|j_{e}, \mu_{e}\right\rangle(-1)^{j_{e}-\mu_{e}}\left(\begin{array}{ccc}j_{e} & 1 & j_{g} \\ -\mu_{e} & q & \mu_{g}\end{array}\right)\left\langle j_{g}, \mu_{g}\right|$.
In addition to having a coherent component, the dynamics of the atomic ensemble is determined by relaxation processes. To describe such processes we restrict attention to radiative
relaxation, which means that we completely ignore all effects of interatomic interaction and assume that the atomic number density is low. In this approximation the transport equation for the one-particle density matrix of the atoms has the form

$$
\begin{align*}
\frac{\partial}{\partial t} \hat{\rho}= & -\frac{i}{\hbar}\left[\hat{H}_{0}, \hat{\rho}\right]-\frac{i}{\hbar}[\hat{V}(\hat{z}), \hat{\rho}]-\frac{\gamma}{2}\left(\hat{\Pi}_{e} \hat{\rho}+\hat{\rho} \hat{\Pi}_{e}\right) \\
& +\gamma\left(2 j_{e}+1\right) \sum_{q} \int_{-1}^{1} \hat{T}_{q}^{\dagger} \exp (-i k s \hat{z}) \hat{\rho} \\
& \times \exp (i k s \hat{z}) \hat{T}_{q} K_{q}(s) d s \tag{6}
\end{align*}
$$

where the quantization axis is the $z$ axis, $\gamma$ is the radiative relaxation rate, and $\hat{z}$ is the operator of an atom's center-ofmass coordinate. The last two terms on the right-hand side of Eq. (6) describe radiative relaxation. The first of these two terms gives the decay of the density matrix of the excited state, $\hat{\rho}^{e e}$, and of the off-diagonal elements $\hat{\rho}^{e g}$ and $\hat{\rho}^{g e}$. The second describes the arrival of atoms from the excited state to the ground state with allowance for recoil in spontaneous photon emission. The type of the functions $K_{ \pm 1}=(1$ $\left.+s^{2}\right) 3 / 8$ and $K_{0}=\left(1-s^{2}\right) 3 / 4$ is determined by the probability of emission of a photon with polarization $q= \pm 1,0$ in the given direction $\mathbf{n}$ in relation to the quantization axis (the $z$ axis): $\mathbf{n} \cdot \mathbf{e}_{z}=s$. In relation to the translational degrees of freedom, Eq. (6) has an invariant form. Assuming that the variance of the atomic momentum is much greater than the recoil momentum, $\hbar k / \delta p \ll 1$, below we describe the translational motion of the atoms semiclassically in the Wigner representation. Then the transport equation (6) can be expressed by a series expansion in powers of the small parameter $\hbar k / \delta p$ $\ll 1$ :

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\frac{p}{M} \frac{\partial}{\partial z}\right) \hat{\rho}(z, p)= & \hat{L}^{(0)}\{\hat{\rho}(z, p)\}+\hbar k \frac{\partial}{\partial p} \hat{L}^{(1)}\{\hat{\rho}(z, p)\} \\
& +(\hbar k)^{2} \frac{\partial^{2}}{\partial p^{2}} \hat{L}^{(2)}\{\hat{\rho}(z, p)\}+\cdots \tag{7}
\end{align*}
$$

where $(z, p)$ are the coordinates of a point in phase space. In the zeroth approximation in the recoil effects, the evolution of the density matrix is determined by the operator

$$
\begin{align*}
\hat{L}^{(0)}\{\hat{\rho}\}= & -\left[(\gamma / 2-i \Delta) \hat{\Pi}_{e} \hat{\rho}+(\gamma / 2+i \Delta) \hat{\rho} \hat{\Pi}_{e}\right] \\
& -\frac{i}{\hbar}[\hat{V}(z), \hat{\rho}]+\gamma\left(2 j_{e}+1\right) \sum_{q} \hat{T}_{q}^{\dagger} \hat{\rho} \hat{T}_{q} . \tag{8}
\end{align*}
$$

The first-order terms

$$
\begin{equation*}
\hat{L}^{(1)}\{\hat{\rho}\}=-\frac{1}{2 \hbar k}(\hat{f}(z) \hat{\rho}+\hat{\rho} \hat{f}(z)) \tag{9}
\end{equation*}
$$

can be expressed in terms of the force operator

$$
\begin{equation*}
\hat{f}(z)=-\frac{\partial \hat{V}(z)}{\partial z} \tag{10}
\end{equation*}
$$

The second-order terms include both induced terms, proportional to the second derivative of $\hat{V}(z)$ with respect to the coordinate, and a term reflecting the recoil effect in spontaneous emission:
$\hat{L}^{(2)}\{\hat{\rho}\}=\frac{i}{8 \hbar k^{2}}\left[\left(\frac{\partial^{2}}{\partial z^{2}} \hat{V}(z)\right), \hat{\rho}\right]+\gamma\left(2 j_{e}+1\right) \sum_{q} C_{q} \hat{T}_{q}^{\dagger} \hat{\rho} \hat{T}_{q}$,
where $C_{0}=1 / 10$, and $C_{ \pm 1}=1 / 5$.
The presence of the small parameter $\hbar k / \delta p$ makes it possible to separate the rapid processes related to ordering over the internal degrees of freedom from the slow processes related to translational motion. The kinetic stage of evolution in this problem corresponds to times $\tau \gtrdot \tau_{0}=\max$ $\left\{\gamma^{-1},(\gamma S)^{-1}\right\}$, where $S=|\Omega(z)|^{2}\left(\gamma^{2} / 4+\Delta^{2}\right)^{-1}$ is the saturation parameter. At this stage a quasi-steady-state distribution over the internal degrees of freedom sets in and the dynamics of the atomic ensemble is determined by the slow processes of variation of the distribution function over the translational degrees of freedom. In the kinetic stage, the density matrix is a linear functional of the distribution function, $\mathscr{F}(z, p)$ $=\operatorname{Tr}\{\hat{\rho}(z, p)\}$ (Refs. 1 and 2). For $\mathscr{F}(z, p)$ we can obtain a closed equation, which to within the second-order term in the recoil parameter $\hbar k / \delta p$ is the Fokker-Planck equation:

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\frac{p}{M} \frac{\partial}{\partial z}\right) \mathscr{F}=-\frac{\partial}{\partial p} f(z, p) \mathscr{F}+\frac{\partial^{2}}{\partial p^{2}} D(z, p) \mathscr{F}, \tag{12}
\end{equation*}
$$

where $f(z, p)$ is the force on the atom, and $D(z, p)$ is the diffusion coefficient at $(z, p)$.

Note that Eqs. (8)-(11) are of a general nature and can be used to analyze the kinetics of atoms in an arbitrary plane monochromatic wave.

## 3. KINETIC COEFFICIENTS IN THE SLOW-ATOM APPROXIMATION

Finding the kinetic coefficients in analytic form is a very complicated problem involving tedious calculations. In this paper we restrict attention to slow atoms, which become displaced over distances much smaller than the wavelength in characteristic times of ordering over the internal degrees of freedom, i.e., $v \tau_{0} \ll \lambda$, which with allowance for the definition of $\tau_{0}$ yields the inequality

$$
\begin{equation*}
\frac{k p}{M} \ll \gamma, \gamma S . \tag{13}
\end{equation*}
$$

When we are dealing with transitions of the type $j_{g}=j \rightarrow j_{e}$ $=j+1$ and $j_{g}=j^{\prime} \rightarrow j_{e}=j^{\prime}$ (with $j^{\prime}$ a half-integer) and condition (13) is met, to take dissipation processes into account correctly we need only restrict attention to the linear approximation in velocity in the expression for the force:

$$
\begin{equation*}
f(z, p) \approx f_{g}(z)+\xi(z) \frac{p}{M}, \tag{14}
\end{equation*}
$$

where $f_{g}(z)$ is the gradient force and $\xi(z)$ is the coefficient of friction, while for the diffusion coefficient we keep only the zeroth-order term: $D(z, p) \approx D(z)$. Then, finding the trace of Eq. (7) and allowing for the corresponding terms in the series expansion in the recoil parameter $\hbar k / \delta p$, we obtain expressions for $f_{g}(z), \xi(z)$, and $D(z)$ that can written in invariant form.

Thus, the gradient force is determined by the expectation value of the force operator (1):

$$
\begin{equation*}
f_{g}(z)=\operatorname{Tr}\{\hat{f}(z) \hat{\sigma}(z)\} \tag{15}
\end{equation*}
$$

where the density matrix $\hat{\sigma}(z)$ is the solution of the equations

$$
\begin{equation*}
\hat{L}^{(0)}\{\hat{\sigma}\}=0, \quad \operatorname{Tr}\{\hat{\sigma}\}=1 \tag{16}
\end{equation*}
$$

and describes the steady-state distribution of atoms over magnetic sublevels in the zeroth approximation in the recoil parameter and atomic velocity. Here and in what follows the symbol $\operatorname{Tr}\{\cdots\}$ stands for the trace over internal variables. Note that analytic expressions for $\hat{\sigma}(z)$ for all dipole transitions were found in Refs. 16-18.

The coefficient of friction is proportional to the spatial gradient of $\hat{\sigma}(z)$ :

$$
\begin{equation*}
\xi(z)=-\hbar k \operatorname{Tr}\left\{\hat{\varphi} \frac{\partial \hat{\sigma}}{\partial z}\right\} \tag{17}
\end{equation*}
$$

The diffusion coefficient can be written as a sum of two terms:

$$
\begin{equation*}
D(z)=D_{\mathrm{sp}}(z)+D_{\mathrm{ind}}(z) \tag{18}
\end{equation*}
$$

The first term on the right-hand side of Eq. (18),

$$
\begin{align*}
D_{\text {sp }}(z) & =(\hbar k)^{2} \operatorname{Tr}\left\{\hat{L}^{(2)}\{\hat{\sigma}\}\right\} \\
& =(\hbar k)^{2} \gamma\left(2 j_{e}+1\right) \operatorname{Tr}\left\{\sum_{q} C_{q} \hat{T}_{q}^{\dagger} \hat{\sigma} \hat{T}_{q}\right\}, \tag{19}
\end{align*}
$$

is due to the recoil effect in spontaneous emission. The second term,

$$
\begin{align*}
D_{\mathrm{ind}}(z) & =-(\hbar k)^{2}\left[\operatorname{Tr}\left\{\hat{\varphi} \hat{L}^{(1)}\{\hat{\sigma}\}\right\}-\operatorname{Tr}\{\hat{\varphi} \hat{\sigma}\} \operatorname{Tr}\left\{\hat{L}^{(1)}\{\hat{\sigma}\}\right\}\right. \\
& =\frac{\hbar k}{2} \operatorname{Tr}\{\hat{\varphi}(\hat{\sigma} \cdot \delta \hat{f}+\delta \hat{f} \cdot \hat{\sigma})\}, \tag{20}
\end{align*}
$$

is determined by the fluctuation operator for the force (10):

$$
\begin{equation*}
\delta \hat{f}(z)=\hat{f}(z)-f_{g}(z) \tag{21}
\end{equation*}
$$

In Eqs. (17) and (20) we introduced an auxiliary matrix $\hat{\varphi}$, which makes it possible to write the expression for the friction and diffusion coefficients in a unified manner. The matrix $\hat{\varphi}$ is a solution of the inhomogeneous linear equation

$$
\begin{align*}
& {\left[\left(\frac{\gamma}{2}+i \Delta\right) \hat{\Pi}_{e} \hat{\varphi}+\left(\frac{\gamma}{2}-i \Delta\right) \hat{\varphi} \hat{\Pi}_{e}\right]-\frac{i}{\hbar}[\hat{V}(z), \hat{\varphi}]} \\
& \quad-\gamma\left(2 j_{e}+1\right) \sum_{q} \hat{T}_{q} \hat{\varphi} \hat{T}_{q}^{\dagger}=\frac{\delta \hat{f}}{\hbar k} \tag{22}
\end{align*}
$$

where the source (the right-hand side) is the fluctuation of the force operator (Eq. (21)). Note that the system of equations (22) is linearly dependent. This can easily be verified if we multiply the right- and left-hand sides by the matrix $\hat{\sigma}$ [Eq. (16)] and calculate the traces, which vanish simultaneously since the left-hand side reduces to $-\operatorname{Tr}\left\{\hat{L}^{(0)}\{\hat{\sigma}\} \hat{\varphi}\right.$ and vanishes by virtue of (16), and the right-hand side is of


FIG. 1. Spontaneous (wavy lines) and light-induced (solid straight lines) transitions for $j_{g}=1 / 2 \rightarrow j_{e}=1 / 2$. Relative amplitudes of the light-induced transitions are proportional to the circular components $\alpha_{+}$and $\alpha_{-}$of the field [see Eq. (24)], and the numbers labeling the wavy and straight lines indicate the relative spontaneous-decay probabilities.
order $\operatorname{Tr}\{\hat{\sigma} \cdot \delta \hat{f}\}$ and vanishes by virtue of (15), (16), and (21). This means that the solution of the system of equations (22) is not unique, i.e., the matrix $\hat{\varphi}$ can be determined to within an arbitrary solution of a homogeneous equation, a solution which in the case in question is $c \hat{I}$, where $\hat{I}$ is the identity matrix. However, Eqs. (16), (17), and (20) show that this arbitrariness in defining $\hat{\varphi}$ has no effect on the kinetic coefficients. Thus, the induced diffusion coefficient $D_{\text {ind }}$ is quadratic in $\delta \hat{f}$, which corresponds to the standard definition of diffusion in terms of the two-time correlator of the force operator (see, e.g., Ref. 10). What is important here is that the induced diffusion $D_{\text {ind }}$ and the coefficient of friction $\xi$ can be written in terms of the same matrix $\hat{\varphi}$. This can be considered a fluctuation-dissipation relationship linking momentum fluctuations (diffusion) to momentum dissipation (friction). Hence the above relationships are important from the general physical standpoint.

## 4. THE $j_{g}=1 / 2 \rightarrow j_{e}=1 / 2$ TRANSITION IN AN ELLIPTICALLY POLARIZED STANDING WAVE

In this section we discuss the kinetics of atoms in the uniformly polarized field of a standing wave for the $j_{g}$ $=1 / 2 \rightarrow j_{e}=1 / 2$ transition (Fig. 1). In contrast to a two-level atom, this simple model of real atomic transitions makes it possible to establish and analyze a number of important polarization features of the kinetics of atoms for which Zeeman splitting of both the ground state and the excited state is responsible. In the case being discussed, the resonant field (1) has the form

$$
\begin{equation*}
\mathbf{E}(z, t)=E_{0} \cos (k z) \mathbf{e} \exp (-i \omega t)+\text { c.c. } \tag{23}
\end{equation*}
$$

where the unit polarization vector $\mathbf{e}$ is spatially uniform. In particular, if the quantization axis $z$ is parallel to the wave vector $\mathbf{k}$, and the $x$ axis is parallel to the semimajor axis of the polarization ellipse, we can write

$$
\begin{equation*}
\mathbf{e}=-\alpha_{+} \mathbf{e}_{+1}+\alpha_{-} \mathbf{e}_{-1}, \quad \alpha_{ \pm}=\cos (\varepsilon \mp \pi / 4), \tag{24}
\end{equation*}
$$

where $\varepsilon$ is the ellipticity $(|\tan \varepsilon|$ is the ratio of the semiminor axis of the polarization ellipse to the semimajor axis). Recall
that $\varepsilon=0$ corresponds to linear polarization and $\varepsilon= \pm \pi / 4$ to circular polarization. Then the nonvanishing elements of the matrix $\hat{\sigma}$ have the form

$$
\begin{align*}
& \sigma_{\mp 1 / 2, \mp 1 / 2}^{e e}=\beta S_{0} \cos ^{2} k z, \\
& \sigma_{\mp 1 / 2, \mp 1 / 2}^{g g}=\beta\left(3 \alpha_{ \pm}^{-2}+S_{0} \cos ^{2} k z\right), \\
& \sigma_{\mp+1 / 2, \pm 1 / 2}^{e g}=-\frac{i \alpha_{\mp}^{-1} \beta \Omega_{0} \cos k z}{\sqrt{3}(\gamma / 2-i \Delta)}, \\
& \hat{\sigma}^{g e}=\left(\hat{\sigma}^{e g}\right)^{\dagger}, \tag{25}
\end{align*}
$$

where

$$
\begin{equation*}
\Omega_{0}=\frac{d E_{0}}{\hbar}, \quad S_{0}=\frac{\left|\Omega_{0}\right|^{2}}{\gamma^{2} / 4+\Delta^{2}} \tag{26}
\end{equation*}
$$

are the Rabi frequency and the saturation parameter, and

$$
\beta=\frac{\alpha_{+}^{2} \alpha_{-}^{2}}{3+4 S_{0} \cos ^{2}(k z) \alpha_{+}^{2} \alpha_{-}^{2}}
$$

is the normalization constant. The nonvanishing elements of the matrix $\hat{\varphi}$ have the form

$$
\begin{aligned}
\varphi_{\mp 1 / 2, \mp 1 / 2}^{e e}= & \pm 3 \frac{\Delta \beta}{\gamma} \frac{\alpha_{-}^{2}-\alpha_{+}^{2}}{\alpha_{-}^{2} \alpha_{+}^{2}} \tan k z \\
\varphi_{\mp 1 / 2, \mp 1 / 2}^{g g}= & \frac{\Delta \beta}{\gamma}\left(8 S_{0} \cos ^{2} k z \mp 9 \frac{\alpha_{-}^{2}-\alpha_{+}^{2}}{\alpha_{-}^{2} \alpha_{+}^{2}}\right) \tan k z \\
\varphi_{\mp 1 / 2, \pm 1 / 2}^{e g}= & \frac{\alpha_{\mp} \Omega_{0} \cos k z}{(\gamma / 2+i \Delta) \sqrt{3}}\left[i \frac{\Delta \beta}{\gamma}\right. \\
& \left.\times\left(8 S_{0} \cos ^{2} k z \pm 6 \frac{\alpha_{-}^{2}-\alpha_{+}^{2}}{\alpha_{-}^{2} \alpha_{+}^{2}}\right)+1\right] \tan k z
\end{aligned}
$$

$$
\begin{equation*}
\hat{\varphi}^{g e}=\left(\hat{\varphi}^{e g}\right)^{\dagger} . \tag{27}
\end{equation*}
$$

Substituting (25)-(27) into (8)-(11), we obtain expressions for the gradient force, the coefficient of friction, and the diffusion coefficient for arbitrary ellipticity and field intensity.

### 4.1. Gradient force

For the given optical transition, Eqs. (15) and (25) readily yield

$$
\begin{equation*}
f_{g}=\frac{\hbar k \Delta}{2} \frac{S_{\varepsilon} \sin 2 k z}{1+S_{\varepsilon} \cos ^{2} k z} \tag{28}
\end{equation*}
$$

The corresponding potential is

$$
\begin{equation*}
U=\frac{\hbar \Delta}{2} \ln \left(1+S_{\varepsilon} \cos ^{2} k z\right) . \tag{29}
\end{equation*}
$$

Note that Eqs. (28) and (29) coincide with the well-known result in the two-level model, ${ }^{2}$ the only difference being that in our case the effective saturation parameter depends on the ellipticity of the field:

$$
\begin{equation*}
S_{\varepsilon}=\frac{S_{0} \cos ^{2} 2 \varepsilon}{3} \tag{30}
\end{equation*}
$$



FIG. 2. Spatial dependence of the kinetic coefficients for various values of ellipticity: $\varepsilon=0$, solid heavy curves; $\varepsilon=\pi / 8$, solid thin curves; and $\varepsilon=\pi / 6$, dotted curves. The value of the saturation parameter $S_{0}=15$, and the detuning $\Delta=\gamma$. a) Coefficient of friction; b) diffusion coefficient.

### 4.2. Frictional force

Substituting the expressions for the matrices $\hat{\sigma}$ and $\hat{\varphi}$ into (17), we obtain a formula for the coefficient of friction:

$$
\begin{align*}
\xi(z)= & \frac{\gamma \hbar k^{2} \Delta S_{\varepsilon} \sin ^{2} k z}{\left(\Delta^{2}+\gamma^{2} / 4\right)\left(1+S_{\varepsilon} \cos ^{2} k z\right)^{3}} \times\left[1-S_{\varepsilon} \cos ^{2} k z\right. \\
& \left.-\left(\Delta^{2}+\frac{\gamma^{2}}{4}\right) \frac{2 S_{\varepsilon}^{2} \cos ^{4} k z}{\gamma^{2}}+\left(\Delta^{2}+\frac{\gamma^{2}}{4}\right) \frac{6 \sin ^{2} 2 \varepsilon}{\gamma^{2}}\right] . \tag{31}
\end{align*}
$$

We see that the coefficient of friction (31) strongly depends on the ellipticity of the field (see Fig. 2a). In fact, the first three terms in square brackets coincide with the coefficient of friction in the two-level model. ${ }^{2}$ Two physical mechanisms are known to correspond to this case. The first is the Doppler effect, which leads to a difference in the forces exerted by light on a moving atom from counterpropagating waves. This mechanism leads to friction at negative detunings and corresponds to the first term, which for low saturation, $S_{\varepsilon} \ll 1$, is the main mechanism in the two-level model. The second is lag effects, which lead to what is known as a Sisyphean force. This contribution is described by the third term; its sign is opposite that of Doppler friction, and it provides the dominant contribution in strong fields, $S_{\varepsilon} \gg 1$. The last term in square brackets emerges because we take into account the polarization features of atom-light interaction. Since this is a new term, there is considerable interest in elucidating the corresponding physical mechanism.

It turns out that the term we are interested in, as well as the third term, can be interpreted by using the concept of probabilities (or rates) of transitions between dressed states of an atom. Note that we call eigenstates of the Hamiltonian of an atom in a resonant field, without allowance for translational motion, dressed (adiabatic) states. For a two-level atom there can be only two dressed states (the normal state and the anomalous state; see Ref. 2). In our case of the $j_{g}=1 / 2 \rightarrow j_{e}=1 / 2$ transition, there are four adiabatic states:

$$
\begin{align*}
& |n \pm\rangle=\cos \left(\theta_{ \pm}\right)\left|j_{g}, \mp 1 / 2\right\rangle+\sin \left(\theta_{ \pm}\right)\left|j_{e}, \pm 1 / 2\right\rangle, \\
& |a \pm\rangle=-\sin \left(\theta_{ \pm}\right)\left|j_{g}, \mp 1 / 2\right\rangle+\cos \left(\theta_{ \pm}\right)\left|j_{e}, \pm 1 / 2\right\rangle . \tag{32}
\end{align*}
$$

Each of these states is a superposition of the wave functions of the Zeeman sublevels of the ground and excited states with spatially nonuniform coefficients. The angles $\theta_{ \pm}$determine the mixing of bare states of the atom:

$$
\begin{equation*}
\theta_{ \pm}=\frac{1}{2} \arccos \sqrt{\frac{1}{1+4\left|\Omega_{0}\right|^{2} \cos ^{2}(k z) \alpha_{ \pm}^{2} / 3 \Delta^{2}}} . \tag{33}
\end{equation*}
$$

States labeled with a plus (minus) are produced when the Zeeman sublevels interacting with the right (left) circular component of the field mix. When the field is zero (e.g., at a node), the mixing angles vanish and the dressed states, labeled $n(a)$, become the wave functions of the Zeeman sublevels of the ground (excited) state. Hence, following Ref. 2, we call the $|n \pm\rangle$ states normal and the $|a \pm\rangle$ states anomalous. Eigenvalues corresponding to the states (32) are called adiabatic potentials. To within an unimportant constant, the potentials of normal states can be written

$$
\begin{equation*}
U_{n \pm}=\frac{\hbar \Delta}{2} \sqrt{1+\frac{4\left|\Omega_{0}\right|^{2} \cos ^{2}(k z) \alpha_{ \pm}^{2}}{3 \Delta^{2}}}, \tag{34}
\end{equation*}
$$

and the potentials of anomalous states have the opposite sign: $U_{a \pm}=-U_{n \pm}$. In the secular approximation $\Delta^{2}+\Omega^{2}$ $\gg \gamma^{2}$, the off-diagonal elements of the density matrix in the dressed-state basis are negligible, so that we can restrict attention to populations that satisfy the appropriate rate equations. ${ }^{15}$ Transitions between the adiabatic states (32) occur because of spontaneous relaxation (since Landau-Zener transitions in the limit of low velocities considered here are unimportant). Lag effects (hysteresis), which lead to Si syphean friction, result from the fact that the rates of direct and reverse transitions have different spatial localization. For instance, near a node in the field the rate of the transition from the normal state $|n-\rangle$ to the anomalous state $|a-\rangle$ is close to zero, while the reverse transition has a rate $\sim(2 / 3) \gamma$. At a crest of a strong field, where $\theta_{-} \sim \pi / 4$, the rates of the direct and reverse transition become almost equal $(\sim \gamma / 3)$. As a result, some of the moving atoms transfer near a crest of the field from the normal state to the anomalous state, and return to the initial state near a node, which leads, as is well known,,${ }^{2,15}$ to a retardation (acceleration) buildup for positive (negative) detunings due to the different spatial dependence of the normal and anomalous potentials.

In contrast to the model of a two-level atom, in our case we have additional degrees of freedom associated, for instance, with transitions between the " + " and " - " states. Allowing for such transitions is the reason for the last term on the right-hand side of Eq. (31). Since we are interested only in a qualitative interpretation, we examine the low satu-


FIG. 3. Sisyphean mechanism of friction for $S_{0}<1$. a) Populations of dressed states. b) Adiabatic potentials. The heavy curve with wavy arrows depicts the most probable path of the atom. c) Coefficient of friction: the solid curve represents the additional contribution [the last term on the righthand side of Eq. (31)], and the dashed curve represents the Doppler contribution to friction. All diagrams correspond to $\varepsilon=\pi / 10, S_{0}=0.8$ ( $S_{\varepsilon}$ $=0.17$ ), and $\Delta=-3 \gamma$.
ration limit $\left(S_{0}<1\right)$. In this case the populations of the anomalous states are low everywhere and the entire effect is due to the transitions between normal states (in a weak field these are the Zeeman sublevels of the ground state). For instance, for $\alpha_{-}^{2}<\alpha_{+}^{2}$, most atoms at a node are in the $|n-\rangle$ state, while at a crest the populations of the " + '" and "-" states equalize somewhat (see Fig. 3a). In the limit in question the adiabatic potentials $U_{n \pm}$ have the same spatial dependence ( $\propto \cos ^{2} k z$ ) but different amplitudes (Fig. 3b). By analogy with the aforesaid, some of the moving atoms transfer near a crest of the field from a state with a lower potential into a state with a higher potential, and return to their former state near a node, which obviously leads to a systematic retardation (acceleration) for negative (positive) values of $\Delta$. Thus, in its physical mechanism, the last term on the righthand side of Eq. (31) represents Sisyphean friction but, in contrast to ordinary Sisyphean friction, has the opposite sign and depends differently on the field intensity, detuning, and ellipticity. In the weak-field approximation $S_{\varepsilon} \ll 1$, this contribution competes with the Doppler contribution (see Fig. 3 c ), and the ratio of the two is $6(\Delta / \gamma)^{2} \sin ^{2} 2 \varepsilon$, which can
amount to several orders of magnitude if the detuning is large.

Summarizing, we can say that the difference of the kinetic of atoms with degenerate energy levels from the results of the two-level model stems primarily from the fact there are numerous adiabatic (normal and anomalous) states and possible transitions between them. For instance, there are transitions among various normal states, while for a twolevel atom there can only be transitions between normal and anomalous states. Here, as Eq. (31) clearly shows, the difference between our model and the two-level model is important because of the different dependence on the intensity and frequency of the field. Thus, there is a range of parameters, $(\gamma / \Delta)^{2} \ll S_{\varepsilon}^{2}<3 \sin ^{2} 2 \varepsilon$, for which even the direction of a kinetic process (cooling or heating) is opposite that predicted by the two-level model.

### 4.3. Diffusion coefficient

The diffusion coefficient defined in Eqs. (18)-(20) contains a contribution $D_{\text {sp }}$ from spontaneous transitions and a contribution $D_{\text {ind }}$ from induced transitions. Using Eqs. (18) and (25), we find the spontaneous diffusion coefficient,

$$
\begin{equation*}
D_{\mathrm{sp}}(z)=\frac{\gamma \hbar^{2} k^{2}}{12} \frac{S_{\varepsilon} \cos ^{2} k z}{1+S_{\varepsilon} \cos ^{2} k z} \tag{35}
\end{equation*}
$$

which coincides, to within a constant factor, in form with the expression for the spontaneous diffusion coefficient obtained in the two-level atomic model (see Ref. 2). It is proportional to the population of atoms in the excited stated and in our case of the $j_{g}=1 / 2 \rightarrow j_{e}=1 / 2$ transition strongly depends on the ellipticity of the field, in accordance with (30). We can split the induced diffusion coefficient (as we did the coefficient of friction) into two terms:

$$
\begin{equation*}
D_{\text {ind }}(z)=D_{1}(z)+D_{2}(z) \tag{36}
\end{equation*}
$$

The first term is the well-known result ${ }^{2}$ for a two-level atom with a new saturation parameter $S_{\varepsilon}$ :
$D_{1}(z)=\frac{\hbar^{2} k^{2} \gamma S_{\varepsilon} \sin ^{2} k z}{4}[1+4$

$$
\begin{equation*}
\left.\times \frac{\Delta^{2}}{\gamma^{2}} \frac{S_{\varepsilon} \cos ^{2}(k z)\left(S_{\varepsilon}^{2} \cos ^{4} k z-\gamma^{2}\left(\gamma^{2} / 4+\Delta^{2}\right)^{-1}\right)}{\left(1+S_{\varepsilon} \cos ^{2} k z\right)^{3}}\right] \tag{37}
\end{equation*}
$$

The second term,

$$
\begin{align*}
D_{2}= & \frac{\hbar^{2} k^{2} S_{\varepsilon} \sin ^{2} 2 \varepsilon \sin ^{2} k z}{\gamma\left(1+S_{\varepsilon} \cos ^{2} k z\right)^{3}}\left[3 \Delta^{2}+\frac{S_{0} \cos ^{2} k z}{3}\left(\frac{\gamma^{2}}{4}+\Delta^{2}\right)\right. \\
& \left.\times\left(1+S_{\varepsilon} \cos ^{2} k z\right)^{2}\right] \tag{38}
\end{align*}
$$

is entirely new. It describes the contribution of diffusion processes generated by the Zeeman degeneracy of the energy levels. The diffusion coefficient (as well as the coefficient of friction) strongly depends on the ellipticity of the field (Fig. 2b).

As noted earlier, there is a direct relationship between friction and diffusion. Hence, by analogy with the above analysis of the frictional force, the additional contribution, Eq. (38), can be considered the result of force fluctuation that appears in the transitions between different adiabatic states. In particular, for small saturation parameters, $S_{0} \ll 1$, this term is the consequence of transitions between the normal states $|n+\rangle$ and $|n-\rangle$ of (32) (see Fig. 3). The ratio of this contribution to the ordinary contribution (37) is $12(\Delta / \gamma)^{2} \sin ^{2}(2 \varepsilon)$, which shows that for polarizations that are not linear and large detunings this term can be the dominant one and exceed the values obtained in the two-level model of the atom by several orders of magnitude.

## 5. LIMITS OF THE TWO-LEVEL MODEL

Recall that the need to allow for the Zeeman degeneracy of energy levels in the description of the motion of atoms in fields with nonuniform polarization was convincingly demonstrated in Refs. 3 and 4. Our results show that the Zeeman structure must be taken into account even when the polarization is uniform. The results of Secs. 4.2 and 4.3 suggest that the frictional force and diffusion contain additional contributions that do not exist in the two-level model. When the polarization is linear $(\varepsilon=0)$, for the $j_{g}=1 / 2 \rightarrow j_{e}=1 / 2$ transition considered here these contributions vanish, since by virtue of the symmetry of the induced transitions the problem effectively reduces to the two-level one. However, it is obvious that in the general case there is no such symmetry and the additional terms in the friction and diffusion emerge even when the field polarization is linear. For instance, for the $j_{g}=3 / 2 \rightarrow j_{e}=3 / 2$ and $j_{g}=1 \rightarrow j_{e}=2$ transition, in the case of linear polarization the additional contributions to the friction are nonvanishing and at low saturations ( $S_{0} \ll 1$ ) have the form

$$
\begin{align*}
& \xi_{3 / 2 \rightarrow 3 / 2}=\frac{24}{125} \frac{\hbar k^{2} \Delta}{\gamma} S_{0} \sin ^{2} k z \\
& \xi_{1 \rightarrow 2}=\frac{576}{24565} \frac{\hbar k^{2} \Delta}{\gamma} S_{0} \sin ^{2} k z \tag{39}
\end{align*}
$$

As the additional term in (31) for the $j_{g}=1 / 2 \rightarrow j_{e}=1 / 2$ transition in a weak field, these contributions emerge because of transitions between the Zeeman sublevels of the ground state $\left|j_{g}, \mu\right\rangle$, whose adiabatic potentials

$$
U_{\mu}=\hbar \Delta S_{0}\left(\begin{array}{ccc}
j_{e} & 1 & j_{g}  \tag{40}\\
-\mu & 0 & \mu
\end{array}\right)^{2} \cos ^{2} k z
$$

have the same spatial dependence but different amplitudes, by virtue of the difference of the probabilities of the induced transitions between the respective magnetic sublevels.

Thus, we can say that in essentially all cases, the kinetics of slow atoms in fields with uniform polarization differs substantially from the kinetics predicted by the two-level model. The problem reduces to the two-level model only in the following exceptional cases: the $j_{g}=0 \rightarrow j_{e}=1$ transition for light of arbitrary elliptical polarization, the $j_{g}=1 / 2 \rightarrow j_{e}$
$=1 / 2$ and $j_{g}=1 / 2 \rightarrow j_{e}=3 / 2$ transitions for linearly polarized light, and all $j_{g}=j \rightarrow j_{e}=j+1$ transitions for circularly polarized light.

## 6. CONCLUSION

In this paper we have used the semiclassical approach to analyze the kinetics of atoms in a uniformly polarized standing wave with allowance for the Zeeman degeneracy of the energy levels. For the atomic transition $j_{g}=1 / 2 \rightarrow j_{e}=1 / 2$ we have obtained analytic expressions for the gradient force, the friction and diffusion coefficient, which describe the kinetics of slow atoms, for arbitrary ellipticity, intensity, and detuning. We have shown that allowance for the Zeeman structure of the levels and optical pumping effects leads, first, to a dependence of the effective saturation of the transition (and hence the forces on an atom) on the ellipticity $S_{\varepsilon}$ $=S_{0} \cos (2 \varepsilon) / 3$ of the light. We have also found that the friction and diffusion coefficients contain additional terms, which are absent in the theory of a two-level atom and have not been discussed before. In the limit of low saturations and large detunings these terms are dominant and lead to much larger friction and diffusion in comparison to the results predicted by the two-level model. We have also given a quantitative interpretation in terms of dressed states,. We have shown that the additional contribution to friction is due to the transitions between the adiabatic potentials corresponding to different magnetic sublevels of the ground state, i.e., is of the Sisyphean origin.

Note that the analytic method developed in this paper [see Eqs. (15)-(22)] for finding the kinetic coefficients of the Fokker-Planck equations for the transitions $j_{g}=j \rightarrow j_{e}=j$ +1 and $j_{g}=j^{\prime} \rightarrow j_{e}=j^{\prime}$ ( $j^{\prime}$ is a half-integer) can be used in the general case of a field of arbitrary nonuniform polarization.
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We have experimentally investigated the interaction of high-power neodymium laser pulses in the intensity range $10^{13}-10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ with flat low-density $\left(0.5-10 \mathrm{mg} / \mathrm{cm}^{3}\right)$ agar-agar targets under conditions of interest for problems of inertial nuclear fusion. Optical and x-ray methods with high temporal and spatial resolution were used to examine the dependence of absorption and scattering of the incident beam on the initial mean density and thickness of the irradiated samples. We show that when a porous target is irradiated, a bulk absorption layer of high-temperature plasma is produced inside the target whose dimensions are determined by the initial density of the material. The time dependence and spectral composition of the harmonics $2 \omega_{0}$ and $3 \omega_{0} / 2$ observed in the plasma-scattered radiation are measured. A theoretical model is developed that describes the interaction of high-power laser pulses with a porous medium. Predictions of the model, based on the hypothesis of two stages of homogenization of the target material-a fast stage $(0.1-0.3 \mathrm{~ns})$ and a slow stage $(1-3 \mathrm{~ns})$, are in good agreement with the experimental data. © 1999 American Institute of Physics.
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## 1. INTRODUCTION

The interaction of high-intensity laser radiation ( $10^{12}-$ $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ ) with porous media whose mean densities vary over a wide range-from $10^{-1} \mathrm{mg} / \mathrm{cm}^{3}$ to $10^{2} \mathrm{mg} / \mathrm{cm}^{3}$-is an extraordinarily active area of study, due primarily to the capability it offers of investigating fundamental physical phenomena taking place in a nonequilibrium laser plasma. When porous material is heated by a laser pulse, a plasma is produced that is spatially homogeneous in density, temperature, and pressure. The production and interaction of plasma fluxes propagating from the heated elements of the porous material leads to a plasma nonequilibrium state: the temperature of the electron component of the ejected plasma flux exceeds the ion temperature whereas during hydrothermal dissipation incident to a collision of fluxes a plasma is produced whose ion temperature can significantly exceed the electron temperature. ${ }^{1}$

According to the ideas developed in Refs. 1-4, absorption of laser radiation inside a porous material occurs along a length determined by the geometrical transparency, which decreases with increasing dimensions of the regions filled by plasma with density exceeding some critical value. It can be expected that the production of an absorbing region is by no means over during the first collisions of plasma fluxes inside the pores. At laser intensities of $\left(10^{13}-10^{14}\right) \mathrm{W} / \mathrm{cm}^{2}$ the complete homogenization time of a porous material with density $10^{-1} \mathrm{~g} / \mathrm{cm}^{3}-10^{-3} \mathrm{~g} / \mathrm{cm}^{3}$ during decay of the macrooscillations of the plasma density can exceed by one to two
orders of magnitude the characteristic time of collisions between the plasma fluxes from neighboring elements of the medium (which is of the same order of magnitude as the time it takes an ion, on average, to traverse the distance between neighboring elements of the structure-the mean transit time), and can reach several nanoseconds. ${ }^{3}$ Thus, the nonequilibrium state of the laser plasma produced in a porous medium can be characterized by long-wavelength density oscillations, the excitation and collisions of shock waves, and hydrothermal dissipation processes taking place during under these conditions. These phenomena, without a doubt, must have a substantial effect on laser absorption processes and energy transport in the porous material, and also on the form of the equation of state of the nascent plasma.

Practical interest in the interaction of laser radiation with porous media and, in general, bulk-structured media of reduced density is motivated by their use as multipurpose elements in laser nuclear fusion (LNF) targets. Above all, this has to do with the ability to equalize heating inhomogeneities and ensure target stability under compression. It has been suggested that porous media consisting of light elements be used, for example, in 'laser greenhouse'" targets to implement distributed bulk absorption of the laser beam energy, thermal-conduction mediated equalization of heating inhomogeneities, and spatiotemporal profiling of the ablation pressure. ${ }^{6}$ The properties of porous media with distributed heavy-element impurities have been actively investigated from the standpoint of controlling the spectral composition of $x$ radiation from the nascent plasma. ${ }^{7}$

Novel capabilities for producing nonequilibrium, nonstationary plasma emerge from the irradiation of regularly structured material. As an example, we may cite the suggestion voiced in Ref. 8 of creating a relatively long-lived plasma with ion temperature several times the electron temperature, and achieving on this basis an intense source of thermonuclear neutrons with a yield in the range $10^{11}$ $-10^{12}$ neutrons per joule of laser energy when a laser pulse acts on a medium consisting of either a system of planeparallel films or thin shells containing thermonuclear fuel.

Physical processes played out in low-density bulkstructured targets when they are irradiated by intense laser pulses have recently attracted the attention of numerous researchers working in the LNF field. Thus, the authors of Ref. 4, working at the TRINITI Mishen' (Target) facility, obtained an overall picture of laser energy absorption processes taking place in a porous medium, the transformation and transport of energy in targets of finite thickness, and the acceleration of thin metallic foils situated on the back surface of such targets, and suggested a theoretical model for describing energy absorption and transport processes. The present work continues studies initiated in Ref. 4, and is dedicated to a detailed study of absorption and scattering of high-power laser radiation in low-density porous targets. On the basis of measurements of the scattered radiation and the radiation transmitted by the target, we have obtained data on the efficiency of absorption of laser energy in a porous medium at both sub- and supercritical mean density. We have experimentally established the density dependence of the longitudinal diameter of the laser absorption region over a wide range, from $5 \times 10^{-4} \mathrm{~g} / \mathrm{cm}^{3}$ to $10^{-2} \mathrm{~g} / \mathrm{cm}^{3}$. The results are discussed from the standpoint of the properties of the nonequilibrium laser plasma produced in the porous medium. In particular, we have developed a theory of two-stage homogenization of a porous medium subject to a high-power laser pulse. Of special interest are studies, completed in the present work, on plasma emissions observed in experiments with porous targets at harmonics of the laser frequency. These studies are of special interest by virtue of the fact that the development of different kinds of anomalous processes (Mandel'shtam-Brillouin scattering, Raman scattering, parametric decay instabilities) is known to lead to consequences that are undesirable for LNF (a decrease in the absorption coefficient, generation of fast superthermal particles, reduction of the conversion coefficient of laser radiation into x radiation). Porous low-density media can only be applied to LNF target designs on the basis of detailed studies of laser interactions with the materials in question.

## 2. EXPERIMENTAL CONDITIONS AND DIAGNOSTICS

The interaction of intense laser radiation with lowdensity structured targets was studied experimentally at the Mishen' facility ${ }^{9}$ under the following conditions of irradiation: wavelength $\lambda=1.054 \mu \mathrm{~m}$, laser pulse energy up to 150 J for pulse duration $\sim 2.5 \mathrm{~ns}$ with a 0.3 -ns leading edge; energy contrast no worse than $10^{6}$, radiation focused on the target by an 1:10 lens. For a focal-spot diameter of $\sim 250 \mu \mathrm{~m}$ the mean light flux density at the surface of the
irradiated target reached $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. Flat agar-agar [ $\left.\mathrm{C}_{12} \mathrm{H}_{18} \mathrm{O}_{9}\right)_{n}$ ] targets $100-1000 \mu \mathrm{~m}$ in thickness, with density in the range $0.5-10 \mathrm{mg} / \mathrm{cm}^{3}$, were mounted in the interaction vacuum chamber. (For agar samples of mean density $3 \mathrm{mg} / \mathrm{cm}^{3}$ the electron density corresponds to the critical value $n_{c r}$ for $\lambda=1.054 \mu \mathrm{~m}$.) Multilayer targets were also used in which aluminum layers of thickness $1-6 \mu \mathrm{~m}$ were deposited onto the irradiated surface, back surface, or both surfaces of the low-density material. The agar used in the experiments is a random structure of solid filaments of diameter $1-2 \mu \mathrm{~m}$ with an interfilament spacing of $10-50 \mu \mathrm{~m}$. Figure 1 shows electron micrographs of the structure of agar samples with a density of $1 \mathrm{mg} / \mathrm{cm}^{3}$ and $10 \mathrm{mg} / \mathrm{cm}^{3}$.

The experiments mainly used optical and x-ray diagnostics. X-ray diagnostics allowed time-integrated calorimetric measurements in the wavelength range $0.5-1.5 \mathrm{~nm}$, the construction of plasma images by camera-obscura with assorted filters, recording of the x-ray emission of the plasma by vacuum diodes with temporal resolution $\sim 0.5 \mathrm{~ns}$, measurements of x-ray spectra of the plasma in the spectral range $0.5-2 \mathrm{~nm}$. The optical methods included multiframe shadowgraphs of the nascent plasma (exposure time of an individual frame $\sim 0.3 \mathrm{~s}$, wavelength of the probing radiation $\lambda=0.527 \mu \mathrm{~m}$, spatial resolution $\sim 30 \mu \mathrm{~m}$ ); electro-optical recording with an Agat-SF camera of the time dependence of the luminescence of the back surface of the irradiated target in the wavelength range $400-700 \mathrm{~nm}$ with spatial resolution $\sim 30 \mu \mathrm{~m}$ and temporal resolution 50 ps ; measurements of the reflected, scattered, and transmitted laser radiation; both time-integrated and time-resolved spectral measurements of the radiation scattered by the plasma into the aperture of the focusing lens in the vicinity of the frequencies $2 \omega_{0}$ and $3 \omega_{0} / 2$. The diagnostic setup is shown in Fig. 2.

## 3. EXPERIMENTAL RESULTS

Earlier, in Ref. 4 it was shown that absorption of laser radiation during interaction with a porous medium is a bulk phenomenon. As a result of energy absorption and transport inside the porous target, a layer of high-temperature plasma is produced. Figure 3 displays typical obscurograms (and results of their processing), obtained with a beryllium filter of thickness $50 \mu \mathrm{~m}$ observed perpendicular to the direction of the laser beam in the irradiation experiments with agar targets of thickness $500 \mu \mathrm{~m}$ with different mean densities. For comparison, this same figure shows the x-ray intensity distribution of the plasma for irradiation of a thick Lavsan (Mylar) film. It can be seen from the figure that upon irradiation of a porous target, plasma formation inside the target is highly extended in the direction of propagation of the laser beam.

Figure 4 depicts the dependence of the longitudinal diameter of the plasma layer on the initial density of the agar target. For a target with initial density $1 \mathrm{mg} / \mathrm{cm}^{3}$ this length amounts to $300-400 \mu \mathrm{~m}$, and for a target with initial density $10 \mathrm{mg} / \mathrm{cm}^{3}$ it decreases to $100-150 \mu \mathrm{~m}$. In the direction perpendicular to the laser beam, the diameter of the hot plasma region inside the porous target essentially coincides


FIG. 1. Electron micrographs of the structure of agar samples with mean density $1 \mathrm{mg} / \mathrm{cm}^{3}$ (a) and $10 \mathrm{mg} / \mathrm{cm}^{3}$ (b).
with the diameter of the focal spot and depends weakly on the density of the agar target. Thus, for irradiation of an agar target with density $1 \mathrm{mg} / \mathrm{cm}^{3}$ this length is approximately 1.2 times that of a target with density $10 \mathrm{mg} / \mathrm{cm}^{3}$. The duration of the x-ray pulse recorded by the vacuum diodes is $3-4 \mathrm{~ns}$, i.e., it essentially coincides with the duration of the laser pulse. The electron temperature of the plasma was determined by the method of filters and for porous targets of all types was $0.8-1 \mathrm{keV}$, decreasing somewhat with depth into the target. For a target with density $1 \mathrm{mg} / \mathrm{cm}^{3}, T_{e} \approx 0.6$ -0.7 keV at a distance $\sim 300 \mu \mathrm{~m}$ from the irradiated surface. It should be borne in mind that the displayed data are the result of processing time-integrated measurements whereas processes in the nascent absorbing layer can have a
nonstationary character associated with evaporation along the extent of the laser pulse of solid elements of the structure, with interaction of plasma fluxes from separate elements, and with variations in the dimensions of the radiation-absorbing plasma layer and a displacement toward greater depths in the target of the zone of maximum energy liberation.

Important information about the interaction of laser radiation with the extended plasma produced in a porous medium is provided by measurements of the scattered and transmitted radiation. Results of measurements of the energy of the laser radiation scattered by the plasma into the aperture of the focusing lens are plotted in Fig. 5. Data obtained for irradiation of thin Lavsan films are also plotted for comparison. As can be seen from Fig. 5, the energy of the radiation


FIG. 2. Setup of the diagnostic system in the interaction vacuum chamber.

Initial position of target surface
$\longleftarrow$ Laser radiation


FIG. 3. Typical obscurograms (a) for irradiation of agar targets with mean density $1 \mathrm{mg} / \mathrm{cm}^{3}(1)$ and $4 \mathrm{mg} / \mathrm{cm}^{3}$ (2) and Lavsan targets with density $1.4 \mathrm{~g} / \mathrm{cm}^{3}$, and results of processing of these obscurograms (b).
scattered from low-density targets is similar to the corresponding values for the solid targets over the entire range of intensities of the focused laser beam. Figure 6 shows a characteristic directionality diagram for the plasma-scattered laser radiation, constructed from calorimetric data.

Measurements of the target-transmitted laser radiation (collection angle corresponded approximately to the angle of approach of the laser beam to the target $\approx 6^{\circ}$ ) -both timeintegrated and time-resolved-show that for all porous targets with thickness $>500 \mu \mathrm{~m}$ (i.e., exceeding the characteristic dimension $L^{*}$ of the high-temperature plasma region) and densities from $0.5 \mathrm{mg} / \mathrm{cm}^{3}$ to $10 \mathrm{mg} / \mathrm{cm}^{3}$ the transmit-


FIG. 4. Calculated dependence on the agar mean density of the characteristic length of geometrical transparency of the medium in the initial stage of irradiation (a) and after the first stage of homogenization (b), and of the characteristic length of the inverse bremsstrahlung radiation (c). The points plot experimental data on the longitudinal diameter of the bulk-absorbing plasma layer.
tance during the laser pulse did not exceed $0.1 \%$. In the case of a low-density porous target (density $\sim 0.5 \mathrm{mg} / \mathrm{cm}^{3}$ ), as one goes to target thicknesses of $200-300 \mu \mathrm{~m}$ (less than $L^{*}$ ) an abrupt (by as much as $\sim 2 \%$ ) growth in the transmittance is observed. This supports the conclusion of more efficient absorption of the heating laser radiation in the nascent high-temperature plasma layer. As the time-resolved measurements of the transmitted light intensity show, in these cases the transmittance grows up to the end of the heating


FIG. 5. Dependence of the energy of the radiation scattered by the plasma into the aperture of the focusing lens, on the power density of the heating radiation in experiments on irradiation of an agar target with mean density $1 \mathrm{mg} / \mathrm{cm}^{3}(\diamond)$ and $10 \mathrm{mg} / \mathrm{cm}^{3}(\square)$ and a Lavsan film ( $\left.\odot\right)$.


FIG. 6. Directionality diagram of the plasma-scattered laser radiation. Zero angle corresponds to scattering in the direction opposite the laser beam. Agar target with mean density $1 \mathrm{mg} / \mathrm{cm}^{3}$, light flux density $5 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. The measurements were performed simultaneously by the four calorimeters.
pulse (see Fig. 7). This fact can be explained on the basis of ideas about 'clearing' of the absorbing layer prior to termination of the laser pulse ${ }^{4}$ and also by assuming that the zone of maximum energy liberation is shifted deeper into the absorbing layer at later stages of target irradiation.

To obtain additional information about the dynamics of processes in an extended plasma in porous targets, we performed time-integrated and time-resolved measurements of the radiation scattered into the aperture of the focusing lens in the vicinity of the frequencies $2 \omega_{0}$ and $3 \omega_{0} / 2$. Figure 8 plots processed time scans of the luminescence at the harmonics $2 \omega_{0}$ and $3 \omega_{0} / 2$ recorded from irradiated agar samples with mean densities of $0.5 \mathrm{mg} / \mathrm{cm}^{3}, 4 \mathrm{mg} / \mathrm{cm}^{3}$, and $10 \mathrm{mg} / \mathrm{cm}^{3}$. For comparison, this same figure plots time scans obtained with a Lavsan target. Figures 9 and 10 show density plots of time-integrated spectra of the harmonics $2 \omega_{0}$ and $3 \omega_{0} / 2$, respectively. The spectra of both harmonics have a two-component structure with pronounced asymmetry in the case of the harmonic $2 \omega_{0}$. Note that in each experiment the frequency-doubled component of the incident laser radiation also went through the entrance slit of the recording spectrometer. Considering all of the data obtained in the spectral measurements, we first note that in the irradiation of low-


FIG. 7. Laser pulses: a - incident on target, b - after passing through an agar target with mean density $1 \mathrm{mg} / \mathrm{cm}^{3}$ and thickness $250 \mu \mathrm{~m}$.
density targets harmonic generation takes place even when the mean electron density turns out to be subcritical for $\lambda=1.054 \mu \mathrm{~m}$, even though the targets are fully ionized. Also noteworthy is the weak dependence of the spectral structure and time dependence of the harmonic $3 \omega_{0} / 2$ on the conditions of the experiment, specifically the time dependence of the laser radiation intensity, the intensity of the heating beam focused on the target surface, and the initial density of the target (see Figs. 8 and 10). The spectral structure of the $2 \omega_{0}$ harmonic radiation (Fig. 9) also shows only a weak dependence on the target density and at a density of $10 \mathrm{mg} / \mathrm{cm}^{3}$ it is essentially identical to the corresponding spectrum for the solid Lavsan targets. When the flux density of the light incident on the target is reduced to $10^{13} \mathrm{~W} / \mathrm{cm}^{2}$, the intensity of the "red wing" of the spectral distribution falls abruptly while the intensity of the primary maximum decreases only negligibly. Also note the 'redshift'" of the primary maximum in the spectrum of the second harmonic, which for targets with density $0.5 \mathrm{mg} / \mathrm{cm}^{3}$ is $\sim 0.5 \mathrm{~nm}$.

## 4. THEORETICAL MODEL AND DISCUSSION OF EXPERIMENTAL RESULTS

The basic distinguishing property of porous materials is their inhomogeneity. In such bulk-structured media absorption of laser radiation, energy transport mechanisms, and hydrodynamic processes can be of a very specific nature. Following the ideas developed in Refs. 3 and 4, we may, nevertheless, expect that the structural distinctiveness of any given medium (fibrous, foamy, finely dispersed media, etc.) will show up only upon formation of a bulk-absorbing layer of plasma, i.e., in the initial stage of homogenization of the target material.

Let us consider homogenization of porous material irradiated by a focused laser beam. Homogenization of porous material acted upon by a powerful laser pulse takes place in two stages. The first, or fast, stage of partial homogenization is the result of evaporation of solid elements of the porous material and subsequent collisions between the nascent plasma fluxes. This stage culminates in the formation of an inhomogeneous plasma in which the dimensions of the dense regions of material are significantly greater, and the density in them is substantially less, than in the original elements of the porous material. Final equalization of the density takes place in the second-slower-stage of homogenization. The basic processes in this stage are collisions and dissipation of shock waves excited in the plasma filling the space between the regions of material with increased density. The duration of the first stage is of the same order of magnitude as the time it takes the evaporated material to traverse the distance between neighboring elements:

$$
t_{1}=\frac{l_{0}}{v_{\mathrm{eff}}} \approx\left[\frac{3 \pi^{7 / 2}}{2[3(\gamma-1)]^{1 / 2}}\right]^{2 / 3}\left(\frac{\rho_{s}}{\rho_{a}}\right)^{2 / 3} \frac{\rho_{s}^{1 / 3} b_{0}^{5 / 3}}{\dot{E}_{L}^{1 / 3}} .
$$

Here $b_{0}$ is the radius of the solid element, $l_{0}=b_{0}\left(\rho_{s} / \rho_{a}\right)^{1 / 2}$ is the mean distance between elements, $\rho_{s}$ and $\rho_{a}$ are respectively the density of the solid material and the mean density of the porous material, $\dot{E}_{L}$ is the power of the laser beam, and $v_{\text {eff }}$ is given by


FIG. 8. Laser pulse (a) and intensities of luminescence of the $3 \omega_{0} / 2$ harmonic (b) and the $2 \omega_{0}$ harmonic (c) for irradiation of Lavsan targets (dotted curves) and agar targets with mean density $0.5 \mathrm{mg} / \mathrm{cm}^{3}$ (dashed curve), $4 \mathrm{mg} / \mathrm{cm}^{3}$ (dash-dot curves), and $10 \mathrm{mg} / \mathrm{cm}^{3}$ (solid curve).

$$
v_{\mathrm{eff}}=\left[\frac{(\gamma-1) \dot{E}_{L}}{3 \pi^{2} \pi L_{0}^{2} \rho_{a}}\right]^{1 / 3}\left(\frac{\rho_{s}}{\rho_{a}}\right)^{1 / 6} .
$$

This velocity is the effective ejection velocity of the material under conditions of a shrinking absorption region and, consequently, increasing plasma temperature.


FIG. 9. Density plots of time-integrated spectra of the harmonic $2 \omega_{0}$, recorded in irradiation experiments with Lavsan targets (dotted curve) and agar targets with mean density $0.5 \mathrm{mg} / \mathrm{cm}^{3}$ (dashed curve) and $10 \mathrm{mg} / \mathrm{cm}^{3}$ (solid curve). The thin line indicates the spectral position of the frequencydoubled laser radiation.

For the laser pulse power $\dot{E}_{L} \approx 1.6 \times 10^{10} \mathrm{~W}$ the duration of the first stage $t_{1} \approx 230 \mathrm{ps}$ for $\rho_{a}=10^{-3} \mathrm{~g} / \mathrm{cm}^{3}$ and $t_{1} \approx 70 \mathrm{ps}$ for $\rho_{a}=10^{-2} \mathrm{~g} / \mathrm{cm}^{3}$. During this initial interaction phase, laser radiation penetrates the porous material to a depth corresponding to the initial transparency depth ${ }^{1}$ :

$$
\begin{equation*}
L_{0} \approx \frac{\pi^{2}}{2} \frac{\rho_{s}}{\rho_{a}} b_{0} . \tag{1}
\end{equation*}
$$



FIG. 10. Density plots of time-integrated spectra of the harmonic $3 \omega_{0} / 2$, recorded in irradiation experiments with Lavsan targets (dotted curve) and agar targets with mean density $0.5 \mathrm{mg} / \mathrm{cm}^{3}$ (dashed curve) and $10 \mathrm{mg} / \mathrm{cm}^{3}$ (solid curve).

For the densities $10^{-3} \mathrm{~g} / \mathrm{cm}^{3}$ and $10^{-2} \mathrm{~g} / \mathrm{cm}^{3}$ the quantity $L_{0}$ is equal to $4500 \mu \mathrm{~m}$ and $450 \mu \mathrm{~m}$, respectively. Targets thinner than the indicated values are partially transparent to laser radiation during the initial stage of homogenization, as is observed experimentally. ${ }^{4}$

A calculation based on the picture of isothermal ejection of dense cylindrical elements and adiabatic compression of colliding plasma fluxes with conversion of hydrodynamic energy into heat in a plasma layer of thickness equal to the ion-ion collision length gives the following expression for the ratio of the diameter of the nascent dense plasma region to the initial thickness of the solid element ${ }^{3}$ :

$$
\begin{equation*}
\frac{b_{1}}{b_{0}}=\left(\frac{2 b_{0}}{l_{0}+\lambda_{i}}\right)^{1 /(\gamma-1)}\left[\left(\frac{l_{0}-\lambda_{i}}{b_{0}}\right)\left(\frac{a}{2}\right)^{1 / \gamma}+\frac{\lambda_{i}}{b_{0}}\right]^{\gamma /(\gamma-1)} \tag{2}
\end{equation*}
$$

Here $\lambda_{i}$ is the ion-ion collision length and $a$ is the fraction of energy contained in the thermal component for isothermal ejection of the particle.

According to the self-similar solution, ${ }^{10}$ the value of $a$ for particles of differing flight geometry is

$$
a=\frac{2}{2+3(\gamma-1)(\beta+1)},
$$

where $\beta=0,1,2$ for planar, cylindrical, and spherical geometry, respectively. Under conditions in which a particle is ejected to distances significantly greater than its dimensions $\left(l_{0} \gg b_{0}\right)$, we must choose a value for $a$ intermediate between the cases of planar and cylindrical ejection: $a \approx 0.42$.

Formula (2) is valid for $\lambda_{i} \leqslant l_{0}$ when the hydrodynamic description of the colliding plasma fluxes is applicable, and as $\lambda_{i}$ tends to $l_{0}$ from below it gives the valid limit $b_{1} \rightarrow l_{0}$ corresponding to complete homogenization of the plasma fluxes under conditions in which $\lambda_{i}=l_{0}$. Since $\lambda_{i} \ll l_{0}, b_{0}$ and $b_{0}<l_{0}$ in our case, Eq. (1) yields the approximate result

$$
b_{1} \approx a^{1 /(\gamma-1)} l_{0} \approx l_{0} / 3
$$

Thus, as a result of the first stage of homogenization a plasma is produced in which the dimensions of the dense regions are equal to roughly half the original distance between the solid elements, and the density in them is several times the mean density of the porous material. In this case, enlargement of the dense regions is accompanied by a decrease in the geometrical transparency length:

$$
\begin{equation*}
L_{1} \simeq \frac{\pi^{2}}{2} b_{0}\left(\frac{\rho_{s}}{\rho_{a}} \frac{b_{0}}{b_{1}} \approx \frac{\pi^{2}}{2 a^{1 /(\gamma-1)}} b_{0}\left(\frac{\rho_{s}}{\rho_{a}}\right)^{1 / 2} .\right. \tag{3}
\end{equation*}
$$

Now, for material with density $\rho_{a}=10^{-3} \mathrm{~g} / \mathrm{cm}^{3}$ the geometrical transparency length is $\sim 300 \mu \mathrm{~m}$. Figure 4 plots the calculated dependence of the geometrical transparency on the density of the medium: a - in the initial stage of irradiation (using (1) with $b_{0}=1 \mu \mathrm{~m}$ ), b - after the first stage of homogenization (using (3) with $b_{0}=1 \mu \mathrm{~m}$ ). This same figure plots the density dependence of the characteristic inverse bremsstrahlung absorption length (c) given by ${ }^{1}$

$$
L_{b} \approx \frac{5.2 \times 10^{-4} T_{e}^{3 / 2}}{\rho_{a}^{2}} \mu \mathrm{~m}
$$

(where $T_{e}$ is measured in keV and $\rho_{a}$ in $\mathrm{g} / \mathrm{cm}^{3}$ ) for $T_{e}=800 \mathrm{eV}$ and $\rho_{a}=1 \mathrm{mg} / \mathrm{cm}^{3}$. The experimental data are in good agreement over the entire density range with the theoretical dependence corresponding to the plasma state after the first stage of homogenization.

In the second stage of homogenization the diameter of the dense region increases by roughly the ion-ion collision length during each traversal by a shock wave of the distance between neighboring elements:

$$
\frac{d b}{d t} \approx \frac{\lambda_{i}}{\tau}
$$

Here $\lambda_{i}=v / \nu_{i i}, \nu_{i i}=\nu_{*} \rho_{a} / T^{3 / 2}$ is the ion-ion collision frequency (it is assumed that $T=T_{e}=T_{i}$ ), $\nu_{*} \approx 1.4$ $\times 10^{14}(\mathrm{keV})^{3 / 2} /\left(\mathrm{g} / \mathrm{cm}^{3}\right) \cdot \mathrm{s}$, and $\tau \approx l_{0} / v$ is the shock transit time at velocity $v$ between dense regions. Solving this equation yields an estimate for the duration of the second stage,

$$
t_{2} \approx \frac{\left(l_{0}-b_{1}\right)^{2}}{\lambda_{i} v} \approx 10^{-9} \frac{l_{0}^{2} \rho_{a}}{T^{5 / 2}},
$$

where $t_{2}, l_{0}, \rho_{a}$, and $T$, are measured respectively in ns, $\mu \mathrm{m}, \mathrm{g} / \mathrm{cm}^{3}$, and keV . Estimates using this formula give the values 5 ns and 3 ns for the duration of the slow stage for $T=1 \mathrm{keV}$ for material with density $1 \mathrm{mg} / \mathrm{cm}^{3}$ and 10 $\mathrm{mg} / \mathrm{cm}^{3}$, respectively.

The brief duration of the first stage corresponds to the time interval at commencement of irradiation, during which partial transparency of the target is observed. In the second (slow) stage, whose duration under the conditions of our experiment exceeds the duration of the laser pulse, the model describes the dynamics of the plasma in the nascent extended layer inside the target. In this stage the influence of the specific structural properties of the target material is manifested to a lesser extent. The agreement between the measured values of the time-integrated length of the absorption region (corresponding to the entire duration of the laser pulse) and the theoretical dependence of the geometrical transparency length after the first (fast) stage of partial homogenization [Eq. (3)] is indirect proof of the presence of a second (slow) stage of complete homogenization.

Note that the existence of an extended stage of complete homogenization of porous material leads to the existence, over the course of the entire laser pulse, of an inhomogeneous plasma with regions having density both above and below critical. Such a state of the plasma allows the laser radiation to penetrate the porous material to the bottom the bulk-absorbing layer.

The above model of homogenization, which is in good agreement with the experimental data, leads to the conclusion that under the conditions of our experiments, during the greater extent of the laser pulse, the radiation interacts with the extended plasma layer in which spatial density modulations exist.

In light of the above discussion, let us analyze the experimental data obtained from measurements of the harmonics, generated in the porous-target plasma, of the heating radiation. The time dependence of the luminescence intensity of the $3 \omega_{0} / 2$ harmonic and its spectral structure for porous
targets of different densities differs only slightly from the dependence observed for a Lavsan target (see Figs. 8 and 10). For each of the investigated porous targets with densities in the range $0.5-10 \mathrm{mg} / \mathrm{cm}^{3}$ the luminescence intensity of the $3 \omega_{0} / 2$ harmonic grows rapidly in the leading edge of the laser pulse and remains essentially unchanged up to the end of the pulse. Generation of the $3 \omega_{0} / 2$ harmonic is a consequence of Raman scattering of the laser radiation by plasma waves with frequency $\omega_{0} / 2$, excited as a result of the development of a resonant parametric instability of twoplasmon decay in a plasma whose electron density is onefourth the critical value. Thus, the experimentally observed dependences indicate that by the earlier stages of irradiation, regions with plasma density $\sim n_{c r} / 4$ are produced inside the target and exist for quite a long time. This is in good agreement with the foregoing theoretical model of homogenization. As for the harmonic $2 \omega_{0}$, for which the denser regions of the plasma with electron density $\sim n_{c r}$, in agreement with the theoretical model a plasma with density $n>n_{c r}$ exists in the form of macroscopic density oscillations with a spatial scale of $3-10 \mu \mathrm{~m}$ for an extended time $\sim 2-3 \mathrm{~ns}$. A decrease in the intensity of the $2 \omega_{0}$ harmonic before the end of the laser pulse might be expected either in the case of strong enough decay of such oscillations or by using sufficiently thin low-density targets. Under the conditions of our experiments for target thicknesses exceeding $500 \mu \mathrm{~m}$ and laser pulse duration 2.5 ns , no decrease in the intensity of the harmonic before the end of the laser pulse was observed. Extended duration of plasma regions with density $n>n_{c r}$ can also be facilitated by the effect of motion of the plasma produced by one-sided laser irradiation of the fibers of the porous material into the inner region of the porous medium (along the direction of propagation of the laser beam). This effect can also explain the redshift of the spectrum at $2 \omega_{0}$ recorded in experiments on porous targets with subcritical mean density (see Fig. 9). The magnitude of the shift $(\sim 0.5 \mathrm{~nm})$ corresponds to a directed velocity of $3 \times 10^{7} \mathrm{~cm} / \mathrm{s}$.

## 5. CONCLUSION

We have studied absorption and scattering of intense laser radiation ( $\left.\lambda=1.054 \mu \mathrm{~m}, \tau=2.5 \mathrm{~ns}, I=5 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}\right)$, both theoretically and experimentally, by irradiating flat, low-density targets $\left(0.5-10 \mathrm{mg} / \mathrm{cm}^{3}\right)$.

We have shown that when a porous target is irradiated, a bulk-absorbing layer of high-temperature plasma is produced in it. We have also derived the dependence of the dimensions of this layer on the initial mean density of the target.

We have established that the levels of absorption and scattering in porous targets and in thin films of a solid material with analogous elemental composition differ only slightly, one from another.

In the porous-target plasmas, generation of the $2 \omega_{0}$ and $3 \omega_{0} / 2$ harmonics ( $\omega_{0}$ is the frequency of the heating radiation) was observed over the full range of mean density (from $3 n_{c r}$ down to $0.2 n_{c r}$ ), and the time dependence of emission at these frequencies was investigated as a function of the target density and conditions of irradiation.

A theoretical model has been developed which, taking account of the specifics of the structure of the porous material, describes the formation in the thickness of the irradiated target of a bulk-absorbing layer of plasma. The model is based on the concept of two stages of homogenization of the target material: a fast stage ( $0.1-0.3 \mathrm{~ns}$ ) and a slow stage ( $1-3 \mathrm{~ns}$ ). The structural details of each porous material are most important in the fast stage, i.e., the early stage of irradiation.

The predictions of the theoretical model are found to be in good quantitative agreement with x-ray and calorimetric measurements. Spectroscopic and time-resolved measurements of the intensity of the $2 \omega_{0}$ and $3 \omega_{0} / 2$ harmonics are consistent with the theoretical picture.
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An effective potential is proposed for the interaction between dust particles in a gas-discharge plasma which takes account of the following physical factors: the spatial dependence of the particle charges on the floating potential of the plasma, anisotropy of the interaction, resulting from focusing of the negatively charged particles of the drift ion current, and aspects of screening of the dust particles by plasma electrons and ions which interact strongly with them and recombine faster in their vicinity and on their surface. Monte Carlo calculations explain the formation of threadlike structures of dispersed particles, and also "transverse crystallization"' of these "threads" in a stratified gas-discharge plasma. © 1999 American Institute of Physics. [S1063-7761(99)00403-5]

## 1. INTRODUCTION

Growing interest in the properties of dusty plasma stems to a significant extent from the recent discovery of the formation of ordered structures of charged macroparticles in various types of laboratory plasma: in the near-cathode region of a high-frequency gas discharge, ${ }^{1-11}$ in thermal plasma, ${ }^{12-14}$ and in the standing strata of a glow discharge. ${ }^{15-18}$ Dust crystals possess a number of unique properties: they are optically transparent, ranging in size from 1 to $100 \mu \mathrm{~m}$, and the interstitial distance in the crystal is $100-1000 \mu \mathrm{~m}$, which allows one to examine their properties in the visible with the unaided eye. Characteristic relaxation times are fractions of a second, which neatly distinguishes plasma crystals from colloidal crystals, in which these times reach several days. The parameters of the quasicrystalline structures can be varied by simply varying the gas pressure, current, or discharge power. Thanks to this, dust crystals are an effective instrument for studying the properties of strongly nonideal plasma, the fundamental properties of crystals, and the properties of gas discharges. Interesting experimental results have been obtained on polymorphic phase transitions between various crystal structures, on the melting of dust crystals, and on the propagation of sound waves in plasma crystals. Theoretical studies are being actively pursued on dust-particle charging processes, particle interactions with one another and with external fields,
and collective effects in a highly nonideal dusty plasma. These questions are discussed in recently published reviews (Refs. 19-21).

Dust particles in a trap with an hf discharge plasma form a flat crystal consisting of several horizontal layers, each hexagonally structured. Thus, an important property of this structure is the fact that in the vertical direction, along the discharge axis, the dust particles are stacked one directly above another. A similar property in the arrangement of dust particles is observed in the plasma of a stationary glow-discharge, ${ }^{15-17}$ where ordered structures are formed that have a hexagonal-like lattice in the horizontal plane and a similar vertical ordering along the discharge axis. Moreover, in a gas-discharge plasma, even isolated, randomly spaced threadlike structures are formed.

To understand the physical mechanisms leading to the emergence of ordered structures, an analysis of the interaction forces between dust particles and estimates of their charges are needed. The following expression is customarily used in the literature ${ }^{19-21}$ to estimate the charge:

$$
Q(\mathbf{r})=Z(\mathbf{r}) e=C \phi_{t}(\mathbf{r}), \quad C \approx 4 \pi \epsilon_{0} R,
$$

where $C$ is a quantity of the order of the capacitance of the particle, $R$ is its radius, and $\phi_{t}(\mathbf{r})$ is a floating potential governed by the difference in the electron and ion fluxes incident upon the dust particle, which depends substantially on the high-energy asymptotic behavior of the electron distribution
function. It is well known that in an hf gas discharge and in a glow-discharge the asymptotic limits of the electron distribution function depend substantially on the spatial inhomogeneity of the electric fields accelerating the electrons, and on atomic ionization processes induced by those electrons. ${ }^{19-21}$ This circumstance is the reason why the charge on a dust particle should depend on its location in the stratum, i.e., on its coordinates: $Q=Q(\mathbf{r})$. According to the above estimates, both in an hf discharge plasma and in a glow-discharge plasma, particle charges $Z(\mathbf{r})$ range from $10^{4}$ to $10^{6}$ (Refs. 19-21). Below we take $Z \approx 10^{5}$ as a typical value. Consequently, one of the main components of the interaction of dust particles in a plasma is, in one way or another, the screened Coulomb repulsion.

Besides the electrostatic forces associated with the negative charge of dust particles, a number of other physical mechanisms influencing their arrangement are under investigation, as an examination of the literature will show. Most notable here are the anisotropic forces associated with ion fluxes drifting toward the electrodes of the gas-discharge device. ${ }^{22-26}$ The huge negative charge of the dust particles interacts with plasma ions and, as a result, in the vicinity of a dust particle regions are formed with elevated or reduced ion density, which polarizes the background plasma. The polarization of a dusty plasma is of great interest, as the resulting forces can induce capture of other dust particles if their mean kinetic energy is not too large. Laboratory experiments conducted by a number of authors have confirmed the existence of anisotropic interaction forces between dust particles. ${ }^{111,27-31}$ The anisotropy of the interaction is considered at present to be the physical reason for the vertical ordering in the crystal-like and linear structures formed by dust particles. Numerical calculations based on the quasiparticle method ${ }^{24,25}$ within the framework of a simple twodimensional model, in which the plasma is treated as a liquid and the dust particles are treated as delocalized objects characterized by narrow Gaussian distributions, have demonstrated the possibility of there being many ordered equilibrium configurations, with energies that depend on both the charge-to-mass ratio of the dust particles and on the number of levitating particles in the supporting potential field of the discharge. As the number of levitating particles in the trap increases, vertical ordering becomes more likely.

Limitations of the model ${ }^{24,25}$ have, to a significant degree, been overcome by a more realistic three-dimensional model, ${ }^{26}$ which considers a two-layer crystal of dust particles in a trap with hf discharge plasma. The possibility of instabilities leading to horizontal oscillations of the dust particles when the neutral gas pressure is reduced has been investigated; such oscillations then result in anomalous heating and melting of the crystal structures. The given model considers ion fluxes, and collisions and charge exchange between ions with atoms of the neutral gas are taken into account. As a result of the strong attraction, not only can ions be captured by the potential wells of dust particles, but uncaptured ions can be focused, leading to the emergence of regions of enhanced positive charge density. Under these conditions, mechanical forces result from changes in the momenta and trajectories of ions flying past and impacting dust particles,
and from electrical forces associated with the existence of stationary regions with enhanced ion density. These regions are situated near dust particles along the axis of the cathode plasma discharge. ${ }^{24-26}$ Taking mechanical forces into account is important for very small particles when these forces exceed the weight of the particles and interaction forces with neutral gas atoms. Electric potential forces are important for both small and large dust particles, and their existence leads to attraction between the particles, which is the physical reason for their vertical ordering. Reference 26 also shows that a region with enhanced ion density can be replaced by an equivalent positive charge at a distance on the order of the Debye radius from the dust particle, where the charge and the distance are functions of the neutral gas pressure and other characteristics of the gas discharge. The introduction of an equivalent charge has made it possible to formulate an analytic model explaining the emergence of oscillations of the dust particles as the pressure is reduced, resulting in anomalous heating and melting of the crystal structure.

The main content of the present paper consists in the formulation of a model in which the effective interaction potential of dust particles with one another takes into account the main physical phenomena discovered in Refs. 22-26, and a Monte Carlo calculation of the ordered structures arising in a dusty plasma. The model possesses certain excellent features. It introduces the position dependence of the charge of the dispersed particles in the glow-dischargestratum, and considers potential interaction forces between the dispersed particles. It is shown that energy is exchanged between the power supply feeding the discharge and the dispersed particles due to a change in their charge, and also due to an interaction with the electric field of the stratum, which counteracts the weight of the dispersed particles and levitates them. Inhomogeneities in the spatial distribution of charge in the background plasma of the stratum are taken into account; these result from interaction of the huge negative charge of a dispersed particle with the ion flux of the discharge. The action of the negative charge of the dispersed particles on the ions flying from the anode to the cathode is the physical reason for their focusing, the emergence of zones with enhanced ion density, and the emergence of a spatial dipole moment in the interaction of the dispersed particles. Emergent anisotropy of the interaction between dispersed particles leads to a certain amount of mutual attraction in the direction of the discharge axis in the cylindrical tube and repulsion in the perpendicular direction.

Monte Carlo calculations explain the experimentally observed formation of threadlike structures of dispersed particles in a stratum, and 'transverse crystallization' of these "threads" under the conditions of the experiment. ${ }^{15-17}$

## 2. ANALYSIS OF PHYSICAL CONDITIONS OF A GAS DISCHARGE, AND CONSTRUCTION OF A GENERIC DUSTPARTICLE INTERACTION POTENTIAL

In general, to find the forces acting on a particle and the effective interaction potential, it is necessary to solve the Poisson equation with allowance for the external source and local charges: electrons, ions, and solid particles whose
charge itself depends on the total local potential. Finding the self-consistent electric potential and knowing the charge of the particle, it is possible to determine the force acting on the particle by the remaining particles. However, such a selfconsistent task is hard to fulfill. Therefore it is convenient to separate out from the total interaction the force due to the interaction between the dust particles, considering the plasma as a background against which this interaction unfolds. Separating out the interaction forces and construction of an effective potential must be done in such a way as to satisfy the equations of electrostatics following from Maxwell's equations. Here it is necessary to recall that the question of the form of the effective potential has still not been solved.

To solve the given problem, we consider the physical conditions necessary for the emergence of strata in a gasdischarge plasma, and we also discuss the characteristics of a potential trap holding charged dust particles, which is created by the electrostatic fields of the stratum and the walls of the discharge tube. The strata in a low-pressure discharge have been well examined experimentally. ${ }^{32,33}$ In a positive discharge column under the conditions of interest, the loss of energy by the electrons in elastic collisions is negligibly small and the electron distribution function is formed under the action of the electric field and the inelastic collisions. This can lead to the emergence of strata, i.e., spatial periodicity of the plasma parameters with characteristic scale on the order of a few centimeters. The electron density, the electron energy distribution, and the electric field are highly inhomogeneous along the length of a stratum. The electric field is relatively large at the head of the stratum (maximum around $10-15 \mathrm{~W} / \mathrm{cm}$ ) -the region occupying $25-30 \%$ of the length of the stratum, and small (around $1 \mathrm{~W} / \mathrm{cm}$ ) outside this region. The maximum in the electron density is shifted relative to the maximum of the field strength toward the anode. ${ }^{33}$ The electron energy distribution is strongly bimodal, ${ }^{33}$ and at the head of the stratum a second maximum dominates, whose center lies near the excitation potential $\varepsilon_{1}$ of the neutral gas atoms. Due to the high floating potential of the walls of the discharge tube, the potential relief of the stratum has a strongly two-dimensional character: the center-to-wall potential difference at the head of the stratum reaches $20-30 \mathrm{~V}$. Thus, at the head of each stratum there is an electrostatic trap, which in the case of vertical orientation is capable of keeping particles with high enough charge and low enough mass from falling to the bottom, while the strong radial field prevents them from reaching the walls of the discharge tube.

For the purpose of theoretical estimates, according to the viewpoint adopted in the literature, ${ }^{19-21}$ it may be assumed that the charge of the dust particles is proportional to the floating potential of the plasma, which in turn is determined by the balance of electron and ion fluxes incident upon the dust particle. The electron fluxes depend on the asymptotic behavior of the electron distribution function at high energies. The specific form of the function $Q(\mathbf{r})$ is determined by the design of the gas-discharge setup, the arrangement of the electrodes, choice of neutral gas, conditions of the gas discharge, etc. The variation of the floating potential, which follows from the observed variation of the potential of the
walls along the length of the stratum, ${ }^{33}$ leads primarily to a height dependence of the charge on the particles. As a result, the dust particles do not comprise a closed subsystem, and they can exchange charge and energy with the gas-discharge plasma. Below, in constructing the model, we assume that the charge of a dust particle is a prescribed function of its spatial coordinates, $Q(\mathbf{r})$, which requires some modification of traditional electrostatics.

As is well known, ${ }^{34}$ it follows from Maxwell's equations that the electromagnetic static and time-independent fields are described by two pairs of independent equations:

$$
\begin{equation*}
\operatorname{div} \mathbf{E}=\rho / \varepsilon_{0}, \quad \operatorname{curl} \mathbf{E}=0 \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{curl} \mathbf{B}=\mathbf{j} / c^{2} \varepsilon_{0}, \quad \operatorname{div} \mathbf{B}=0 . \tag{2}
\end{equation*}
$$

The first pair of equations describes the electric fields, and the second, the magnetic fields. Despite the fact that motion of the particles can lead to local variation of the electric and magnetic fields, if the conditions

$$
|\triangle \mathbf{E}| / \triangle t \ll j / \varepsilon_{0}, \quad|\triangle \mathbf{B}| / \triangle t \ll|\triangle \mathbf{E}| /|\triangle r|
$$

are satisfied, the mutual influence of the electric and magnetic fields can be neglected. It is just this case that is realized under the conditions of our experiment. In what follows, we will be interested in the electric fields that emerge in a dusty glow-discharge plasma, and the equations of electrostatics (1) will be used as a consistency check on the model.

As was already noted, the spatial variation of the charge $Q(\mathbf{r})$ in the plasma can be described, assuming that

$$
\begin{equation*}
Q(\mathbf{r})=C \phi_{t}(\mathbf{r}), \tag{3}
\end{equation*}
$$

where $C \simeq 4 \pi \varepsilon_{0} R_{p}$ is a coefficient that has the order of magnitude of the capacitance of the dust particle ( $R_{p}$ is the radius of the particle) and $\phi_{t}(\mathbf{r})$ is the position-dependent floating potential of the plasma. Despite the fact that formula (3) is outwardly similar to the familiar electrostatic relation, it is important to note an important difference in content. Whereas in electrostatics the analogous relation establishes a linear relationship between an electric charge and the electric potential created by it, for a plasma with condensed particles this formula establishes a relationship between the electric charge of a particle and the electric potential produced, in the final analysis, by external sources, e.g., electrode systems or other charges in the plasma. One can imagine a capacitor filled with particles whose charge is proportional to the electric potential at a given point. It is easy to show that the capacitance of such a capacitor, defined as the ratio of the total electric charge between the plates to the potential difference of the plates will differ from the capacitance of a capacitor filled with particles whose electric charge does not depend on the electric potential at a given point.

The work required to move dust particles with positiondependent charge is given by the expression

$$
\begin{equation*}
W_{12}=-\frac{Q(0)}{4 \pi \varepsilon_{0}}\left(\frac{\widetilde{Q}\left(\mathbf{r}_{2}\right)}{\left|\mathbf{r}_{2}\right|}-\frac{\widetilde{Q}\left(\mathbf{r}_{1}\right)}{\left|\mathbf{r}_{1}\right|}\right) \tag{4}
\end{equation*}
$$

whose validity is postulated in the present work in line with the viewpoint adopted in the literature ${ }^{19-21}$ that the electrical forces describing the interaction between the dust particles are potential forces. Let us consider the physical meaning of expression (4). The quantity $W_{12}$ is equal to the work performed by the charge $\widetilde{Q}(\mathbf{r})$ as it is moved from the point $\mathbf{r}_{1}$ to the point $\mathbf{r}_{2}$, where this charge has the value $\widetilde{Q}(0)$ at the origin. Let the points $\mathbf{r}_{1}$ and $\mathbf{r}_{2}=\mathbf{r}_{1}+\delta \bar{s}$ lie infinitesimally close to each other and be separated by the distance $|\delta \bar{s}|$. Then to within linear terms in $|\delta \bar{s}|$ the work $W_{12}$ can be represented in the form

$$
\begin{align*}
\delta W_{12}= & (F, \delta \bar{s})=-\frac{Q(0)}{4 \pi \varepsilon_{0}}\left[\frac{\left(Q\left(\mathbf{r}_{2}\right)-Q\left(\mathbf{r}_{1}\right)\right)}{\left|\mathbf{r}_{2}\right|}\right. \\
& \left.-\widetilde{Q}\left(\mathbf{r}_{1}\right)\left(\frac{1}{\left|\mathbf{r}_{2}\right|}-\frac{1}{\left|\mathbf{r}_{1}\right|}\right)\right] \\
\simeq & -\frac{Q(0) \widetilde{Q}\left(\mathbf{r}_{1}\right)}{4 \pi \varepsilon_{0}}\left[\left(\bar{\nabla}\left(\frac{1}{\left|\mathbf{r}_{1}\right|}\right), \delta \bar{s}\right)\right. \\
& \left.+\frac{\bar{\nabla} \ln (|\widetilde{Q}(\mathbf{r})|, \delta \bar{s})}{\left|\mathbf{r}_{1}\right|}\right] \tag{5}
\end{align*}
$$

where $\bar{\nabla}$ is the gradient operator.
As a result, the force due to the charge $Q(0)$ acting on the charge $\widetilde{Q}\left(\mathbf{r}_{1}\right)$ in the plasma has the form

$$
\begin{align*}
F\left(\mathbf{r}_{1}\right) & =\frac{Q(0) \widetilde{Q}\left(\mathbf{r}_{1}\right)}{4 \pi \varepsilon_{0}}\left[\frac{\mathbf{r}_{1}}{\left|\mathbf{r}_{1}\right|^{3}}-\frac{\nabla \ln \left|\widetilde{Q}\left(\mathbf{r}_{1}\right)\right|}{\left|\mathbf{r}_{1}\right|}\right] \\
& =\frac{Q(0) \widetilde{Q}\left(\mathbf{r}_{1}\right)}{4 \pi \varepsilon_{0}}\left[\frac{\mathbf{r}_{1}}{\left|\mathbf{r}_{1}\right|^{3}}-\nabla\left[1+\ln \left|\phi_{t}\left(\mathbf{r}_{1}\right) / \phi_{t}(0)\right|\right]\left|\mathbf{r}_{1}\right|\right] \tag{6}
\end{align*}
$$

Accordingly, we define the electric field strength as the ratio of the force acting on a charge to the magnitude of that charge

$$
\begin{align*}
E\left(\mathbf{r}_{1}\right) & =\frac{Q(0)}{4 \pi \varepsilon_{0}}\left[\frac{\mathbf{r}_{1}}{\left|\mathbf{r}_{1}\right|^{3}}-\frac{\nabla \ln \left|\widetilde{Q}\left(\mathbf{r}_{1}\right)\right|}{\left|\mathbf{r}_{1}\right|}\right] \\
& =\frac{Q(0)}{4 \pi \varepsilon_{0}}\left[\frac{\mathbf{r}_{1}}{\left|\mathbf{r}_{1}\right|^{3}}-\frac{\nabla\left[1+\ln \left|\phi_{t}\left(\mathbf{r}_{1}\right) / \phi_{t}(0)\right|\right]}{\left|\mathbf{r}_{1}\right|}\right] \tag{7}
\end{align*}
$$

The first term in expression (6) and the first term in expression (7) correspond to the usual Coulomb force calculated for constant charges. The second term in each of those expressions corresponds to the component of the force due to the dependence of the charges of the dust particles on the size and type of dust particle, and are completely determined by the gradient of the logarithmic derivative of the floating potential of the particle in the plasma. For like charges this component of the force acts in the direction of regions with the smallest charge (in magnitude), and for unlike charges it acts in the opposite direction. As a result, the dust particles in
a stationary gas-discharge plasma can move into regions with minimal energy of repulsion. Thus, thanks to timeindependent charge and energy exchange with the plasma, the open subsystem of dust particles tends to seek configurations with minimal energy of repulsion corresponding to the equilibrium state at a certain effective temperature of the dust particles. The latter can result from the influx of energy from the power supply via the aforementioned processes, and the efflux of energy from the dust particles as a result of collisions with the neutral gas atoms.

Bearing in mind that the charge $Q\left(\mathbf{r}_{0}\right)$ is located at the point $\mathbf{r}_{0}$, and also that

$$
\mathbf{E}\left(\mathbf{r}_{1}, \mathbf{r}_{0}\right)=-\nabla \varphi\left(\mathbf{r}_{1}, \mathbf{r}_{0}\right)
$$

we find from Eq. (7) that the electric potential of the field created by a charge that depends on particle position is

$$
\begin{equation*}
\varphi\left(\mathbf{r}, \mathbf{r}_{0}\right)=\frac{1}{4 \pi \varepsilon_{0}} \frac{Q\left(\mathbf{r}_{0}\right)\left[1+\ln \left|\phi_{t}(\mathbf{r}) / \phi_{t}\left(\mathbf{r}_{0}\right)\right|\right]}{\left|\mathbf{r}-\mathbf{r}_{0}\right|}+\text { const. } \tag{8}
\end{equation*}
$$

If the magnitudes of the charges do not depend on the spatial variables, then expression (8) automatically goes over to the familiar expression of electrostatics. Recall that the work and the difference in potential energies in this case are determined by relation (4), and that the transformation to relation (4) from expression (8) through the electric field strength and the interaction potential must be performed in reverse order.

We now check whether Maxwell's equations (1) still hold in the proposed model. Obviously, the second equation $\operatorname{curl} \mathbf{E}=0$ is satisfied. It is not hard to show that the divergence of the electric field $\mathbf{E}$ satisfies the equation

$$
\begin{aligned}
\operatorname{div} \mathbf{E}= & \lim _{V \rightarrow 0} \frac{1}{V} \oint_{S} \mathbf{E} d \boldsymbol{\sigma}=\lim _{V \rightarrow 0} \frac{Q(0)}{4 \pi \varepsilon_{0}} \frac{1}{V}\left[4 \pi \int_{V} \delta(\mathbf{r}) d \mathbf{r}_{1}\right. \\
& \left.+\oint_{S} \frac{(\nabla \ln |Q(\mathbf{r})|, \mathbf{n})}{\left|\mathbf{r}_{1}\right|}\left|\mathbf{r}_{1}\right|^{2} \sin \theta d \theta d \varphi\right]
\end{aligned}
$$

where $\delta\left(\mathbf{r}_{1}\right)$ is the Dirac delta function, $\left|\mathbf{r}_{1}\right|^{2} \sin \theta d \theta d \varphi$ is the surface element (of the surface $S$ ), and $\mathbf{n}$ is the normal to the surface $S$. To reduce this to differential form, we let the volume $V$ containing the origin tend to zero, assuming for the estimates that the volume is a sphere of radius $\kappa$. Then for small $\kappa$ we have

$$
\operatorname{div} \mathbf{E}=\frac{Q(0)}{4 \pi \varepsilon_{0}}[4 \pi+O\{\kappa\}] \frac{1}{\Delta v}
$$

where $O\{\kappa\}$ is a small quantity of order $\kappa$ and $\Delta v$ is an infinitesimal volume. In the limit $\kappa \rightarrow 0$ we obtain

$$
\operatorname{div} \mathbf{E}=\frac{\rho}{\varepsilon_{0}}
$$

where $\rho=Q(0) / \Delta v$ is the charge density. In the above treatment the origin can be chosen at any point in space; consequently, the first of the equations of electrostatics (1) is fulfilled.

Thus, the treatment based on the postulate (4) shows that in a model taking into account the dependence of the charges of the dust particles on the spatial variables, the generic pair-
wise potential energies of the interaction of the particles in the plasma can be described by a function of the form

$$
\begin{equation*}
V\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\frac{1}{4 \pi \varepsilon_{0}} \frac{Q\left(\mathbf{r}_{1}\right) Q\left(\mathbf{r}_{2}\right)}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} \tag{9}
\end{equation*}
$$

The potential energy of the interaction of two identically oriented dipoles with moment arm $d$, in which the negative charge is greater than the positive charge, can be written in the form

$$
V_{d}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\int_{V} \int_{V} \frac{\rho_{d}\left(\mathbf{r}_{1}, \tilde{\mathbf{r}}_{1}\right) \rho_{d}\left(\mathbf{r}_{2}, \tilde{\mathbf{r}}_{2}\right) d \tilde{\mathbf{r}}_{1} d \tilde{\mathbf{r}}_{2}}{\left|\tilde{\mathbf{r}}_{2}-\tilde{\mathbf{r}}_{1}\right|}
$$

where

$$
\begin{aligned}
\rho\left(\mathbf{r}_{1}, \tilde{\mathbf{r}}_{1}\right)= & \delta\left(\tilde{\mathbf{r}}_{1}-\mathbf{r}_{1}\right) Q_{-}\left(\tilde{\mathbf{r}}_{1}\right) \\
& +\delta\left(\tilde{\mathbf{r}}_{1}-\left(\mathbf{r}_{1}+d \mathbf{e}_{+}\right)\right) Q_{+}\left(\tilde{\mathbf{r}}_{1}\right), \\
\rho\left(\mathbf{r}_{2}, \tilde{\mathbf{r}}_{2}\right)= & \delta\left(\tilde{\mathbf{r}}_{2}-\mathbf{r}_{2}\right) Q_{-}\left(\tilde{\mathbf{r}}_{2}\right) \\
& +\delta\left(\tilde{\mathbf{r}}_{2}-\left(\mathbf{r}_{2}+d \mathbf{e}_{+}\right)\right) Q_{+}\left(\tilde{\mathbf{r}}_{2}\right)
\end{aligned}
$$

are the spatial charge densities, $\delta(\mathbf{r})$ is the Dirac delta function, $Q_{-}$is the negative charge, $Q_{+}$is the positive charge, and $\mathbf{e}_{+}$is the unit radius vector extending from the negative charge of the dipole to the positive charge.

If the moment arm $d$ of the dipole is less than the distance between dipoles, then invoking the smallness of the ratio $d /\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|$, we can perform a multipole expansion. As a result, the potential $V_{d}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ can be written in the form

$$
\begin{align*}
V_{d}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)= & \frac{Q_{s}^{1} Q_{s}^{2}}{\left|\mathbf{r}_{12}\right|}+\frac{P^{1} Q_{s}^{2}-P^{2} Q_{s}^{1}}{\left|\mathbf{r}_{12}\right|^{2}} \\
& +\frac{\sigma^{1} Q_{s}^{2}+\sigma^{2} Q_{s}^{1}-3 P^{1} P^{2}+Q_{+}^{1} Q_{+}^{2} d^{2}}{\left|\mathbf{r}_{12}\right|^{3}}+\ldots, \tag{10}
\end{align*}
$$

where $\mathbf{r}_{12}=\mathbf{r}_{2}-\mathbf{r}_{1}$ is the radius vector extending from the negative charge of the first dipole to the negative charge of the second dipole,

$$
Q_{s}^{l}=Q_{s}\left(\mathbf{r}_{l}\right)=\int_{V} \rho\left(\mathbf{r}_{l}, \tilde{\mathbf{r}}_{1}\right) d \tilde{\mathbf{r}}_{1}=Q_{-}\left(\mathbf{r}_{l}\right)+Q_{+}\left(\mathbf{r}_{l}+d \mathbf{e}_{+}\right)
$$

is the excess negative charge of the dipole,

$$
\begin{aligned}
P^{l}=P\left(\mathbf{r}_{l}\right) & =\int_{V}\left|\tilde{\mathbf{r}}_{1}\right| \rho\left(\mathbf{r}_{l}, \tilde{\mathbf{r}}_{1}\right) \cos \theta d \tilde{\mathbf{r}}_{1} \\
& =d Q_{+}\left(\mathbf{r}_{l}+d \mathbf{e}_{+}\right) \cos \theta_{d}
\end{aligned}
$$

is the dipole moment ( $\theta$ is the angle between the vectors $\mathbf{r}_{12}$ and $\mathbf{e}_{+}$), and

$$
\begin{aligned}
\sigma^{l}=\sigma\left(\mathbf{r}_{l}\right) & =\int_{V}\left|\tilde{\mathbf{r}}_{1}\right|^{2}\left(\left(3 \cos ^{2} \theta-1\right) / 2\right) \rho\left(\mathbf{r}_{l}, \tilde{\mathbf{r}}_{1}\right) d \tilde{\mathbf{r}}_{1} \\
& =d^{2} Q_{+}\left(\mathbf{r}_{l}+d \mathbf{e}_{+}\right)\left(3 \cos ^{2} \theta_{d}-1\right) / 2
\end{aligned}
$$

is the quadrupole moment.

## 3. EFFECTIVE INTERACTION POTENTIAL BETWEEN DUST PARTICLES

At present several physical mechanisms are being discussed in the literature that influence both the balance of gravitational and electrical forces of the levitating dust particles and the interaction between them. From our point of view, along with the partial screening of the charge of the dust particles by the electrons and ions of the plasma that interact strongly with them, the emergence of regions with enhanced free ion density as a consequence of the focusing action of the large negative charge of the dust particles on the ion current of the plasma discharge is very important.

As has already been mentioned, the existence of zones with enhanced ion density along the path of the ion current behind the dust particles was proved in Ref. 26, where the Poisson equation was also solved and charge exchange processes and collisions of ions with atoms were taken into account by a Monte Carlo calculation. In this same reference, characteristics of the positive point charge equivalent to the ion clouds were calculated and the distance from it to the dust particle was found. In Ref. 26 it was also shown that the magnitude of the equivalent positive charge can reach onethird of the charge on the dust particle, and its distance $d$ from the particle is at most of the order of the Debye radius $r_{D}$. Usually, for dust particles in a gas-discharge plasma the mean distance between the dust particles $\langle r\rangle$ is greater than the Debye radius, and consequently according to Ref. 26, it is also greater than the distance $d$.

Plasma screening of the dust particles and the effect on them of the electron and ion currents were taken into account, for example, in Ref. 9, where it was shown that the pairwise interaction potential $\tilde{\varphi}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ at distances less than the mean distance between the particles is screened by the Debye exponential factor, and at distances of the order of a few Debye radii it converges to its asymptotic limit, which is proportional to the inverse square of the distance between the particles.

Thus, introducing the effective positive point charge $Q_{+}$ to account for regions with enhanced ion density and returning to the question of the effective pairwise interaction potential between dust particles $V\left(\mathbf{r}_{i j}\right)$ located a distance $\mathbf{r}_{i j}$ from each other, we can adopt the following approximation, based on the results of numerical calculations: ${ }^{9,24-26}$

$$
\begin{align*}
U\left(\mathbf{r}_{i}, \mathbf{r}_{j}\right)= & \frac{1}{4 \pi \varepsilon_{0}} \frac{Q_{s}\left(\mathbf{r}_{i}\right) Q_{s}\left(\mathbf{r}_{j}\right)}{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|} \exp \left(-\frac{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|}{r_{D}}\right) \\
& +\frac{\tilde{A}}{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|^{2}}\left(1-D\left(\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|\right)\right) \\
& +\frac{P^{i} Q_{s}^{j}-P^{j} Q_{s}^{i}}{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|^{2}}\left(1-\widetilde{D}\left(\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|\right)\right) \\
& +\frac{\sigma^{i} Q_{s}^{j}+\sigma^{j} Q_{s}^{i}-3 P^{i} P^{j}+Q_{+}^{1} Q_{+}^{2} d^{2}}{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|^{3}} \\
& \times\left(1-\widetilde{D}\left(\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|\right)\right) \tag{11}
\end{align*}
$$

where $\mathbf{r}_{i}$ and $\mathbf{r}_{j}$ are the radius vectors of the $i$ th and $j$ th
particle $\left(\left|\mathbf{r}_{i j}\right|=\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|\right), \widetilde{D}\left(\left|\mathbf{r}_{i j}\right|\right)$ and $D\left(\left|\mathbf{r}_{i j}\right|\right)$ are matching functions, which range from 1 to 2 under our conditions at distances of 1 and 2 Debye radii, respectively, and $\widetilde{A}$ is the matching constant.

In the calculations it is convenient to choose as the unit of length to be the Debye radius, which in the given model can be taken to be independent of the spatial variables. We then have

$$
\begin{align*}
\beta U\left(\mathbf{r}_{i}, \mathbf{r}_{j}\right)= & \frac{\beta e^{2}}{4 \pi \varepsilon_{0}} \frac{Z_{s}\left(\mathbf{r}_{i}\right) Z_{s}\left(\mathbf{r}_{j}\right)}{r_{D}}\left\{\frac{\exp \left(-\left|\mathbf{r}_{i j}\right|\right)}{\left|\mathbf{r}_{i j}\right|}+\frac{A}{\left|\mathbf{r}_{i j}\right|^{2}}\left(1-D\left(\left|\mathbf{r}_{i j}\right|\right)\right)+\frac{d \cos (\theta)\left[Z_{+}\left(\mathbf{r}_{i}\right) / Z_{s}\left(\mathbf{r}_{i}\right)-Z_{+}\left(\mathbf{r}_{j}\right) / Z_{s}\left(\mathbf{r}_{j}\right)\right]}{\left|\mathbf{r}_{i j}\right|^{2}}\left(1-\widetilde{D}\left(\left|\mathbf{r}_{i j}\right|\right)\right)\right. \\
& \left.+\frac{d^{2}\left[Z_{+}\left(\mathbf{r}_{i}\right) Z_{+}\left(\mathbf{r}_{j}\right) / Z_{s}\left(\mathbf{r}_{i}\right) Z_{s}\left(\mathbf{r}_{j}\right)\right]\left[\left(Z_{-}\left(\mathbf{r}_{i}\right) / Z_{+}\left(\mathbf{r}_{i}\right)+Z_{-}\left(\mathbf{r}_{j}\right) / Z_{+}\left(\mathbf{r}_{j}\right)\right)\left(3 \cos ^{2}(\theta)-1\right) / 2\right]}{\left|\mathbf{r}_{i j}\right|^{3}}\left(1-\widetilde{D}\left(\left|\mathbf{r}_{i j}\right|\right)\right)\right\} \tag{12}
\end{align*}
$$

Here $\beta=1 / k T_{p}, k T_{p}$ is the energy temperature of the dust particles, $Z\left(\mathbf{r}_{i}\right)$ is the charge on a dust particle expressed in units of the electron charge, $Q\left(\mathbf{r}_{i}\right)=Z\left(\mathbf{r}_{i}\right) e$, and distances are reduced to dimensionless form by scaling to the Debye radius $r_{D}$, which for simple estimates can be chosen in the form $r_{D}^{2}=k T_{g} / 4 \pi e^{2}\left(n_{e}+n_{i}\right)$ ( $T_{g}$ is the gas temperature).

We simplify the given potential by taking $d, \mathbf{e}_{+}$, and the ratios $Z_{+}^{i} / Z_{s}^{i}$ and $Z_{-}^{i} / Z_{+}^{i}$ to be equal for all the dust particles $(i=1, \ldots, N)$. Then the second term of the order of $d$ in the effective potential (12), which describes an interaction of charge-dipole type, vanishes. We finally obtain

$$
\begin{align*}
\beta U\left(\mathbf{r}_{i}, \mathbf{r}_{j}\right)= & \Gamma\left(\mathbf{r}_{i}, \mathbf{r}_{j}\right)\left\{\frac{\exp \left(-\left|\mathbf{r}_{i j}\right|\right)}{\left|\mathbf{r}_{i j}\right|}+\frac{\tilde{A}}{\left|\mathbf{r}_{i j}\right|^{2}}\left(1-D\left(\left|\mathbf{r}_{i j}\right|\right)\right)\right. \\
& \left.+\Xi \frac{\left[\left|\mathbf{r}_{i j}\right|^{2}-3\left(\mathbf{r}_{i j}^{z}\right)^{2}\right]}{\left|\mathbf{r}_{i j}\right|^{5}}\left(1-\widetilde{D}\left(\left|\mathbf{r}_{i j}\right|\right)\right)\right\} . \tag{13}
\end{align*}
$$

Here $\Xi=d^{2}|\chi| /\left(1+\chi^{2}\right)\left(\chi=\left\langle Z_{-}\left(\mathbf{r}_{i}\right) / Z_{+}\left(\mathbf{r}_{i}\right)\right\rangle\right.$ is the mean ratio of charges in the pair),

$$
\Gamma\left(\mathbf{r}_{i}, \mathbf{r}_{j}\right)=\frac{\beta e^{2}}{4 \pi \varepsilon_{0}} \frac{Z_{s}\left(\mathbf{r}_{i}\right) Z_{s}\left(\bar{r}_{j}\right)}{r_{D}} \approx \Gamma=\frac{Z_{p}^{2} e^{2}}{4 \pi \varepsilon_{0} k T_{p} r_{D}}
$$

is the interaction parameter, which can also be represented in the form

$$
\Gamma=\frac{\gamma_{p}\langle r\rangle}{r_{D}}
$$

where $\gamma_{p}=Z_{p}^{2} e^{2} / 4 \pi \varepsilon_{0} k T_{p}\langle r\rangle$ is the nonideality parameter, $Z_{p}$ is the mean particle charge, and $\langle r\rangle=\left(4 \pi n_{p} / 3\right)^{-1 / 3}$ is the mean distance between macroparticles. It follows from the results obtained in Ref. 26 that the quantity $\chi$ under gasdischarge conditions satisfies the inequality $\chi<-3$.

Note again that the potential (13) allows for a number of physical factors that influence the interaction of dust particles in the plasma. First, it allows for the spatial dependence of particle charge on the floating potential. Second, the first term in brackets, describing the spherically symmetric part of the interaction, takes account of the screening of dust particles by plasma electrons and ions, which interact strongly with them. The third term describes the anisotropic part of the interaction of the dust particles resulting from focusing of the ion current by highly charged dust particles.

It follows from the form of the effective potential that if the dust particles are arranged vertically (stacked) one above another (along the discharge ( $z$ ) axis), i.e., $r \approx r^{z}$ ), then the third term in the potential becomes negative, which corresponds to the emergence of attraction between the particles. If the particles are arranged in a horizontal plane $\left(r \gg r^{z}\right)$, then this term is positive, which implies that the particles repel. The matching function $\widetilde{D}$ also allows for destruction of ion clouds when dust particles approach to within distances on the order of the Debye radius.

Equation (13) for the interaction potential of two dust particles in the plasma can be verified experimentally. Measurements of the forces between two dust particles must be performed under the same conditions as the dust crystal preparation experiments. In such an experiment it will be possible to determine the parameters entering into Eq. (13): $\chi$, the ratio of the effective screening charge of the ions (if it exists) to the particle charge, and $d$, the dipole moment. Such experiments themselves on the interaction of two dust particles, apart from their stated purpose to measure the parameters used to model the dust crystal, are fundamentally important in their own right, since they enable one to choose a faithful model from among existing candidates for the forces that act on a dust particle in a plasma.

To conclude this section we note that the mechanical forces associated with variation of the momenta and trajectories of the ions flying into the field of a dust particle can be taken into account with the help of an inhomogeneous correction to the gravitational component of the forces on the dust particle. This correction should be proportional to the spatial distribution of the ion current in the discharge and can be prescribed a priori or found by a self-consistent approach.

## 4. NUMERICAL RESULTS

Numerical modeling of plasma with a dispersed phase was performed by the standard Monte Carlo method, ${ }^{35}$ which considers a finite number of particles $N$ distributed over a cell of extent $L$. In the present calculations, considering the speed of presently available computers and a reasonable calculation time (one point per day), we decided to limit the number of particles to $N=3000$. The cell size $L$, which it is


FIG. 1. Logarithm of the ratio of the interparticle interaction potential to the Coulomb potential: 1 - Debye potential, 2 - Debye potential going over to the asymptotic dependence $r^{-2} .3,4-$ upper and lower boundaries of the potential (13) for $\Xi=0.1$ and $|\chi| \approx 12$.
also convenient to express in units of the Debye radius, was chosen such that two strata could be situated in it. This length turns out to be $L=700 r_{D}$.

The parameters of the electric fields of the stratum were chosen to be close to the experimentally measured values. ${ }^{33}$ The walls of the cylindrical tube, of radius $R_{t}=15 \mathrm{~mm}$, exerted a force on the dust particles, whose potential can be expressed in the form

$$
\begin{aligned}
& \phi_{w}=\phi_{t}\left(r / R_{t}\right)^{3 / 2}, \quad r^{2}=x^{2}+y^{2}, \\
& \phi_{t}=10+20 /\left(1+\left(\left(z-z_{0}\right) / d_{w}\right)^{2}\right)
\end{aligned}
$$

(potential in volts at the walls of the tube), $z_{0}=0.8 \mathrm{~mm}$, and $d_{w}=4 \mathrm{~mm}$. The interaction potential of the dust particles was given by Eq. (13) with Debye radius $r_{D}=0.1 \mathrm{~mm}$. Along the $z$ axis the force of gravity and the supporting electric field with potential $\phi_{z}=14 /\left(1+\left(z / d_{z}\right)^{2}\right)$, where $d_{z}=1 \mathrm{~mm}$, acted on the dust particles. In the course of the calculations the quantities $\Gamma$ and $L$ were fixed while the parameter $\Xi$ was varied from 0.05 to 0.4 , which corresponds for $d \approx 1$ to the range of values $|\chi|=\left|Q_{-} / Q_{+}\right|$from 22 to 4 . The physical meaning of an increase in the absolute value of the parameter $\chi$ depends on how the neutral gas pressure in the discharge plasma is varied. For example, increasing neutral gas pressure reduces the mean free path of the ions and hinders their


FIG. 2. Probability distribution of the charge on the dust particles, $Z_{p}$, in units of $10^{5} e$ in the upper and lower strata for $\Xi=0.05$ and $|\chi| \approx 22$.
focusing beyond the dust particle. According to the calculations of Ref. 26, the variation of the absolute value of the parameter $\chi$ over the given range corresponds to gasdischarge conditions and variation of the pressure over the range $20-200 \mathrm{~Pa}$.

The results of Monte Carlo calculations presented below were obtained with a model in which the interaction of dust particles is described by the potential (13). Figure 1 compares the potential (13) with the Coulomb and Debye potentials, and with the Debye potential trailing off at large distances to its asymptotic limit $r^{-2}$. For convenience, the ratio of the given potentials to the Coulomb potential is plotted on a logarithmic scale in the figure. Thus, the ordinate of the Coulomb potential in Fig. 1 is identically equal to zero, the Debye potential is represented by the linear dependence 1 , the Debye potential with asymptotic limit $r^{-2}$ corresponds to curve 2, and curves 3 and 4 are the potential (13) for particles located respectively in a horizontal plane and vertically one above the other. All of the represented repulsion potentials are much softer than the Coulomb potential.

Let us consider the results of the Monte Carlo calculations. For the given axially symmetric problem, Fig. 2 depicts the probability distribution of the dust particles over charge for two strata located one above the other ( $\Xi=0.05$ and $|\chi| \approx 22$ ). The height of the particle in the discharge tube is plotted along the vertical axis, and the magnitude of the


FIG. 3. Thin vertical cross sections (of finite thickness) in the upper and lower strata for $\Xi=0.05$ and $|\chi| \approx 22$ (a) and $\Xi=0.2$ and $|\chi| \approx 7$ (b).



FIG. 4. Thin vertical cross sections (of finite thickness) of dust structures in the strata with $\Xi=0.05$ and $|\chi| \approx 22$ (a) and $\Xi=0.2$ and $|\chi| \approx 7$ (b).
charge $Z_{p}$ is plotted along the horizontal axis in units of $10^{5} e$. The particle distribution in the upper stratum is more extended. However, the spread in charge does not exceed $17 \%$ since the dust particles are mainly located in that part of the stratum where the magnitude of the floating potential is less and varies quite smoothly. Varying the pressure for $\Xi=0.2$ and $|\chi| \approx 7$ has hardly any effect on the distribution. These data confirm our earlier conclusion about the preferred location of particles in that part of the stratum where the potential energy of repulsion between particles is lower. It appears that the formation of very long, isolated threadlike structures is also possible. This can be energetically more favorable, not only thanks to the additional attraction in the vertical direction, but also thanks to the presence of the nonCoulomb correction to the Coulomb forces discussed above, which is directed opposite the gradient of the dependence $Q(\mathbf{r})$ (in the given case, from the cathode to the anode). Questions of the possible existence of such structures and conditions for their emergence require further study.

Figure 3 shows vertical axial cross sections of finite thickness, of two dust clouds filling out strata located one above the other. The vertical distance between strata is roughly $50.7 r_{D} \approx 3.5 \mathrm{~cm}$, which approximately corresponds to the conditions of our experiment. In the given figure the structure of the dust clouds in the strata is distorted since the scale of the vertical axis is 10 times larger than the horizontal. A properly scaled picture of the vertical structure of the
dust clouds is shown in Fig. 4 (upper stratum), where the scales of the vertical and horizontal axes are equal. No appreciable difference in the structure of the dust particles in the upper and lower strata emerges in the given model. Generally speaking, it must be borne in mind that varying the gas pressure alters the characteristics of the strata, since the electric field in a gas discharge depends on the product of the pressure and the radius of the discharge tube.

Figures 4 and 5 show vertical and horizontal axial thin cross sections, of finite thickness, of typical structures of dust particles in a stratum for $\Xi=0.05(|\chi| \approx 22)$ and $\Xi=0.2$ $(|\chi| \approx 7)$, respectively. Distances are given in units of the Monte Carlo cell $L$. Figure 4 plots distance along the diameter of the discharge tube along the horizontal axis, with the point 0.5 corresponding to the charge axis; each division (0.01) corresponds to roughly $7 r_{D}$ or $700 \mu \mathrm{~m}$. Distance along the $z$ axis is plotted along the vertical axis. From an analysis of the figures we may conclude that for high neutral gas pressures the dust particles for the most part are arranged randomly, while at lower pressures the dust particles form a hexagonal crystal lattice of threadlike structures of arbitrary length in the transverse direction. The threadlike structures can be vertically displaced relative to one another along the discharge axis. The given configuration of threadlike structures is reminiscent of structures resulting from the emergence of an ordered phase in liquid crystals.

The two-point correlation functions corresponding to the


FIG. 5. Thin horizontal cross sections (of finite thickness) of dust structures in the strata with $\Xi=0.05$ and $|\chi| \approx 22$ (a) and $\Xi=0.2$ and $|\chi| \approx 7$ (b).


FIG. 6. Two-point correlation functions of the horizontal (curves 1) and vertical (curves 2) cross sections of the dust structures depicted in Figs. 5 and 4, respectively
given cross sections for $\Xi=0.05$ and $\Xi=0.2$ are plotted in Figs. 6 a and 6 b . The correlation functions were calculated for the interior particles of the depicted cross sections. For $\Xi=0.05$ the two-point correlation functions of the vertical and horizontal cross sections are essentially identical. The only significant difference, associated with attraction of the dust particles in the vertical direction, leads to an additional peak at small distances. Decreasing the pressure ( $\Xi=0.2$ ) leads to substantial differences in the pairwise correlation functions of the vertical and horizontal cross sections [Fig. 6(b)]. The two-point correlation functions of the vertical cross section have pronounced peaks corresponding to the emergence of ordered structures. The peaks increase at small distances as a consequence of attraction between particles in the vertical direction. The correlation function of the horizontal cross section has a form characteristic of crystal-like structures.

As noted above, the physical reasons for the emergence of these structures when the neutral gas pressure is reduced are an increase in the mean free path of the ions and, as a consequence of the focusing action of the negatively charged dust particles on the ion current, the formation of clouds with enhanced ion density between them. As a result, in the direction of the discharge axis, against the background of the spherically symmetric part of the effective potential, an additional attraction emerges between the dust particles, while in the horizontal plane an additional positive repulsion
emerges. This phenomenon is noticeable in Figs. 4, 5, and 6. In the displayed cross sections it is possible to discern an increase in the horizontal mean distance between the dust particles as the pressure is reduced. The particles in rectilinear threadlike structures become essentially completely ordered in the vertical direction.

For a gas discharge, typical configurations of dust particles in a stratum are shown in Figs. 7 and $8(p=0.5$ and 0.2 Torr, $I=0.4$ and 0.7 mA , dimensions of the frame $6 \times 7 \mathrm{~mm}){ }^{17}$ Comparison of Figs. 4, 5, and 6 and Figs. 7 and 8 reveals good agreement between the numerical and experimental results. In the horizontal cross section, the emergence of hexagonal ordered structures is observed. In the vertical cross sections the emergence of threadlike structures can be distinctly made out. The mean distance between particles in both the horizontal and vertical cross sections is roughly $280 \mu \mathrm{~m}$.

Note that in Ref. 17 the formation of extended threadlike structures several centimeters in length was also observed upon the coalescence of several strata, which, as noted above, is possibly related to the non-Coulomb force directed opposite the gradient of the dependence $Q(\mathbf{r})$ (upwards, toward the anode). This force should contribute to the balance between the gravitational force and the supporting electrical force that causes the dust particles to levitate.

The resultant threadlike structures ${ }^{17}$ are distinctly different from the formations observed in erosion discharges,

$X$
$n \cdot 10^{5}, \mu \mathrm{~m}^{-2}$


FIG. 7. Thin horizontal cross section (of finite thickness) of the dust structure in the stratum and the corresponding two-point correlation function (Ref. 17)


FIG. 8. Thin vertical cross section (of finite thickness) of the dust structure in the stratum and the corresponding twopoint correlation function (Ref. 17).
where rapid coagulation of submicron aerosols leads to the emergence of threadlike three-dimensional structures. ${ }^{35}$

## 5. CONCLUSION

A model has been formulated in which the pairwise interaction potential of dust particles takes into account the spatial dependence of the particle charges on the floating potential, and screening of the dust particles by plasma electrons and ions that interact strongly with them (and themselves undergo vigorous recombination). The pairwise interaction potential at distances less than the mean interparticle distance is screened by the Debye exponential factor, and at distances on the order of a few Debye radii the interaction potential trails off to its asymptotic limit, proportional to the inverse square of the interparticle distance. We have shown that the spatial dependence of the particle charges leads to the emergence of a non-Coulomb component of the interaction forces between particles, which is directed opposite the gradient of the logarithmic derivative of the floating potential of the plasma. As a result, the open subsystem of dust particles, thanks to steady-state charge and energy exchange with the plasma, tends to seek configurations with minimal energy of repulsion, corresponding to the equilibrium state. The model also takes into account focusing of the ion beam by large-radius dust particles, leading to polarization of the background plasma and the emergence of anisotropy in particle interactions.

We have performed a Monte Carlo study of ordered structures that emerge in a dusty plasma. These calculations explain the formation of threadlike structures of dispersed particles in a stratum, and the 'transverse crystallization'" of these 'threads"' under the conditions of our experiment. ${ }^{15-17}$ We obtained the probability distribution of charges on the dust particles levitating in a stratum. The results of our calculations agree with the experimental data. ${ }^{15-17}$
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#### Abstract

The molecular dynamics method is used to model the formation of ordered structures of charged macroparticles in a thermal plasma at atmospheric pressure. The results of the numerical calculations are compared with the experimental data. It is shown that the ordered structure of macroparticles detected experimentally is far from steady state, since the existence time of the plasma in the experiment is less than the characteristic time of formation of the structure. © 1999 American Institute of Physics. [S1063-7761(99)00503-X]


## 1. INTRODUCTION

One of the main reasons for the significant interest manifested recently in the physics of a dusty plasma (a plasma with macroparticles) is the recently discovered formation of ordered structures of macroparticles in such a plasma. ${ }^{1-9}$ It is customary to explain this ordering by the existence of a strong electrical interaction between the charged macroparticles. Most experiments on the formation of ordered structures of macroparticles have been performed in a highfrequency (hf) plasma discharge. ${ }^{1-4}$ Ordered structures have also been obtained in the laminar jet of an atmosphericpressure thermal plasma at a temperature around $1700 \mathrm{~K},{ }^{5,6}$ in a stratified constant-current glow-discharge, ${ }^{8,9}$ and in a double electric layer. ${ }^{7}$

The present work examines the dynamics of formation of ordered structures of macroparticles in experiments with thermal plasma. The experimental setup used in these experiments was described in detail in Ref. 6. It includes a plasma generator (two-flame propane-air torch of Mekker type) creating a laminar plasma jet with uniform distribution of its parameters (temperature, electron and ion densities) in the region of the inner flame, a macroparticle feed system, and an extensive system of diagnostics allowing one to measure the electron $n_{e}$ and ion $n_{i}$ densities, plasma temperature $T_{g}$, and macroparticle radius $R_{d}$ and density $n_{d}$. In addition, a photon correlation method was devised to allow detailed study of the dynamical characteristics of the system of macroparticles. To measure the spatial arrangement of the macroparticles, we used a time-of-flight counter, which allowed us to obtain the two-point correlation function.

The conditions of the described experiment differ significantly from those of experiments in a gas discharge, which gives reason to hope for new insights into the selforganization of macroparticles in a plasma. First, thanks to thermal-electron emission the macroparticles acquire a positive charge. The second important feature characterizing the system of thermal plasma plus macroparticles is the relative simplicity of achieving uniform conditions in the plasma and the application of a wide array of diagnostic tools to determine the parameters of the plasma and macroparticles. Fi-
nally, in contrast to gas-discharge experiments the system in question is nonstationary by design. The point here is that the two-point correlation function is measured 35 mm above the torch nozzle. Taking into account the velocity of the plasma jet $(\approx 5 \mathrm{~m} / \mathrm{s})$, we obtain for the plasma existence time $t_{f t} \approx 7 \mathrm{~ms}$. Thus, it would be wrong to compare the experimental data with calculations for stationary conditions (e.g., with Monte Carlo calculations). It is necessary to model the very process of formation of the ordered structure. The present work investigates the temporal evolution of the twopoint correlation function. The calculations are based on the molecular dynamics method. The calculated results are compared with the results of experiment. Questions of the charging and dynamical behavior of the system of macroparticles are also discussed.

## 2. MODEL

In order to ensure that the numerical model is correct, it is necessary to analyze the main physical processes influencing the dynamics of the formation of the ordered structures of macroparticles. Under the conditions of the experiment the randomly arranged neutral particles incident upon the plasma region are heated to the temperature of the ambient gas, acquire an electric charge, and begin to interact. A simple estimate of the thermalization time gives (see also Ref. 6)

$$
\begin{equation*}
\tau_{t h}=\left[\pi R_{d}^{2} n_{g} \sqrt{\frac{8 T_{g}}{\pi m_{g}}} \frac{2 m_{g}}{m_{d}}\right]^{-1} \tag{1}
\end{equation*}
$$

where $m_{d}$ is the macroparticle mass, and $n_{g}$ and $m_{g}$ are the density and mass of the neutral component. For the conditions of the experiment (see Table I) the thermalization time is of the order of $\tau_{t h} \approx 5 \times 10^{-6} \mathrm{~s}$. This is significantly less than the existence time of the plasma. Consequently, it may be assumed that heating of the macroparticles is essentially instantaneous.

Under the conditions of our experiment the macroparticle charge is determined by the absorption of electrons and ions of the plasma, and by emission of electrons from the

TABLE I. Parameters used in the simulation.

| $T_{g}=1700 \mathrm{~K}$ | $P=1 \mathrm{~atm}$ | $Z_{d}=500$ |
| :--- | :---: | :---: |
| $n_{e}=7 \times 10^{10} \mathrm{~cm}^{-3}$ | $n_{i}=4 \times 10^{10} \mathrm{~cm}^{-3}$ | $n_{d}=5 \times 10^{7} \mathrm{~cm}^{-3}$ |
| $l=17 \mu \mathrm{~m}$ | $\lambda_{d}=11 \mu \mathrm{~m}$ | $R_{d}=0.4 \mu \mathrm{~m}$ |
| $m_{d}=1.6 \times 10^{-12} \mathrm{~g}$ | $\nu_{f r}=9.6 \times 10^{4} \mathrm{~s}^{-1}$ | $\Gamma_{c}=150$ |
| $\Gamma_{d}=30$ | $N=200$ | $\tau_{s}=0.3 \mu \mathrm{~s}$ |

surface of the macroparticle via thermal-electron emission. The charging dynamics are governed by the equation

$$
\begin{equation*}
\frac{d Z_{d}}{d t}=I_{e}^{-}+I_{i}^{+}-I_{e}^{+}, \tag{2}
\end{equation*}
$$

where $I_{e}^{-}$is the emitted electron flux, and $I_{i}^{+}$and $I_{e}^{+}$are the fluxes of the absorbed ions and electrons, respectively. We utilize expressions for the fluxes in the case of thermalemissive charging, given in Ref. 10:

$$
\begin{align*}
I_{e}^{+}= & \pi R_{d}^{2} n_{e} \sqrt{\frac{8 T_{g}}{\pi m_{e}}}\left[1+\frac{Z_{d} e^{2}}{R_{d} T_{g}}\right], \\
I_{i}^{+}= & \pi R_{d}^{2} n_{i} \sqrt{\frac{8 T_{g}}{\pi m_{i}}} \exp \left(-\frac{Z_{d} e^{2}}{R_{d} T_{g}}\right),  \tag{3}\\
I_{e}^{-}= & 2 \pi R_{d}^{2}\left(\frac{m_{e} T_{g}}{2 \pi \hbar^{2}}\right)^{3 / 2} \sqrt{\frac{8 T_{g}}{\pi m_{e}}}\left[1+\frac{Z_{d} e^{2}}{R_{d} T_{g}}\right] \\
& \times \exp \left(-\frac{W_{e}}{T_{g}}\right) \exp \left(-\frac{Z_{d} e^{2}}{R_{d} T_{g}}\right), \tag{4}
\end{align*}
$$

where $n_{e(i)}$ and $m_{e(i)}$ are the density and mass of the electrons (ions), $Z_{d}$ is the charge of a macroparticle, and $W_{e}$ is the work function of the electron. It is easy to see from Eqs. (3) that

$$
\frac{I_{e}^{+}}{I_{i}^{-}} \geqslant \sqrt{\frac{m_{i}}{m_{e}}} \gg 1
$$

so ion absorption can be neglected. The equilibrium charge of the macroparticles in this case is given by $I_{e}^{-}=I_{e}^{+}$, which for the conditions of our experiment $\left(T_{g}=1700 \mathrm{~K}\right.$, $\left.R_{d}=0.4 \mu \mathrm{~m}, \quad n_{e}=7 \times 10^{10} \mathrm{~cm}^{-3}, \quad W_{e}=2.1 \mathrm{eV}\right)$ gives $Z_{d} \approx 550$. Equation (2) can in principle be solved numerically to determine the time characterizing the charging of the macroparticles. To estimate the characteristic charging time, we use the simple expression $\tau_{c h}=Z_{d} / I_{e}^{+}$, which gives $\tau_{c h} \approx 4$ $\times 10^{-9} \mathrm{~s}$. This time is more than three orders of magnitude less than the existence time of the plasma. By virtue of this fact, we may assume that the charging is essentially instantaneous. Moreover, this estimate shows that the charge on the macroparticles "tracks" their temperature, since $\tau_{c h} \ll \tau_{t h}$.

Another problem of correct modeling of a system of macroparticles in a plasma consists in the recently discovered experimental fact of a significant departure of the macroparticle temperature corresponding to their random motion from the temperature of the neutral component. ${ }^{11-13}$ It has been shown that under certain conditions the kinetic temperature of the macroparticles in a gas-discharge plasma can


FIG. 1. Temperature dependence of the diffusion coefficient of the charged macroparticles $D_{d}$. Curves are the results of theoretical calculation (1hydrodynamic regime, 2 - free-molecule regime).
exceed the neutral gas temperature by a factor of a thousand, despite the high efficiency of energy dissipation via friction with the neutral component in a weakly ionized plasma. Processes leading up to such a nonequilibrium condition are presently unknown. Therefore it has become necessary to examine the dynamical characteristics of the system of macroparticles with regard to the conditions of our experiment with thermal plasma. Toward this end, a photon correlation method was devised on the basis of the 'Malvern's serial correlator. ${ }^{14}$ The essence of the method consists in examining the autocorrelation function of the laser radiation scattered by the system of macroparticles. Under certain conditions, ${ }^{14,15}$ an analysis of the autocorrelation function of the scattered radiation yields information about the magnitude of the diffusion coefficient of the macroparticles, and consequently about their kinetic temperature.

The scheme of the photon correlation method is described in detail in Ref. 16. Here we will dwell only briefly on the main results of the measurements. Measurements were performed over a wide range of plasma parameters (ion, electron, and macroparticle densities) and revealed the weak influence of these parameters on the dynamical characteristics of the system of macroparticles. Figure 1 plots the dependence of the macroparticle diffusion coefficient on the temperature. For comparison, the two theoretically calculated curves are also plotted in the same figure. Curve 1 corresponds to the hydrodynamic regime $\lambda_{f p} \ll R_{d}$ ( $\lambda_{f p}$ is the mean free path of the air molecules) and was calculated according to the formula

$$
D_{d}=\frac{T_{g}}{6 \pi \eta R_{d}},
$$

where $\eta$ is the viscosity of the medium. Curve 2 corresponds to the inverse free-molecule regime $\left(\lambda_{f p} \gg R_{d}\right)$ and was calculated according to the formula (see, e.g., Ref. 16)

$$
D_{d}=\frac{3 T_{g}^{3 / 2}}{8 P R_{d}^{2}\left(2 \pi m_{g}\right)^{1 / 2}}
$$

where $P$ is the gas pressure. Under the conditions of our experiment $\lambda_{f p} \approx 0.8-1.1 \mu \mathrm{~m}$, i.e., $\lambda_{f p} \sim R_{d}$ and, conse-
quently, a regime intermediate between the hydrodynamic regime and the free-molecule regime is realized. Nevertheless, Fig. 1 shows that curve 2 (the free-molecule regime) provides a better description of the experimental results. Thus, the experiment shows that under the conditions of the experiment, an ensemble of charged macroparticles behaves like an ordinary collection of Brownian particles with diffusion coefficient calculated in the free-molecule approximation.

## 3. MODELING RESULTS

The system was modeled using the molecular dynamics method programmed into the KARAT computer code. ${ }^{17}$ The two-dimensional equation of motion was solved for each macroparticle with allowance for the interaction between macroparticles, the frictional force exerted by the neutral component, and a random force arising from collisions with molecules of the ambient gas (the Brownian force):

$$
\begin{equation*}
m_{d} \frac{d^{2} \mathbf{r}_{k}}{d t^{2}}=\left.\sum_{j \neq k} \Phi(r)\right|_{r=\left|\mathbf{r}_{k}-\mathbf{r}_{j}\right|} \frac{\mathbf{r}_{k}-\mathbf{r}_{j}}{\left|\mathbf{r}_{k}-\mathbf{r}_{j}\right|}-m_{d} \nu_{f r} \frac{d \mathbf{r}_{k}}{d t}+\mathbf{F}_{b r} \tag{5}
\end{equation*}
$$

Here $\nu_{f r}$ is the friction frequency, calculated in accordance with Sec. 2 with the formula that is valid for the freemolecule regime:

$$
\nu_{f r}=\frac{8 P R_{d}^{2}}{3 m_{d}} \sqrt{\frac{2 \pi m_{g}}{T_{g}}}
$$

(see also Ref. 16), $\mathbf{F}_{b r}$ is the random Brownian force, and $\Phi(r)$ can be written in the form

$$
\begin{equation*}
\Phi(r)=-Z_{d} e \frac{\partial \phi_{d}}{\partial r}=\frac{Z_{d}^{2} e^{2}}{r^{2}}\left[1+\frac{r}{\lambda}\right] \exp \left(-\frac{r}{\lambda}\right) \tag{6}
\end{equation*}
$$

under the assumption that the interaction potential between the macroparticles has the Debye form; here $\lambda$ is the screening length. At the initial moment the charged macroparticles (charging is essentially instantaneous) are randomly disposed in the calculation region, consisting of a square with side length $L_{0}$. To model an infinite system, we used periodic boundary conditions, which make it possible to avoid edge effects and determine the macroparticle density. The twodimensional macroparticle density was chosen such that the mean interparticle distance $l$ coincided with its value obtained in a real three-dimensional experiment $l=\left(4 \pi n_{d} / 3\right)^{-1 / 3}$. The interaction between macroparticles, described by the screened Coulomb potential (6), was cut off at very small distances in order to avoid too small a time step in the initial stage of the calculations; thus we set $\Phi(r)$ $=\Phi\left(l_{0}\right)$ for $r<l_{0}\left(l_{0}=0.3 l\right)$. In the calculations the time step was set equal to $\tau_{s}=0.03 / \nu_{f r}$. For these assignments, 250,000 time steps were calculated per run. Therefore, we were forced to use two-dimensional geometry with a relatively small number of particles $(N=200)$. A larger number of particles would have required too much calculation time. Nevertheless, since we were calculating a system with a not-too-large nonideality parameter $\Gamma_{c}$, such that the correlation
radius did not exceed several $l$, the given number of particles was completely sufficient to obtain reliable results.

The parameter values used in the simulation are listed in Table I. They correspond to the conditions of an actual experiment ${ }^{5,6}$ and also to the parameters used in Monte Carlo calculations of the given system. ${ }^{18}$ The Coulomb interaction parameter $\Gamma_{c}$ and the interaction parameter with screening taken into account, $\Gamma_{d}$, were calculated as follows:

$$
\begin{equation*}
\Gamma_{c}=\frac{Z_{d}^{2} e^{2}}{l T_{g}}, \quad \Gamma_{d}=\frac{Z_{d}^{2} e^{2}}{l T_{g}} \exp \left(-\frac{l}{\lambda}\right) \tag{7}
\end{equation*}
$$

Note that because of the significant concentration and relatively large charge of the macroparticles, the ion and electron densities turn out to be substantially different. The problem of determining the screening radius for such a system requires a special analysis, which lies beyond the scope of the present paper. In our calculations, it was set equal to the electron Debye radius $\lambda_{d}=\sqrt{T_{g} / 4 \pi e^{2} n_{e}}$, so that screening by ions could be neglected.

We go on now to the main results of the numerical simulation. They show that after relaxation the system arrives at a state which we can nominally call liquid-like. This result is in agreement with the values of the nonideality parameters $\Gamma_{c}$ and $\Gamma_{d}$. Figures $2 \mathrm{a}-2 \mathrm{~d}$ show the temporal evolution of the two-point correlation function $R(r)$, which we calculated from the positions of the particles at a certain moment of time. Figure 2e was obtained by averaging $R(r)$ over time, which is possible since in the time interval $40 \mathrm{~ms}<t<70 \mathrm{~ms}$ the system reaches the equilibrium state and the two-point correlation function becomes essentially constant. In the construction of the two-point correlation function the step in $r$ was chosen equal to $0.1 l$. For comparison, Fig. 2 also plots the correlation function obtained directly in the experiment (dashed curve).

Analysis of Fig. 2 Initially, closely spaced particles disperse, as a result of which a region is formed where the two-point correlation function vanishes [Figs. 2(a) and 2(b)]. This process concludes rapidly, since the repulsive force between particles increases abruptly with decreasing distance between them. Next, the first maximum increases with the passage of time, and simultaneously higher-order peaks begin to form [Fig. 2d]. The steady-state correlation function [Fig. 2e] is characterized by several pronounced maxima, which is characteristic of systems with close-range order. It was in this sense that we called the final state of the system liquid-like.

The determination of the formation time of the ordered structure remains, to a certain degree, arbitrary. Obviously, it depends on which spatial scale of the correlations is of interest. The greater the distance at which the two-point correlation function approaches its final form, the longer the time needed for this to happen. Thus, for example, in our case we can say that the first three peaks form in $t_{f} \approx 35 \mathrm{~ms}$. One can also introduce the formation time of the first maximum of the two-point correlation function, $t_{1}$. In essence, this is the time needed for the emergence of any close-range order in the system. Numerical calculations shows that under our conditions $t_{1} \approx 5 \mathrm{~ms}$.


FIG. 2. Temporal evolution of the two-point correlation function. Solid curve - simulation, dashed curve - experiment. Formation time $t=0.7$ (a), 2 (b), 5 (c), 7 (d), $>40 \mathrm{~ms}$ (e).

As noted in the Introduction, one peculiarity of the present experiment is the finite existence time of the plasma, being $t_{f t} \approx 7 \mathrm{~ms}$. According to the numerical simulation this implies that the structure being diagnosed in the experiment is still being formed, and consequently the two-point correlation function that has been measured is not the two-point correlation function corresponding to the steady state. Nevertheless, the existence time of the plasma turns out to be completely sufficient for the emergence in the system of close-range order.

Figures $2 \mathrm{a}-2 \mathrm{e}$ enable us to compare the shape of the experimental two-point correlation function with that of the calculated function. We make two remarks here. First, the experimental correlation function has only one peak, in complete agreement with the modeling results. Indeed, Fig. 2(d)
shows that for $t=7 \mathrm{~ms}$ the first maximum is already close to its final shape while the higher-order peaks are only beginning to form. Thus, the existence of just one peak is explained by the fact that during the existence time of the plasma the ordering process does not have time to play out completely. Second, the first maximum of the experimental correlation function is significantly broader (by almost fivefold) than the calculated function. One of the possible reasons for this broadening, associated with peculiarities of the use of a laser time-of-flight counter, is discussed in Ref. 18. Another reason for this broadening could, in principle, be stochastic fluctuations of the macroparticle charges. ${ }^{19}$ However, as numerical estimates show, the frequency of these fluctuations $\sim \tau_{c h}^{-1}$ is large while their amplitude $\delta Z_{d} / Z_{d}$ $\sim 10^{-2}$ is so small that they probably cannot explain the
observed effect. A definitive assessment of the reasons for this broadening of the autocorrelation peak requires further study. The numerical calculation presented here only enables us to claim that it is in no way associated with the formation of ordered structures due to electrostatic interaction between macroparticles.

## 4. CONCLUSION

Modeling the ordering of charged macroparticles in an atmospheric-pressure thermal plasma in application to the conditions of our experiments ${ }^{5,6}$ has required us to consider a number of processes. We have shown that macroparticles are charged very rapidly (in comparison with other characteristic times) when they are injected into the plasma region. The photon correlation method has been used to examine the dynamic behavior of the macroparticles. The numerical modeling results presented here show that the formation of ordered structures can be explained by the electrostatic interaction between macroparticles. The finite existence time of the plasma explains the presence of only one peak in the experimental correlation function, since the structure is observed in the process of formation.
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We study the kinetic model of the formation of the energy spectrum of nonthermal electrons near the front of a quasilongitudinal, supercritical, collisionless shock wave. Nonresonant interactions of the electrons and the fluctuations generated by kinetic instabilities of the ions in the transition region inside the shock front play the main role in the heating and preacceleration of electrons. We calculate the electron energy spectrum in the vicinity of the shock wave and show that the heating and preacceleration of electrons occur on a scale of the order of several hundred ion inertial lengths in the vicinity of the viscous discontinuity. Although the electron distribution function is significantly nonequilibrium near the shock front, its lowenergy part can be approximated by a Maxwellian distribution. The effective electron temperature $T_{2}^{\text {eff }}$ behind the front, obtained in this manner, increases with the Mach number of the shock wave slower than it would if it followed the Hugoniot adiabat. We determine the condition under which the electron heating is ineffective but the electrons are effectively accelerated to high energies. The high-energy asymptotic behavior of the distribution function is that of a power law, with the exponent determined by the total compression ratio of the plasma, as in the case of acceleration by the first-order Fermi mechanism. The model is used to describe the case (important for applications) of acceleration of electrons by shock waves with large total Mach numbers, with the structure of these waves modified by the nonlinear interaction of nonthermal ions and consisting of an extended prefront with a smooth variation of the macroscopic parameters and a viscous discontinuity in speed with a moderate value of the Mach number. © 1999 American Institute of Physics. [S1063-7761(99)00603-4]

## 1. INTRODUCTION

The physical processes of relaxation of highly nonequilibrium perturbations of plasma, responsible for the formation and structure of collisionless shock waves, are of fundamental importance in modeling various objects with a high energy release in cosmic plasma. ${ }^{1-5}$ Collisionless shock waves in rarefied plasma serve as a universal source of nonthermal charged particles and the observed radiation. ${ }^{1,6}$ In the case of strong shock waves (with Alfvén Mach numbers $M$ exceeding several units), the dissipation due to the anomalous resistance of electrons proves to be insufficient and the structure of the shock front is determined by kinetic instabilities of the ions. Such collisionless shock waves are called supercritical. ${ }^{7}$ Here, to avoid any misunderstanding, we must bear in mind that the concept of a supercritical, collision shock wave in radiative gas dynamics is defined differently. ${ }^{8}$ In this paper we deal only with collisionless, supercritical shock waves. Modeling collisionless shock waves in laboratory conditions is extremely difficult, but there is a vast body of observational data on the structure of shock waves in the interplanetary medium. ${ }^{9,10}$ Computer simulations of the structure of collisionless shock waves that use hybrid codes, which interpret protons as particles and electrons as a liquid, have made it possible to describe the main features of supercritical, quasilongitudinal shock waves (with the angle between the normal to the front and the local magnetic field smaller than $\pi / 4$ ) (see Refs. 11 and 12). Note that the struc-
ture of the front and other manifestations differ substantially for quasilongitudinal and quasitransverse waves. The theory of quasitransverse, collisionless shock waves and the methods used in observing such waves are described, e.g., in Refs. 13-16. Here we examine only quasilongitudinal shock waves.

The front of a quasilongitudinal, supercritical shock wave is an extremely extended transition region occupied by magnetic-field fluctuations with amplitudes $\delta B / B \sim 1$ and characteristic frequencies below the ion gyrofrequency ${ }^{10}$ (Fig. 1). The generation of fluctuations is due to instabilities in the interpenetrating multicurrent ion movements. ${ }^{11}$ The width $\Delta$ of the front (the transition region) of a quasilongitudinal shock wave reaches several dozen ion inertial lengths $l_{i}=c / \omega_{p i}$.

Computer simulation that uses hybrid codes has made it possible to arrive at a very important result, i.e., the fact that a group of reflected nonthermal ions detaches itself in the process of relaxation of fluctuations within the front of a supercritical, quasilongitudinal shock wave. ${ }^{11}$ The reflected ions with a gyroradius exceeding the width of the shock front are then accelerated very efficiently, via the Fermi mechanism, by converging plasma fluxes carrying MHD fluctuations. ${ }^{1,17,18,4}$ Electrons with gyroradiuses larger than the front width are also efficiently accelerated by the firstorder Fermi mechanism in the vicinity of a quasilongitudinal shock wave. ${ }^{19}$ However, a nonrelativistic electron must have an energy that is $m_{p} / m_{e}$ times higher than that of the respec-


FIG. 1. Profile of a fluctuating magnetic field in the vicinity of a viscous discontinuity (according to the data of Bennett and Ellison ${ }^{12}$ ) with the characteristic flow speed profile superimposed on it ( $z$ is measured in units of $\left.c / v_{p i}\right)$.
tive proton to be injected into the Fermi acceleration mechanism. Thus, the problem of electron injection actually reduces to forming a nonthermal electron distribution in energy up to energies of order $\left(m_{p} / m_{e}\right) T_{1}$, where $T_{1}$ is the temperature of the plasma in the undisturbed region. ${ }^{20}$ Here and in what follows we use labels 1 and 3 to indicate quantities that refer, respectively, to the incoming (toward the front) and outgoing (away from the front) flows of plasma. The label 2 indicates quantities that refer to the transition region.

There is no way in which the hybrid-code description of electrons as a liquid can provide information about nonthermal electrons. However, since magnetic-field fluctuations in the transition region of a supercritical shock wave are determined by kinetic instabilities of the ions, which carry a significant portion of the energy dissipated in the shock wave, we can study the effect of magnetic-field fluctuations on the kinetics of the electrons, interpreting the latter as test particles. In such an approach the electrons do not dynamically affect the fluctuations. However, the effect of the electron liquid on the dispersion properties of the waves is taken into account in computer simulation based of hybrid codes. Our model relies on this fact. It allows calculating the electron energy spectrum near a fast quasilongitudinal shock wave with a local Alfvén Mach number of the viscous discontinuity, $M$, smaller than $M<M_{*} \equiv\left(\beta m_{p} / m_{e}\right)^{1 / 2}$, where $\beta$ $=4 \pi P / B^{2}$, with $P$ the plasma pressure. Moreover, the model can be used for computer simulations of electron kinetics in the vicinity of extended, collisionless shock waves with large Mach numbers ( $M>M_{*}$ ) propagating in a turbulent plasma, in particular, of shock waves of supernova shells with Mach
numbers $\sim 100$ and larger (see Sec. 5). In this case, due to nonlinear effects of the interaction of the accelerated particles with the incoming flow of ions there is effective smoothing of the ion speed profile by the pressure of the fact accelerated particles, which penetrate the region of "undis-
 scale of the region of smooth deceleration of the incoming flow, known as the prefront, is $l_{p f} \sim\left(v_{i} / u\right) \lambda_{i}$, where $\lambda_{i}$ and $v_{i}$ are the transport mean free path and the speed of the accelerated nonthermal ions, which carry a significant portion of the flux energy thermalized in the shock wave, and $u$ is the speed of the shock front. A detailed computer simulation of the large-scale structure of such a shock wave that uses standard hybrid codes with a spatial resolution of order $l_{i}$ is difficult since $l_{p f} \gg l_{i}$. Such a shock wave can be successfully modeled by the Monte Carlo method. ${ }^{4}$ It has also been shown that the front of a strong collisionless shock wave consists of an extended prefront and a viscous discontinuity in speed, corresponding to the local Mach number $M$, which is smaller than the total Mach number of the shock wave. ${ }^{1,4,21}$ Here the compression of matter at the discontinuity (on the scale of several hundred $l_{i}$ ) can be much lower than the total compression of the medium in the shock wave with allowance for compression in the prefront.

A remark is in order here. Long before the first results describing the structure of a collisionless shock wave modified by the pressure of nonthermal particles were obtained, physical models of collision shock waves were being used in many-liquid radiative gas dynamics. ${ }^{8,22,23}$ These models predicted the structure of strong shock waves with a prefront. Furthermore, the conditions needed for the realization of discontinuous solutions for shock waves with an isoelectronthermal discontinuity and of continuous flows as functions of the strength of the wave and the radiation pressure before the front were determined. ${ }^{23}$

We allow for the interaction of electrons with the prefront (on scales of order $l_{p f}$ ) in the adiabatic approximation, but study the problem of nonadiabatic heating and acceleration of electrons at the density discontinuity with a Mach number smaller than $M_{*}$ by employing the model developed below. If the local Alfvén Mach number of the incoming flow in a strong shock wave exceeds $M_{*}$, the thermal electron distribution becomes highly anisotropic and mode generation effects of the whistler type become important. Levinson ${ }^{24,25}$ did a detailed study of electron acceleration in strong quasilongitudinal shock waves with $M \geqslant M_{*}$. Earlier, Cargill and Papadopoulos ${ }^{26}$ modeled nonadiabatic electron heating in a quasitransverse shock wave with $M \geqslant M_{*}$ by the hybrid-code method. The calculations showed the heating to be highly efficient. As noted earlier, nonthermal electron distributions could not be studied directly by the hybrid code method.

Note that we have limited our discussion to nonrelativistic shock waves, in which flow dynamics is determined by the ion component. The modeling of relativistic shock waves in an electron-positron plasma is discussed, e.g., in Refs. 27 and 28. In Sec. 2 we discuss the kinetic model for describing the electron spectrum in the vicinity of a collisionless shock wave. In Sec. 3 we examine the effective electron tempera-
ture. Applications of the theory to direct observations of electrons in interplanetary shock waves are studied in Sec. 4. Finally, in Sec. 5 we give a brief description of the applications of our model to galactic sources of hard electromagnetic radiation.

## 2. DESCRIPTION OF MODEL

We consider a collisionless shock wave propagating in a plasma with $\beta \sim 1$. If the Alfvén Mach number of the shock wave meets the condition $M<M_{*}$, the velocity of thermal electrons exceeds that of the shock front. Here the angular distribution of the electrons is almost isotropic.

We assume that the front of a supercritical shock wave is the transition region of finite width $\Delta$ (between the incoming and outgoing plasma flows) within which are strong magnetic-field fluctuations and a vortex electric field. In this work we limit ourselves to a shock wave with a flat front, i.e., front curvature is ignored. The characteristic correlation length $l_{c}$ of fluctuations is comparable to the gyroradii of the ions in the plasma and is much longer than the gyroradii of the electrons whose energy is close to thermal. What is important is that such fluctuations can be directly observed in quasilongitudinal shock waves and are clearly manifest themselves in computer simulations. ${ }^{29}$ Since the distribution of fluctuations in the transition region is probably close to isotropic, ${ }^{10}$ on scales larger than $l_{c}$ the electron motion can be interpreted as spatial diffusion. The transport mean free path of the magnetized electrons, $\Lambda_{2}$, in this case is approximately equal to the correlation length of strong magneticfield fluctuations, $\Lambda_{2} \sim l_{c}$, for electrons with gyroradii smaller than $l_{c}$ and is almost energy independent for $E$ $\leqslant T_{1}\left(m_{p} / m_{e}\right)$ if the spectrum of magnetic-field fluctuations is close to a single-scale one or decreases with increasing wave number $\kappa$ according to a $\kappa^{-\nu}$-law with $\nu \geqslant 2$.

The longitudinal microscopic diffusion coefficient for electrons whose gyroradii are smaller than $l_{c}$ is $k_{z z} \approx v \Lambda / 3$, where $v$ is the electron velocity, and the $z$ axis is directed along the normal to the shock front. The magnetic-field fluctuations are assumed uniformly distributed over the front width and are characterized by the mean-square quantity $\alpha$ $=\overline{(\delta B / B)^{2}}$. In the highly turbulent plasma of the transition region of the shock front, the transport of particles with moderately epithermal energies can be due to transport by stochastic vortices with scales $l$ lying in the interval $l_{c} \geqslant l \geqslant \Delta$. We use the methods of describing of highly turbulent plasmas discussed in Ref. 30. Here the macroscopic coefficient of turbulent electron diffusion (averaged over vortex movements in the scale interval mentioned earlier) in the lowenergy limit is independent of particle velocity.

The fluctuation vortex electric fields induced by chaotic ion flows in the transition region determine the statistical acceleration of electrons. For a strong, quasilongitudinal, supercritical shock wave the effect of electron acceleration by a potential electric field in the transition region can be ignored, since the potential discontinuity at the front is smaller than $0.05 m_{p} u_{1}^{2}$ for $M \sim 5$ and decreases with increasing $M$ (see the review in Ref. 10). A potential field of such magnitude
does not allow the electrons to acquire an energy of order $\left(m_{p} / m_{e}\right) T_{1}$.

To describe the heating and acceleration of a magnetized electron in the shock wave transition region by a vortex electric field, we use the drift transport equation. More precisely, we employ the method developed by Chandrasekhar et al. ${ }^{31}$ for obtaining a transport equation averaged over rapid rotations of the electron, which is then averaged over the ensemble of short-correlated fluctuations of magnetic and hence vortex electric fields. Here, following the approach developed by Toptygin, ${ }^{32}$ we arrive at a transport equation for the isotropic part of the electron distribution function. In the reference frame in which the front is at rest, the isotropic part of the quasi-steady-state electron momentum distribution function $N(z, p)$ normalized to the phase volume element satisfies the following equation in the transition region:

$$
\begin{align*}
k_{z z}(p) & \frac{\partial^{2} N(z, p)}{\partial z^{2}}-u(z) \frac{\partial N(z, p)}{\partial z}+\frac{p}{3} \frac{\partial N}{\partial p} \frac{\partial u(z)}{\partial z} \\
& +\frac{1}{p^{2}} \frac{\partial}{\partial p} p^{2} D(p) \frac{\partial N}{\partial p}=0 \tag{1}
\end{align*}
$$

where

$$
\begin{equation*}
D(p) \approx p^{2} \bar{G}\left(\frac{\delta B}{B_{0}}\right)^{2}\left(\frac{v_{a}}{v}\right)^{2} \frac{v}{l_{c}} \tag{2}
\end{equation*}
$$

Here $u(z)$ is the mean velocity of the ion component of the flux averaged over fluctuations of scales of order $l_{c}$. Within this model, allowance for the effect of slow cyclic front reformation, studied by Scholer, ${ }^{33}$ can be described by a slow time dependence of the quantities averaged over the rapid fluctuations in the transition region. Here, however, we limit ourselves to the statistically steady-state problem. The factor $\bar{G}$ depends on the index of the distribution of the power-law spectrum and the polarization of the magnetic-field fluctuations. ${ }^{32}$ For power-law spectral distributions of fluctuations with an index $\nu \geqslant 2$ and for a Gaussian distribution of unpolarized magnetic-field fluctuations, $\bar{G} \sim 0.1$. Here the mean-square magnetic-field fluctuation $\alpha \approx \bar{G}\left(\delta B / B_{0}\right)^{2}$. The distributions of magnetic-field fluctuations and of the ioncomponent velocity depend on the Mach number of the shock wave. ${ }^{10}$ A detailed procedure of finding these distributions based, say, on hybrid simulations, is also needed for a precise description of the low-energy asymptotic behavior of $D(p)$. The results discussed in Ref. 30 show that in the region of moderate epithermal momenta, $D(p)$ exhibits an asymptotic behavior of the type $D(p) \sim p^{2} G_{1} u_{1} \Delta^{-1}$, which differs from (2) (the latter holds in the high-momentum region). The numerical factor $G_{1}$ and the related momentum limit $p_{a}$, at which the expression (2) is matched with the low-energy asymptotic formula for $D(p)$, depend on the details of the distribution of vortices over scales. ${ }^{30}$ When calculating the models, we parametrized this quantity and studied the dependence of the resulting electron distributions on the parameter $p_{a}$. As we will show shortly, the choice of the value of the parameter for matching the two regimes of the $D$ vs. $p$ behavior has a strong influence on the effective elec-
tron temperature behind the shock front (see Sec. 3) but has very little influence on the fluxes of highly epithermal electrons accelerated by the shock wave. Note that the electron acceleration, which in our model is described by the coefficient $D(p)$, is an analog of the well-known betatron effect.

In some cases, outside the transition region we can ignore the statistical acceleration effect, which is described in the equation by a second-order differential operator (diffusion in momentum due to inelastic electron scattering by magnetic-field fluctuations). This is the case in interplanetary shock waves, for example, where the boundary of free particle escape (see condition (10) below) is at a distance of the order of several $\Delta$ from the transition region of the shock front. Here the derivative $\partial u / \partial z$ is usually also small, since the smoothed flow speed changes little outside the transition region. Then in the incoming and outgoing flows the isotropic part of the electron distribution function satisfies the equation

$$
\begin{equation*}
k_{i} \frac{\partial^{2} N_{i}}{\partial z^{2}}-u_{i} \frac{\partial N_{i}}{\partial z}=0, \quad i=1,3, \tag{3}
\end{equation*}
$$

where $i=1$ corresponds to the incoming flow, $i=3$ corresponds to the outgoing flow, and $k_{i}=k_{z z_{i}}$. This equation has a simple analytic solution, which makes it possible to simplify and speed up calculations of the model. Numerically, it is more convenient to solve the boundary value problem with an equation obtained from (1) for the function $p^{2} N(z, p)$, since for this function the boundary conditions $p=0$ and $p$ $=\infty$ have the simple form $p^{2} N(z, p)=0$. The calculation procedure and the diagrams were set up for this function, but here it is more convenient to discuss the function $N(z, p)$.

At the boundary $z=-\infty$ the $N_{1}(p)=N_{-\infty}(p)$ electron distribution function was taken in form of the thermal Maxwellian distribution with a temperature $T_{1}$ and a power-law correction, the latter describing the background nonthermal electron flux in the incoming flow far from the shock wave (this additional term contains contributions of previous shock waves).

At the boundary between the incoming flow and the transition region we impose the matching conditions for the distribution functions and the fluxes. We also place the origin at this boundary $(z=0)$. Then at $z=0$ we have the boundary conditions

$$
\begin{equation*}
N_{1}(p)=N_{2}(p), \quad J_{1}(p)=J_{2}(p), \tag{4}
\end{equation*}
$$

where the flux $J$ is given by the formula

$$
\begin{equation*}
J_{i}=-k_{i} \frac{\partial N_{i}}{\partial z}-u_{i} \frac{p}{3} \frac{\partial N_{i}}{\partial p} . \tag{5}
\end{equation*}
$$

The first term describes the diffusion flux and the second, the convection flux (related to the motion of medium). In the incoming-flow region, Eq. (2) has an analytic solution satisfying the condition at $-\infty$ :

$$
\begin{equation*}
N_{1}=C_{1}(p) \exp \frac{u_{1} z}{k_{1}}+N_{-\infty} \tag{6}
\end{equation*}
$$

where $C_{1}(p)$ is an arbitrary function found from the boundary conditions. Using this solution and the condition at the
boundary $z=0$, we find that the problem reduces to solving the equation to the right of the boundary $z=0$ with the following conditions at that boundary:

$$
\begin{equation*}
N_{-\infty}+\frac{k_{2}}{u_{1}} \frac{\partial N_{2}}{\partial z}=N_{2} \tag{7}
\end{equation*}
$$

where $u_{1}$ is the speed of the incoming flow, and the subscript " 2 ", corresponds to the transition region. Reasoning along similar lines, we can impose the conditions at the viscous discontinuity in speed inside the transition region at $z=z_{t}$,

$$
\begin{equation*}
N_{2-}(p)=N_{2+}(p), \quad J_{2-}(p)=J_{2+}(p) \tag{8}
\end{equation*}
$$

and at the boundary between the outgoing flow and the transition region at $z=\Delta$,

$$
\begin{equation*}
N_{2}(p)=N_{3}(p), \quad J_{2}(p)=J_{3}(p) \tag{9}
\end{equation*}
$$

This one-dimensional model with diffusion propagation of the particles in the spatially unrestricted outgoing-flow region does not allow for the finiteness of the shock front and the related restrictions on the acceleration efficiency. In particular, one must bear in mind that most electrons that have moved away from the front in the outgoing-flow region to distances of the order of the transverse size of the shock wave leave the system, due to diffusion and the drag by large-scale flow, and do not participate in further acceleration. We allow for this effect by imposing an additional boundary condition in the outgoing-flow region at a distance $z_{f e}$ of the order of the transverse dimensions of the front. The condition is that of free escape of the electrons that have passed this boundary $\left(z=z_{f e}\right)$ and are freely moving in the right half-plane:

$$
\begin{align*}
& N_{3-}(p)=N_{3+}(p), \quad \mathbf{J}_{3-}(p)=\mathbf{J}_{3+}(p), \\
& \mathbf{J}_{3+}(p)=\int_{p_{z}>0} \mathbf{v} F d \Omega_{\mathbf{p}} \tag{10}
\end{align*}
$$

with $F$ the electron distribution function, which in the diffusion approximation ${ }^{32}$ has the form

$$
\begin{equation*}
F(\mathbf{r}, \mathbf{p}, t)=\frac{1}{4 \pi}\left(N(\mathbf{r}, p, t)+\frac{3}{v^{2}} \mathbf{v} \cdot \mathbf{J}(\mathbf{r}, p, t)\right) . \tag{11}
\end{equation*}
$$

Equation (2) in the outgoing-flow region has an analytic solution that is similar to that in the incoming-flow region:

$$
\begin{equation*}
N_{3}=C_{2}(p) \exp \frac{u_{3}(z-\Delta)}{k_{3}}+C_{1}(p) \tag{12}
\end{equation*}
$$

where $C_{1}(p)$ and $C_{2}(p)$ are arbitrary functions determined by the boundary conditions. Using the explicit form of the solution and the conditions at the boundaries $z=\Delta$ and $z$ $=z_{f e}$, we find that the problem reduces to solving Eq. (1) in the transition region with a condition at the boundary $z=\Delta$,

$$
\begin{align*}
& -k_{2} \frac{\partial N_{2}}{\partial z} f-u_{3} \frac{p}{3} \frac{\partial}{\partial p}\left(N_{2}-\frac{k_{2}}{u_{3}} \frac{\partial N_{2}}{\partial z}+\frac{k_{2}}{u_{3}} \frac{\partial N_{2}}{\partial z}\right) \\
& \quad=\frac{v}{2}\left(N_{2}-\frac{k_{2}}{u_{3}} \frac{\partial N_{2}}{\partial z}+\frac{k_{2}}{u_{3}} \frac{\partial N_{2}}{\partial z} f\right), \tag{13}
\end{align*}
$$

where $f=\exp \left\{\left[u_{3}\left(z_{f e}-\Delta\right)\right] / k_{3}\right\}$, and a condition at the boundary $z=0$,

$$
\begin{equation*}
N_{-\infty}+\frac{k_{2}}{u_{1}} \frac{\partial N_{2}}{\partial z}=N_{2} . \tag{14}
\end{equation*}
$$

It is now convenient to go over to the dimensionless variables $\tilde{z}=z / \Delta$ and $\tilde{p}=p / p_{T}$ and the dimensionless speed $u(z)=u(z) / u_{1}$, where $p_{T}=\sqrt{2 m_{e} k T}$ is the thermal momentum. Then the problem can be characterized in a natural way by two dimensionless quantities, the parameter $\alpha$ and the parameter $\Gamma=u_{1} \Delta / v \Lambda$ calculated for electrons with $\tilde{p}=1$. The parameter $\Gamma$ depends on the strength of the shock wave and is linked to the Alfvén Mach number through the relationship $\Gamma \propto M\left(m_{e} / \beta m_{p}\right)^{1 / 2}\left(\Delta / l_{c}\right)$. Generally speaking, the width $\Delta$ of the transition region depends on the Mach number of the shock wave. ${ }^{10}$ Recall that the applicability of the adopted model is limited by the condition imposed on the local Mach number of the viscous discontinuity in speed: $M\left(m_{e} / \beta m_{p}\right)^{1 / 2} \leqslant 1$. The parameter $\alpha$, introduced above, characterizes the amplitude and spectral distribution of magnetic-field fluctuations in the shock wave.

After we have found the distribution function, we can determine the electron flux registered by the detector:

$$
\begin{equation*}
J(E)=v p^{2} N(p(E)) \frac{d p}{d E} \tag{15}
\end{equation*}
$$

For typical magnetic-field fluctuation spectra, the electron mean free path $\Lambda(p)$ increases with momentum. ${ }^{32}$ The exact shape of this dependence is determined by the spectrum of magnetic inhomogeneities and the large-scale motion of the medium.

In our calculations of the electron distribution function we used the following dependence:

$$
\Lambda_{2}(p)= \begin{cases}l_{c}, & \tilde{p} \leqslant \tilde{p}_{*} \\ l_{c}\left(\tilde{p} / \tilde{p}_{*}\right)^{\zeta}, & \tilde{p} \geqslant \tilde{p}_{*}\end{cases}
$$

According to the results of Sec. 2, we have $\tilde{p}_{*}$ $=\left(m_{p} / m_{e}\right)^{1 / 2}$. The exponent $\zeta$ depends on the spectrum of magnetic fluctuations on scales larger than the proton gyroradius. Under typical conditions, $0 \leqslant \zeta \leqslant 1$. What is important is that if $\Gamma \gg 1$, epithermal electron transport in the transition region and in region 3 is determined by turbulent vortex fluctuations of the plasma macroscopic speed. Then, in the low-energy region, both the transport electron mean free path and the spatial diffusion coefficient are energy-independent and are determined by the properties of the turbulence. ${ }^{30}$ The value of the turbulent diffusion coefficient is estimated at $k_{2} \approx u_{2} \Delta_{*}$ for electron with momenta $p \leqslant p_{a}$. Here $\Delta_{*}$ is the mixing length, which is much smaller than $\Delta$. Measurements from observations or numerical modeling of the polarization and the correlation function of fluctuations in the macroscopic speed would make it possible to use, instead of estimates, the detailed theory of calculations of transport coefficients in highly turbulent plasma described in Ref. 30. We know of no measurements of these fluctuation parameters. Hence in this paper we study two cases: that of electron transport within the transformation region of a shock wave due to scattering by magnetic-field fluctuations $\left(p_{a} \sim p_{T}\right)$, and that of low-energy electron transport via turbulent diffu$\operatorname{sion}\left(p_{a} \gg p_{T}\right)$.

Figures 2 and 3 depict the results of calculating the electron distribution function at the transition-region boundaries: the two solid curves in each figure correspond to the spectra at the points $\tilde{z}=0$ and $\tilde{z}=1$. The modeling was done for a bare distribution $N_{-\infty}(p)$ equal to the Maxwellian distribution of electrons with a temperature $T_{1}$ and of unit concentration. The dotted curves in Figs. 2 and 3 represent the approximations of the low-energy part of the electron distribution by Maxwellian functions; also indicated are the effective temperatures measured in units of $T_{1}$ (for more details see Sec. 3). The calculations were done for two different values of the shock parameters. Figure 2 depicts the results of calculations for a boundary condition at point $\tilde{z}$ $=1$ corresponding to the diffusion propagation of electrons in the outgoing flow. The results of calculations of the electron distribution function for a shock wave with electron transport in the transition region due to scattering by magnetic-field fluctuations $\left(p_{a} \sim p_{T}\right)$ are shown in Figs. 2a and 2 b . The model with turbulent low-energy electron transport $\left(p_{a} \gg p_{T}\right)$ in the transition region of the shock wave leads to the distributions depicted in Figs. 2c and 2d. Note the substantial difference between the effective temperatures under relatively small variations in the high-energy asymptotic behavior for these two cases.

The electron spectra for finite-sized systems in which the particles freely leave the plane $\tilde{z}=1$ are depicted in Fig. 3. Figures 3 a and 3 b correspond to the case where $p_{a} \sim p_{T}$, and Figs. 3 c and 3 d to the case where $p_{a} \gg p_{T}$. The differences between systems with different conditions of particle escape from the acceleration region become especially evident when one analyzes high-energy asymptotic behavior. For systems with diffusion particle propagation in the outgoing-flow region there forms an asymptotic power-law distribution of high-energy electrons with an exponent determined by the shock-wave compression ratio (Fig. 2). This distribution corresponds to standard first-order Fermi acceleration of test particles. ${ }^{1}$ For systems with free escape, the asymptotic distribution of high-energy particles drops off exponentially (see Fig. 3).

## 3. EFFECTIVE ELECTRON TEMPERATURE

A specific feature of all shock waves, both collisional and collisionless, is the possibility of strong nonadiabatic heating of the medium after the passage of the shock front. ${ }^{8,34}$ In standard single-liquid collision shock waves, the heating of the medium behind the front is determined via the Hugoniot shock adiabat, which for strong shock waves yields the $T_{2}^{H} / T_{1} \propto M^{2}$ law. In a multicomponent system, the quantity $T_{2}^{H}$ calculated via the shock adiabat is no more the temperature of the separate component even for a collision shock wave and determines an average quasiequilibrium temperature. For a collisionless shock wave, a substantial portion of the energy of the incoming flow is transferred to nonthermal particles and vibrational modes. The assumption that there is local thermodynamic equilibrium behind the front, which is used to obtain the Hugoniot shock adiabat, may be violated very significantly.

The spectrum of the electrons behind the front of a collisionless shock wave is highly nonthermal, but in some



FIG. 2. Electron distribution function in the vicinity of a shock wave with $\Gamma=5$ for a diffusion boundary condition. The dotted curves represent the approximations of the peak in the distribution by Maxwellian functions with effective temperatures: (a) and (b), calculations for $p_{a} \sim p_{T}$; (c) and (d), calculations for $p_{a} \gg p_{T}$. Here $\alpha=0.4$ ((a) and (c)), and $\alpha=0.1$ ((b) and (d)).

FIG. 3. The same as in Fig. 2 but for the case in which the electrons freely leave the surface $\tilde{z}=1$.


FIG. 4. Dependence of the effective temperature of accelerated electrons on parameter $\Gamma$ at $\alpha=0.5$. Curves 1 , 2,3 , and 4 have been calculated for $p_{a} \sim p_{T}$, and curves 5 have been calculated for $p_{a}>p_{T}$. For curves 1 and 5 , the length of the electron path was assumed to be momentum-independent. For curves 2,3 , and 4 the exponent in the momentum dependence of the length of the electron path is $0.3,0.5$, and 1 , respectively.
cases in the low-energy region near the peak in the distribution it can be approximated adequately by the Maxwellian distribution with an effective temperature $T_{2}^{\text {eff }}$, which distribution then smoothly transforms into a power-law distribution for the accelerated particles (see Fig. 2). The problem of the ratio of the effective temperature of the particles behind the front of the collisionless shock wave to the temperature $T_{2}$ obtained via the Hugoniot adiabat is of interest both from the viewpoint of understanding the transport energyrelaxation processes in a shock wave and from the viewpoint of numerous applications. In collisionless shock waves, the temperature $T_{2}^{H}$ is not an observable, but the ratio $T_{2}^{\text {eff }} / T_{2}^{H}$ may serve as a measure of effectiveness of electron heating. The effective temperature can be observed. In shock waves in the interplanetary medium, this temperature is determined by direct measurements of spectral electron fluxes. ${ }^{10}$ Observations of soft x-rays emitted by collisionless shock waves make it possible to estimate the effective temperature $T_{2}^{\text {eff }}$ of the electrons behind the fronts of such waves in supernova remnants (see the review in Ref. 34) and in the vicinity of high-speed clouds, where a large nonthermal excess of x-rays is also observed. ${ }^{35}$ The above model makes it possible to explain the observed excess of x-rayphotons as the bremsstrahlung from the high-energy part of the nonthermal electron distribution.

We have numerically modeled the effective electron temperature as a function of the Mach number. Calculations in the modeling process involved calculating $T_{2}^{\text {eff }}$ as a function of $\Gamma$ for various values of the parameter $p_{a}$. Recall that the parameter $p_{a}$ characterizes the role of turbulent electron transport by vortices inside the transformation region. If $p_{a}$ $\sim p_{T}$, the role of turbulent transport is minor, and transport occurs only due to scattering by magnetic-field fluctuations.

Remaining within the model of collisionless heating and accelerating of electrons in the shock wave transition region by magnetic-field fluctuations with a coherence length $l_{c}$ $\sim l_{i}$, we can approximate the effective heating by the $T^{\text {eff }} / T_{1} \propto \Gamma^{a}$ law (curves 1 in Fig. 4). Here the quadratic law holds approximately for both a diffusion boundary condition at the boundary of the extended outgoing-flow region (curve

1 in Fig. 4a) and in condition of free escape (curve 1 in Fig. $4 \mathrm{~b})$. This result coincides with the dependence that holds for strong shock waves in a medium with collisions, which ensure local equilibrium in the outgoing-flow region. Nonadiabatic heating in a collisionless shock wave with $\Gamma \sim 10$ is predominant up to mean-square field amplitudes $\alpha \leqslant 0.01$.

In collisionless shock waves, for models with different electron scattering laws in the transition region of the front the function $T^{\text {eff }}(\Gamma)$ differs dramatically. In our model, the scattering of electrons with an energy lower than $\left(m_{p} / m_{e}\right) T_{1}$ is nonresonant. To formulate observational tests for verifying the model, we also modeled the $T^{\text {eff }}(\Gamma)$ functions that emerge if the conditions for nonresonant scattering are violated.

When the transition region contains small-scale $\left(<l_{i}\right)$ resonant fluctuations, the transport electron mean free path depends on electron momentum. This changes the function $T^{\text {eff }}(\Gamma)$. Curves 2, 3, and 4 in Fig. 4, corresponding to $\zeta$ $=0.3,0.5$, and 1 , respectively, illustrate this fact. For instance, for an electron mean free path proportional to the electron gyroradius ( $\zeta=1$ ), which corresponds to Bohm diffusion, we have $T^{\mathrm{eff}} / T_{1} \propto M^{a}$ with $a \approx 1$. The curves 4 in Fig. 4 represent the function $\Gamma^{\mathrm{eff}}(\Gamma)$ in this model.

When $p_{a} \gtrdot p_{T}$, turbulent electron transport by developed vortex turbulence in the shock wave transition region is predominant. In this case, effective electron heating can be suppressed even for strong shock waves, which is illustrated by curves 5 in Fig. 4.

The difference in the models discussed makes it possible to formulate observational tests. Indeed, fluxes of observed soft x-rays from the shock waves from supernovas are sensitive to the value of $T^{\text {eff }}$. Hence there is the possibility of statistically analyzing the residues with the measured (via optical lines) speeds of shock waves and the effective temperatures (determined through x-ray measurements) so as to verify the dependence of the effective electron temperature on the front speed and hence to find $T^{\mathrm{eff}}(\Gamma)$. Another possible test is related to the fact that efficient electron heating in a shock wave with developed vortex turbulence is extremely weak in the transition region (greater by a factor of
approximately 2.5 even for $\Gamma \geqslant 10$ ), while $T^{\text {eff }}$ is at least ten times higher if electron transport due to scattering by magnetic-field fluctuations is the predominant mechanism (Fig. 4). Since the high-energy electron fluxes accelerated by the shock wave are of the same order for these two cases, we can select the correct electron-transport mechanism by analyzing the ratio of the fluxes of radiation from the shock wave in the x-rayand $\gamma$-ray windows.

## 4. ACCELERATION OF ELECTRONS BY SHOCK WAVES IN THE INTERPLANETARY MEDIUM

Modeling the effects of generation of nonthermal electrons by collisionless shock waves in a laboratory is extremely difficult. Information about the spectra of electrons accelerated by shock waves outside the heliosphere can be extracted only indirectly, i.e., either by analyzing the observed electromagnetic radiation from objects (radio waves and gamma rays) or by studying the features of spectra of cosmic electrons and positrons observed near the Earth's orbit. At present, measuring the electron spectra in the vicinity of shock waves in the interplanetary medium with space probes is the only direct method of investigating such phenomena. Such measurements have been carried out for several decades. ${ }^{13,9}$ The results of observing 37 shock waves by the ISEE-3 in the interplanetary medium have been summed up in the review in Ref. 9. The detectors on board ISEE-3 and several other satellites have established the existence of several typical classes of events related to the passage of shock waves. The nature of these events differs for protons and electrons and strongly differs for longitudinal and transverse shock waves. We modeled the spectra of nonthermal electrons in the vicinity of quasilongitudinal shock waves on the basis of the theory discussed above, with allowance for the features of collisionless shock waves in interplanetary plasma.

Usually, shock waves in the interplanetary medium are not strong enough to form a prefront but are strong enough to ensure a compression ratio of about four at the viscous discontinuity. The region of the incoming flux, the region of the outgoing flow, and the transition region (the discontinuity) are clearly visible in the speed profile of the ion component. In the transition region, the electron distribution function obeys Eq. (1). For shock waves in the interplanetary medium, at distances of about 1 AU from the Sun (i.e., at the Earth's orbit, where many satellites measurements are carried out), the characteristic front width $\Delta$ is probably $10^{9} \mathrm{~cm}$ and the characteristic transverse dimensions do not exceed $10^{13} \mathrm{~cm}$. The typical value of the electron mean free path in the interplanetary medium (far from the shock front), $\Lambda_{\infty}$, is roughly $10^{12} \mathrm{~cm}$ at energies of about 100 keV , but the mean free path is much shorter in the vicinity of the shock wave transition region because of the sharp increase in the magnetic-field fluctuation amplitude. Since the electron mean free path is comparable to the size of the shock wave, we must allow for the fact that the problem is not onedimensional. This is effectively taken into account by our model by introducing a boundary for the free escape of the accelerated particles.

In the region of the incoming flow before the shock front, the electrons freely leave the acceleration region in view of the large value of $\Lambda_{\infty}$. This corresponds to the condition for free escape at $\tilde{z}=0$. The electron spectrum and the time dependence of the fluxes measured by the ISEE-3 satellite can be obtained via calculations if one assumes that the electron mean free path near the shock wave behind the front, $\Lambda_{3}$, is roughly $10^{9} \mathrm{~cm}$, which agrees with estimates made on the basis of the model. Within the model, this leads to the condition for free escape at the boundary $\tilde{z}=300$. Electrons that have reached this boundary leave the acceleration region.

According to the observational data provided by the ISEE-3 satellite, the electron spectrum in the interplanetary medium far from shock waves has a highly nonthermal nature and can be described by the sum of the Maxwellian thermal spectrum and a nonthermal power-law background. According to observations, ${ }^{9}$ the nonthermal background undergoes strong temporal and spatial variations. Our model requires specifying a bare electron distribution function in the incoming flow at $-\infty$. Hence, to describe the acceleration in the entire energy range, we must know the electron temperature and concentration before the shock wave and the parameters of the nonthermal background. The background flux of nonthermal electrons in the "undisturbed" interplanetary medium in the course of observing the shock wave was also measured by the same detector on board the ISEE-3 satellite. ${ }^{9}$ The calculations fixed the initial distribution of the electrons in the incoming flow $(z \rightarrow-\infty)$ in the form of a superposition of the thermal Maxwellian distribution characterized by two parameters, the temperature $T$ and the concentration $N$, and a nonthermal background flux in the undisturbed medium far from the shock front.

The results of calculations of the electron flux in our model with the parameters $\alpha=0.2$ and $\Gamma \approx 5$ and a typical (for the interplanetary medium) incoming flow with $N_{e}$ $=3 \mathrm{~cm}^{-3}$ and $T_{1}=10^{5} \mathrm{~K}$ are depicted in Fig. 5 along with the results from ISEE-3 observations of a quasiperiodic shock wave in the interplanetary medium. ${ }^{9}$ The speed of the shock front amounted to $422 \mathrm{~km} \mathrm{~s}^{-1}$, and the angle of inclination the field to the front was $22^{\circ}$. The parameters $\alpha$ and $\Gamma$ were determined via magnetic field observations ${ }^{9}$ and the results of calculations of the shock front structure based on hybrid codes, ${ }^{12}$ which yielded $\alpha \approx 0.2$ and $\Gamma \approx 5$. The most significant uncertainty in determining $\alpha$ is related to the assumption about the nature of the polarization and about the magnetic-field fluctuation spectrum in the transition region, which affects $\bar{G}$. Our model makes it possible to quantitatively describe the typical observable features of electron events in supercritical shock waves: a sharp (severalfold) increase in the intensity of the electron fluxes in the vicinity of the transition region and the subsequent slow decrease of the intensity of the flux of nonthermal electrons over times of about one hour (see Fig. 5). Moreover, the observed electron flux exhibits intense short bursts about ten minutes long ('spikes'). Two such spikes are clearly visible in Fig. 5. The duration of the spikes corresponds to the characteristic time it takes the electrons to be accelerated to energies of


FIG. 5. Calculation of the time evolution of the electron flux (thin lines) in the vicinity of an interplanetary shock wave (the speed of the shock front is $422 \mathrm{~km} \mathrm{~s}^{-1}$, and the field's inclination angle is $22^{\circ}$ ) for three energy intervals. Electron flux measurements obtained by the ISEE-3 satellite ${ }^{9}$ are depicted by heavy lines. The observation time in hours labels the horizontal axis.
order 1 keV at the shock front. Hence, in our model, the origin of the spikes can be explained by the passage of narrow fluctuations of the electron density (with a duration of less than 1 min ), registered in the flow before the shock front, through the shock front (see Fig. 5). Figure 5 clearly shows that the model provides a satisfactory description of the observed evolution of the nonthermal electron flux in the vicinity of the shock wave.

The study of electron spectra in the solar wind was one of the goals of the ACE space laboratory launched by NASA in 1997. In particular, the SWEPAM monitor analyzes the energy spectra of low-energy electrons (from 1 eV to 1240 eV ). Two spectrometers of the EPAM device with a geometric factor of $0.48 \mathrm{~cm}^{2}$ sr each are intended for observing fluxes of electrons with an energy higher than 30 keV . Along with observations of electron fluxes, observations of magnetic-field fluctuations (by the MAG magnetometer) and other parameters of the solar wind can be conducted. Observations of nonthermal electrons done by the ACE laboratory will make it possible to thoroughly compare the data and the results obtained in our model at low (up to 1.25 keV ) and at high energies.

## 5. ACCELERATION OF ELECTRONS BY EXTENDED SHOCK WAVES IN A TURBULENT MEDIUM

The theory of generation of nonthermal electrons by shock waves described in Secs. 1-3 can also be used in modeling distant galactic and extragalactic objects. Direct measurements of electron distributions outside the solar system are impossible, so that the model must describe the generation of electromagnetic radiation, both thermal and nonthermal, by electrons accelerated by shock waves. Here we briefly touch on two classes of objects.

The high-speed clouds falling onto the galactic plane actively interact with the matter of the disk. The velocities of these extended objects occupying an appreciable fraction of the celestial sphere above the Galaxy are determined from radio observations of neutral hydrogen HI in the $21-\mathrm{cm}$ line. The typical values of these velocities are $\sim 150 \mathrm{~km} \mathrm{~s}^{-1}$. Since the velocities of the clouds exceed the phase velocities of magnetoacoustic and Alfvén perturbations in the galactic medium, the interaction of the clouds and the matter of the halo and disk of the Galaxy must be accompanied by shock wave formation. Observations of the hard electromagnetic
radiation indicated that there are large surpluses of such radiation, which probably formed in the regions where the high-speed clouds interact with the Galaxy. ${ }^{35}$ One can assume that the soft x-rays and the hard $\gamma$-radiation have the same nature and origin. Then the sources of such radiation are the nonthermal particles, mostly electrons, accelerated by shock waves formed as a result of interaction of the cloud and the matter of the halo and disk of the Galaxy. Taking the values $\sim 1 \mu \mathrm{G}$ and $\sim 3 \times 10^{-3} \mathrm{~cm}^{-3}$ as estimates of the magnetic field strength and the plasma density in the halo of the Galaxy, we find that the magnetoacoustic Mach number of the shock wave is roughly 3 . This is quite sufficient for the wave to be supercritical, although the wave is not strong enough to form a prefront and is even not strong enough to ensure the maximum possible compression ratio equal to 4 . Using this model yields results that are fully consistent with the observed spectra (for more details see Ref. 35).

Supernova remnants are among the brightest nonthermal sources, emitting radiation over a broad range, from radio waves to hard $\gamma$ rays. ${ }^{36-40}$ A sizable fraction of the enormous amount of energy released in the explosion of a star ( $\sim 10^{51} \mathrm{erg}$ ) goes into the shell in the form of kinetic energy; the shell expands at supersonic velocity into the ambient medium. This expansion leads to formation of a strong collisionless shock wave with a Mach number reaching several hundreds (see, e.g., Refs. 1 and 3). An important role in the formation of the observed spectrum of nonthermal electromagnetic radiation emitted by supernova remnants is played by the emission from electrons accelerated by shock waves at the shell boundary. At present there is clear observational evidence of electron acceleration in the supernova remnant SN1006 up to energies of order $10^{14} \mathrm{eV}$ (Ref. 36). Let us discuss the possibility of applying our model of generation of nonthermal electrons to shock waves from supernovas.

In extended shock waves with large Mach numbers that propagate in a turbulent medium there is effective transformation of the kinetic energy of the incoming flow into nonthermal particles and waves. Here, due to the interaction between nonthermal ions penetrating the incoming flow to a distance of order $l_{p f}$ and slowing it down, the speed profile is the region of adiabatic decrease of the speed, known as the prefront. The prefront is followed by the viscous discontinuity in speed. The characteristic prefront size is usually several orders of magnitude greater than the characteristic size


FIG. 6. (a) Calculated electron flux in the vicinity of the shock wave from a supernova shell, and (b) the expected spectrum of the electromagnetic radiation for the electron distribution in Fig. 6a.
of the transition region and the viscous discontinuity. The viscous discontinuity in speed has a much smaller amplitude than the discontinuity in a shock wave with the same compression ratio but without a prefront.

In this problem one must distinguish between the total Mach number of a shock-wave with a prefront and the local Mach number of the viscous discontinuity in speed, which is much smaller than the total Mach number. A description of the large-scale $\left(\sim l_{p f}\right)$ structure of the front of a strong shock wave can be found in Ref. 19, where it is shown that the local Mach number $M$ at a viscous discontinuity does not exceed $M_{*}$. For this reason we used the model in calculating the absolute electron fluxes in the vicinity of the strong shock wave of a supernova remnant propagating in a medium with typical parameters, a temperature $T=3 \times 10^{5} \mathrm{~K}$ and a concentration $n=1 \mathrm{~cm}^{-3}$. The electron transport mean free path in the external medium ahead of the shock front depends on the spectrum of magnetic inhomogeneities in the undisturbed interstellar medium: $\Lambda_{1}(p) \sim \sqrt{p}$ (see Ref. 3). The magnetic field strength inside a remnant is $10^{-4} \mathrm{G}$. The total compression ratio in the shock wave amounted to 50 , while the compression ratio at the viscous discontinuity amounted to roughly 2 . The results of the calculations are illustrated by Fig. 6. Figure 6a depicts the calculated electron spectrum for a strong shock wave modified by the accelerated particles. Here the nonthermal electron spectrum exhibits three characteristic sections, whose origin is due to the structure of the strong shock wave modified by the accelerated particles. The low-energy part of the spectrum corresponds to electron heating in a narrow transition region of the shock wave in the vicinity of a viscous discontinuity. Note that here we modeled the case in which $p_{a} \sim p_{T}$. As the energy of the accelerated electrons increases, so does their mean free path in the prefront, and with the increasing mean free path the electrons effectively 'feel'' the increasing compression ratio in the shock wave, with the result that the electrons are accelerated by the Fermi mechanism more efficiently (see also Refs. 19 and 24). This leads to a situation in which, as the energy increases, the spectrum first becomes less steep and then, at high energies, again becomes steeper due to energy losses by relativistic electrons to synchrotron
radiation and escape of particles from the acceleration region.

Such a shape of the electron spectrum makes it possible to match the spectra of radio waves and x-rays observed in some supernova remnants. The results of calculating the electrons of the electromagnetic radiation emitted by electrons that are accelerated by shock waves are depicted in Fig. $6 b$. The emission spectrum is calculated with allowance for the synchrotron radiation emitted by electrons in the magnetic fields of a supernova remnant and the bremsstrahlung from high-energy electrons in the surrounding plasma. A contribution to radiation with an energy higher than 100 MeV (not shown in Fig. 6) will also be provided by the Compton scattering of low-energy (radio and optical) photons by relativistic electrons (the inverse Compton effect). A detailed quantitative comparison of the calculated spectra and the observed radiation from supernova remnants lies outside the scope of the present work, whose main goal was to develop a theory of generation of electrons by collisionless shock waves.
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#### Abstract

As a result of an investigation of the real collision integral for paramagnetic atoms, we have obtained a criterion for propagation of spin waves in a spin-polarized Boltzmann gas. The main condition for propagation of weakly damped spin waves is a high anisotropy of the atomic scattering amplitude with predominance of the forward scattering. This condition is different from those suggested in earlier publications. Our results indicate that the range of paramagnetic gases where weakly damped spin waves can propagate at the room temperature is considerably wider than it was assumed previously. One example is vapors of alkali metals ( $\mathrm{Na}, \mathrm{Cs}$, and Rb ), where the degree of electron spin polarization can be very high. © 1999 American Institute of Physics. [S1063-7761(99)00703-9]


## 1. INTRODUCTION

In gases described by the Boltzmann statistics in the absence of applied electric and magnetic fields, the only propagating collective mode is an acoustic wave. A possibility of collective spin oscillations in a paramagnetic gas was first suggested by Silin. ${ }^{1}$ In 1977 Aronov $^{2}$ analyzed spin-wave oscillations in semiconductors. Intense interest in propagation of spin waves in gases, however, was generated by the publication by Bashkin in the 1980s. ${ }^{3}$ That paper predicted the existence of weakly damped spin waves in spin-polarized Boltzmann gases and determined conditions for their propagation. The criterion for the existence of a new collective mode in a spin-polarized gas was formulated in terms of its '"quantum"' property: the average de Broglie wavelength $\Lambda$ should be considerably larger than the range of interaction between atoms, $r_{0}$.

Although the number of publications dedicated to the dynamics and kinetics of spin-polarized gases has been quite considerable (see Ref. 4 and references therein), the criterion for the existence of spin waves remained unchanged, irrespective of the fact that it was based on purely qualitative reasons. ${ }^{5}$ An important point is that this criterion led to a very severe limitation on the gas temperature, so that most gases should condense at temperatures higher than those prescribed by this criterion. For this reason, the only remaining candidates were the spin-polarized hydrogen, $\mathrm{H} \uparrow$, and ${ }^{3} \mathrm{He} \uparrow$. The existence of spin waves in these two gases was confirmed by experiments, although the detected waves were not weakly damped. ${ }^{6,7}$ Note that it is the nuclear spin that is considered in this specific case.

This paper suggests a criterion for propagation of spin waves in a spin-polarized Boltzmann gas based on a detailed investigation of the collision integral. It turns out that the main parameter that controls propagation of spin waves in Boltzmann paramagnetic gases is the real part of the forward exchange scattering amplitude. Moreover, in conventional gases, where scattering of atoms is semiclassical in nature and highly anisotropic, the situation is more favorable than in 'quantum'" gases, where scattering is almost isotropic ( $s$-wave scattering). ${ }^{8}$ This criterion differs from those given in previous publications. ${ }^{3-6}$ As a result, the range of paramagnetic gases where weakly damped spin waves can propagate at temperatures about the room temperature is extended considerably. One can take as examples vapors of alkali metals ( $\mathrm{Na}, \mathrm{Cs}$, and Rb ), where the degree of spin polarization can be high. ${ }^{9}$

## 2. COLLISION INTEGRAL IN BOLTZMANN SPIN-POLARIZED GAS

This paper considers a collision integral calculated previously. ${ }^{10,11}$ The spin sublevels in question are degenerate in the absence of magnetic field. In such cases, the collision integral ${ }^{11}$ is identical to the Waldmann-Snider integral. ${ }^{10}$ Nonetheless, since our previous publication ${ }^{11}$ contains misprints, here we give first a general expression for the collision integral St for arbitrary, not necessarily degenerate, systems:

$$
\mathrm{St}_{\alpha \alpha^{\prime}}(p)=-i\left[I_{\alpha \alpha^{\prime}}(p)-I_{\alpha^{\prime} \alpha}^{*}(p)\right] ;
$$

$$
\begin{aligned}
I_{\alpha \alpha^{\prime}}(p)= & (2 \pi)^{3} \hbar^{2}\left\{\int d p_{1} T_{\alpha \lambda \theta \sigma}\left(\frac{p-p_{1}}{2}, \frac{p-p_{1}}{2}\right) \exp \left(i \frac{\mathscr{E}_{\alpha^{\prime} \lambda \theta \sigma} t}{\hbar}\right) f_{\sigma \lambda}\left(p_{1}\right) f_{\theta \alpha^{\prime}}(p)+\int d p^{\prime} d p_{1}^{\prime} d p_{1} \delta\left(p+p_{1}-p^{\prime}-p_{1}^{\prime}\right)\right. \\
& \left.\times \exp \left(i \frac{\mathscr{C}_{\tau_{1} \tau_{2} \tau_{3} \tau_{4}}}{\hbar}\right) \frac{T_{\alpha \lambda \tau_{3} \tau_{4}}\left(\left(p-p_{1}\right) / 2,\left(p^{\prime}-p_{1}^{\prime}\right) / 2\right) T_{\alpha^{\prime} \lambda \tau_{1} \tau_{2}}^{*}\left(\left(p-p_{1}\right) / 2,\left(p^{\prime}-p_{1}^{\prime}\right) / 2\right)}{\left(p-p_{1}\right)^{2} / 4 m-\left(p^{\prime}-p_{1}^{\prime}\right)^{2} / 4 m+\mathscr{E}_{\tau_{1} \tau_{2} \alpha^{\prime} \lambda}-i 0} f_{\tau_{3} \tau_{1}}\left(p^{\prime}\right) f_{\tau_{4} \tau_{2}}\left(p_{1}^{\prime}\right)\right\}
\end{aligned}
$$

Here $p$ is the momentum, $m$ is the mass, the subscripts are quantum numbers of internal particle states, $\hat{f}(p)$ is the Wigner matrix, $\hat{T}$ is the scattering $T$-matrix, and, finally,

$$
\mathscr{E}_{\alpha \beta \gamma \delta}=E_{\alpha}+E_{\beta}-E_{\gamma}-E_{\delta}
$$

( $E_{\alpha}$ and $E_{\beta}$ are the energies of internal particle states).
This paper considers the case of full degeneracy of the internal (spin) states of particles: $\mathscr{E}_{\alpha \beta \gamma \delta}=0$. In this case, the collision integral has the form (compare with Ref. 10)

$$
\begin{align*}
\mathrm{St}_{\alpha \alpha^{\prime}}(p)= & -i(2 \pi)^{3} \hbar^{2} \int d p_{1}\left[T_{\alpha \lambda \theta \sigma}\left(\frac{p-p_{1}}{2}, \frac{p-p_{1}}{2}\right)\right. \\
& \times f_{\sigma \lambda}\left(p_{1}\right) f_{\theta \alpha^{\prime}}(p)-T_{\alpha^{\prime} \lambda \theta \sigma}^{*}\left(\frac{p-p_{1}}{2}, \frac{p-p_{1}}{2}\right) \\
& \left.\times f_{\lambda \sigma}\left(p_{1}\right) f_{\alpha \theta}(p)\right]+(2 \pi)^{4} \hbar^{2} \\
& \times \int d p^{\prime} d p_{1}^{\prime} d p_{1} \delta\left(p+p_{1}-p^{\prime}-p_{1}^{\prime}\right) \\
& \times \delta\left(\frac{\left(p-p_{1}\right)^{2}}{4 m}-\frac{\left(p^{\prime}-p_{1}^{\prime}\right)^{2}}{4 m}\right) T_{\alpha \lambda \tau_{3} \tau_{4}} \\
& \times\left(\frac{p-p_{1}}{2}, \frac{p^{\prime}-p_{1}^{\prime}}{2}\right) T_{\alpha^{\prime} \lambda \tau_{1} \tau_{2}}^{*} \\
& \times\left(\frac{p-p_{1}}{2}, \frac{p^{\prime}-p_{1}^{\prime}}{2}\right) f_{\tau_{3} \tau_{1}}\left(p^{\prime}\right) f_{\tau_{4} \tau_{2}}\left(p_{1}^{\prime}\right) . \tag{1}
\end{align*}
$$

Here the Hermitian property of the Wigner matrix is taken into account.

In studying small perturbations, we will use a linearized collision integral, in which the Wigner matrix has the form

$$
\begin{equation*}
f_{\alpha \alpha^{\prime}}(p)=\frac{1}{2} f^{(0)}(p)\left[C_{\alpha \alpha^{\prime}}+\varphi_{\alpha \alpha^{\prime}}(p)\right] \tag{2}
\end{equation*}
$$

Here $f^{(0)}(p)$ is the equilibrium Maxwell distribution function over particle momenta, $C_{\alpha \alpha^{\prime}}$ is a constant ( $\alpha \alpha^{\prime}$ )-tenso r , and $\varphi_{\alpha \alpha^{\prime}}(p)$ is a small perturbation of the Wigner function. In the absence of additional conservation laws, the equilibrium function is diagonal in internal quantum numbers, i.e., $C_{\alpha \alpha^{\prime}}=\delta_{\alpha \alpha^{\prime}}$. But this is not the case if such conservation laws hold, if only to a reasonably good approximation (in this specific case, we are dealing with the total spin of the system).

The linearized collision operator (1) takes the form

$$
\begin{aligned}
J\left(\varphi_{\alpha \alpha^{\prime}}\right)= & -i(2 \pi)^{3} \hbar^{2} \int d p_{1} f^{(0)}(p) f^{(0)}\left(p_{1}\right) \\
& \times\left\{\left[C_{\theta \alpha^{\prime}} T_{\alpha \lambda \theta \sigma}\left(\frac{p-p_{1}}{2}, \frac{p-p_{1}}{2}\right) \varphi_{\sigma \lambda}\left(p_{1}\right)\right.\right. \\
& \left.-C_{\alpha \theta} T_{\alpha^{\prime} \lambda \theta \sigma}^{*}\left(\frac{p-p_{1}}{2}, \frac{p-p_{1}}{2}\right) \varphi_{\lambda \sigma}\left(p_{1}\right)\right] \\
& +\left[C_{\sigma \lambda} T_{\alpha \lambda \theta \sigma}\left(\frac{p-p_{1}}{2}, \frac{p-p_{1}}{2}\right) \varphi_{\theta \alpha^{\prime}}(p)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.-C_{\lambda \sigma} T_{\alpha^{\prime} \lambda \theta \sigma}^{*}\left(\frac{p-p_{1}}{2}, \frac{p-p_{1}}{2}\right) \varphi_{\alpha \theta}(p)\right]\right\} \\
& +(2 \pi)^{4} \hbar^{2} \int d p^{\prime} d p_{1}^{\prime} d p_{1} \delta\left(p+p_{1}-p^{\prime}\right. \\
& \left.-p_{1}^{\prime}\right) \delta\left(\frac{\left(p-p_{1}\right)^{2}}{4 m}-\frac{\left(p^{\prime}-p_{1}^{\prime}\right)^{2}}{4 m}\right) \\
& \times f^{(0)}(p) f^{(0)}\left(p_{1}\right) T_{\alpha \lambda \tau_{3} \tau_{4}}\left(\frac{p-p_{1}}{2}, \frac{p^{\prime}-p_{1}^{\prime}}{2}\right) \\
& \times T_{\alpha^{\prime} \lambda \tau_{1} \tau_{2}}^{*}\left(\frac{p-p_{1}}{2}, \frac{p^{\prime}-p_{1}^{\prime}}{2}\right)\left[C_{\tau_{4} \tau_{2}} \varphi_{\tau_{3} \tau_{1}}\left(p^{\prime}\right)\right. \\
& \left.+C_{\tau_{3} \tau_{1}} \varphi_{\tau_{4} \tau_{2}}\left(p_{1}^{\prime}\right)\right] . \tag{3}
\end{align*}
$$

In the latter equation we use the relation ${ }^{12} f^{(0)}(p) f^{(0)}\left(p_{1}\right)$ $=f^{(0)}\left(p^{\prime}\right) f^{(0)}\left(p_{1}^{\prime}\right)$ for equilibrium distribution functions. Summation over repeated subscripts is assumed in this case.

In what follows, we consider a polarized gas with spin $1 / 2$. Presently such gases are well known and have been actively investigated both theoretically and experimentally. ${ }^{6,7,13}$ In the case of identical particles with spin $1 / 2$, the $T$-matrix has the form

$$
\begin{align*}
T_{\alpha \beta \mu \nu}\left(P, P^{\prime}\right)= & \hat{A}\left[t\left(P, P^{\prime}\right) \delta_{\alpha \mu} \delta_{\beta \nu}+\theta\left(P, P^{\prime}\right) \sigma_{\alpha \mu} \sigma_{\beta \nu}\right] \\
= & t\left(P, P^{\prime}\right) \delta_{\alpha \mu} \delta_{\beta \nu}-t\left(-P, P^{\prime}\right) \delta_{\alpha \nu} \delta_{\beta \mu} \\
& +\theta\left(P, P^{\prime}\right) \sigma_{\alpha \mu} \sigma_{\beta \nu} \\
& -\theta\left(-P, P^{\prime}\right) \sigma_{\alpha \nu} \sigma_{\beta \mu} \tag{4}
\end{align*}
$$

where $P$ and $P^{\prime}$ are the relative momenta of colliding particles (associated with the reduced mass $m / 2$ ), $\hat{A}$ denotes antisymmetrization with respect to particle exchange (incident and scattered), and the product of Pauli matrices is the scalar product of $\sigma_{\alpha \mu}^{(j)}$ and $\sigma_{\beta \nu}^{(j)}$. The factors $t$ and $\theta$ should satisfy the following symmetry properties related to the identity of particles and time-reversal invariance of their interaction:

$$
\begin{align*}
& t\left(P, P^{\prime}\right)=t\left(-P,-P^{\prime}\right)=t\left(P^{\prime}, P\right) \\
& \theta\left(P, P^{\prime}\right)=\theta\left(-P,-P^{\prime}\right)=\theta\left(P^{\prime}, P\right) \tag{5}
\end{align*}
$$

This notation means that we consider collisions in which the total spin is conserved. This approximation is fairly good, especially in the case of the nuclear spin.

Tensor $C$ for a polarized gas has the form

$$
\begin{equation*}
C=1+M \sigma \text { or } C_{\alpha \alpha^{\prime}}=\delta_{\alpha \alpha^{\prime}}+M \sigma_{\alpha \alpha^{\prime}}, \tag{6}
\end{equation*}
$$

$M$ characterizes the constant (induced) spin polarization of the gas. It is convenient to expand the small perturbation of the Wigner matrix into scalar $\varphi$ and vector $\mu$ parts:

$$
\begin{equation*}
\phi_{\alpha \alpha^{\prime}}(p)=\frac{1}{2} f^{(0)}(p)\left[\varphi(p) \delta_{\alpha \alpha^{\prime}}+\mu(p) \sigma_{\alpha \alpha^{\prime}}\right] \tag{7}
\end{equation*}
$$

By substituting Eqs. (7) and (12) in Eq. (3), we obtain the following expression for the linearized collision operator describing the polarized gas:

$$
\begin{align*}
J(\varphi & \left.\delta_{\alpha \alpha^{\prime}}+\mu^{l} \sigma_{\alpha \alpha^{\prime}}^{l}\right) \\
& =32 \pi^{4} \hbar^{2} \int d p^{\prime} d p_{1} d p_{1}^{\prime} W\left(p, p_{1} \mid p^{\prime}, p_{1}^{\prime}\right) \\
& \times\left\{\delta_{\alpha \alpha^{\prime}} A_{0}\left[\varphi\left(p^{\prime}\right)+\varphi\left(p_{1}^{\prime}\right)-\varphi(p)-\varphi\left(p_{1}\right)\right]\right. \\
& +\sigma_{\alpha \alpha^{\prime}}\left[A_{1} \mu\left(p_{1}^{\prime}\right)+A_{2} \mu\left(p^{\prime}\right)-A_{3} \mu\left(p_{1}\right)-A_{0} \mu(p)\right] \\
& +\delta_{\alpha \alpha^{\prime}} A_{3} M\left[\mu\left(p^{\prime}\right)+\mu\left(p_{1}^{\prime}\right)-\mu(p)-\mu\left(p_{1}\right)\right] \\
& +\sigma_{\alpha \alpha^{\prime}}^{3}|M|\left[A_{1} \varphi\left(p^{\prime}\right)+A_{2} \varphi\left(p_{1}^{\prime}\right)-A_{0} \varphi\left(p_{1}\right)-A_{3} \varphi(p)\right] \\
& \left.-A_{4}\left[\left[\mu\left(p_{1}^{\prime}\right), M, \sigma_{\alpha \alpha^{\prime}}\right]-\left[\mu\left(p^{\prime}\right), M, \sigma_{\alpha \alpha^{\prime}}\right]\right]\right\} \\
& +16 \pi^{3} \hbar^{2} \int d p_{1} f^{(0)}(p) f^{(0)}\left(p_{1}\right) \operatorname{Re}\left[t_{1}\left(\frac{p-p_{1}}{2}, \frac{p-p_{1}}{2}\right)\right. \\
& \left.-t_{2}\left(\frac{p-p_{1}}{2}, \frac{p-p_{1}}{2}\right)\right]\left[\left[\mu\left(p_{1}\right), M, \sigma_{\alpha \alpha^{\prime}}\right]\right. \\
& \left.-\left[\mu(p), M, \sigma_{\alpha \alpha^{\prime}}\right]\right] . \tag{8}
\end{align*}
$$

Here

$$
\begin{aligned}
W\left(p, p_{1} \mid p^{\prime}, p_{1}^{\prime}\right)= & f^{(0)}\left(p_{1}\right) \delta\left(p+p_{1}-p^{\prime}-p_{1}^{\prime}\right) \\
& \times \delta\left(\left(p-p_{1}\right)^{2} / 4 m-\left(p^{\prime}-p_{1}^{\prime}\right)^{2} / 4 m\right)
\end{aligned}
$$

the coefficients $A_{n}$ are

$$
\begin{align*}
& A_{0}=\left(\left|t_{1}\right|^{2}+\left|t_{2}\right|^{2}+\left|t_{1}-t_{2}\right|^{2}\right) / 2=\left|t_{1}\right|^{2}+\left|t_{2}\right|^{2}-\operatorname{Re}\left(t_{1} t_{2}^{*}\right), \\
& A_{1}=\left|t_{1}\right|^{2}-\operatorname{Re}\left(t_{1} t_{2}^{*}\right), \quad A_{2}=\operatorname{Re}\left(t_{1} t_{2}^{*}\right), \\
& A_{3}=\left(\left|t_{1}\right|^{2}-\left|t_{2}\right|^{2}-\left|t_{1}-t_{2}\right|^{2}\right) / 2=\operatorname{Re}\left(t_{1} t_{2}^{*}\right)-\left|t_{2}\right|^{2},  \tag{9}\\
& A_{4}=\operatorname{Im}\left(t_{1} t_{2}^{*}\right),
\end{align*}
$$

where parameters $t_{1}$ and $t_{2}$ are related to the $T$-matrix elements as follows [see Eq. (4)]:

$$
\begin{aligned}
t_{1}\left(P, P^{\prime}\right)= & t\left(P, P^{\prime}\right)-t\left(-P, P^{\prime}\right) \\
& +\theta\left(P, P^{\prime}\right)-\theta\left(-P, P^{\prime}\right), \\
t_{2}\left(P, P^{\prime}\right)= & t\left(P, P^{\prime}\right)-\theta\left(P, P^{\prime}\right)-2 \theta\left(-P, P^{\prime}\right),
\end{aligned}
$$

$P=\left(p-p_{1}\right) / 2$, and $P^{\prime}=\left(p^{\prime}-p_{1}^{\prime}\right) / 2$. Bracketed expressions of the form $[a, b, c]$ denote the scalar triple product of three vectors.

In deriving Eq. (8), we have used the optical theorem. ${ }^{14}$ Note that the last integral on the right of Eq. (8) is linear in the forward scattering amplitude, whereas the rest of the terms are quadratic in the scattering amplitude.

## 3. KINETIC EQUATION FOR THE TRANSVERSE MAGNETIZATION COMPONENT IN SPIN-POLARIZED GAS

Let us first consider the transverse (with respect to the $z$-axis) component of magnetization in a spin-polarized gas. It is more convenient to use the following combinations of $\mu_{x}$ and $\mu_{y}$ :

$$
\mu_{ \pm}=\mu_{x} \pm i \mu_{y} .
$$

The kinetic equation for $\mu_{ \pm}$can be derived from the full equation (8):

$$
\begin{align*}
& -i \omega \mu_{ \pm}(p)+i k v \mu_{ \pm}(p) \\
& \quad=\frac{1}{2} \operatorname{Tr}\left\{\left(\sigma^{x} \pm i \sigma^{y}\right) J(p)\right\}=J_{ \pm}\left(\mu_{ \pm}\right), \tag{10}
\end{align*}
$$

where $v=p / m, J_{ \pm}$are the corresponding components of the collision integral. This equation is expressed in terms of time and space Fourier components of the Wigner matrix: $\mu=\mu(\omega, k), \omega$ and $k$ are the frequency and wave vector, respectively.

The collision integral $J_{ \pm}\left(\mu_{ \pm}\right)$now has the form

$$
\begin{align*}
J_{ \pm}\left(\mu_{ \pm}\right)= & 32 \pi^{4} \hbar^{2} \int d p^{\prime} d p_{1} d p_{1}^{\prime} W\left(p, p_{1} \mid p^{\prime}, p_{1}^{\prime}\right) \\
& \times\left\{\left[A_{1} \mu_{ \pm}\left(p_{1}^{\prime}\right)+A_{2} \mu_{ \pm}\left(p^{\prime}\right)-A_{3} \mu_{ \pm}\left(p_{1}\right)\right.\right. \\
& \left.\left.-A_{0} \mu_{ \pm}(p)\right] \pm 2 i|M| A_{4}\left[\mu_{ \pm}\left(p_{1}^{\prime}\right)-\mu_{ \pm}\left(p^{\prime}\right)\right]\right\} \\
& \mp 16 i|M| \pi^{3} \hbar^{2} \int d p_{1} f^{(0)}\left(p_{1}\right) \\
& \times \operatorname{Re}\left[t_{1}\left(\frac{p-p_{1}}{2}, \frac{p-p_{1}}{2}\right)-t_{2}\left(\frac{p-p_{1}}{2}, \frac{p-p_{1}}{2}\right)\right] \\
& \times\left[\mu_{ \pm}(p)-\mu_{ \pm}\left(p_{1}\right)\right] . \tag{11}
\end{align*}
$$

Operators $J_{ \pm}$can be expressed in the form of a sum, i.e.,

$$
\begin{equation*}
J_{ \pm}=Q_{R} \pm i|M| Q_{I} \mp i|M| L_{I} . \tag{12}
\end{equation*}
$$

Here $Q_{R}$ and $Q_{I}$ are integral operators quadratic in the $T$-matrix (scattering amplitude), whose structure is similar to that of the corresponding parameters in the familiar Boltzmann equation. There is good reason to suppose that the eigenvalues of $Q_{R}$ and $Q_{I}$ in the case of electron spin are of the same order of magnitude: $\nu_{s} \simeq n \bar{v} \sigma$, where $\sigma$ is the gaskinetic collision cross section and $\bar{v}$ is the average thermal velocity of atoms. For example, the exchange cross section of the cesium atom is of the same order as the gas-kinetic cross section, hence all factors $A$ are of the same order of magnitude.

The structure of operator $L_{I}$ is notably different:

$$
\begin{align*}
L_{I}\left(\mu_{ \pm}\right)= & 16 \pi^{3} \hbar^{2} \int d p_{1} f^{(0)}\left(p_{1}\right) \\
& \times \operatorname{Re}\left\{T_{\mathrm{ex}}\left(\frac{p-p_{1}}{2}, \frac{p-p_{1}}{2}\right)\left[\mu_{ \pm}(p)-\mu_{ \pm}\left(p_{1}\right)\right]\right\} . \tag{13}
\end{align*}
$$

Here $T_{\text {ex }}$ is the $T$-matrix of spin-exchange scattering ( $\uparrow \downarrow$ $\rightarrow \downarrow \uparrow$ ):

$$
\begin{aligned}
T_{\mathrm{ex}}\left(P, P^{\prime}\right) & =t_{1}\left(P, P^{\prime}\right)-t_{2}\left(P, P^{\prime}\right) \\
& =2 \theta\left(P, P^{\prime}\right)+\theta\left(-P, P^{\prime}\right)-t\left(-P, P^{\prime}\right),
\end{aligned}
$$

$P$ and $P^{\prime}$ are relative momenta of colliding particles associated with the reduced mass $m / 2$.

It follows from the symmetry properties of the $T$-matrix (5) that all three operators, $Q_{R}, Q_{I}$, and $L_{I}$, are Hermitian in the Hilbert space of functions of momentum $p$ with the conventional scalar product for the kinetic gas theory: ${ }^{16}$

$$
\left\langle\mu_{1} \mid \mu_{2}\right\rangle=\frac{1}{n} \int f^{(0)}(p) \mu_{1}^{*}(p) \mu_{2}(p) d p
$$

where $n=\int f^{(0)}(p) d p$ is the particle density in space. Thus, operators $J_{+}$and $J_{-}$are Hermitian conjugate.

One can easily check that the function $\mu \equiv 1$ makes the collision integral (11) vanish, thus being its eigenfunction with eigenvalue 0 . Physically, this is a consequence of total spin conservation, which derives from the specific form of the $T$-matrix (4). Similarly, and for the same reason, function $\mu_{z} \equiv 1$ makes the scalar component of the total collision integral (8) vanish, as will be discussed in detail below. Owing to the fact that the operators $J_{+}$and $J_{-}$are mutually conjugate, the function $\mu \equiv 1$ is at the same time the left and right eigenfunction of both these operators. Thus, the eigen projector corresponding to the zero eigenvalue is identical for both operators, orthogonal, and takes the form (in Dirac's notation)

$$
\begin{equation*}
P=|1\rangle\langle 1| . \tag{14}
\end{equation*}
$$

Here $|1\rangle$ is the function identically equal to unity.
Function $|1\rangle$ should be the only eigenfunction with a vanishing eigenvalue of operators $J_{+}$and $J_{-}$, which signifies the absence of alternative conservation laws in the $\mu$-subspace. The latter statement does not conflict with the applicability of other conservation laws. It will be shown below that functions $p\left(p_{x}, p_{y}, p_{z}\right)$ and $p^{2} / 4 m$, along with the constant, are eigenfunctions of the diagonal components of the collision integral (8) with vanishing eigenvalues, which is a consequence of the conservation of momentum, energy, and number of particles.

## 4. DYNAMICS OF TRANSVERSE SPIN POLARIZATION

Equation (10) is a mathematical expression of the problem of eigenvalues of operators $J_{ \pm}-i k \hat{v}$, where $\hat{v}$ denotes multiplication by the velocity treated as an operator. At small $k(|k v| \ll \nu$, where $\nu$ is of order of the kinetic collision frequency) the eigenvalue problem (11) can be solved with the help of perturbation theory in the operator $i k \hat{v}$, i.e., in the hydrodynamic approximation. ${ }^{16}$ In the present case, as noted above, the existence of only one eigenfunction $\mu=1$ of operator $J$ with eigenvalue 0 is assumed. It follows from Eqs. (10) and (11) that the correction of the first order in $i k \hat{v}$ is zero.

The second-order correction in this case can be expressed as

$$
\begin{equation*}
-i \omega_{ \pm}=k^{2}\langle 1| \hat{v} J_{ \pm}^{-1} \hat{v}|1\rangle \tag{15}
\end{equation*}
$$

Here $J_{ \pm}^{-1}$ denotes the operator inverse of $J_{ \pm}$in the subspace $(1-P) L$ (in the original space $L$ operator $\bar{J}_{ \pm}$does not have an inverse because one of its eigenvalues is zero).

First consider an unpolarized gas with $M=0$. In this case $J_{+}=J_{-}=Q_{R}$. The eigenvalues of $Q_{R}$ and $Q_{R}^{-1}$ are real and the frequency is purely imaginary. Thus, we have in this case simple spin diffusion. As usual, ${ }^{16}$ in this situation one can only estimate the corresponding diffusion coefficient:

$$
\begin{equation*}
D_{s}=\langle 1| \hat{v} Q_{R}^{-1} \hat{v}|1\rangle \tag{16}
\end{equation*}
$$

To order of magnitude, $D_{s} \sim \bar{v}^{2} / 3 \nu_{s}$. Here $\bar{v}$ is the average thermal velocity of atoms and $1 / \nu_{s}$ is a typical eigenvalue of operator $Q_{R}^{-1}$. In this case, as one can easily see from Eqs. (8) and (13), the diffusion coefficient $D_{s}$ is, generally speaking, different from the usual diffusion coefficient, since the corresponding collision frequencies are different.

In a polarized gas the situation is significantly different. Let $|M| \sim 1$ (the condition that the density operator be positive definite leads to $0 \leqslant|M| \leqslant 1$, and in the case of optical spin polarization in a gas a value of $|M|$ close to unity is achieved in a natural way). Now the operators $J_{ \pm}$essentially reduce to the third term on the right of Eq. (12), whereas the first two can be treated as small corrections.

In order to prove this, let us estimate the real part of the exchange forward scattering amplitude $\operatorname{Re}\left[T_{\mathrm{ex}}(0)\right]$. It follows from the general formula for the $T$-matrix ${ }^{14}$ that the main contribution to the forward scattering operator for fastmoving atoms is due to the Born component, since in this component oscillations due to the factor $\exp (i k x)$ describing the incident wave completely cancel ( $k=p / \hbar$ is the atom wave vector). At room temperature (and in fact even at lower temperatures) the condition $|k| a_{0} \gg 1$ is easily satisfied for the electron spin exchange ( $a_{0}$ is the effective interaction range). The latter inequality is the hallmark of fast atomic motion. Thus, the characteristic eigenvalue $\nu_{\mathrm{ex}}$ of operator $L_{I}$ is proportional to the Born forward scattering ( $a_{0}$ is the effective interaction range):

$$
A(0)=-\frac{m}{4 \pi \hbar^{2}} \int U d^{3} x \simeq-\frac{m}{4 \pi \hbar^{2}}|U| a_{0}^{3}
$$

where $U$ is the exchange interaction potential.
Now we can easily estimate the ratio $\nu_{\mathrm{ex}} / \nu_{s}$ :

$$
\begin{equation*}
\frac{\nu_{\mathrm{ex}}}{\nu_{s}} \sim|M| \frac{|U| a_{0}}{\hbar \bar{v}} \tag{17}
\end{equation*}
$$

Note that the right-hand side of this relation is the so-called "Born parameter", ${ }^{8}$ multiplied by $|M|$, which is usually large in classical (nonquantum) gases. The Born parameter for cesium atoms will be estimated below for illustration.

Thus, in the first approximation with respect to the (reciprocal) Born parameter, Eq. (10) can be expressed as

$$
\begin{align*}
(k v-\omega) \mu_{ \pm}(p)= & \mp 16|M| \pi^{3} \hbar^{2} \int d p_{1} f^{(0)}\left(p_{1}\right) \\
& \times \operatorname{Re} T_{\mathrm{ex}}(0)\left[\mu_{ \pm}(p)-\mu_{ \pm}\left(p_{1}\right)\right] \tag{18}
\end{align*}
$$

This equation can again be treated using the perturbation theory, as was done previously. In this case, however, we will use another estimation method. Suppose for simplicity that $T_{\mathrm{ex}}=$ const, i.e., it is constant with energy. Then

$$
\begin{aligned}
(k v-\omega) \mu_{ \pm}(p)= & \mp \nu_{\mathrm{ex}}\left[\mu_{ \pm}(p)-\frac{1}{n}\right. \\
& \left.\times \int d p_{1} f^{(0)}\left(p_{1}\right) \mu_{ \pm}\left(p_{1}\right)\right]
\end{aligned}
$$

(this time $\nu_{\text {ex }}=16|M| \pi^{3} \hbar^{2} n \operatorname{Re} T_{\text {ex }}$ ).

In the hydrodynamic approximation $\left(\left|k \bar{v} / \nu_{\text {ex }}\right| \ll 1\right.$, $\left|\omega / \nu_{\mathrm{ex}}\right| \ll 1$ ), we have the dispersion relation

$$
\begin{equation*}
\omega= \pm \frac{k^{2} \bar{v}^{2}}{3 \nu_{\mathrm{ex}}} \tag{19}
\end{equation*}
$$

This equation describes a magnetization wave of constant amplitude. The diffusion damping of this wave characterized by parameter $\Gamma$ is the effect of the next order in the reciprocal Born parameter $\nu_{s} / \nu_{\text {ex }}$. The damping parameter $\Gamma$ is estimated by the expression

$$
\begin{equation*}
\Gamma \sim \frac{k^{2} \bar{v}^{2}}{\nu_{\mathrm{ex}}} \frac{\nu_{s}}{\nu_{\mathrm{ex}}} \ll \omega \tag{20}
\end{equation*}
$$

Thus, weakly damped spin waves whose frequency and damping parameter are estimated by Eqs. (19) and (20) can propagate in a spin-polarized paramagnetic gas. Note that the diffusion damping factor $\Gamma$ of the spin wave in a polarized gas given by Eq. (20) is a factor of $\left(\nu_{s} / \nu_{\mathrm{ex}}\right)^{2}$ smaller than in an unpolarized gas [Eq. (16)].

By way of example, consider the parameters of spin waves in a vapor of spin-polarized cesium atoms, whose parameters have been measured experimentally. First, the electron spin magnetization in cesium vapor is conserved to high accuracy: ${ }^{15}$ the spin nonconserving collision cross section is about $1 \%$ of the spin-conserving cross section. The effective interaction range is $a_{0} \sim 10^{-7} \mathrm{~cm} .{ }^{15,17}$ Let us estimate the amplitude $|U|$ by assuming that it is twice the binding energy of the $\mathrm{Cs}_{2}$ molecule: $|U| \sim 1 \mathrm{eV}$. ${ }^{18}$ Then the Born parameter at the thermal velocity $\bar{v}=2 \times 10^{4} \mathrm{~cm} / \mathrm{s}$ of cesium atoms is of order $10^{3}$. Such a large value of the Born parameter is closely related to the clear-cut anisotropy of the scattering amplitude angular dependence for fast-moving particles. ${ }^{8}$ Note that the temperature dependence of this parameter is largely controlled by the dependence $\bar{v} \propto \sqrt{T}$. Therefore the Born parameter is close to unity only at temperatures below $10^{-4}-10^{-3} \mathrm{~K}$.

The ratio between the spin wave frequency and its damping parameter, according to Eqs. (19) and (20), is

$$
\omega / \Gamma \sim 10^{3}|M|
$$

Hence it follows, in particular, that the resonance line should narrow as $|M|$ increases. Note that this estimate, generally speaking, may need revision with a view to taking into account actual spin nonconservation.

Thus, propagation of spin waves in a polarized Boltzmann gas is determined by two factors: spin conservation or, to be exact, its slow decay due to collisions, and the high anisotropy of the scattering amplitude at room temperature. It is known that in this case atoms mostly undergo smallangle scattering in the angular range $\left(|k| a_{0}\right)^{-1}$, where $|k|=m \bar{v} / \hbar$. For cesium, the corresponding angular range at the room temperature is $\simeq 10^{-3}$. Note that, in accordance with the previously adopted criterion $\Lambda / r_{0} \gg 1$ (see above), lightly-damped spin waves should not propagate in cesium vapor at room temperature, since $\Lambda / r_{0} \sim 10^{-3}$.

In addition to magnetic resonance techniques, ${ }^{19} \mathrm{it}$ is also possible to use Rayleigh light scattering near the resonant $D$
lines in the atomic spectra of alkali metals in detecting spin waves. In the presence of spin waves, the spectrum of fluctuations in the electron magnetization should have the form of a well-resolved doublet with narrow spectral components. ${ }^{20}$

## 5. DYNAMICS OF LONGITUDINAL SPIN POLARIZATION

In contrast to the transverse spin polarization $\mu_{ \pm}$, the longitudinal polarization $\mu_{z}$ in a polarized gas cannot be treated independently and is related to the scalar component of the Wigner function $\varphi$ (gas density). The collision integral in this case is determined by the first four terms in the general collision integral (8). The parameters invariant with respect to collisions in this case include the longitudinal spin component in addition to the usual five parameters, namely, the number of particles, three momentum components, and energy. These invariants correspond to six eigenfunctions of the collision integral with vanishing eigenvalues. The corresponding functional space consists of paired-off coefficients of the unit matrix and the Pauli $z$-matrix. A calculation of correct zeroth-order functions (diagonalization of the operator $i k \hat{v}$ ) is described in the Appendix.

Among the six modes listed above, the only propagating mode (first-order perturbation theory in the operator $i k \hat{v}$ ) is the acoustic mode propagating at the sound velocity $u_{\mathrm{s}}$ $=\sqrt{5 T / 3 m}$ independent of gas polarization. Note that the polarization-dependent correction to the sound velocity turns up only in third-order perturbation theory in $i k \hat{v}$. Here we have in mind a classical gas with no virial corrections. ${ }^{5}$ The eigenfunctions of transverse (shear) modes are independent of the gas polarization degree, whereas the others, namely, those of the acoustic, thermal conductivity, and spin-wave modes, depend on the gas polarization degree.

At this point, our aim is not to calculate accurate secondorder corrections, which determine damping of these modes, since this would require specific data concerning interaction between particles. We merely note some features of secondorder corrections in $i k \hat{v}$. In contrast to the case of transverse modes, here all these corrections $\gamma$ are of the same order of magnitude. At small $M$ we have $\gamma \sim \gamma_{0}+\gamma_{1} M^{2}$. Here $\gamma_{0}$ is the damping in unpolarized gas, and both parameters, $\gamma_{0}$ and $\gamma_{1}$, are of the order of the gas-kinetic collision frequency. An important point is that this situation is significantly different from the case of a transverse spin-wave mode, for which the damping in polarized gas is considerably weaker than in an unpolarized gas [see Eqs. (17)-(20)]. This circumstance makes propagation of a weakly damped spin wave possible.

This work was supported by the Russian Fund for Fundamental Research (Grant 96-02-17312a).

## APPENDIX

Here results of diagonalization of operator $i k \hat{v}$ in the basis of zero eigenfunctions of the collision operator (8) are given. This analysis ignores off-diagonal (transverse) elements of the Wigner matrix, since we can independently analyze the dynamics of the transverse and longitudinal spin components.

The collision operator is Hermitian in the scalar product:

$$
\begin{aligned}
& \langle[a(p), b(p)] \mid[c(p), d(p)]\rangle \\
& \quad=(2 \pi m T)^{-3 / 2} \int(a(p) c(p)+b(p) d(p)) \\
& \quad \times \exp \left(-\frac{p^{2}}{2 m T}\right) d^{3} p
\end{aligned}
$$

Here the initial linear space is composed of pairs $[a(p), b(p)]$ of diagonal elements of the Wigner matrix. These are coefficients of the unit matrix and the Pauli $z$-matrix. The weighting factor is the normalized equilibrium momentum distribution function.

The initial, zeroth-order subspace consists of six orthonormal pairs of functions corresponding to the following conservation laws:

$$
\left.\begin{array}{l}
f_{1}=[1,0] \quad \text { (number of particles) } \\
f_{2}=\left[p_{x} / \sqrt{m T}, 0\right] \\
f_{3}=\left[p_{y} / \sqrt{m T}, 0\right], \\
f_{4}=\left[p_{z}, M p_{z}\right] / \sqrt{\left(1+M^{2}\right) m T}
\end{array}\right\} \text { (momentum) },
$$

Diagonalization of the perturbation matrix $i k \hat{v}=i k \hat{p} / m$ in this basis leads to the following correct functions in zeroth order:

$$
\begin{aligned}
f_{s}^{(+)}= & \frac{1}{\sqrt{2\left(1+M^{2}\right)}}\left[\frac{p_{z}}{\sqrt{m T}}\right. \\
& \left.+\frac{1}{\sqrt{15}} \frac{p_{x}^{2}+p_{y}^{2}+p_{z}^{2}}{m T}, \frac{M}{\sqrt{15}} \frac{p_{x}^{2}+p_{y}^{2}+p_{z}^{2}+p_{z} \sqrt{15 m T}}{m T}\right], \\
f_{s}^{(-)}= & \frac{1}{\sqrt{2\left(1+M^{2}\right)}}\left[-\frac{p_{z}}{\sqrt{m T}}\right. \\
& \left.+\frac{1}{\sqrt{15}} \frac{p_{x}^{2}+p_{y}^{2}+p_{z}^{2}}{m T}, \frac{M}{\sqrt{15}} \frac{p_{x}^{2}+p_{y}^{2}+p_{z}^{2}-p_{z} \sqrt{15 m T}}{m T}\right], \\
f_{v}^{(x)}= & {\left[p_{x} / \sqrt{m T}, 0\right], }
\end{aligned}
$$

$$
\begin{aligned}
f_{v}^{(y)}= & {\left[p_{y} / \sqrt{m T}, 0\right], } \\
f_{t}= & \frac{1}{m T \sqrt{2\left(2 M^{2}+5\right)\left(1+M^{2}\right)}}\left[p_{z}+p_{x}^{2}+p_{y}^{2}+p_{z}^{2}-5 m T\right. \\
& \left.-2 M^{2} m T, M\left(p_{z}+p_{x}^{2}+p_{y}^{2}+p_{z}^{2}-3 m T\right)\right], \\
f_{m}= & {\left[-M / \sqrt{\left(1+M^{2}\right)}, 1\right] . }
\end{aligned}
$$

The first two modes, $f_{s}^{(+)}$and $f_{s}^{(-)}$, describe sound propagation in a monoatomic gas. Modes $f_{x}^{(-)}$and $f_{y}^{(-)}$describe viscous damping of transverse velocity and are independent of the gas polarization. Mode $f_{t}$ describes heat transfer in polarized gas and, generally speaking, depends on the gas polarization degree. Finally, $f_{m}$ describes the transverse magnetic polarization.
${ }^{*}$ E-mail: rubin@ sci.lebedev.ru

[^4]Translation provided by the Russian Editorial office.
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By employing the particle-in-cell method we study the distributions of the electric field strength and of the electron and ion concentrations in the microparticle crystal in the electrode sheath in a radio-frequency discharge in helium. The coordinates and charges of the microparticles are found from the balance condition for the forces acting on the particles and the balance of electron and ion fluxes to the particles. With periodic boundary conditions introduced, we investigate the three-dimensional problem for the unit cell of the microparticle crystal. We examine the dependence on gas pressure and discharge voltage of the main crystal parameters: the critical particle separation (at which a phase transition from a monolayer crystal to a double-layer crystal occurs), the particle potentials, and the distances between the layers in the double-layer crystal. We obtain the critical values of the friction coefficient for the particles in the gas, i.e., values below which the crystal becomes unstable against the development of particle oscillations in the transverse direction, and compare the experimental data on crystal structure and stability with the theoretical results. Finally, we set up an approximate model that makes it possible to calculate the main parameters of the microparticle crystal.
© 1999 American Institute of Physics. [S1063-7761(99)00803-3]

## 1. INTRODUCTION

A collection of charged microparticles in a plasma constitutes a unique macroscopic object for the physics of nonideal plasmas, an object that makes possible an experimental observation of the crystal-liquid-gas transition in Coulomb systems. The possibility of forming a microparticle crystal in a plasma was predicted by Ikezi. ${ }^{1}$ Such crystals were detected in magnetron-discharge experiments, ${ }^{2-4}$ in a radiofrequency discharge between plane-parallel electrodes, ${ }^{5-8}$ and in standing striations of a stationary glow discharge. ${ }^{9}$ A microparticle crystal in a radio-frequency discharge consists of several layers, each of which contains about ten thousand particles occupying the sheath of the lower electrode, where the force of gravity acting on the particles is balanced by the electric field. In the transverse direction (in the plane of the electrode), the crystal is usually limited by the edge of the electrode or by protrusions specially manufactured on the electrodes. Longitudinal confinement of mutually repulsive negatively charged particles is achieved by the positive space charge in the layer.

The results of experimental observations of the structure of a microparticle crystal cannot be described by the classical theory of Coulomb systems. According to the calculations done in Refs. 10-12, the structure of multilayer Coulomb crystals corresponds to different types of close packing (de-
pending on the distance between the layers), where the particles in adjacent levels are shifted in relation to each other. The experiments reported in Refs. 4,5,7,8, and 13 reveal another type of packing, where the particles in different layers are one above another, while in a plane the particles form a regular hexagonal lattice. Note that sometimes a closepacked crystal structure is also observed (face-centered ${ }^{3}$ and body-centered ${ }^{3,13,14}$ ). According to the results of the experiments conducted by Hayashi and Tachibana, ${ }^{13}$ the transition from a bcc lattice to a loosely packed hexagonal lattice occurs as the particle radius increases to $R \sim 1 \mu \mathrm{~m}$. On the basis of studies done with the collisionless model of ion motion, Melands $\varnothing$ and Goree ${ }^{15}$ and Vladimirov et al. ${ }^{16}$ suggested that the reason for the observed loose packing lies in the formation, due to the focusing of the ion paths by the particle field, of regions of enhanced ion number density behind particles. However, in typical experimental conditions, the ion mean free path is much shorter than the particle separation, with the result that the collisionless model breaks down. Depending on the mean free path of the ions, regions of enhanced or reduced ion concentration form behind a particle. ${ }^{17,18}$ Monte Carlo calculations of the ion motion with allowance for scattering in the double-layer crystal of charged microparticles in the electrode sheath ${ }^{17,18}$ have made it possible to find the forces acting on the particles and cor-
roborated the assumption of Melands $\emptyset$ and Goree ${ }^{15}$ and Vladimirov et al. ${ }^{16}$ for the experimental conditions described in Refs. 7,8, and 19. However, mutual repulsion of the ions, which impedes the formation of ion clouds behind the particles, was not taken into account in Refs. 17 and 18. Thus, in Refs. 15-18 an explanation was given of the loose packing of the microparticle crystal, but no quantitative analysis was done of the crystal's structure, an analysis that would make it possible to determine the particle charges, the distance between the layers, and other lattice parameters.

We know of no self-consistent calculations of the microparticle charges in the electrode sheath, charges measured in the experiments described in Refs. 7,8, and 19. Theoretical studies of the charging of particles ${ }^{20-22}$ and of the interaction between the particles ${ }^{23}$ have been done only for quasineutral plasma conditions. In Ref. 24 the charging of a single particle by ions in the electrode sheath of an rf discharge was examined by a non-self-consistent approach. In their selfconsistent calculations of the structure of a microparticle crystal in a layer, Melands $\emptyset$ and Goree ${ }^{25}$ used the collisionless hydrodynamic description of ion motion and modeled the particles by infinitely long cylinders. A one-dimensional crystal in which the microparticles are replaced by infinite charged planes was examined by Otani and Bhattacharjee, ${ }^{26}$ who used the kinetic approach for the ions. A more realistic case of spherical particles was studied by Melandsø. ${ }^{27}$ However, the error introduced by the use of the hydrodynamic approach and the linear response approximation for calculating the particle interaction forces in Ref. 27 is unknown. Note that the researchers whose papers we have just cited use models in their statement of the problem and do not compare the results of crystal structure calculations with the known experimental data. Thus, a quantitative theory of the microparticle crystal in a plasma has yet to be developed. The present paper describes the results of a self-consistent modeling of the structure of a microparticle crystal in the electrode sheath for an rf discharge in helium in conditions coinciding with those of the experiments described in Refs. 7,8, and 19.

## 2. MODEL OF A MICROPARTICLE CRYSTAL

In the experiments discussed in Refs. 7,8, and 19, microparticles of radius $R=4.7 \mu \mathrm{~m}$ and density $\varrho=1.5 \Gamma / \mathrm{cm}^{-3}$ levitate in helium. The characteristic microparticle separations amount to hundreds of micrometers. The discharge frequency $f_{\text {rf }}$ is 13.56 MHz , the electrode separation is 6 cm , the gas pressure $P$ is varied from 40 to 120 Pa , and the amplitude of the radio-frequency component of the voltage across the electrodes, $U_{\mathrm{rf}}$, is varied from 40 to 80 V . Below we show that the presence of microparticles has a small effect on the discharge characteristics (the distributions of the electron temperature in the electrode sheath, of the discharge current density, and of the ion flux to an electrode), which are needed in setting up a self-consistent model of a microparticle crystal. Hence first a one-dimensional rf discharge in helium without microparticles was modeled by the particle-in-cell method, ${ }^{28}$ with the set of electron scattering cross sections taken from Ref. 29 and with allowance for ioniza-
tion in the collision of two metastable helium atoms. ${ }^{30}$ As for ions, we allowed only for their scattering in the gas consisting of these ions, i.e., for resonant charge exchange, with a constant cross section of $3.5 \times 10^{-15} \mathrm{~cm}^{2}$ (Ref. 31). Without going into the details of the analysis of an rf discharge, we examine only the effect of variations of gas pressure and discharge voltage on the characteristics of interest. For the pressure and discharge-voltage ranges involved ( $P$ $=40-120 \mathrm{~Pa}$ and $U_{\mathrm{rf}}=40-80 \mathrm{~V}$ ), the discharge current density $j=(0.5-1.3) \times 10^{-3} \mathrm{Acm}^{-2}$ and the ion flux to the cathode $j_{i}=(0.5-2.2) \times 10^{14} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ are weakly dependent on the gas pressure and increase with the discharge voltage. The average electron energy increases only slightly (by $15-20 \%$ ) as we move from the electrode to the boundary of the electrode sheath and is somewhat higher (by $\sim 20 \%$ ) than the average electron energy $U_{e}$ at the discharge center, a value that is almost independent of the discharge voltage and decreases almost linearly with increasing pressure: $U_{e}$ $=4.5-3 \mathrm{eV}$ for $P=40-120 \mathrm{~Pa}$, which agrees with the experimental data listed in Refs. 32 and 33.

According to the measurements carried out by Godyak et al., ${ }^{32}$ which are corroborated by the results of our calculations, the electron distribution in the volume of the rf discharge in helium is close to the Maxwellian. We are interested in the behavior of the electron distribution function in electrode sheaths and, in particular, the rate at which the microparticles are charged. The characteristic mean free path of the electrons is much longer than the microparticle radius, which means that the charging of the particles can be studied in the orbital motion approximation. ${ }^{34}$ The electron distribution over the velocity directions is close to isotropic, and the electron flux density $j_{e}$ at the microparticle surface whose potential is $U$ is given by the formula ${ }^{35}$

$$
\begin{equation*}
j_{e}=\frac{n_{e}}{4} \int_{U}^{\infty}\left(1-\frac{U}{\boldsymbol{\epsilon}}\right) v f_{e}(\boldsymbol{\epsilon}) d \boldsymbol{\epsilon} \tag{1}
\end{equation*}
$$

where the electron energy distribution function $f_{e}(\epsilon)$ is normalized as $\int_{0}^{\infty} f_{e}(\epsilon) d \epsilon=1$, and $n_{e}, v=\sqrt{2 \epsilon / m_{e}}$, and $m_{e}$ are the electron number density, velocity, and mass. With the Maxwellian electron distribution function $f_{e}(\boldsymbol{\epsilon})$ $=2 \sqrt{\epsilon / \pi T_{e}} \exp \left(-\epsilon / T_{e}\right) T_{e}^{-1}$ we have

$$
\begin{equation*}
j_{e}=\frac{n_{e} v_{t}}{4} \exp \left(-U / T_{e}\right), \quad v_{t}=\sqrt{\frac{8 T_{e}}{\pi m_{e}}} \tag{2}
\end{equation*}
$$

where $T_{e}=2 U_{e} / 3$ is the electron temperature, with $U_{e}$ the average electron energy. A comparison of the results of calculations of the electron flux density to the particle surface in the electrode sheath with allowance for Eqs. (1) and (2) is illustrated by Fig. 1 for different particle potentials. Since the average electron energy changes little in the electrode sheath, the rapid decrease of the charging rate in the direction to the electrode is due primarily to the decrease in the electron number density.

Crystals used in experiments are always finite, but each layer contains a very large number, $\sim 100 \times 100$, of unit cells. Hence we consider an ideal crystalline structure, for which all the characteristics of the system are strictly periodic, $f(\boldsymbol{\rho}+\mathbf{l})=f(\boldsymbol{\rho})$, in the electrode plane $\boldsymbol{\rho}=x y$, where


FIG. 1. Period average of the electron flux to a particle in the electrode sheath for various particle surface potentials $U$. The gas pressure $P$ $=80 \mathrm{~Pa}$, and the discharge voltage $U_{\mathrm{rf}}=60 \mathrm{~V}$. The solid curves represent the results of calculations that use an electron distribution function obtained by the Monte Carlo method, and the dashed curves represent the results of calculations that use a Maxwellian electron distribution function. Curve 1, $U=2 \mathrm{~V}$; curve $2, U=3 \mathrm{~V}$; curve $3, U=4 \mathrm{~V}$; and curve $4, U=5 \mathrm{~V}$.
$\mathbf{l}=l_{1} \mathbf{a}_{1}+l_{2} \mathbf{a}_{2}$, with $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ the two-dimensional basis vectors of the lattice. Then the calculation can be restricted to one unit cell in the $x y$ plane. The characteristic time in the course of which the rf discharge becomes time-periodic is determined by the ambipolar diffusion of the ions through the discharge gap and is much longer than the time it takes the electrode sheath to form (the latter time is determined by the time of flight of an ion through the sheath). Hence, to speed up calculations we consider only the electrode sheath that contains the microparticle crystal. The lower limit of the calculation interval corresponds to the lower electrode, and the upper is in the quasineutral plasma near the boundary of the electrode sheath. Since the electron flux to the particles in much smaller than the electron flux to an electrode, the presence of microparticles affects the electron distribution in the sheath only weakly, and this distribution may be assumed Maxwellian (see above). Then the electron number density $n_{e}$ has a Boltzmann distribution:

$$
\begin{equation*}
n_{e}=n_{0} \exp \left(e \phi / T_{e}\right) \tag{3}
\end{equation*}
$$

where $\phi$ is the electric field potential, $n_{0}$ is the density of the quasineutral plasma at the upper limit $z=d$ of the calculation interval, with $\phi(z=d)=0$, and the spatial distribution of the electron temperature, $T_{e}(z)$, is taken from the results of rfdischarge calculations.

To calculate the potential distribution, we used the Fourier transform

$$
\begin{equation*}
\phi=\phi_{0}(z)+\phi_{1}(z, \boldsymbol{\rho})=\phi_{0}+\sum_{\mathbf{g},|\mathbf{g}| \neq 0} \phi_{\mathbf{g}}(z) \exp (i \mathbf{g} \cdot \boldsymbol{\rho}) \tag{4}
\end{equation*}
$$

where $\mathbf{g}=n_{1} \mathbf{b}_{1}+n_{2} \mathbf{b}_{2}$, with $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ the basis vectors of the reciprocal lattice. The part of the potential that depends on the transverse coordinates, $\phi_{1}$, is much smaller than the electron temperature everywhere except a small re-
gion near the particle with a size of several particle radii. Then $n_{e}(z, \boldsymbol{\rho}) \approx n_{e}(z)\left(1+e \phi_{1} / T_{e}\right)$, where $n_{e}(z)=n_{0}$ $\times \exp \left(e \phi_{0} / T_{e}\right)$. The Fourier transforms $\phi_{\mathrm{g}}$ can be found by solving Poisson's equation

$$
\begin{align*}
& \frac{\partial^{2} \phi_{0}}{\partial z^{2}}=4 \pi e\left(n_{d, \mathbf{g}=0}+n_{e}-n_{i, \mathbf{g}=0}\right)  \tag{5}\\
& \frac{\partial^{2} \phi_{\mathbf{g}}}{\partial z^{2}}-|\mathbf{g}|^{2} \phi_{\mathbf{g}}-\frac{4 \pi e^{2} n_{e}}{T_{e}} \phi_{\mathbf{g}}=4 \pi e\left(n_{d, \mathbf{g}}-n_{i, \mathbf{g}}\right) \tag{6}
\end{align*}
$$

where $n_{d, \mathbf{g}}$ and $n_{i, \mathbf{g}}$ are the Fourier transforms of the microparticle charge density and the ion number density (the latter was found by modeling the ion motion by the Monte Carlo method).

In the entire range of the discharge parameters we have $|\mathbf{g}|^{2} \gg 4 \pi e^{2} n_{e} / T_{e}$, and the Debye screening of the particle charge by the electrons is insignificant. At gas pressures $P$ $=40-120 \mathrm{~Pa}$, the mean free path of ions in helium, $\lambda$ $=100-300 \mu \mathrm{~m}$, is much shorter than the thickness of the electrode sheath, and the characteristic time of flight of ions through the sheath is much longer than the discharge period. On the whole, ions are produced in the quasineutral plasma, and the ion flux density $j_{i}$ in the electrode sheath can be assumed constant. When we solved the transport equation for the ions, we assumed that the velocity distribution function for the ions is fixed at the upper limit of the calculation interval and that the electrode and microparticles are ideal absorbers. To solve Eq. (5) with an electron number density (3), one must impose a boundary condition for the potential at the electrode surface and determine the parameter $n_{0}$ in (3). The electron number density at the upper limit of the calculation interval, $n_{0}$, was fixed by the quasineutrality condition $n_{0}=n_{i, z=d}$. The electric field strength at the electrode, $E_{k}=-\partial \phi_{0} / \partial z$, was found from the law of total current conservation:

$$
\begin{equation*}
\frac{1}{4 \pi} \frac{\partial E_{k}}{\partial t}+e\left(j_{i}-\frac{1}{4} v_{t} n_{0} \exp \frac{e \phi_{0}(z=0, t)}{T_{e}}\right)=j \sin \omega t \tag{7}
\end{equation*}
$$

where the amplitude $j$ of the discharge current density was taken from calculations of an rf discharge without particles, and $\omega=2 \pi f_{\text {rf }}$. The number of ions in the particle-in-cell method was chosen between 32000 and 64000 . A decrease in the statistical calculation error depicted in some of the figures was achieved by averaging over hundreds of rfdischarge periods. In calculating the three-dimensional electric field potential we used the fast Fourier transform. ${ }^{28}$ The model of the electrode sheath in an rf discharge described in the present paper is in good agreement with the results of self-consistent calculations of rf discharges by the particle-in-cell method.

The charge $Z$ and the potential $U=e Z / R$ of the particle surface were found from the balance of the electron and ion fluxes to the particle, $4 \pi R^{2} j_{e}=J_{i}$, where the electron current density $j_{e}$ is given by (2). The ion flux to the particle,

$$
\begin{equation*}
J_{i}=\int n_{i}\left(\mathbf{v}_{i} \cdot d \boldsymbol{\sigma}_{i}\right), \tag{8}
\end{equation*}
$$



FIG. 2. Ion concentration distributions, measured in units of $10^{8} \mathrm{~cm}^{-3}$, in the $x z$ crosssection for the electrode sheath with a monolayer microparticle crystal. The coordinates are measured from the point $(x=0, z=0)$ where a particle is situated. The gas pressure $P=80 \mathrm{~Pa}$, the discharge voltage $U_{\mathrm{rf}}=60 \mathrm{~V}$, and the particle separation $a=519 \mu \mathrm{~m}$. The heavy curves in the inset indicate the following: curve 1 , the boundary of the potential well surrounding the particle (within these boundaries ions are in finite motion); and curve 2 , the boundary of the region from which zero-energy ions land on the particle.
and the force

$$
\begin{equation*}
\mathbf{F}=\int m_{i} \mathbf{v}_{i} n_{i}\left(\mathbf{v}_{i} \cdot d \boldsymbol{\sigma}_{i}\right) \tag{9}
\end{equation*}
$$

acting on the particle as a result of ion momentum transfer were found by modeling the ion motion. Here integration is carried out over the particle surface, $\mathbf{n}$ is a unit vector normal to the surface, and $\mathbf{v}_{i}$ and $m_{i}$ are the ion velocity and mass. The particle is also subjected to the force of gravity $\mathbf{F}_{g}$ $=(0,0,-M g)$ and the electric-field force $\mathbf{F}_{k}=e Z \partial \phi / \partial \mathbf{r}$, where $g=980 \mathrm{~cm} \mathrm{~s}^{-2}$ is the acceleration of free fall, and $M$ $=6.73 \times 10^{-10} \mathrm{~g}$ is the particle mass.

## 3. RESULTS AND DISCUSSION

### 3.1. Charging of microparticles by ions

The role that the friction force (9) plays in the balance of forces is insignificant for micrometer-sized particles. The levitation of particles in a layer is determined primarily by the equilibrium between the force of gravity and the force exerted by the electric field, which makes it possible to estimate the strength $E_{p}$ of the field acting on a particle at $M g / e Z$. For a typical value $U \approx 3 \mathrm{~V}$ of the potential at the surface of a particle of radius $R \approx 5 \mu \mathrm{~m}$, the characteristic field strength $E_{p}$ is approximately $50 \mathrm{Vcm}^{-1}$. The positive ionic space charge concentrated near the particle is small compared to the particle charge, and the distribution of the potential energy $U_{i}$ of the ions is

$$
\begin{equation*}
U_{i}=-\frac{e^{2} Z}{r}-e E_{p} r \cos \theta \tag{10}
\end{equation*}
$$

where $r$ is the distance to the particle, and $\theta$ is the angle between the radius vector and the $z$ axis. For a potential energy given by (10) there exists a region of finite motion, $r<R_{f}(\theta)$, and a region of infinite motion, $r>R_{f}(\theta)$, where $R_{f}$ is the boundary of the first region,

$$
R_{f}=R_{w} 1-\sqrt{1-\cos \theta} / \cos \theta, \quad R_{w}=\sqrt{e Z / E_{p}}
$$

depicted in Fig. 2 by the curve 1. In conditions of the experiment described in Ref. 19, the characteristic size of the potential well for ions, $R_{w} \approx 50 \mu \mathrm{~m}$, is much smaller than the
mean free path of the ions, $\lambda=100-300 \mu \mathrm{~m}$, which allows making analytical estimates of the rate at which the ions charge the particles.

The total ion flux to the particle, $J_{i}=J_{i, 1}+J_{i, 2}$ consists of the flux of high-energy ions with an ordered-motion characteristic energy $\epsilon_{i}=e E_{p} \lambda=(0.5-1.5) \mathrm{eV}$ and the flux of ions involved in a charge exchange near the particle. Since $\epsilon_{i}$ $\gg e E_{p} R_{w}, T_{g}$ and $\lambda \gg R_{w}$, in estimating the flux of highenergy ions, $J_{i, 1}$, we can use the collisionless approximation, ignore the effect of field $E_{p}$ near the particle, and employ the following expression for the distribution function of the ions impinging on the particle: ${ }^{36}$

$$
\begin{align*}
& F_{i}\left(\mathbf{v}, v_{z} \geqslant 0\right)=j_{i} \frac{m_{i}}{e \lambda E_{p}} \delta\left(v_{x}\right) \delta\left(v_{y}\right) \exp \left(-\frac{m_{i} v_{z}^{2}}{e \lambda E_{p}}\right), \\
& F_{i}\left(\mathbf{v}, v_{z}<0\right)=0 \tag{11}
\end{align*}
$$

which is valid for a strong uniform field. According to classical mechanics, ${ }^{37}$ the particle's capture cross section for an ion with energy $\epsilon=m_{i} v_{z}^{2} / 2$ is $\sigma_{c}=\pi R_{p}^{2}(1+U / \epsilon)$, and with allowance for (11) the high-energy ion flux can be written

$$
\begin{align*}
J_{i, 1} & =\int \sigma_{c} v_{z} F_{i}(\mathbf{v}) d \mathbf{v}=\pi R^{2} j_{i}\left(1+\frac{U}{\epsilon_{i}} \int \frac{e^{-x} d x}{x}\right) \\
& \approx \pi R^{2} j_{i}\left(1+\frac{U}{\epsilon_{i}} \ln \Lambda\right) \tag{12}
\end{align*}
$$

where $\Lambda=\epsilon_{i} R_{w}^{2} / U R^{2} \gg 1$. Here integration with respect to the impact parameter was truncated at the characteristic size of the potential well, and the terms small compared to $\ln \Lambda$ were dropped.

Near a particle, the kinetic energy of the ions after charge exchange is much lower than the potential energy $U_{i}\left(R_{w}\right) \sim e U R / R_{w} \approx 0.3 \mathrm{eV}$. Hence in analyzing the flux $J_{i, 2}$ of the ions to the particle that have undergone resonant scattering near the particle we can use the cold-ion approximation. We must determine the volume $V_{w}$ of the region surrounding the particle from which zero-energy ions pass to the particle surface. Note that this region is larger than the potential well since some of the ions whose motion is infinite also go over to the particle. Dimensional analysis suggests that $V_{w}=C_{w} R_{w}^{3}$, with the value of the coefficient $C_{w}$ de-
pending only on $R_{w} / R$. We found this coefficient numerically. To this end, for certain fixed initial coordinates of the ion, we solved the equations of motion of an ion in the potential (10) with a zero initial ion velocity. If at a certain moment in time the ion lands on the particle, the initial coordinates belong to the region involved, whose cross section is depicted in Fig. 2 (the outline of the cross-sectional area is curve 2). For typical experimental conditions ( $R_{w} / R \sim 10$ ), the value $C_{w} \approx 3.3$ is weakly dependent on $R_{w} / R$. A variation in $R_{w} / R$ by a factor of two leads only to a $10 \%$ variation in $C_{w}$. Since $\lambda \gg R_{w}$ and the probability of ions being scattered near the particle is low,

$$
\begin{equation*}
J_{i, 2} \approx j_{i} \frac{V_{w}}{\lambda} \approx 3.3 j_{i} \frac{R_{w}^{3}}{\lambda} . \tag{13}
\end{equation*}
$$

Since $R_{w} \gg R^{2}$, we have $J_{i, 2} \gg J_{i, 1}$, and the rate at which the particle is charged is determined primarily by cold ions. Knowing the velocity $v_{i s} \approx \sqrt{2 U / m}$ of initially cold ions at the particle surface, we can estimate the number density of these ions at the particle surface:

$$
\begin{equation*}
n_{i s} \approx \frac{J_{i, 2}}{4 \pi R^{2} v_{i s}} \approx C_{w} n_{i} \frac{R_{w}^{2}}{4 \pi R^{2}}\left(\frac{R}{\pi \lambda}\right)^{1 / 2}, \tag{14}
\end{equation*}
$$

where $n_{i}=j_{i} / v_{d}$ is the average ion number density in the layer; here we have used the expression $v_{d}=\sqrt{2 e \lambda E_{p} / \pi m_{i}}$ for the drift velocity of ions in a strong field. ${ }^{31}$ For a pressure of $P=80 \mathrm{~Pa}$, the estimate (14) yields $n_{i s} / n_{i} \sim 3$, which is roughly equal to the results of numerical calculations (Fig. 2 ). According to the estimate (14) and the results of numerical calculations, the total ionic charge concentrated in the potential well around the particle is much smaller than the charge of the particle proper, which justifies the use of the expression (10) for the ion potential energy.

To estimate the particle charge we must determine the electron concentration distribution in the electrode sheath. With the rf discharge considered here, the following conditions are met: $j \gtrdot j_{i}, U_{k} \gg T_{e}$, and $\omega \gg d_{k} / v_{d}$, where $U_{k}$ and $d_{k}$ are the voltage drop across the electrode sheath and the sheath thickness. Then the standard model of the electrode sheath ${ }^{38}$ and the linear-profile approximation of the periodaveraged field strength $\bar{E}=\bar{E}_{e}\left(1-z / d_{k}\right)$ (Ref. 35) make it possible to obtain analytic expressions for the electron and ion concentration distributions in strong fields, where $v_{d}$ $\propto \sqrt{E}$ :

$$
\begin{align*}
& n_{i}=\frac{n_{i k}}{\sqrt{1-z / d_{k}}}, \quad n_{e}=n_{i} \frac{\varphi}{\pi} \\
& \cos \varphi=1-\frac{2 E_{e}\left(1-\sqrt{1-z / d_{k}}\right)-E_{m}}{E_{e}-E_{m}} \tag{15}
\end{align*}
$$

Here $E_{e}=E_{m}+4 \pi j / \omega$ and $n_{i k}=j_{i} / v_{d}\left(E_{e}\right)$ are the field strength and ion concentration at the electrode; $d_{k}$ $=E_{e} / 4 \pi e n_{i k} ; \quad E_{m} \approx\left(8 \pi e n_{i k} T_{e} \ln \left(v_{e} / 2 \sqrt{2 \pi} v_{d}\right)\right)^{1 / 2} \quad$ is the minimum field strength at the electrode, which can be found from the balance of electron and ion fluxes, ${ }^{39}$ with $v_{e}$ $=\sqrt{2 T / 2 \pi m_{e}}$ the thermal velocity of the electrons; and $\varphi / \pi$ is the fraction of the rf-field period in which the electron


FIG. 3. Gas-pressure dependence of the particle charge (a) and the critical particle separation (b) at which the monolayer crystal transforms into a double-layer crystal, for various discharge voltages: $U_{\mathrm{rf}}=40 \mathrm{~V}(\mathbf{\Delta})$, $60 \mathrm{~V}(\bigcirc)$, and $80 \mathrm{~V}(\boldsymbol{\square})$. The curves represent the results obtained by using an approximate crystal model, the black symbols represent the results of self-consistent calculations, and the open symbols represent the experimental data obtained at $U_{\mathrm{rf}}=40 \mathrm{~V}(\triangle)$ and $\approx 50 \mathrm{~V}(\bigcirc)$.
number density in the electrode sheath is equal to the ion number density. Equations (2), (12), (13), and (15) make it possible to find the positions of particles and their charges in a monolayer crystal after a solution of a system of ordinary equations has been found. The results of numerical calculations of particle charges are in good agreement with the approximate model discused earlier (Fig. 3a), in which the electron temperature in the electrode sheath is assumed constant. The particle charge is relatively weakly dependent on the discharge voltage and increases with decreasing gas pressure, i.e., it behaves in the same way as the average electron energy. The difference between the experimental data and the results of numerical calculations is about $30 \%$ and lies within experimental error.

### 3.2. Transition from a monolayer crystal to a double-layer crystal

As the particle number density increases, the formation of a double-layer crystal is observed in the experiments. Below we give the main results of Dubin's theoretical analysis ${ }^{10}$ of the structure of a Wigner crystal consisting of particles with charge $e Z$ that are immersed in a uniform compensating background with an ion number density $\varrho$ and interact via the Coulomb law. When the particle number density is low, they form a monolayer crystal with a hexagonal lattice in which the particle separation is $a$. As this density increases, the monolayer Coulomb crystal becomes disadvantageous from the energy viewpoint and transforms into a triple-layer crystal with hexagonal close packing when

$$
\begin{equation*}
(\varrho / Z)^{1 / 3} a \leqslant \alpha, \quad \alpha \approx 1.02 \tag{16}
\end{equation*}
$$

A microparticle crystal in a plasma is an open Hamiltonian system, so that there is no way in which the concept of potential energy can be introduced. ${ }^{17,18}$ Hence we examined the stability of a monolayer crystal against stratification by initiating a small longitudinal displacement of particles from their equilibrium position. In a double-layer crystal with a rectangular unit cell, $\mathbf{a}_{1}=a(1,0)$ and $\mathbf{a}_{2}=a(0, \sqrt{3})$, containing two particles the distance $\delta z$ between the particles was fixed, while the position $z_{p}$ of the crystal's center of mass was found from the balance of all forces acting on the two particles. Note that at $\delta z=0$ the crystal forms a monolayer hexagonal lattice. By varying the particle separation in a layer we found the difference $\delta F_{z}=F_{z, 1}-F_{z, 2}$ of the forces acting on the higher and lower particles. Stratification of the crystal occurs at the critical value $a=a_{\text {cr }}$, when $\delta F_{z}=0$. For $a<a_{\mathrm{cr}}$, the repulsion of the particles of the upper and lower layers is balanced by the attraction of the ionic space charge concentrated between the layers, which leads to the formation of a double-layer crystal. A microparticle crystal differs from a Coulomb crystal placed 'inside'" a uniform background primarily in the dependence of the charges on their coordinates. Since the electron number density decreases as we move closer to the electrode, the charge of the particles belonging to the lower layer is smaller than the charge of the particles belonging to the upper layer, which facilitates stratification of the crystal. Suppose that the lower layer is shifted in relation to the upper by the distance $\delta z$. The conditions for equilibrium of the two layers can be written $E_{u} Z_{u}$ $=E_{l} Z_{l}=M g$, where $E_{u}, E_{l}=E_{u}+4 \pi\left(\varrho-\alpha^{3} Z_{u} / a^{3}\right) \delta z$ and $Z_{u}, Z_{l}=Z_{u}-\delta z \partial Z / \partial z$ are the field strengths and the charges of the particles in the upper and lower layers, respectively; $\varrho=n_{i}\left(z_{p}\right)-n_{e}\left(z_{p}\right)$ is the electron and ion space charge density; and $\alpha=1.02$ is a dimensionless coefficient (taken from Dubin's theory ${ }^{10}$ ) that determines the strength of the field generated by the upper layer of charged particles. Then the critical particle separation in the dust crystal is given by the formula

$$
\begin{align*}
a_{\mathrm{cr}} & =\alpha\left(\frac{Z}{\varrho(1-\delta)}\right)^{1 / 3},  \tag{17}\\
\delta & =\frac{E_{p}}{4 \pi \varrho} \frac{\partial \ln U}{\partial z} \\
& =\frac{T_{e}}{3 T_{e}+U}\left(\frac{1}{2}+\frac{\sqrt{1-z_{p} / d_{k}}\left(1+E_{m} / E_{e}\right)}{\varphi \sin \varphi}\right), \tag{18}
\end{align*}
$$

where the particle charge $Z$ and the phase $\varphi$ are taken at point $z_{p}$. Depending on the discharge parameters, we have $\delta=0.1-0.5$, so that the difference of the charges of the lower and upper layers provides a sizable contribution to $a_{\mathrm{cr}}$. In Fig. 3b we compare the results of calculations with those provided by the analytic formula (17). As the gas pressure grows, the microparticle charge decreases and the ion number density increases. The two effects lead to a decrease in the critical particle separation at $U_{\mathrm{rf}}=60$ and 80 V , which agrees with the experimental data. At $U_{\mathrm{rf}}=40 \mathrm{~V}$ the statistical calculation error is several times larger than at $U_{\mathrm{rf}}$ $=60 \mathrm{~V}$. For $U_{\mathrm{rf}}=40 \mathrm{~V}$ and $P \leqslant 100 \mathrm{~Pa}$, the critical particle separation varies only slightly with pressure and amounts to


FIG. 4. Ion concentration distributions, measured in units of $10^{8} \mathrm{~cm}^{-3}$, in the $x y$ sectionfor the electrode sheath with a double-layer microparticle crystal at zero, $\delta x=0$ (a), and finite, $\delta x=130 \mu \mathrm{~m}(\mathrm{~b})$, shifts of the lower layer in relation to the upper layer along the $x$ axis. The regions corresponding to "condensation', of ion concentration coincide with the positions of particles. The gas pressure $P$ is 80 Pa , the discharge voltage $U_{\mathrm{rf}}$ is 60 V , and the particle separation $a$ in a layer is $519 \mu \mathrm{~m}$.
$\sim 540 \mu \mathrm{~m}$ within statistical calculation error. A further increase in the gas pressure leads to a rapid increase in $a_{\text {cr }}$ due to the increase in the difference between the charges of the lower and upper particles. The experimental data on critical particle separation obtained for $U_{\mathrm{rf}}=40 \mathrm{~V}$ and $U_{\mathrm{rf}}=50 \mathrm{~V}$ lie between the calculated data obtained for $U_{\mathrm{rf}}=40 \mathrm{~V}$ and $U_{\mathrm{rf}}$ $=60 \mathrm{~V}$. Note that the experimenter observes not the phase transition of a monolayer crystal into a double-layer crystal but the formation of a second layer of particles at $a=a_{\mathrm{cr}}$. When $a>a_{\text {cr }}$, the addition of new particles leads to a decrease in the particle separation, and at $a=a_{\text {cr }}$ there appears a second layer, which gets filled as the number of particles increases.

### 3.3. Structure of a double-layer crystal

Immediately after stratification of the monolayer crystal the particle separation amounts to $\sqrt{2} a_{\text {cr }}$. A further increase in the particle number density leads first to a decrease in the particle separation, and for $a<a_{\mathrm{cr}, 2}$ there is a transition to a triple-layer structure. Probably $a_{\mathrm{cr}, 2} \sim a_{\mathrm{cr}}$, but we did not examine this transition quantitatively. We calculated the double-crystal parameters for two limits in particle separation, $\sqrt{2} a_{\mathrm{cr}}$ and $a_{\mathrm{cr}}$. Qualitatively, the spatial distributions of the electric field potential, the electron number density, and the ion number density are the same for different gas pressures and discharge voltages. In the longitudinal plane they are almost axisymmetric. In view of the focusing of the ion paths by the particle field, an elongated ion cloud is formed downstream of the particles (Fig. 4a). The maximum ion concentration in the cloud exceeds severalfold the average ion number density at the points occupied by a particle. Excess ionic charges near a particle are small compared to the particle charges proper. For instance, for the case depicted in Fig. 4, the excess ionic charges in a region with a radius of $50 \mu \mathrm{~m}$ near the particles are $5 \times 10^{2} e$, while the particle charges are approximately $(8-9) \times 10^{3} \mathrm{e}$. Since a fraction of the ion flux lands on the particles, in the region between the electrode and the crystal the ion number density is somewhat


FIG. 5. Cross-section and discharge-period averages of the distributions of the ion concentration $\left(n_{i}\right)$, electron concentration $\left(n_{e}\right)$, and electric-field strength $(E)$ in the electrode sheath at a gas pressure $P=80 \mathrm{~Pa}$ and a discharge voltage $U_{\mathrm{rf}}=60 \mathrm{~V}$. The solid curves were obtained for a layer containing a two-layer crystal with a particle separation $a=519 \mu \mathrm{~m}$ in the layer, and the dotted curves were obtained for a layer without microparticles.
lower than in a layer without particles. The presence of particles in a layer only weakly affects all layer characteristics except the layer thickness (Fig. 5). Hence separate modeling of an rf discharge without particles and for the electrode sheath with particles is justified. In equilibrium, the mutual repulsion of two charged layer is balanced by the attraction to the space charge between the layers. If we take into account the particle charge, the crystal can be considered a quasineutral region. Hence the increase in the characteristic thickness of the electrode sheath is approximately equal to the distance between the outmost planes of the crystal, a fact corroborated by specific calculations of a triple-layer crystal.

Since the electron number density decreases as we move closer to the electrode, the lower particles have a smaller charge than the upper. A transition from a monolayer crystal to a double-layer crystal and a further variation of in particle separation in a layer have a small effect on the particle charge. As the pressure increases, the average electron energy decreases, and so does the potential at the particle surface, with the potential difference between the upper and lower particles remaining essentially unchanged. For a classical Coulomb double-layer crystal, the distance $d_{l}$ between the layers can be estimated from the condition for the equilibrium between the repulsion of two uniformly charged planes and the attraction of the planes to the background charge $\varrho$ in the space between the planes: $d_{l}=2 Z / \sqrt{3} \varrho a^{2}$. For a microparticle crystal in a layer, the difference of particle charges, $\delta Z=Z_{u}-Z_{l}$, of the upper $\left(Z_{u}\right)$ and lower $\left(Z_{l}\right)$ layers plays an important role. Here the equilibrium condition can be approximately written

$$
\begin{equation*}
\int_{z_{1}}^{z_{1}+d_{l}}\left(n_{i}-n_{e}\right) d z=\frac{2 Z}{\sqrt{3} a^{2}}+\frac{\delta Z}{Z} M g . \tag{19}
\end{equation*}
$$

Since $2 Z / \sqrt{3} a^{2} \ll M g$, a slight difference in particle charges leads to an appreciable increase in the distance between the layers, which decreases as the separation of particles belonging to a single layer increases (Fig. 6). When we used the expression (19) to estimate the distance between the layers (the solid curves in Fig. 6), we took the ion and electron concentrations from (15). We also allowed for a reduction of electron concentration near a charged layer due to Debye screening. No calculations of the distance between the layers


FIG. 6. Dependence of gas pressure on the distance between the layers in a double-layer microparticle crystal for a discharge voltage $U_{\mathrm{rf}}=60 \mathrm{~V}$ and various particle separations in a layer: $a=a_{\text {cr }}$ (1) and $a=\sqrt{2} a_{\text {cr }}$ (2). The curves represent the results obtained by using an approximate crystal model, - and $\square$ represent the calculated data, and $\bigcirc$ represent the experimental data at $U_{\mathrm{rf}} \approx 40 \mathrm{~V}$ and $a=a_{\mathrm{cr}}$.
at $U_{\mathrm{rf}}=40 \mathrm{~V}$ were carried out, since a large statistical error is involved in determining the transition from a monolayer crystal to a double-layer crystal (Fig. 3b). The experimental data on layer distances obtained with $U_{\mathrm{rf}}=40 \mathrm{~V}$ agree fairly well with the results of calculations for $U_{\mathrm{rf}}=60 \mathrm{~V}$ and $a$ $=a_{\mathrm{cr}}$ (Fig. 6). As noted earlier, in experiments the particle separation in a layer must be equal to the critical value $a_{\text {cr }}$.

### 3.4. Stability of double-layer crystals

To analyze the stability of a loosely packed hexagonal lattice, we calculated the forces (Fig. 7) acting on the particles when the lower layer is shifted as a whole in relation to the upper layer along the $x$ coordinate (the direction of the $x$ axiscoincides with the direction to the nearest particle in the hexagonal lattice). In this series of calculations we examined a hexagonal unit cell containing two particles with fixed transverse coordinates, while the longitudinal coordinates of the particles were determined by the balance of forces acting on the particles. Under a transverse shift of the lower layer,


FIG. 7. Forces acting on the particles of the upper (1) and lower (2) layers when the lower layer is shifted in relation to the upper layer by $\delta x$ at $U_{\mathrm{rf}}$ $=60 \mathrm{~V}, P=80 \mathrm{~Pa}$, and $a=519 \mu \mathrm{~m}$. The curves represent the results obtained by using the approximation (20), and and $\boldsymbol{\Delta}$ represent the results of self-consistent calculations.


FIG. 8. Effective radius $R_{i}$ of the ion cloud and the ion number density $N_{i}$ in the cloud generated by a particle in a monolayer crystal at $U_{\mathrm{rf}}=60 \mathrm{~V}$, $P=80 \mathrm{~Pa}$, and $a=519 \mu \mathrm{~m}$. The coordinate $z=0$ corresponds to the position of the particle.
the distance between the layers decreases, which is especially evident at $a=\sqrt{2} a_{\text {cr }}$ (Fig. 4). The forces $F_{x, u}$ acting on the particles of the upper layer in the direction $x$ are negative, i.e., the Coulomb repulsion between the lower and upper particles tend to disrupt the equilibrium in which the particles of the lower layer are under the particles of the upper layer. However, the attraction of the lower particles to the ion clouds that are below the upper particles exceeds the Coulomb repulsion between the particles. Hence the forces $F_{x, l}$ acting on the particles in the lower level are also negative, i.e., the lower particles tend to occupy positions under the upper particles. Since $\left|F_{l}\right|>\left|F_{u}\right|$, as shown in Ref. 18, such crystal packing is stable against a shift of the lower layer as a whole in relation to the upper layer. As noted in Ref. 18 and suggested by Fig. 4, a shift of the lower particles has a relatively small influence on the ion concentration distribution in the cloud above the upper particles. This makes it possible to approximately determine the interparticle forces for a known ion concentration distribution in ion clouds, which can be found by analyzing the monolayer crystal (Fig. 2). The results of calculations reveal that with an accuracy of $1-3 \%$ the spatial distribution of ions behind a particle in a monolayer crystal can be approximated by the formula

$$
\begin{align*}
& n_{i}(z, \boldsymbol{\rho})=n_{i 0}(z)+n_{i 1}(z, \boldsymbol{\rho}), \\
& n_{i 1}(z, \boldsymbol{\rho})=\frac{N_{i}}{\pi R_{i}} \exp \left(-\frac{|\boldsymbol{\rho}|^{2}}{R_{i}^{2}}\right), \tag{20}
\end{align*}
$$

where $N_{i}$ is the ion number density per unit length in the cloud, and $R_{i}$ is the effective cloud radius (both depend on the distance to the particle; Fig. 8). The minimum in the ion cloud radius is attained near particles and is approximately equal to the characteristic radius $R_{w}$ of the potential well. As the distance $|z|$ from the generating particle down the flux increases, the effective cloud radius increases approximately according to the square-root law

$$
R_{i}=\sqrt{R_{\min }^{2}+4 D_{\perp}|z| / v_{d}}
$$

due to the transverse ion diffusion with a diffusion coefficient $D_{\perp}$. The ion number density $N_{i}$ in the cloud reaches its
maximum value at distances of $100-200 \mu \mathrm{~m}$ behind the particle, and then decreases due to the Coulomb repulsion of ions. Note that the total ionic charge in the cloud,

$$
N_{t}=e \int N_{i}(z) d z \approx(2-3) \times 10^{3} e
$$

remains several times smaller than the particle charge. Hence ion clouds below lower particles have almost no effect on the upper particles. Nevertheless, the attraction of the lower particles to ion clouds above the upper particles is stronger than the Coulomb repulsion from the upper particles, since on the average the ions are closer to the lower particles.

To analyze the motion of particles in the crystal we must know the interparticle forces, whose self-consistent calculation in the general case, where the crystal loses its symmetry, is almost impossible. Ignoring the momentum transferred from ions to particles in collisions and using formula (20) for the ion concentration distribution in the cloud, we can reduce the many-body problem to finding the two-body forces between the particles. To do this, in addition to accounting for Coulomb repulsion, we must allow for the attractive force

$$
\begin{equation*}
\mathbf{F}_{l}(\mathbf{r})=e Z \frac{\partial}{\partial \mathbf{r}} \sum_{i} \int \frac{n_{i 1}\left(\mathbf{r}^{\prime}-\mathbf{r}_{i}\right)}{\left|\mathbf{r}^{\prime}-\mathbf{r}\right|} d \mathbf{r}^{\prime} \tag{21}
\end{equation*}
$$

between the lower particles and the ion clouds that can be considered being rigidly coupled to the upper particles that give rise to them. ${ }^{18}$ Summation in (21) is done over the upper particles with coordinates $\mathbf{r}_{i}$. The results obtained in this manner for the shift of the lower layer in relation to the upper layer (a problem considered earlier) agrees, within statistical error, with a complete calculation of the forces (Fig. 7), which suggests that this approach remains meaningful in more complex situations.

As shown in Ref. 18, a decrease in the gas pressure makes a double-layer crystal unstable against the development of short-wavelength perturbations. In Ref. 18, non-selfconsistent calculations of ion motion were carried out, while the ion concentration distribution in the cloud was replaced by a point charge positioned at a certain distance downstream of the upper particles. Using the expression (21) for the force $\mathbf{F}_{l}$ of interaction between the lower particles and the ion cloud together with the approximation (20) for the ion concentration distribution, we study the stability of the crystal more thoroughly. Following the line of reasoning developed in Ref. 18, we examine the motion of particles only in the transverse plane $\boldsymbol{\rho}=x y$, with allowance for the friction of the particles in the gas with a coefficient $\nu$, the Coulomb repulsion between particles, and the attraction of the lower particles to the ion clouds above the upper particles. Then the equations of motion of the upper $\left(\boldsymbol{\rho}_{k, u}\right)$ and lower $\left(\boldsymbol{\rho}_{k, l}\right)$ particles can be written

$$
\begin{align*}
\frac{d^{2} \boldsymbol{\rho}_{k, u}}{d t^{2}}= & -\nu \frac{d \boldsymbol{\rho}_{k, u}}{d t}+\frac{e^{2} Z_{u}^{2}}{M} \sum_{i} \frac{\boldsymbol{\rho}_{k, u}-\boldsymbol{\rho}_{i, u}}{\left|\boldsymbol{\rho}_{k, u}-\boldsymbol{\rho}_{i, u}\right|^{3}} \\
& +\frac{e^{2} Z_{u} Z_{l}}{M} \sum_{i} \frac{\boldsymbol{\rho}_{k, u}-\boldsymbol{\rho}_{i, l}}{\left|\boldsymbol{\rho}_{k, u}-\boldsymbol{\rho}_{i, l}+\mathbf{e}_{z} d_{l}\right|^{3}} \tag{22}
\end{align*}
$$

TABLE I.

| $U_{\mathrm{rf}}, \mathrm{V}$ | $a / a_{\mathrm{cr}}$ | $\nu_{*}, \mathrm{~s}^{-1}$ | $\omega_{*}, \mathrm{~s}^{-1}$ | $\varphi_{*}, \mathrm{deg}$ |
| :--- | :---: | :---: | :---: | :---: |
| 60 | 1 | 17 | 59 | 73 |
| 60 | $\sqrt{2}$ | 18 | 49 | 43 |
| 80 | $\sqrt{2}$ | 24 | 61 | 45 |

$$
\begin{align*}
\frac{d^{2} \boldsymbol{\rho}_{k, l}}{d t^{2}}= & -\nu \frac{d \boldsymbol{\rho}_{k, l}}{d t}+\frac{e^{2} Z_{l}^{2}}{M} \sum_{i} \frac{\boldsymbol{\rho}_{k, l}-\boldsymbol{\rho}_{i, l}}{\left|\boldsymbol{\rho}_{k, l}-\boldsymbol{\rho}_{i, l}\right|^{3}} \\
& +\frac{e^{2} Z_{u} Z_{l}}{M} \sum_{i} \frac{\boldsymbol{\rho}_{k, l}-\boldsymbol{\rho}_{i, u}}{\left|\boldsymbol{\rho}_{k, l}-\boldsymbol{\rho}_{i, u}+\mathbf{e}_{z} d_{l}\right|^{3}}+\frac{1}{M} \mathbf{F}_{k, l}, \tag{23}
\end{align*}
$$

where $\mathbf{e}_{z}$ is the unit vector along the $z$ axis, with the lower index indicating the equilibrium position of the particle in a layer. The forces acting on a particle are nonpotential due to the interaction of the lower particles and the ion clouds, which in the final analysis leads to the development of particle oscillations as the coefficient of friction of particles in the gas decreases. To analyze crystal stability, we examine the perturbations

$$
\begin{aligned}
& \delta \boldsymbol{\rho}_{k, u}=\xi_{u} \exp \left(i \mathbf{q} \cdot \boldsymbol{\rho}_{k, u}^{0}+\lambda_{i} t\right), \\
& \delta \boldsymbol{\rho}_{k, l}=\xi_{l} \exp \left(i \boldsymbol{q} \cdot \boldsymbol{\rho}_{k, l}^{0}+\lambda_{i} t\right)
\end{aligned}
$$

of the coordinates of the particles with respect to the equilibrium particle positions $\boldsymbol{\rho}_{k, u}^{0}$ and $\boldsymbol{\rho}_{k, l}^{0}$ in the crystal lattice, linearize Eqs. (22) and (23) in the small quantities $\delta \boldsymbol{\rho}_{k, u}$ and $\delta \boldsymbol{\rho}_{k, l}$, and find the eigenvalues $\lambda_{i}$ for various wave vectors q. The statement of the problem differs from that in Ref. 18 only by the fact that here we specify the particle charges and the force $\mathbf{F}_{l}$ self-consistently. Hence, without going into the cumbersome calculations, which can be found in Ref. 18, we write only the results for the main physical characteristics of instability: the critical friction coefficient $\nu_{*}$ for the particles in the gas (below this value instability begins to develop), the corresponding oscillation frequency $\omega_{*}$, and phase shift in the oscillations of the lower and upper particles, $\sin \varphi_{*}$ $=\operatorname{Im}\left(\xi_{u} / \xi_{l}\right)\left(\left|\xi_{u} / \xi_{l}\right|\right)^{-1}$ (see Table I). In accordance with the experimental data listed in Refs. 5 and 19, the critical value of the friction coefficient of the particles in the gas increases with the discharge power or, in other words, the critical gas pressure (the pressure at which the crystal becomes unstable against the development of particle oscillation) increases with the discharge power. As the particle separation in a layer decreases, the value if $\nu_{*}$ changes only slightly, and the oscillation frequency $\omega_{*}$ and phase shift $\varphi_{*}$ increase. Experiments conducted at $U_{\mathrm{rf}} \approx 40 \mathrm{~V}$ and $a=a_{\mathrm{cr}}$ yield $\nu_{*}$ $\approx 28 \mathrm{~s}^{-1}, \omega_{*}=72 \mathrm{~s}^{-1}$, and $\varphi_{*}=40^{\circ}$. The difference between the experimental and theoretical data may possibly be due to the defects existing in real crystals.

## 4. CONCLUSION

As a result of our calculations for various gas pressures and discharge voltages, we have obtained (in a selfconsistent manner) the main parameters of a microparticle
crystal in a plasma: the particle potentials, the critical particle separation in a layer at which, due to the Coulomb repulsion of particles, the monolayer crystal transforms into a double-layer crystal, and the distance between layers in a double-layer crystal. We have proposed a model for calculating interparticle forces. This model has been used to determine the main characteristics of instability of a doublelayer crystal against the development of transverse particle oscillations: the critical friction coefficient for the particles in the gas, the oscillation frequency, and the phase shift in the oscillations of the lower and higher particles. The discrepancy between our results and the experimental data on the various lattice parameters amounts to $25-40 \%$, which is of the order of the experimental error. We have also built an approximate model of a microparticle crystal in the electrode sheath, a model that makes it possible to find all the crystal characteristics to a high accuracy.
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# Cherenkov interaction of vortices with a free surface 
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Zh. Éksp. Teor. Fiz. 115, 894-919 (March 1999)
The interaction of vortex filaments in an ideal incompressible fluid with the free surface of the latter is investigated in the canonical formalism. A Hamiltonian formulation of the equations of motion is given in terms of both canonical and noncanonical Poisson brackets. The relationship between these two approaches is analyzed. The Lagrangian of the system and the Poisson brackets are obtained in terms of vortex lines, making it possible to study the dynamics of thin vortex filaments with allowance for finite thickness of the filaments. For twodimensional flows exact equations of motion describing the interaction of point vortices and surface waves are derived by transformation to conformal variables. Asymptotic steady-state solutions are found for a vortex moving at a velocity lower than the minimum phase velocity of surface waves. It is found that discrete coupled states of surface waves above a vortex are possible by virtue of the inhomogeneous Doppler effect. At velocities higher than the minimum phase velocity the buoyant rise of a vortex as a result of Cherenkov radiation is described in the semiclassical limit. The instability of a vortex filament against three-dimensional kink perturbations due to interaction with the "image" vortex is demonstrated. © 1999 American Institute of Physics. [S1063-7761(99)00903-8]

## 1. INTRODUCTION

It is generally known (see, e.g., Ref. 1) that fluid flow in the presence of oscillations of the surface of water under the influence of the forces of gravity and capillary tension can be treated very accurately as potential flow: $\mathbf{v}=\nabla \Phi$. The small nonpotential component of the velocity field is attributable to fluid viscosity. The system becomes Hamiltonian in the zero viscosity limit. The actual profile of the surface $z$ $=\eta(x, y, t)$ and the value of the potential on the surface $\phi(x, y, t)$ emerge as canonical variables, whereupon the equations of motion are written in the form

$$
\begin{equation*}
\frac{\partial \eta}{\partial t}=\frac{\delta H}{\delta \phi}, \quad \frac{\partial \phi}{\partial t}=-\frac{\delta H}{\delta \eta} \tag{1}
\end{equation*}
$$

where the Hamiltonian $H$ coincides with the total energy of the fluid.

A Hamiltonian formulation (1) of the equations of motion for potential flows of a fluid with a free surface was published by Zakharov at the end of the 1960 's. ${ }^{2,3}$ Since then the Hamiltonian approach has been used successfully in the investigation of a great many phenomena: the modulation instability of surface waves, ${ }^{2}$ the nonlinear stage of development of Kelvin-Helmholtz instability, ${ }^{4}$ the formation of hexagonal relief on the surface of liquid dielectrics in the presence of an external electric field, ${ }^{5}$ and the formation of singularities on the surface of ideal fluids. ${ }^{6,7}$ Two important contributions to research on surface wave turbulence are Refs. 3 and 8, in which the first systematic theory of Kolmogorov spectra-flux-type power-law distributions-is formulated.

Nowadays the theory of surface wave turbulence is one of the most advanced of all (see, e.g., the survey in Ref. 9). All the same, the theory has lingering unsolved problems, the
crux of which could well be the problem of the interaction of nonpotential flows, i.e., rotational (vortex) flows with a free surface.

Probably the first theoretical treatment of this problem was published by Keldysh and Lavrent'ev, ${ }^{10}$ and a section of a later book ${ }^{11}$ is also devoted to it. Novikov has subsequently investigated the problem. ${ }^{12}$ In all these publications the authors have calculated the losses of a two-dimensional point vortex in steady-state motion as a result of the excitation of surface waves. In Novikov's work ${ }^{12}$ this process is analyzed in the linear approximation with respect to the surface wave amplitude on the assumption that the vortex is situated at considerable depth from the free surface. In the zeroth approximation in this case the vortex combines with its mirror image to form a dipole pair, which moves at a constant velocity along the surface. The generated flow away from the vortex is inhomogeneous along the surface. In a coordinate frame where the vortex is at rest, the flow is homogeneous at large distances from the vortex. As we approach the vortex, the flow velocity on the surface changes sign at some point, so that the flow velocity above the vortex has the opposite sign and three times the magnitude of the velocity at infinity.

It is clear from this situation that the generated wave experiences an inhomogeneous Doppler effect by virtue of the Cherenkov process. It should be recalled that Cherenkov radiation occurs when a vortex propagates at a velocity greater than the minimum phase velocity of surface waves. It is shown in the cited paper that when the Cherenkov wavelength $\lambda$ is much shorter than the distance from the vortex to the surface, i.e., the vortex depth $h$, the Cherenkov radiation can be described semiclassically. Surface waves are known to be localized within a surface layer having a thickness of the order of the wavelength, the fluid velocity decreasing
exponentially at greater distances. For $\lambda \ll h$, therefore, the back influence of radiation on the vortex is exponentially small, so that perturbation theory can be used to good advantage.

In the present article we investigate the nonlinear interaction of vortices with a free surface. We are concerned primarily with the Cherenkov radiation of surface waves by a moving point vortex. Our work differs fundamentally from previous studies in that the inhomogeneous Doppler effect is taken into account. Its influence is significant not only for Cherenkov radiation, but also in the subcritical regime, where the vortex propagation velocity is smaller than the minimum phase velocity of the waves. The entrainment of surface waves is possible in this case, along with the formation of steady-state bound states involving the vortex and the waves propagating with it. It is possible for waves to be entrained by the vortex when the propagation velocities $v$ are much lower than the minimum phase velocity $V_{\min }$. For example, when $\lambda \ll h$, the velocity $v$ at which entrainment sets in attains a value of the order of $V_{\min } / 3$.

We use the Hamiltonian approach to describe the interaction of vortices with a free surface. In the canonical ${ }^{13,14}$ formulation the fluid velocity is represented in terms of Clebsch variables. Even though this kind of parametrization of the velocity describes a special type of flow, the canonical Poisson bracket (expressed in terms of Clebsch variables) admits conversion to a noncanonical bracket, which is expressed at once in terms of the velocity, the potential on the surface, and the surface profile itself, most important, it can be used to describe flows having an arbitrary topology. However, the noncanonical bracket is found to be degenerate, owing to the existence of a special symmetry, which forms an entire group-the group of relabeling transformations of Lagrangian markers (the details are given in a recent survey ${ }^{14}$ ). This symmetry generates all known vorticity conservation laws. The principal law is the freezing-in of vortex lines in the fluid. It corresponds to a local Lagrangian invariant-the Cauchy invariant. In a previous paper ${ }^{15}$ we propose a technique for removing the degeneracy for an incompressible ideal fluid without a free boundary by introducing new variables called Lagrangian markers, which enumerate each vortex line. It will be shown in Sec. 2 that this approach can be extended to ideal hydrodynamics with a free surface. In particular, the transition to a vortex-line representation provides the means for writing a variational principle and a simple way to achieve a self-consistent Hamiltonian description of a system of thin vortex filaments interacting with a free surface.

In Sec. 3 we use the variational principle and conformal mapping into the half-plane (by analogy with Ref. 16) to derive the equations of motion of point vortices and a free surface for a two-dimensional geometry. In the next section we find steady-state solutions of these equations in the form of an asymptotic expansion in powers of the Froude parameter $F$. In Sec. 5 we discuss bound surface wave states. In Sec. 6, assuming that $h \gg \lambda$, we determine the law governing the buoyant rise of a point vortex as a result of Cherenkov radiation. In the last section we investigate the influence of three-dimensional perturbations on the dynamics of vortex
filaments. We show that the interaction of the vortex with its own image renders a vortex filament unstable against kink perturbations, where the parts of the filament closest to the free surface accelerate toward it, while more distant parts move in the opposite direction, away from the surface. This instability is analogous to the Crow instability ${ }^{17}$ of two antiparallel vortex filaments. Without a free surface the development of this instability leads to reconnection of the vortex lines and the formation of vortex rings. In this situation we can expect a vortex line to "reconnect'" with its own mirror image, inevitably producing a large set of vortex half-rings that begin and end at the surface of the fluid. The 'reconnection" process must be accompanied by the Cherenkov radiation of surface waves in this case.

## 2. BASIC EQUATIONS; HAMILTONIAN FORMALISM

We consider an incompressible ideal fluid of constant density $\rho$ (we assume from now on that $\rho=1$ ) in the presence of a constant gravitational field $\mathbf{g}$ antiparallel to the $z$ axis. Let the profile of the free surface be described by the equation $z=\eta(x, y, t)$.

The equations of motion of the fluid are the Euler equations

$$
\begin{equation*}
\rho\left(\frac{\partial \mathbf{v}}{\partial t}+(\mathbf{v} \nabla) \mathbf{v}\right)=-\nabla p, \quad \operatorname{div} \mathbf{v}=0 \tag{2}
\end{equation*}
$$

subject to the boundary conditions: 1) extinction of the velocity $(\mathbf{v} \rightarrow 0)$ at a large depth $z \rightarrow-\infty ; 2)$ the dynamic condition at the free boundary

$$
\begin{equation*}
\left.p\right|_{z=\eta}=\sigma \operatorname{div} \frac{\nabla \eta}{\sqrt{1+(\nabla \eta)^{2}}} \tag{3}
\end{equation*}
$$

and the kinematic condition

$$
\begin{equation*}
\frac{\partial \eta}{\partial t}=v_{n} \sqrt{1+(\nabla \eta)^{2}}=v_{z}-\left(\mathbf{v}_{\perp} \nabla\right) \eta . \tag{4}
\end{equation*}
$$

Here $p$ is the pressure, and $\sigma$ is the coefficient of surface tension.

The system of equations (2)-(4) is classified as Hamiltonian. For pure potential flows $\mathbf{v}=\nabla \Phi$, Eq. (2) with the boundary conditions (3) and (4) can be written in the canonical form (1). For nonpotential flows that can be parametrized in terms of Clebsch variables, we have

$$
\begin{equation*}
\mathbf{v}=\hat{P} \lambda \nabla \mu+\nabla \Phi, \tag{5}
\end{equation*}
$$

and the canonical equations (1) are augmented with two equations in the variables $\lambda$ and $\mu$ (see, e.g., Refs. 14 and 18):

$$
\begin{equation*}
\frac{\partial \lambda}{\partial t}=\frac{\delta H}{\delta \mu}=-(\mathbf{v} \nabla) \lambda, \quad \frac{\partial \mu}{\partial t}=-\frac{\delta H}{\delta \lambda}=-(\mathbf{v} \nabla) \mu . \tag{6}
\end{equation*}
$$

Here the Hamiltonian $H$ is identical to the total energy of the fluid:

$$
\begin{equation*}
H=\int_{z \leqslant \eta} \frac{\mathbf{v}^{2}}{2} d \mathbf{r}+\int d \mathbf{r}_{\perp}\left\{\frac{g \eta^{2}}{2}+\sigma\left[\sqrt{1+(\nabla \eta)^{2}}-1\right]\right\}, \tag{7}
\end{equation*}
$$

and the velocity $\mathbf{v}$ can be expressed in terms of $\lambda$ and $\mu$ by means of Eq. (5). In Eq. (5) $P_{\alpha \beta}=\delta_{\alpha \beta}-\nabla_{\alpha} \Delta^{-1} \nabla_{\beta}$ is the transverse projector. The operator $\Delta^{-1}$ is interpreted everywhere in this section as the inverse operator for the Dirichlet problem $\Delta f=g$ with vanishing boundary conditions

$$
\left.f\right|_{z=\eta}=0 \quad \text { and } f \rightarrow 0 \text { as } z \rightarrow-\infty
$$

For this choice the symbol $\phi$ in Eqs. (1) retains its definition as the value of $\Phi$ at the free surface, and the potential $\Phi$ itself is a harmonic function:

$$
\begin{equation*}
\Delta \Phi=0,\left.\quad \Phi\right|_{z=\eta}=\phi \tag{8}
\end{equation*}
$$

It is important to note that here $\lambda$ and $\mu$ are completely unconstrained at the free surface. The vortex lines, which are specified by the intersection of the surfaces $\lambda=$ const and $\mu=$ const, can have arbitrary orientation at the surface $z$ $=\eta\left(\mathbf{r}_{\perp}, t\right)$, i.e., they can either be tangent to the free surface or run into it.

The substitution (5) is known (see, e.g., Ref. 19) to describe a special type of flow; in particular, it does not describe knotted flows. Nonetheless, despite the special character of this substitution, it can be used to obtain a Hamiltonian description for flows having an arbitrary topology in terms of so-called noncanonical Poisson brackets. ${ }^{20}$ This fact was first demonstrated for flows without a free boundary. ${ }^{14}$ We now show that it is also valid for flows with a free surface. We convert the canonical Poisson bracket, specified in terms of bulk variables $(\lambda, \mu)$ and surface variables ( $\phi, \eta$ ),

$$
\begin{align*}
\{F, G\}= & \int\left(\frac{\delta F}{\delta \lambda} \frac{\delta G}{\delta \mu}-\frac{\delta G}{\delta \lambda} \frac{\delta F}{\delta \mu}\right) d \mathbf{r} \\
& +\int\left(\frac{\delta F}{\delta \eta} \frac{\delta G}{\delta \phi}-\frac{\delta G}{\delta \eta} \frac{\delta F}{\delta \phi}\right) d \mathbf{r}_{\perp} \tag{9}
\end{align*}
$$

to a bracket expressed in terms of the velocity $\mathbf{v}$ and the surface profile. These calculations are based on a recalculation of the variational derivatives.

Invoking the definition (5) and the self-adjointness of the operator $\hat{P}$, we have

$$
\begin{equation*}
\left.\frac{\delta F}{\delta \lambda}\right|_{\mu \eta \psi}=\left(\nabla \mu, \frac{\widetilde{\delta} F}{\delta \mathbf{v}}\right), \quad \frac{\delta F}{\delta \mu^{\lambda} \eta \psi}=\left(\nabla \lambda, \frac{\widetilde{\delta} F}{\delta \mathbf{v}}\right) . \tag{10}
\end{equation*}
$$

Here

$$
\frac{\widetilde{\delta} F}{\delta \mathbf{v}}=\hat{P} \frac{\delta F}{\delta v}
$$

so that $\operatorname{div}(\widetilde{\delta} F / \delta \mathbf{v})=0$.
Next we calculate the variational derivative of $\phi$ :

$$
\begin{equation*}
\left.\frac{\delta F}{\delta \phi}\right|_{\lambda \mu \eta}=\int \frac{\delta F}{\delta \mathbf{v}} \nabla \frac{\delta \phi(\mathbf{r})}{\delta \phi\left(\mathbf{r}_{\perp}\right)} d \mathbf{r} \tag{11}
\end{equation*}
$$

Making use of the relation $\Delta \delta \Phi(\mathbf{r}) / \delta \phi\left(\mathbf{r}_{\perp}\right)=0$, we replace the variational derivative $\delta F / \delta \mathbf{v}$ by $\widetilde{\delta} F / \delta \mathbf{v}$ in the integral (11). Then, transforming the integral to a surface integral, we obtain

$$
\begin{equation*}
\left.\frac{\delta F}{\delta \phi}\right|_{\lambda \mu \eta}=\left(\mathbf{n} \frac{\widetilde{\delta} F}{\delta \mathbf{v}}\right)_{z=\eta} \tag{12}
\end{equation*}
$$

In the meantime, the variational derivative with respect to $\eta$ remains unchanged:

$$
\begin{equation*}
\left.\frac{\delta F}{\delta \eta}\right|_{\lambda \mu \phi}=\left.\frac{\delta F}{\delta \eta}\right|_{v} . \tag{13}
\end{equation*}
$$

Next, substituting relations (10), (12), and (13) into the bracket (9), we arrive at an expression for the noncanonical Poisson bracket ${ }^{21}$ :

$$
\begin{align*}
\{F, G\}= & \int\left(\operatorname{curl} \mathbf{v}\left[\frac{\widetilde{\delta} F}{\delta \mathbf{v}} \times \frac{\widetilde{\delta} G}{\delta \mathbf{v}}\right]\right) d \mathbf{r} \\
& +\int\left(\frac{\delta F}{\delta \eta}\left(\mathbf{n} \frac{\widetilde{\delta} G}{\delta \mathbf{v}}\right)-\frac{\delta G}{\delta \eta}\left(\mathbf{n} \frac{\widetilde{\delta} F}{\delta \mathbf{v}}\right)\right) d \mathbf{r}_{\perp} \tag{14}
\end{align*}
$$

The first part of this bracket takes bulk variables into account, and without a free boundary it goes over to a bracket expression first published in terms of the curl of the velocity $\boldsymbol{\Omega}=$ curl $\mathbf{v}$ in Ref. 19:

$$
\begin{equation*}
\{F, G\}=\int\left(\boldsymbol{\Omega}\left[\operatorname{curl} \frac{\delta F}{\delta \boldsymbol{\Omega}} \operatorname{curl} \frac{\delta G}{\delta \boldsymbol{\Omega}}\right]\right) d \mathbf{r} \tag{15}
\end{equation*}
$$

When the vortex lines do not run into the free surface, the second part of the bracket can be expressed in terms of the variables $\phi$ and $\eta$ :

$$
\begin{equation*}
\int\left(\frac{\delta F}{\delta \eta} \frac{\delta G}{\delta \phi}-\frac{\delta G}{\delta \eta} \frac{\delta F}{\delta \phi}\right) d \mathbf{r}_{\perp} \tag{16}
\end{equation*}
$$

and coincides with the canonical Zakharov bracket.
Accordingly, the equations of motion (2) and (4) can be written by virtue of the bracket (14) in the form

$$
\mathbf{v}_{t}=\{\mathbf{v}, H\}, \quad \eta_{t}=\{\eta, H\} .
$$

In the investigation of thin vortices it is more convenient to use a third Hamiltonian formulation, in terms of vortex lines. We have shown previously ${ }^{15}$ that for ideal incompressible hydrodynamics without a free boundary the transformation to vortex lines as new variables removes the degeneracy of the Poisson brackets and makes it possible to write a variational principle. It should also be noted that the limit of infinitely thin vortex filaments of finite vorticity in the presence of a free boundary has been analyzed previously. ${ }^{22}$ The formulation set forth below gives a Hamiltonian description of distributed vortices interacting with a free surface. Our proofs are simpler and, most importantly, they can be used to check the limiting transition to infinitely thin vortices.

We represent a vortex tube of finite thickness by a continuous distribution of vortex filaments, each of which we label with the coordinate $\nu$. We assume that the coordinate $\nu$ belongs to a certain fixed two-dimensional domain. For example, $\nu$ can be interpreted as the initial coordinates of a vortex filament in a cross section of the vortex tube.

We specify the position of each vortex filament by the function

$$
\begin{equation*}
\mathbf{r}=\mathbf{R}(\nu, s, t) \tag{17}
\end{equation*}
$$

where $s$ is a parameter that varies along the filament. For a closed vortex line the function $\mathbf{R}(\nu, s, t)$ is periodic with a period that depends on $\nu$ :

$$
\mathbf{R}(\nu, s, t)=\mathbf{R}(\nu, s+l(\nu), t)
$$

We shall assume below for simplicity that the vortex lines do not reach the surface anywhere and are closed. The scalar velocity potential is therefore well defined at the boundary. (Note that its value $\phi\left(\mathbf{r}_{\perp}\right)$ contains, in addition to the wave potential, a contribution from vortices situated in the depth of the fluid.)

Let the velocity circulation around the vortex tube, which rests on an area element $d^{2} \nu$ in the vicinity of the point $\nu$, be equal to $\rho(\nu) d^{2} \nu$. By the conservation of circulation, $\rho(\nu)$ is independent of the time.

In this case the curl of the velocity $\boldsymbol{\Omega}(\mathbf{r}, t)$ can be written in the form

$$
\begin{align*}
\mathbf{\Omega}(\mathbf{r},\{\mathbf{R}(\nu, s, t)\})= & \int d^{2} \nu \rho(\nu) \int d s \frac{\partial \mathbf{R}(\nu, s, t)}{\partial s} \\
& \times \delta(\mathbf{r}-\mathbf{R}(\nu, s, t)) \tag{18}
\end{align*}
$$

We see at once that the choice of the parameter $s$ in Eqs. (17) and (18) is nonunique, up to the replacement $s \rightarrow \tilde{s}(s, t)$. Irrespective of the choice of $s$, the vector $\partial \mathbf{R}(\nu, s, t) / \partial s$ is always tangent to the vortex line with the given $\nu$.

We have shown previously ${ }^{15}$ that the equation of motion for a vortex line $\mathbf{r}=\mathbf{R}(\nu, s, t)$,

$$
\begin{equation*}
\left[\mathbf{R}_{s} \times\left(\mathbf{R}_{t}-\mathbf{v}(\mathbf{R}, t)\right]=0\right. \tag{19}
\end{equation*}
$$

governs only the "transverse" dynamics relative to the vortex line. The equation of motion (19) follows directly from the Euler equation for the curl of the velocity $\boldsymbol{\Omega}=\operatorname{curl} \mathbf{v}$. As should be the case, the longitudinal "variation'" does not affect the deformation of the curve, leaving Eq. (19) invariant under all smooth substitutions $s \rightarrow \widetilde{s}(s, t)$.

The description of the vortex lines by Eqs. (17), (18), and (19) is a hybrid Lagrangian-Eulerian description. Here the parameter $\nu$ has a transparent Lagrangian origin, whereas the coordinate $s$ remains Eulerian. For planar flows the coordinate $s$ is naturally identified with the coordinate $z$ perpendicular to the corresponding plane.

It can be checked by direct substitution that the equations of motion (4) and (19) for the variables $\mathbf{R}$ and $\eta$ and also for $\psi$ follow from the variational principle for the action $S=\int \mathscr{L} d t$ :

$$
\delta S=0
$$

where the Lagrangian $\mathscr{L}$ is given by

$$
\begin{align*}
\mathscr{L}= & \frac{1}{3} \int d^{2} \nu \rho(\nu) \int\left(\left[\mathbf{R}_{t}(\nu, s) \times \mathbf{R}(\nu, s)\right] \mathbf{R}_{s}(\nu, s)\right) d s \\
& +\int \phi \eta_{t} d \mathbf{r}_{\perp}-\mathscr{H}[\mathbf{R}, \phi, \eta] . \tag{20}
\end{align*}
$$

The key factor in this check is embodied in the two relations

$$
\begin{equation*}
\rho(\nu)\left[\mathbf{R}_{s} \times \operatorname{curl} \frac{\delta F}{\delta \boldsymbol{\Omega}}\right]=\frac{\delta F}{\delta \mathbf{R}} \tag{21}
\end{equation*}
$$

and

$$
\mathbf{v}=\operatorname{curl} \frac{\delta \mathscr{H}}{\delta \mathbf{\Omega}},
$$

the first of which is valid only for functionals that depend on $\boldsymbol{\Omega}, \phi$, and $\eta$, i.e., gauge-invariant functionals that are independent of the choice of the parameters $s$ and $\nu$.

The equation of motion for $\mathbf{R}$ (19) deduced from (20) acquires the Hamiltonian form

$$
\begin{equation*}
\rho(\nu)\left[\mathbf{R}_{s}(\nu, s) \times \mathbf{R}_{t}(\nu, s)\right]=\left.\frac{\delta \mathscr{H}}{\delta \mathbf{R}(\nu, s)}\right|_{\phi, \eta} \tag{22}
\end{equation*}
$$

and the equations for $\phi$ and $\eta$ retain their canonical form (1).
Making use of the property (21), by rewriting the bracket (14) we can obtain the Poisson bracket (between two gaugeinvariant functionals) expressed in terms of vortex lines:

$$
\begin{align*}
\{F, G\}= & \int \frac{d^{2} \nu d s}{\rho(\nu)\left|\mathbf{R}_{s}(\nu, s)\right|^{2}}\left(\mathbf { R } _ { s } ( \nu , s ) \left[\frac{\delta F}{\delta \mathbf{R}(\nu, s)}\right.\right. \\
& \left.\left.\times \frac{\delta G}{\delta \mathbf{R}(\nu, s)}\right]\right)+\int\left(\frac{\delta F}{\delta \eta} \frac{\delta G}{\delta \phi}-\frac{\delta G}{\delta \eta} \frac{\delta F}{\delta \phi}\right) d \mathbf{r}_{\perp} . \tag{23}
\end{align*}
$$

It is evident from this expression that the new bracket (23) does not contain variational derivatives with respect to $\rho$, although $\rho$ could have been assumed to be invariant in the given calculations. This result indicates that $\rho$ is a Casimir variable in relation to the original bracket, permitting us to introduce the variational principle (20). The variables $\phi$ and $\eta$ now remain canonically conjugate.

The canonical formulation (20) also benefits us in the ease with which the limiting transition is made to a finite number of very thin vortex filaments $\mathbf{R}_{n}(s, t)$ having finite vorticities $\gamma_{n}$ :

$$
\begin{align*}
\mathscr{C}_{\epsilon}= & \frac{2 \pi}{3} \sum_{n} \gamma_{n} \int d s\left(\mathbf{R}_{n s}\left[\mathbf{R}_{n} \times \mathbf{R}_{n t}\right]\right) \\
& +\int \phi \eta_{t} d \mathbf{r}_{\perp}-\mathscr{H}\left[\mathbf{R}_{n}, \phi, \eta\right] . \tag{24}
\end{align*}
$$

All that is required is to take accurate account of the fact that the "self-energy" gained by the filament in the immediate vicinity of its axis increases logarithmically as its thickness tends to zero. In three-dimensional space finite-thickness effects often play an important role, because the stretching of a certain part of a filament is accompanied by a decrease in its thickness and, as a result, an increase in the self-energy density per unit length. In principle, this property of the system can be incorporated into the discussion by retaining additional degrees of freedom other than $\mathbf{R}(s)$ in our crude description, specifically the filament cross section $\Sigma(s)$ and, canonically conjugate to it, the angle $\theta(s)$ of rotation of the cross section as a whole about the axis of the filament.

This problem never arises in the investigation of planar flows. The vortex has a constant area, which is associated only with the additive constant in the expression for the Hamiltonian. In this case the variational principle for the action in the Lagrangian (20) leads to the well-known con-
clusion (see Ref. 13) that the coordinates of each point vortex, $X_{n}(t)$ and $Y_{n}(t)$, are canonically conjugate variables, and the Lagrangian assumes the form

$$
\begin{align*}
\mathscr{L}= & \sum_{n} 2 \pi \gamma_{n} X_{n}(t) \dot{Y}_{n}(t)+\int \phi \eta_{t} d x \\
& -\mathscr{H}\left[X_{n}, Y_{n}, \phi, \eta\right] . \tag{25}
\end{align*}
$$

## 3. DYNAMICAL EQUATIONS IN CONFORMAL VARIABLES

In this section we address planar flows, assuming point vortices. Our primary concern being the interaction of vortices with a free surface, we confine the discussion to a single vortex (any generalization to $N$ vortices is more or less obvious). For two-dimensional flows it is helpful to follow Ref. 16 and map the fluid-filled domain $D:\{y \leqslant \eta(x, t)\}$ into the lower half-plane of the complex variable $w=u+i v$. We assume that the conformal mapping is specified by the analytic function

$$
\begin{equation*}
z(w)=x+i y=w+A(w), \tag{26}
\end{equation*}
$$

which takes the boundary of the fluid $y=\eta(x, t)$ into the real axis $v=0$, with the function $A(w)$ tending to zero at infinity.

To describe the fluid flow, we introduce the complex velocity potential

$$
\Pi=\Phi+i \Theta
$$

where $\Phi$ is the hydrodynamic potential used above, and $\Theta$ is the stream function. In the presence of vortices the potential $\Pi$ is not unique: the potential acquires a nonzero increment when it skirts the vortex. Consequently, wherever necessary in the ensuing discussion, we assume that the potential $\Pi$ is specified in the (lower) half-plane with a cut that extends from the point $w=W=U+i V$ where the vortex is located to $w=-i \infty$.

Rectification of the free surface by means of the conformal transformation $z=z(w)$ permits the vortex component and vortex image to be exactly separated out of the complex potential:

$$
\begin{equation*}
\Pi(w)=\Pi_{0}(w)+\Psi(w)=i \gamma \ln \left(\frac{w-W}{\bar{W}-w}\right)+\Psi(w) . \tag{27}
\end{equation*}
$$

This component [the first term in (27)] has the important property that it makes no contribution to the velocity component normal to the surface. The other term in $\Pi$ can be interpreted as the surface wave potential.

We assume everywhere that $\gamma>0$, and accordingly that the vortex rotates clockwise.

For $v=0$ (i.e., at the free surface) the real potential is

$$
\begin{equation*}
\phi(u)=\Phi_{0}(u)+\psi(u)=2 \gamma \arctan \left(\frac{u-U}{-V}\right)+\psi(u) \tag{28}
\end{equation*}
$$

We introduce the projectors $P^{( \pm)}$and the operator $|\hat{k}|$, which will be needed below and which have the Fourier representation

$$
\begin{equation*}
P^{( \pm)}=\frac{1}{2}(1 \pm \operatorname{sgn}(k)) \tag{29}
\end{equation*}
$$

$$
\begin{equation*}
|\hat{k}|=|k| . \tag{30}
\end{equation*}
$$

When the projectors $P^{( \pm)}$act on an arbitrary function, rendering its Fourier components with negative or positive wave numbers $k$ equal to zero, from the given function they separate out functions analytically continuable into the upper or lower complex half-plane of the argument, respectively. These operators can be expressed in terms of the Hilbert transform

$$
\hat{H} f(x)=\frac{1}{\pi} \mathrm{~V} . \mathrm{P} \cdot \int_{-\infty}^{\infty} \frac{f\left(x^{\prime}\right) d x^{\prime}}{x^{\prime}-x}
$$

by means of the equation

$$
\begin{equation*}
P^{( \pm)}=\frac{1}{2}(1 \mp i \hat{H}) . \tag{31}
\end{equation*}
$$

Accordingly, the operator $|\hat{k}|$ can be written in terms of $\hat{H}$ in the form

$$
|\hat{k}|=-\hat{H} \frac{\partial}{\partial x}
$$

We now write the kinematic condition on the surface, along with the Bernoulli equation in conformal variables. We use the relation

$$
\eta_{t}=\frac{\partial(y, x)}{\partial(t, x)}=\frac{1}{x_{u}}\left(y_{t} x_{u}-y_{u} x_{t}\right)
$$

to transform the kinematic condition to

$$
\begin{equation*}
y_{t} x_{u}-y_{u} x_{t}=|\hat{k}| \psi \tag{32}
\end{equation*}
$$

Following Ref. 16, we can solve this equation for the time derivatives:

$$
\begin{equation*}
\frac{z_{t}}{z_{u}}=P^{(-)}\left(\frac{2 i|\hat{k}| \psi}{\left|z_{u}\right|^{2}}\right) \tag{33}
\end{equation*}
$$

In no way does this equation reflect the presence of the vortex, owing to the representation of the velocity potential in the special form (27). The right-hand side of Eq. (32) (| $|\hat{k}| \psi$ ) represents the normal velocity component, which has does not have any vortex contribution.

In the transformation of the dynamical boundary condition, i.e., the Bernoulli equation at the free boundary $v=0$, the term $(\nabla \Phi)^{2}$ can be written in the form

$$
\left.(\nabla \Phi)^{2}\right|_{y=\eta}=\left.\frac{1}{\left|z_{u}\right|^{2}}\left(\Phi_{u}^{2}+\Phi_{v}^{2}\right)\right|_{v=0}=\frac{1}{\left|z_{u}\right|^{2}}\left(\phi_{u}^{2}+\psi_{v}^{2}\right)
$$

and the derivative is

$$
\left.\frac{\partial \Phi}{\partial t}\right|_{y=\eta}=\phi_{t}-\phi_{u} \hat{H}\left(\frac{\hat{H} \psi_{u}}{\left|z_{u}\right|^{2}}\right)-\frac{\left(\hat{H} \psi_{u}\right)^{2}}{\left|z_{u}\right|^{2}} .
$$

Hence, simple transformations reduce the Bernoulli equation for $\phi$ in conformal variables to the form

$$
\begin{gather*}
\phi_{t}-\phi_{u} \hat{H}\left(\frac{\hat{H} \psi_{u}}{\left|z_{u}\right|^{2}}\right)-\frac{\left(\hat{H} \psi_{u}\right)^{2}-\left(\phi_{u}\right)^{2}}{2\left|z_{u}\right|^{2}}+g y \\
-\sigma \frac{1}{1+|\hat{k}| y} \frac{\partial}{\partial u}\left(\frac{y_{u}}{\left|z_{u}\right|}\right)=0 \tag{34}
\end{gather*}
$$

In the absence of a vortex $\phi=\psi$, in which case the equation describes surface waves proper together with their nonlinearities, so that the entire wave-vortex interaction is embodied in the difference between the potentials $\phi$ and $\psi$.

We have yet to write the vortex equation of motion. We know that the velocity $\tilde{\mathbf{v}}$ can be obtained from the total flow velocity field by subtracting the centrosymmetric field of the vortex itself and passing to the limit $x \rightarrow X, y \rightarrow Y$ :

$$
X_{t}=\tilde{v}_{x}(X, Y, t), \quad Y_{t}=\tilde{v}_{y}(X, Y, t)
$$

or

$$
\bar{Z}_{t}=\tilde{v}_{x}-i \tilde{v}_{y}=\left.\frac{\partial \tilde{\Pi}}{\partial z}\right|_{z=Z}
$$

Upon transformation to conformal variables, the latter equation can be rewritten as

$$
Z^{\prime}(W) \frac{d \bar{Z}}{d t}=\left.\widetilde{\Pi}^{\prime}\right|_{w=W}
$$

To complete this set of equations, we must now determine the potential I. From Eq. (27),

$$
\widetilde{\Pi}=i \gamma \ln \left(\frac{w-W}{\bar{W}-w}\right)+\Psi(w)-i \gamma \ln (z(w)-Z(W))
$$

Differentiating this equation with respect to $w$ and passing to the limit $w \rightarrow W$, we finally have

$$
\begin{equation*}
Z^{\prime}(W) \frac{d \bar{Z}}{d t}=\frac{-i \gamma}{W-\bar{W}}-\frac{i \gamma}{2} \frac{Z^{\prime \prime}(W)}{Z^{\prime}(W)}+\Psi^{\prime}(W) \tag{35}
\end{equation*}
$$

Equations (33), (34), and (35) in conjunction with the equations

$$
\begin{align*}
& x-u=-\hat{H} y  \tag{36}\\
& Z(W)-W=\frac{i}{2 \pi} \int \frac{(z(u)-u) d u}{u-W} \tag{37}
\end{align*}
$$

form a closed system describing the interaction of a point vortex with the free surface in conformal variables.

We close this section with an expression for the Lagrangian in conformal variables:

$$
\begin{aligned}
\mathscr{L}_{\text {conf }}= & i \pi \gamma Z \frac{d \bar{Z}}{d t}+\int\left(\Phi_{0}(u)+\psi\right)\left(\frac{z_{t} \bar{z}_{u}-\bar{z}_{t} z_{u}}{2 i}\right) d u \\
& -\int \frac{\psi|\hat{k}| \psi}{2} d u+\frac{g}{2} \int \frac{(z-\bar{z})^{2}}{4} \frac{z_{u}+\bar{z}_{u}}{2} d u \\
& -\sigma \int\left(\sqrt{z_{u} \bar{z}_{u}}-1\right) d u-\pi \gamma^{2}\left(\ln \left(\frac{\bar{W}-W}{i}\right)\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.+\frac{1}{2} \ln \left(Z^{\prime}(W) \bar{Z}^{\prime}(\bar{W})\right)\right) \tag{38}
\end{equation*}
$$

The terms in the second row of this equation are responsible for surface waves. In the limit of small wave amplitudes and no vortex, the Lagrangian is quadratic in the variables $\psi$ and $\eta$ :

$$
\mathscr{L}_{s}=\int d u \psi y_{t}-\frac{1}{2} \int d u\left(\psi|\hat{k}| \psi+g y^{2}+\sigma y_{u}^{2}\right)
$$

The corresponding linear equations of motion give the surface wave dispersion law

$$
\begin{equation*}
\omega=\sqrt{g k+\sigma k^{3}} ; \tag{39}
\end{equation*}
$$

a surface wave with the wave vector $k$ is localized in a layer having a thickness of the order of the wavelength $\left(\sim k^{-1}\right)$.

The logarithmic terms in the Lagrangian (38) correspond to the interaction of a vortex with its mirror image and take into account the change in size of the vortex under the conformal transformation: $|\Delta z| \approx\left|Z^{\prime}(W)\right||\Delta w|$. It will be shown in the Appendix that the last term in (38) causes the term $(i \gamma / 2) Z^{\prime \prime}(W) / Z^{\prime}(W)$ to appear in Eq. (35), and likewise gives the Bernoulli equation (34) a term characterizing vortex-wave interaction.

## 4. STEADY-STATE MOTION

We consider the steady-state solutions of Eqs. (33), (34), and (35) describing the propagation of a vortex along the $x$ axis at a constant velocity $c$, and the surface deformations associated with it. In this case

$$
\dot{U} \equiv \dot{W}=c
$$

and

$$
\frac{\partial}{\partial t}=-c \frac{\partial}{\partial u} .
$$

As a result, the kinematic condition in the form (32) can be integrated simply:

$$
\begin{equation*}
x\left(u^{\prime}\right)-u^{\prime}=c \psi, \tag{40}
\end{equation*}
$$

which by virtue of the analyticity of $A$ yields

$$
\begin{equation*}
A\left(w^{\prime}\right)=c \Psi . \tag{41}
\end{equation*}
$$

Here $u^{\prime}=u-c t$ and $w^{\prime}=w-c t$ (from now on we drop the primes from $u$ and $w$ ).

The Bernoulli equation (34) can also be simplified considerably in the steady state. In a coordinate frame with the vortex at rest the flow moves from right to left with the velocity $c$. At the boundary (by virtue of the steady state) the stream function is constant $(=0)$, and the velocity therefore has only one tangential component:

$$
\begin{equation*}
V(u)=-c+\frac{i \gamma(W-\bar{W})}{|u-W|^{2}} . \tag{42}
\end{equation*}
$$

As a result, Eq. (34) can now be written in the form

$$
\begin{equation*}
\frac{V^{2}}{2\left|z_{u}\right|^{2}}+g y-\sigma \frac{1}{1+|\hat{k}| y} \frac{\partial}{\partial u}\left(\frac{y_{u}}{\left|z_{u}\right|}\right)=\frac{c^{2}}{2} . \tag{43}
\end{equation*}
$$

In the steady state with Eq. (41) taken into account, the vortex equation of motion (35) gives the velocity $c$ as a function of the derivatives of $z(w)$ at the point $w=W$ :

$$
\begin{equation*}
c=\frac{-i \gamma}{W-\bar{W}}-\frac{i \gamma}{2} \frac{Z^{\prime \prime}(W)}{Z^{\prime}(W)} \tag{44}
\end{equation*}
$$

Equations (44) and (43) form a closed system, in which $c$ plays the role of an eigenvalue.

We now consider the asymptotic behavior of Eq. (43) for large $u$, assuming that the deviation $y(u)$ is small. Linearizing, we have

$$
\begin{equation*}
\hat{L} y(u)=\frac{2 c \gamma h}{u^{2}} . \tag{45}
\end{equation*}
$$

Here the operator $\hat{L}$, which is given by the expression

$$
\hat{L}=|\hat{k}|\left(V_{\mathrm{ph}}^{2}-c^{2}\right), \quad V_{\mathrm{ph}}^{2}=g|k|^{-1}+\sigma|k|,
$$

determines the asymptotic behavior of $y$. The operator $\hat{L}$ is positive definite if the square of the velocity $c$ is less than the square of the minimum phase velocity $V_{\mathrm{ph}}=\omega(k) / k$ of linear waves:

$$
c^{2}<\min V_{\mathrm{ph}}^{2}=2 g k_{0}
$$

where $\omega(k)$ is given by Eq. (39), and $k_{0}=\sqrt{g / \sigma}$. In this case the operator $\hat{L}$ is invertible, and accordingly Eq. (43) can have localized solutions. If

$$
c^{2}>\min V_{\mathrm{ph}}^{2},
$$

the operator $\hat{L}$ is not invertible, and the solution of the linear equation (45) therefore contains an oscillating asymptotic form with wave numbers $k$ that are roots of the equation

$$
\begin{equation*}
g|k|^{-1}+\sigma|k|=c^{2} . \tag{46}
\end{equation*}
$$

This equation is the Cherenkov radiation condition, which is satisfied by two values of $k_{1,2}$ :

$$
\begin{equation*}
k_{1,2}=\frac{c^{2}}{2 \sigma}\left[1 \pm \sqrt{1-\left(V_{\min \mathrm{ph}} / c\right)^{4}}\right] . \tag{47}
\end{equation*}
$$

Here $k_{1}$ lies in the capillary region of the spectrum ( $k_{1}$ $\left.>k_{0}\right)$ and $k_{2}$ lies in the gravity region $\left(k_{2}<k_{0}\right)$. The group velocity at $k=k_{1}$ is greater than $c$, and for gravity waves with $k=k_{2}$, in contrast, it is less than $c$. Consequently, for $c^{2}>\min V_{\mathrm{ph}}^{2}$ an oscillating capillary wave front is produced in front of the vortex, and a gravity wave front is produced behind it (see Sec. 6 for more details on this subject).

Thus, the localized solutions differ from nonlocalized solutions primarily in the relation between the vortex velocity $c$ and the minimum surface wave phase velocity. An important consideration is the fact that for $c \geqslant \min V_{\mathrm{ph}}$ the localized object-the bound states of the vortex and the waves-cannot be a steady-state formation; it will necessarily radiate surface waves on account of the Cherenkov effect, losing energy in the process. In general, however, a lack of

Cherenkov radiation still does not fully guarantee steadystate motion of the vortex and the surface waves bound to it (see below in this regard).

We now turn to the solution of Eqs. (43) and (44). Above all, we note that these solutions are stationary points of the Hamiltonian $\mathscr{H}$ for a fixed $x$ component of the momentum $\mathscr{P}$ :

$$
\begin{equation*}
\delta(\mathscr{H}+c \mathscr{P})=\delta S_{c}=0, \tag{48}
\end{equation*}
$$

where

$$
\mathscr{P}=-2 \pi \gamma Y+\int \phi \eta_{x} d x
$$

and the action for the steady-state solutions $S_{c}$ has the form

$$
\begin{align*}
S_{c}= & \int\left(-\frac{i c^{2}}{4} \bar{A} A^{\prime}+\sigma\left(\sqrt{\left(1+A^{\prime}\right)\left(1+\bar{A}^{\prime}\right)}-1\right)\right. \\
& +\frac{g}{2}\left(\frac{A-\bar{A}}{2 i}\right)^{2}\left(1+\frac{A^{\prime}+\bar{A}^{\prime}}{2}\right)+\bar{\mu} P^{(+)} A \\
& \left.+\mu P^{(-)} \bar{A}\right) d u-\pi \gamma c i(W-\bar{W})+\pi \gamma^{2}\left[\ln \left(\frac{W-\bar{W}}{-i}\right)\right. \\
& \left.+\frac{1}{2} \ln \left(1+A^{\prime}(W)\right)\left(1+\bar{A}^{\prime}(\bar{W})\right)\right] \tag{49}
\end{align*}
$$

Here we have made use of relations (40), which can be used to eliminate the potential $\Psi$, and we have introduced the relation $P^{(+)} A=P^{(-)} \bar{A}=0$, which guarantees the analyticity of $A$ and $\bar{A}$ ( $\mu$ and $\bar{\mu}$ are the corresponding Lagrange multipliers).

Now the variation of $S_{c}$ with respect to $W$ gives an equation for the vortex depth $W$, which coincides with (44). It follows at once from this equation that for a small deformation of the free surface (in which case the second term on the right-hand side of Eq. (44) can be disregarded) the vortex velocity is inversely proportional to the distance $2 h$ from the image vortex:

$$
c \approx c_{0}=\frac{\gamma}{2 h} .
$$

Examining the variation with respect to $A$, we obtain the steady-state Bernoulli equation in a form that differs from (43), but is more practical for the ensuing analysis ${ }^{1)}$ :

$$
\begin{align*}
& P^{(-)}\left(i c^{2} A^{\prime}+2 \sigma \frac{d}{d u} \sqrt{\left(\frac{1+A^{\prime}}{1+\bar{A}^{\prime}}\right)}+g\left(\bar{A} A^{\prime}-A A^{\prime}-A\right)\right. \\
& \left.\quad+\frac{i \gamma^{2}}{1+\bar{A}^{\prime}(\bar{W})} \frac{1}{(u-\bar{W})^{2}}\right)=0 \tag{50}
\end{align*}
$$

The solutions of Eqs. (44) and (50) depend on two dimensionless parameters: the Froude number $F=\gamma^{2} / g h^{3}$ and $T=\sigma / g h^{2}$, which represent the ratio of $c_{0}^{2}$ and the characteristic velocity of capillary waves (with wavelength $\sim h$ ) to the characteristic velocity of gravity waves.

Let a vortex be situated at the point $W=-i h$ in a coordinate frame moving at the velocity $c$. Introducing the dimensionless variables

$$
\xi=u / h, \quad a(\xi, F, T)=A / h, \quad c=c_{0} \tilde{c}
$$

we can rewrite Eqs. (44) and (50) in the form

$$
\begin{align*}
\tilde{c}= & 1-i \frac{a^{\prime \prime}(-i)}{1+a^{\prime}(-i)}  \tag{51}\\
a= & P^{(-)}\left(i F \frac{\tilde{c}^{2}}{4} a^{\prime}+2 T \frac{d}{d \xi} \sqrt{\left(\frac{1+a^{\prime}}{1+\bar{a}^{\prime}}\right)}+\bar{a} a^{\prime}-a a^{\prime}\right. \\
& \left.+\frac{i F}{1+\bar{a}^{\prime}(-i)} \frac{1}{(\xi+i)^{2}}\right) \tag{52}
\end{align*}
$$

For small flow velocities the solution of the system (51), (52) can be represented by an asymptotic expansion in powers of the parameter $F$.

The expansion of the velocity $c$ as a function of the depth is given by the expression

$$
\begin{align*}
\tilde{c}= & 1+\frac{3}{8} F+\frac{21}{16} F^{2}+\left(\frac{2439}{256}-\frac{15}{8} T\right) F^{3} \\
& +\left(\frac{52629}{512}-\frac{213}{8} T\right) F^{4}+\ldots \tag{53}
\end{align*}
$$

The surface profile can be determined parametrically from the relations

$$
\begin{equation*}
A(u)=h\left(a_{1}(\zeta, T) F+a_{2}(\zeta, T) F^{2}+a_{3}(\zeta, T) F^{3}+\ldots\right), \tag{54}
\end{equation*}
$$

where

$$
\begin{align*}
a_{1}= & \frac{i}{\zeta^{2}}  \tag{55}\\
a_{2}= & -\frac{2}{\zeta^{5}}+\frac{1}{\zeta^{3}}+\frac{(3 / 4) i}{\zeta^{2}}-\frac{3 / 8}{\zeta}  \tag{56}\\
a_{3}= & -\frac{14 i}{\zeta^{8}}+\frac{10 i}{\zeta^{6}}-\frac{11 / 2}{\zeta^{5}}+\frac{i(6 T-9 / 2)}{\zeta^{4}}+\frac{17 / 4}{\zeta^{3}} \\
& +\frac{(123 / 32) i}{\zeta^{2}}-\frac{39 / 16}{\zeta} \tag{57}
\end{align*}
$$

(Here $\zeta=\xi-i$.)
The first-order terms in $F$ can be determined directly from the equations. In this order the surface profile can be determined in explicit form. The following equation is obtained to within higher-order terms from Eq. (55):

$$
y=F h^{3} \frac{x^{2}-h^{2}}{\left(x^{2}+h^{2}\right)^{2}}
$$

At $x=0$ (strictly above the vortex) the surface has a minimum with a negative value of $y$ (dip), and at $x^{2}>h^{2}$ the surface rises above its average level, consistent with the results of numerical integration. ${ }^{12}$ The occurrence of a dip in
the surface is attributable to the fact that the velocity $V$ (42) above the vortex is greater in absolute value than the value of $V$ at infinity, so that by virtue of Bernoulli's equation the pressure above the vortex is lower than the pressure at infinity.

We used the Maple V software package to compute the leading terms of the expansion (up to fourth order in $F$ ) in Eqs. (53) and (54). It is important to note that the leading coefficients of the expansion $a(\xi)$ decrease more slowly than $a_{1}(\xi)$ at large $\xi$. The existence of a finite coefficient of surface tension in this case is a fundamental prerequisite for the existence of a stationary solution. As we have seen above, only under this condition is it impossible to have Cherenkov radiation over a certain velocity range. However, the expansion (53), (54) can be obtained even at $T=0$, implying that in reality these series in $F$ diverge, and their use must be restricted to a finite number of terms and small $F$. Another obvious condition for their applicability is smallness of the velocity in comparison with $V_{\min p h}$, so that localized steadystate solutions no longer exist for $c>V_{\min p h}$. The necessary conditions for the asymptotic expansion (54) can therefore be written in the form

$$
\begin{equation*}
\frac{\gamma^{2}}{g h^{3}} \ll 1, \quad \frac{\gamma}{h} \ll(\sigma g)^{1 / 4} \tag{58}
\end{equation*}
$$

## 5. SURFACE WAVE BOUND STATES

A number of structural transformations (bifurcations) take place as the velocity $c$ increases in the stationary solution discussed above. To understand the reason for these transformations, as in the preceding section, we consider the case of large depths $h\left(k_{0} h \gg 1\right)$, in which the interaction of surfaces with the vortex can be regarded as weak, and the vortex moves at the constant velocity $c \approx c_{0}=\gamma / 2 h$ $\times\left(<V_{\min \text { ph }}\right)$. In this approximation the surface is almost flat and, accordingly, the difference between the conformal depth and the ordinary depth is small.

We transform to a reference frame comoving with the vortex. In this frame the interaction between the freestream flow with velocity $c$ and the dipole pair (the vortex and its image) results in the formation along the surface of a timeinvariant, highly inhomogeneous flow moving with the velocity (42):

$$
\begin{equation*}
V(x)=c_{0} \frac{3 h^{2}-x^{2}}{h^{2}+x^{2}} \tag{59}
\end{equation*}
$$

This flow has velocity $-c_{0}$ at infinity and $3 c_{0}$ at the center (at $x=0$ ), which is three times the freestream velocity $V_{\infty}$.

Inasmuch as $V(x)$ varies slowly in comparison with the characteristic surface wavelength $\left(\sim k_{0}^{-1}\right)$, we are justified in writing the semiclassical equation of motion for a surface wave packet having the carrier wave number $k$ and center coordinate at the point $x$ :

$$
\begin{equation*}
\dot{k}=-\frac{\partial \omega(k, x)}{\partial x} \tag{60}
\end{equation*}
$$

$$
\begin{equation*}
\dot{x}=\frac{\partial \omega(k, x)}{\partial k} . \tag{61}
\end{equation*}
$$

Here

$$
\begin{equation*}
\omega(k, x)=k V(x)+\sqrt{|k|\left(g+\sigma k^{2}\right)} \tag{62}
\end{equation*}
$$

is the wave frequency, which undergoes an inhomogeneous Doppler shift because of the dependence of the flow velocity on $x$. During the motion of the packet, $\omega(k, x)$ remains timeinvariant.

Closed level lines $\omega(k, x)=$ const in the phase plane correspond to finite periodic motion of the wave packet. Such motion is quantized according to the well-known BohrSommerfeld rule:

$$
\begin{equation*}
\oint_{\omega(k, x)=\omega_{n}} k d x=2 \pi\left(n+\alpha_{n}\right) \tag{63}
\end{equation*}
$$

where $n$ labels the levels, $\alpha_{n}$ is a number of the order of unity, and $\omega_{n}$ is the eigenfrequency of the level.

The specific form of $V(x)$ leads to the conclusion that bound states with near-zero frequency emerge well before $V_{\min p h}$ is reached. This is an important consideration from the standpoint of the behavior of the steady-state solution as the velocity varies. Beginning with the velocity $c$ $=V_{\min p h} / 3$, a finite phase trajectory exists at zero frequency for negative values of $k$. Two reflected infinite trajectories at zero frequency for positive $k$ also occur for $V_{\min p h} / 3$. In terms of bound states this means that the frequency of the first level passes through zero at a velocity close to $V_{\min p h}$. And since the vortex interacts with bound states in spite of its exponential weakness, there is a resonant increase in the contribution of the given level to the surface profile, the whole effect changing sign after the frequency passes through zero. Nonlinearity prevents the resonant mode from increasing without bound, and leads to bifurcation. We are essentially dealing with two different solutions before and after the zero crossing, as long as we trace only solutions for which the surface perturbation has a small amplitude.

With a further increase in the velocity of the vortex, the frequency of the second bound state passes through zero, and so on.

The nonlinear dynamics produced in connection with the stated problem in the system of discrete levels is still not entirely clear and requires separate investigation. Various scenarios for elaborating the behavior as the velocity increases, for example, the scenario of steady-state motion becoming unstable and evolving into an unsteady state after the emergence of several bound states, may seem entirely probable, but still needs to be verified.

We note that the inhomogeneous Doppler effect culminating in such fundamental results drops out of sight in Ref. 12 and in the relevant section of the previously cited book. ${ }^{11}$

## 6. ASCENT OF A POINT VORTEX

As stated, it is impossible for a vortex to be in steadystate motion under the condition $c>V_{\min p h}$, owing to the Cherenkov radiation of waves. The back influence of radiation on the vortex causes the vertical location of the vortex to
vary with time, and the vortex rises. The radiated waves are situated in different parts of the spectrum, one for gravity waves and one for capillary waves. A capillary wave is radiated in the forward direction, and a gravity wave moves in the backward direction. Without radiation, despite the attraction of the vortex to its image, the distance from the vortex to the surface remains constant on the average. We recall that for two-dimensional flows without a free boundary, a dipole pair of point vortices executes stable motion at constant velocity in a direction perpendicular to the dipole.

The existence of Cherenkov radiation has the effect of reducing the distance from the surface by virtue of energy conservation, i.e., the radiated waves carry off positive energy, reducing the interaction energy of the vortex with its image (at the same time increasing its absolute value).

Consequently, the vortex exhibits unsteady dynamics in the given situation. However, under two conditions indicated below, the motion can be regarded as quasi-steady, because the amplitudes of the radiated surface waves are exponentially small in this case, and the ascent of the vortex is slow in such a regime. This quasi-steady-state property refers to the undulating surface zone in a time interval when the wave fronts have already moved far away from the vortex. We note that if the vortex were maintained in uniform motion by some external force, the surface could be stationary relative to the vortex in the undulating zone. During slow ascent the surface profile also changes slowly. From the standpoint of calculating the Cherenkov wave amplitudes, the two regimes of vortex motion-strictly uniform motion in the presence of an external force and quasiuniform motion with slow ascent for zero external force-differ very little. An appreciable difference shows up only when total energy and momentum conservation are violated in strictly steady flow.

We now summarize the conditions for radiation from the vortex to be considered weak. First of all, it is required that the Cherenkov wavelength be small in comparison with the depth $h$ (semiclassical condition). This requirement is satisfied when

$$
\begin{equation*}
c \circledast V_{\min \mathrm{ph}}, \tag{64}
\end{equation*}
$$

whereupon

$$
\begin{equation*}
k_{2} h \approx 4 g h^{3} / \gamma^{2}=4 / F \gg 1 . \tag{65}
\end{equation*}
$$

To calculate the Cherenkov radiation, we use the steadystate Bernoulli equation (43):

$$
\frac{V^{2}}{2\left|z_{u}\right|^{2}}+g y-\sigma \frac{1}{1+|\hat{k}| y} \frac{\partial}{\partial u}\left(\frac{y_{u}}{\left|z_{u}\right|}\right)=\frac{c^{2}}{2} .
$$

Assuming that surface perturbations are small (by virtue of the smallness of $F$ ) and assuming

$$
\begin{equation*}
\left|z^{\prime}(u)\right|^{2} \approx 1+2|\hat{k}| y, \quad c \approx c_{0}=\gamma / 2 h, \tag{66}
\end{equation*}
$$

after linearizing (43) we have

$$
\begin{equation*}
\hat{L} y(u)=\frac{1}{2}\left(V^{2}(u)-c_{0}^{2}\right), \quad V(u)=c_{0} \frac{3 h^{2}-u^{2}}{h^{2}+u^{2}} . \tag{67}
\end{equation*}
$$

Here, in contrast with Eq. (45), the operator $\hat{L}$ takes the inhomogeneous Doppler effect into account:

$$
\hat{L}=V^{2}(u)|\hat{k}|-g+\sigma \frac{d^{2}}{d u^{2}}
$$

To solve this equation, we make use of the fact that the function $y(u)$ represents the imaginary part of the function $A(u)=h a(u / h)=h a(q)$, which is analytic in the lower halfplane. An equation for $a(q)$ can be obtained from Eq. (67) by applying the projector $P^{(-)}$. In dimensionless variables it has the form

$$
\begin{equation*}
-v^{2}(q) a^{\prime}+\frac{\lambda}{i} a-\frac{\epsilon}{i} a^{\prime \prime}=f\left(q, d_{1}, d_{2}\right) \tag{68}
\end{equation*}
$$

Here, by definition,

$$
\begin{align*}
& V^{2}=c_{0}^{2} v^{2}, \quad v^{2}(q)=\left(\frac{q^{2}-3}{q^{2}+1}\right)^{2}=1-\frac{4}{(q-i)^{2}}-\frac{4}{(q+i)^{2}}, \\
& f\left(q, d_{1}, d_{2}\right) \\
& \quad=4\left[\frac{1}{(q-i)^{2}}+\frac{d_{2}}{q+i}-\frac{\bar{d}_{2}}{q-i}+\frac{d_{1}}{(q+i)^{2}}-\frac{\bar{d}_{1}}{(q-i)^{2}}\right], \tag{69}
\end{align*}
$$

where $\lambda=4 / F \gg 1$ is a large parameter, and $\epsilon=4 h \sigma / \gamma^{2} \ll 1$ is a small parameter. It is readily apparent that terms proportional to $d_{1}=a^{\prime}(-i)$ and $d_{2}=a^{\prime \prime}(-i)$ remove the singularities of the solution in the lower half-plane. It follows from the asymptotic expansion of the solution in $F$ that the quantities $d_{1}$ and $d_{2}$ are small $\left(d_{1}, d_{2} \sim F\right)$ for small $F$. Consequently, their contribution in the leading approximation must be negligible in comparison with the free term in $f$.

After the stated simplifications we have a linear, inhomogeneous, second-order ordinary differential equation with asymptotic conditions at infinity that stipulate the absence of a gravity wave in the limit $q \rightarrow+\infty$ and the absence of a capillary wave in the limit $q \rightarrow-\infty$ (radiation condition). Analyzing the overall picture described at the beginning of the present section, it is easy to see that these asymptotic properties of the steady-state solution, along with free unsteady waves, are what ensure the propagation of wave fronts away from the vortex.

To solve the inhomogeneous equation, we first analyze the properties of the solutions of the homogeneous equation (Eq. (68) without the right-hand side), since the desired solution of Eq. (68) can be expressed in terms of the homogeneous-case solutions by the method of variation of constants. When the semiclassical condition is satisfied, the homogeneous solutions $a_{1}(q)$ and $a_{2}(q)$ can be found by a procedure similar to that used in quantum mechanics ${ }^{23}$ :

$$
\begin{align*}
a_{1,2}(q) \approx & C_{g}^{1,2} \frac{\exp \left\{-i \int^{q} \kappa_{g}(x) d x\right\}}{\sqrt{\lambda-\epsilon \kappa_{g}^{2}}} \\
& +C_{c}^{1,2} \frac{\exp \left\{-i \int^{q} \kappa_{c}(x) d x\right\}}{\sqrt{\lambda-\epsilon \kappa_{c}^{2}}} . \tag{70}
\end{align*}
$$

Here the coordinate dependence of the wave numbers $\kappa_{g}(q)$ and $\kappa_{c}(q)$ is given by the expression

$$
\begin{equation*}
\kappa_{g, c}(q)=\frac{v^{2}(q) \mp \sqrt{v^{4}(q)-4 \lambda \epsilon}}{2 \epsilon} . \tag{71}
\end{equation*}
$$

At infinity we have $\kappa_{g} \rightarrow \kappa_{2}$ and $\kappa_{c} \rightarrow \kappa_{1}$. These equations are valid far from the 'turning points,' where $\kappa_{g}=\kappa_{c}$, and the roots in the denominator vanish. In our case there are four such points, two of which distinguish the 'classically forbidden'" region near $q=-\sqrt{3}$, while the other two apply near $q=+\sqrt{3}$. Each of these two wave numbers has an imaginary part, which gives rise to the exponential behavior of $a_{1}(q)$ and $a_{2}(q)$. Accordingly, there are three classically allowed regions, and in a typical situation the wave amplitudes in them differ sharply, so that their ratio in transit across the forbidden region is exponentially large, and the exponent of the exponential function contains only a number of the order of $\lambda\left(c / V_{\min p h}\right)$. A similar result can be obtained simply by estimating the integral in the forbidden region:

$$
\begin{align*}
\int \operatorname{Im}\{\kappa(q)\} d q & \sim \int \frac{\sqrt{x^{4}-\lambda \epsilon}}{\epsilon} d x \sim \lambda(\lambda \epsilon)^{-\frac{1}{4}} \\
& \sim \lambda\left(c / V_{\min p h}\right) . \tag{72}
\end{align*}
$$

In the vicinity of the "turning points'" themselves, of course, Eqs. (70) are invalid, because in fact the homogeneous solutions do not have any singularities there. Inasmuch as we do not use the corresponding asymptotic representation, we merely note that they can be expressed approximately in terms of the Airy function, as in quantum mechanics. The only difference is that once the first derivative term in Eq. (68) is removed, we obtain the Schrödinger equation with a complex potential. The "force"' in the vicinity of the turning point also has an imaginary part, and the Airy function is therefore written with a complex argument.

To solve the inhomogeneous equation with the radiation conditions at infinity, it is useful to choose the functions $a_{1}(q)$ and $a_{2}(q)$ in such a way that the solution $a_{1}(q)$ will contain only a capillary wave far ahead, and the solution $a_{2}(q)$ will contain only a gravity wave far behind:

$$
\begin{array}{ll}
a_{1}(q) \rightarrow \exp \left(-i \kappa_{1} q\right), & q \rightarrow+\infty, \\
a_{2}(q) \rightarrow \exp \left(-i \kappa_{2} q\right), & q \rightarrow-\infty \tag{74}
\end{array}
$$

The desired solution can then be written in the form

$$
\begin{align*}
a(q)= & -\frac{i}{\epsilon}\left(a_{1}(q) \int_{-\infty}^{q} f \frac{a_{2}(x)}{W(x)} d x\right. \\
& \left.+a_{2}(q) \int_{q}^{+\infty} f \frac{a_{1}(x)}{W(x)} d x\right) \tag{75}
\end{align*}
$$

where

$$
W(q)=a_{1} a_{2}^{\prime}-a_{2} a_{1}^{\prime} \propto \exp \left(-\frac{i}{\epsilon} \int^{q} v^{2}(x) d x\right)
$$

is the Wronskian for the two given solutions. It is obvious that the surface wave amplitudes are given by the equations

$$
\left|a_{g}(-\infty)\right|=\left|-\frac{i}{\epsilon} \int_{-\infty}^{+\infty} f \frac{a_{1}(q)}{W(q)} d x\right|
$$

$$
\begin{equation*}
\left|a_{c}(+\infty)\right|=\left|-\frac{i}{\epsilon} \int_{-\infty}^{+\infty} f \frac{a_{2}(q)}{W(q)} d x\right| . \tag{76}
\end{equation*}
$$

We now assume that we are not in the vicinity of a resonance at a quasi-discrete level of the operator $\hat{L}$. This is the second quasi-steady-state condition. The functions $a_{1}$ and $a_{2}$ are then constructed in such a way that the amplitude is a maximum for the first function when $q<-\sqrt{3}$ and for the second function when $q>+\sqrt{3}$ (resonance would correspond to the middle part). Moreover, for $c \gtrdot V_{\min p h}$ only one of the two waves involved in each of the solutions $a_{1}$ and $a_{2}$ [see Eq. (70)] makes the main contribution to the integrals, specifically the one that oscillates with the smaller wave number after division by the Wronskian. It is readily verified that this situation is equivalent to the possibility of determining the amplitude $a_{g}(q)$ from the solution of the first-order equation without capillarity:

$$
-v^{2}(q) a^{\prime}+\frac{\lambda}{i} a=\frac{4}{(q-i)^{2}} .
$$

Here the choice of points from which the gravity wave amplitude begins to derive its amplitude is dictated by Eq. (76). For example, after straightforward calculations the expression for the backward-radiated wave reduces to the form

$$
\begin{equation*}
\left|a_{g}(-\infty)\right|=\left|\frac{i}{\lambda} \int_{-\infty}^{-\sqrt{3}} f^{\prime}(q, 0,0) \exp (i \lambda P(q)) d q\right| \tag{77}
\end{equation*}
$$

where

$$
P(q)=\int \frac{d q}{v^{2}(q)}=q+\frac{8}{3\left(3-q^{2}\right)}+\frac{8}{3 \sqrt{3}} \ln \left(\frac{q-\sqrt{3}}{q+\sqrt{3}}\right) .
$$

Next, in the above integral (77) we move the contour of integration into the upper half-plane and integrate by parts, eliminating the pole at the point $q=+i$. We apply the steepest descent method to the resulting integral. The saddle point coincides with $q=i$. As a result, we have

$$
\begin{align*}
\left|a_{g}(-\infty)\right| \approx & \left|\frac{i+1 / \sqrt{3}}{2}\right|\left(\frac{12}{\lambda}\right)^{1 / 3} \Gamma\left(\frac{1}{3}\right) \\
& \times \exp \left(-\lambda\left(\frac{5}{3}+\frac{16 \pi}{9 \sqrt{3}}\right)\right) . \tag{78}
\end{align*}
$$

The gravity wave amplitude immediately to the right of the point $+\sqrt{3}$ is given by an analogous expression with the limits of integration from $\sqrt{3}$ to $+\infty$. Consequently, after repeating the calculations we find that its modulus is the same. In the given limit $c \gtrdot V_{\text {min ph }}$, after forward reflection and conversion to a capillary wave, the amplitude of the given wave changes by the factor $\sqrt{\lambda / \epsilon \kappa_{c}^{2}}$. This result can be obtained by an approach similar to that used in the derivation of semiclassical boundary conditions in quantum mechanics. ${ }^{23}$

The rates of ascent of the vortex is determined by energy conservation:

$$
\begin{equation*}
\pi \gamma^{2} \dot{h} / h \approx-(c / 2)\left(\overline{g y^{2}(-\infty)}+\overline{\sigma y^{\prime 2}(+\infty)}\right) \tag{79}
\end{equation*}
$$

Here we have made use of the fact that when conditions (64) are satisfied, the gravity wave has the following velocity in the vortex frame:

$$
\left.\frac{\partial \omega}{\partial k}\right|_{k=k_{1}}-c \approx-\frac{c}{2},
$$

and accordingly the capillary wave velocity is approximately $c / 2$. When the indicated amplitude variation of the second wave is taken into account after its conversion to a capillary wave, we find that the two waves make identical contributions to the rate of ascent of the vortex.

The equation for the vortex trajectory $h(x)$ in the interval between neighboring resonant quasilevels finally has the form

$$
\begin{align*}
\frac{d h}{d x}= & \frac{\dot{h}}{c}=-\frac{\Gamma^{2}(1 / 3)}{2 \pi}\left(\frac{g h^{3}}{3 \gamma^{2}}\right)^{1 / 3} \\
& \times \exp \left(-\frac{8 g h^{3}}{\gamma^{2}}\left(\frac{5}{3}+\frac{16 \pi}{9 \sqrt{3}}\right)\right) . \tag{80}
\end{align*}
$$

Hence the vortex ascends by virtue of Cherenkov radiation. The rate of ascent increases as $h$ decreases, and the radiated power increases accordingly. Inasmuch as $\gamma$ remains constant in this process, the ascent of the vortex causes it to accelerate simultaneously in the horizontal direction.

The rate of ascent (80) differs from the value given in Ref. 12, not only in the factor preceding the exponential, but also in the exponent itself. The exponents agree only in order of magnitude.

In the case of resonance at a quasidiscrete level, the amplitude of the homogeneous solutions is a maximum in the region of classically finite motion. The amplitudes of the Cherenkov waves must now be estimated using the subbarrier transfer coefficient, which is of the order of $\exp \left[-C_{1} \lambda\left(c / V_{\text {min ph }}\right)\right]$. The result

$$
\left|a_{g, c}^{r e s}\right| \sim \exp \left(\lambda\left(C_{1} \frac{c}{V_{\min \mathrm{ph}}}-C_{2}\right)\right)
$$

shows that the amplitudes of these waves are not small and, accordingly, the quasi-steady-state regime, like the condition for validity of the linear approximation, fails in the vicinity of resonance. Investigation of the transition of the system through a quasilevel requires an analysis of the timedependent equations with allowance for nonlinearity and poses a difficult task at this stage. We speculate that the quasisteady ascent regime alternates with short-time, sharp energy spikes as resonances are transited.

This trend persists at least until

$$
\begin{equation*}
\frac{\gamma^{2}}{g h^{3}}<1, \quad \frac{\gamma}{h}>(\sigma g)^{1 / 4} \tag{81}
\end{equation*}
$$

When the depth $h$ is less than or commensurate with the gravity wavelength, the interaction of a vortex with the surface can no longer be calculated in the linear approximation, the behavior of the system becomes highly nonlinear, and it then becomes extremely difficult to decide whether the vor-
tex will continue to rise. Most likely the question can be answered only by numerically integrating the timedependent equations (33), (34), and (35).

## 7. THREE-DIMENSIONAL DYNAMICS

In this section we discuss one aspect of the threedimensional dynamics of a vortex filament: its instability against kink perturbations due to the presence of a surface.

We consider a vortex filament parallel to the surface. Let the relative deformation of the fluid surface be small, so that interaction of the vortex filament with free waves can be disregarded. Accordingly, we ignore the potential energy of the surface in calculating the Hamiltonian and calculate the kinetic energy of the fluid according to an equation in which the velocity is expressed in terms of the scalar potential. Then, integrating by parts, we reduce the equation to half the integral over the surface spanning two filaments. Allowance must be made for the fact that the scalar potential acquires an increment $2 \pi \gamma$ when it skirts any one filament. As a result, we have

$$
\begin{equation*}
\mathscr{K}=\frac{\pi \gamma}{2} \int_{S}(\mathbf{V} d \mathbf{S}) . \tag{82}
\end{equation*}
$$

This integral diverges logarithmically for an infinitely thin filament. For a filament of finite thickness $\varepsilon_{0}$ the integral can be cut off at a length $\sim \varepsilon_{0}$.

In the long-wavelength limit, where the characteristic radius of curvature $R_{0}$ of the filament is large in comparison with $Y\left(Y^{\prime 2} \ll 1\right)$, the Hamiltonian (82) can be approximately written in the form

$$
\begin{equation*}
\mathscr{H}_{\mathrm{appr}}=\pi \gamma^{2} \int \sqrt{1+X^{\prime 2}} \ln \left(\frac{Y}{\varepsilon_{0}}\right) d z \tag{83}
\end{equation*}
$$

The equations for the vortex coordinates $X(z, t)$ and $Y(z, t)$ can be obtained with the aid of (22) by varying the Hamiltonian (83):

$$
\begin{align*}
& \dot{X}=\frac{\gamma}{2} \frac{\sqrt{1+X^{\prime 2}}}{Y},  \tag{84}\\
& \dot{Y}=\frac{\gamma}{2}\left(\frac{X^{\prime} \ln \left(Y / \varepsilon_{0}\right)}{\sqrt{1+X^{\prime 2}}}\right)^{\prime} . \tag{85}
\end{align*}
$$

In this approximation the relative error in Eq. (84) is of the order of $Y / R_{0}$, and in the equation for $Y$ it is of the order of $1 / \ln \left(Y / \varepsilon_{0}\right)$. An important feature here is that the values of $X^{\prime 2}$ and the range of relative variations of $Y$ are not assumed to be small, so that Eqs. (84) and (85) describe arbtirary deviations of the filament configuration from a straight line, not just small ones.

For small deviations these equations (after linearization) describe instability with a growth rate that depends linearly on $|k|$ :

$$
\Gamma(k)=|k| \frac{\gamma}{2 Y_{0}} \sqrt{\ln \left(Y_{0} / \varepsilon_{0}\right)} .
$$

This instability is none other than the long-wavelength limit of the Crow instability ${ }^{17}$ for symmetric perturbations of two antiparallel vortex filaments.

The physical reason for this instability is the time lead of perturbed parts of the filament close to the surface relative to more distant parts. As a result, the bend in the vortex filament as seen from above (projected onto the surface) exhibits a pronounced focusing character (in this sense the given instability is similar to the Kadomtsev-Petviashvili instability ${ }^{24,25}$ ). This qualitative picture carries through to the nonlinear stage, when the filament can no longer be regarded as almost straight. As a result of the development of Crow instability, the closest parts of the filament are greatly stretched and rapidly approach the surface, where dissipation, which is actually always present because of viscosity and because of Cherenkov wave radiation in the presence of a free boundary, causes the filament to break and results in the formation of vortex half-rings that begin and end at the surface of the fluid.

## 8. CONCLUSION

In the paper we have succeeded in clarifying only the simplest aspects of the dynamics of a vortex-surface system. We have left untouched such important problems as the highly nonstationary motion of a point vortex in two dimensions, and the stability of various flow regimes, particularly in three dimensions-for example, the evolution of the system after a filament reaches the surface in three-dimensional space. Some of these problems can be solved by numerical modeling, while others require further analytic study.
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## APPENDIX

Here we show how the dynamical equations (35), (34), and (33) can be obtained from the variational principle in conformal variables. Variation of the Lagrangian (38) with respect to $\psi(u)$ yields the equation

$$
\begin{equation*}
(1 / 2 i)\left(z_{t} \bar{z}_{u}-\bar{z}_{t} z_{u}\right)=|\hat{k}| \psi . \tag{86}
\end{equation*}
$$

Multiplying by $1 /\left|z_{u}\right|^{2}$ and applying the projector $\hat{P}^{(-)}$, we obtain

$$
\begin{equation*}
\frac{z_{t}}{z_{u}}=\hat{P}^{(-)}\left(\frac{2 i|\hat{k}| \psi}{\left|z_{u}\right|^{2}}\right), \tag{87}
\end{equation*}
$$

which coincides with Eq. (33).
Next, varying the Lagrangian with respect to $W$ and $\bar{W}$, we can make a substitution therein according to the kinematic relation (86). This operation results in the substitution

$$
\int \Phi_{0}(u) \frac{z_{\bar{t}} \bar{z}_{u}-\bar{z}_{t} z_{u}}{2 i} d u \rightarrow 2 \pi \gamma\left(\frac{\Psi(W)-\bar{\Psi}(\bar{W})}{2 i}\right)
$$

whereupon the vortex equation of motion (35) is easily obtained by variation with respect to $W$ :

$$
\begin{align*}
& \left.Z^{\prime}(W)\left(\bar{Z}^{\prime}(\bar{W})\right) \dot{\bar{W}}+\bar{Z}_{t}(\bar{W})\right) \\
& \quad=\frac{-i \gamma}{W-\bar{W}}-\frac{i \gamma}{2} \frac{Z^{\prime \prime}(W)}{Z^{\prime}(W)}+\Psi^{\prime}(W) \tag{88}
\end{align*}
$$

We now derive Bernoulli's equation. To prevent the calculations from becoming too cumbersome, for now we exclude surface tension from the discussion. Varying with respect to $\bar{z}(u)$ and invoking the condition for analyticity of this function in the upper half-plane, in the first step of the calculations we have the equation

$$
\begin{align*}
& P^{(-)}\left[\left(\phi_{t}+g \frac{(z-\bar{z})}{2 i}\right) z_{u}-\phi_{u} z_{t}-\frac{\gamma^{2}}{2} \frac{1}{\bar{Z}^{\prime}(\bar{W})} \frac{1}{(u-\bar{W})^{2}}\right. \\
&\left.+\frac{\gamma}{i} \frac{\left(Z^{\prime}(W) \dot{W}+Z_{t}(W)\right)}{(u-\bar{W})}\right]=0 \tag{89}
\end{align*}
$$

We then use Eqs. (87) and (88) to eliminate the time derivatives $z_{t}(u)$ and $\dot{W}$ from the foregoing equation. At this point we note that the relation $P^{(-)} f=0$ is neither more nor less than a statement of the analyticity of $f$ in the upper half-plane. It is still valid, therefore, after $f$ is multiplied by $\bar{z}_{u}$ :

$$
P^{(-)}\left(f \bar{z}_{u}\right)=0 .
$$

Making use of this property and taking into account the identities

$$
\begin{align*}
& P^{(-)}\left[\frac{\bar{z}_{u}}{(u-\bar{W})}\right]=\frac{\bar{Z}^{\prime}(\bar{W})}{(u-\bar{W})},  \tag{90}\\
& P^{(-)}\left[\frac{\bar{z}_{u}}{(u-\bar{W})^{2}}\right]=\frac{\bar{Z}^{\prime \prime}(\bar{W})}{(u-\bar{W})}+\frac{\bar{Z}^{\prime}(\bar{W})}{(u-\bar{W})^{2}} \tag{91}
\end{align*}
$$

from Eq. (89) we obtain

$$
\begin{align*}
& P^{(-)}\left(\left(\psi_{t}+\Phi_{0 t}+g \frac{(z-\bar{z})}{2 i}-\left(\psi_{u}+\Phi_{0 u}\right) \hat{P}^{(-)}\right.\right. \\
& \left.\quad \times\left(\frac{2 i|\hat{k}| \psi}{\left|z_{u}\right|^{2}}\right)\right)\left|z_{u}\right|^{2}-\frac{\gamma^{2}}{2} \frac{1}{(u-\bar{W})^{2}} \\
& \left.\quad+\frac{\gamma}{i} \frac{1}{(u-\bar{W})}\left(\frac{i \gamma}{\bar{W}-W}+\bar{\Psi}^{\prime}(\bar{W})\right)\right)=0 \tag{92}
\end{align*}
$$

To continue, we must now sum the latter equation with its complex conjugate. Second-order terms in $\gamma$ are gathered into the expression

$$
-\frac{\gamma^{2}(W-\bar{W})^{2}}{2|u-W|^{4}}
$$

and the zeroth-order terms are assumed to coincide with those obtained previously ${ }^{16}$ for purely potential flow:

$$
\left|z_{u}\right|^{2}\left(\psi_{t}-\psi_{u} \hat{H}\left(\frac{\hat{H} \psi_{u}}{\left|z_{u}\right|^{2}}\right)-\frac{\left(\hat{H} \psi_{u}\right)^{2}-\left(\psi_{u}\right)^{2}}{2\left|z_{u}\right|^{2}}+g y\right) .
$$

We finally consider first-order terms. We first simplify the following first-degree equation in $\gamma$ :

$$
\begin{align*}
& -\left|z_{u}\right|^{2} \Phi_{0 u} \hat{H}\left(\frac{\hat{H} \psi_{u}}{\left|z_{u}\right|^{2}}\right)-\hat{H}\left(\Phi_{0 u} \hat{H} \psi_{u}\right)-i \gamma\left(\frac{\bar{\Psi}^{\prime}(\bar{W})}{(u-\bar{W})}\right. \\
& \left.-\frac{\Psi^{\prime}(W)}{(u-W)}\right) \tag{93}
\end{align*}
$$

Here, the second term is equal to

$$
\begin{aligned}
& -\gamma\left(P^{(-)}\left(\left(\frac{1}{u-W}-\frac{1}{u-\bar{W}}\right)\left(\frac{\Psi^{\prime}(u)-\bar{\Psi}^{\prime}(u)}{2 i}\right)\right)\right. \\
& + \text { c.c. })=\frac{i \gamma}{2}\left(\frac{\bar{\Psi}^{\prime}(\bar{W})-\Psi_{u}(u)}{u-\bar{W}}+\frac{\Psi_{u}(u)-\Psi^{\prime}(W)}{u-W}\right. \\
& - \text { c.c. })=\frac{\bar{\Psi}_{u}(u)+\Psi_{u}(u)}{2} i \gamma\left(\frac{1}{u-W}-\frac{1}{u-\bar{W}}\right) \\
& +i \gamma\left(\frac{\bar{\Psi}^{\prime}(\bar{W})}{(u-\bar{W})}-\frac{\Psi^{\prime}(W)}{(u-W)}\right) .
\end{aligned}
$$

The last term is canceled by the third term of (93), so that all first-order terms can be written in the form

$$
\begin{aligned}
& i \gamma\left(\frac{-\dot{W}}{u-W}+\frac{\dot{\bar{W}}}{u-\bar{W}}\right)\left|z_{u}\right|^{2}+i \gamma\left(\frac{1}{u-W}-\frac{1}{u-\bar{W}}\right) \\
& \quad \times\left(\psi_{u}-\left|z_{u}\right|^{2} \hat{H}\left(\frac{\hat{H} \psi_{u}}{\left|z_{u}\right|^{2}}\right)\right) .
\end{aligned}
$$

Adding the foregoing expressions, we finally obtain Bernoulli's equation (34) in conformal variables.
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We consider advection of a passive scalar $\theta(t, \mathbf{r})$ by an incompressible large-scale turbulent flow. In the framework of the Kraichnan model all PDF's (probability distribution functions) for the single-point statistics of $\theta$ and for the passive scalar difference $\theta\left(\mathbf{r}_{1}\right)-\theta\left(\mathbf{r}_{2}\right)$ (for separations $\mathbf{r}_{1}-\mathbf{r}_{2}$ lying in the convective interval) are found. © 1999 American Institute of Physics. [S1063-7761(99)01003-3]

## INTRODUCTION

We treat advection of a passive scalar field $\theta(t, \mathbf{r})$ by an incompressible turbulent flow; the role of the scalar can be played by temperature or by pollutant density. The velocity field is assumed to contain motions from some interval of scales restricted from below by $L_{v}$. A steady situation with a permanent random supply of the passive scalar is considered. We wish to establish statistics of the passive scalar $\theta$ for scales that are less than both the scale $L_{v}$ and the pumping scale $L$, and larger than the diffusion scale $r_{\text {dif }}$ (for definiteness we assume that $L<L_{v}$ ). Such a convective interval of scales exists if the Peclet number $\mathrm{Pe}=L / r_{\text {dif }}$ is large enough; we will assume this condition. Since all scales from the convective interval are assumed to be smaller than $L_{v}$, we will discuss advection by a large-scale turbulent flow. The problem is of physical interest for dimensionalities $d=2,3$, but formally it can be treated for an arbitrary dimensionality $d$ of space. Below we will treat $d$ as a parameter. In particular, all expressions will be true for a space of high dimensionality $d$.

Description of the small-scale statistics of a passive scalar advected by a large-scale solenoidal velocity field is a special problem in turbulence theory. This problem was treated consistently from the very beginning and some rigorous results have been obtained, which is quite unusual for a turbulence problem. Batchelor (see Ref. 1) examined the case of an external velocity field being so slow that it does not change during the time of the spectral transfer of the scalar from the external scale to the diffusion scale. Then Kraichnan (see Ref. 2) obtained plenty of results in the opposite limit of a velocity field delta-correlated in time. The pair correlation function of the passive scalar $\langle\theta(\mathbf{r}) \theta(0)\rangle$ was found to be proportional to the logarithm $\ln (L / r)$, and the pair correlation function of the passive scalar difference $\langle[\theta(\mathbf{r})$ $\left.-\theta(0)]^{2}\right\rangle$ was found to be proportional to $\ln \left(r / r_{\text {dif }}\right)$ in both
cases. The assertions are really correct for any temporal statistics of the velocity field (see Refs. 3 and 4). Thus we are dealing with the logarithmic case which is substantially simpler than cases with power-like correlation functions usually encountered in turbulence problems (see Refs. 5-7).

Now about high-order correlation functions of the passive scalar. As long as all distances between the points are much less than $L$, the $2 n$-point correlation functions of $\theta$ are given by their reducible parts (that is, are expressed via products of the pair correlation function) up to $n \sim \ln (L / r)$, where $r$ is either the smallest distance between the points or $r_{\text {dif }}$ depending on which is larger (see Ref. 4). The reason for such Wick decoupling is simply the fact that reducible parts contain more logarithmic factors (which are considered as the large ones) than non-reducible parts do. Consistent calculations of the fourth-order correlation function of the passive scalar at $d=2$ (see Ref. 8) confirm the assertion. Therefore, e.g., the single-point PDF of $\theta$ has a Gaussian core (that describes the first moments with $n<\ln \mathrm{Pe}$ ) and a nonGaussian tail (that describes moments with $n>\ln \mathrm{Pe}$ ). The tail appears to be exponential (see Refs. 3 and 4). The same is true of the passive scalar difference $\Delta \theta=\theta(\mathbf{r})-\theta(0)$, where instead of $\ln \mathrm{Pe}$ we should take $\ln \left(r / r_{\text {dif }}\right)$. The tails do not depend on $\ln \mathrm{Pe}$ or on $\ln \left(r / r_{\mathrm{dif}}\right)$, and contain only coefficients that depend on the statistics of the advecting velocity.

Correlation functions of the passive scalar can be written as averages of integrals of the pumping along Lagrangian trajectories (see, e.g., Ref. 9). For example, the pair correlation function $\langle\theta(\mathbf{r}) \theta(0)\rangle$ is proportional to the average time needed for two points moving along Lagrangian trajectories to run from the distance $r$ to the distance $L$. Generally, correlation functions of a passive scalar are determined by spectral transfer via evolution of Lagrangian separations up to the scale $L$. For the large-scale velocity field, the Lagrangian
dynamics is determined by the stretching matrix $\sigma_{\alpha \beta}$ $=\nabla_{\beta} v_{\alpha}$ and, consequently, the statistics of the matrix determines correlation function of the passive scalar. For example, the coefficient of the logarithm in the pair correlation function of the passive scalar is $P_{2} / \lambda$ (see Refs. 1-4) where $P_{2}$ is the pumping rate of $\theta^{2}$ and $\tilde{\lambda}$ is Lyapunov exponent that is the average of the largest eigenvalue of the matrix $\hat{\sigma}$. The coefficients in the exponential tails are more sensitive to the statistics of $\hat{\sigma}$; specifically, they depend on the dimensionless parameter $\tilde{\lambda} \tau$ (see Ref. 4) where $\tau$ is the correlation time of $\hat{\sigma}$. The motion of the fluid particles in the random velocity field resembles in some respects random walks, but one should remember that correlation lengths of both the advecting velocity and of the pumping are much larger than scales from the convective interval we are interested in. Thus the situation is opposite to one usually encountered in solid state physics, where, e.g., random potential is short-range correlated in space.

Since $\ln (L / r)$ is really not very large, it is of interest to find all PDF's for the single-point statistics of $\theta$ and for the passive scalar difference $\Delta \theta$. It is possible to do this for the Kraichnan short-correlated case $\tilde{\lambda} \tau \ll 1$ when the statistics of $\hat{\sigma}$ can be regarded to be Gaussian. An attempt to do this was made in Refs. 10 and 11 in terms of the statistics of the main eigenvalue of the matrix $\hat{\sigma}$. Unfortunately, the scheme works only for the dimensionality $d=2$ where the matrix $\hat{\sigma}$ has a single eigenvalue. This was noted in Ref. 12 where also the correct coefficient in the exponential tails for an arbitrary dimensionality of space $d$ was found. Here, we develop a scheme enabling one to obtain all PDF's for arbitrary $d$. The scheme is also interesting from a methodological point of view. For example, its modification enables one to calculate the statistics of local dissipation (see Ref. 13).

The paper is organized as follows. In Sec. 1 we find a path integral representation for the simultaneous statistics of the passive scalar. In Sec. 2 we analyze the generating functional for correlation functions of the passive scalar in the convective interval of scales. Using different approaches we obtain the functional and establish the applicability conditions of our consideration. In Sec. 3 we find explicit expressions for the single-point PDF and for the PDF of the passive scalar difference. In the Conclusion we briefly discuss the results obtained.

## 1. GENERAL RELATIONS

The dynamics of the passive scalar $\theta$ advected by the velocity field $\mathbf{v}$ is described by Eq.

$$
\begin{equation*}
\partial_{t} \theta+\mathbf{v} \nabla \theta-\kappa \nabla^{2} \theta=\phi . \tag{1.1}
\end{equation*}
$$

Here, the term with the velocity $\mathbf{v}$ describes the advection of the passive scalar, the next term is diffusive ( $\kappa$ is the diffusion coefficient), and $\phi$ describes a pumping source of the passive scalar. Both $\mathbf{v}(t, \mathbf{r})$ and $\phi(t, \mathbf{r})$ are assumed to be random functions of $t$ and $\mathbf{r}$. We regard the statistics of the velocity and source to be independent. Therefore, all correlation functions of $\theta$ are to be treated as averages over both statistics.

## A. Simultaneous statistics

The source $\phi$ is believed to possess Gaussian statistics and to be $\delta$-correlated in time. The statistics is entirely characterized by the pair correlation function

$$
\begin{equation*}
\left\langle\phi\left(t_{1}, \mathbf{r}_{1}\right) \phi\left(t_{2}, \mathbf{r}_{2}\right)\right\rangle=\delta\left(t_{1}-t_{2}\right) \chi\left(\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|\right), \tag{1.2}
\end{equation*}
$$

where we assume that the pumping is isotropic. The function $\chi(r)$ is assumed to have a characteristic scale $L$, which is the pumping length. We will be interested in the statistics of the passive scalar on scales much smaller than $L$.

Simultaneous correlation functions of the passive scalar $\theta$ can be represented as coefficients in the expansion over $y$ of the generating functional

$$
\begin{equation*}
\mathscr{J}(y)=\left\langle\exp \left\{i y \int d \mathbf{r} \beta(\mathbf{r}) \theta(0, \mathbf{r})\right\}\right\rangle, \tag{1.3}
\end{equation*}
$$

where $\beta$ is a function of the coordinates and angular brackets denote averaging over both the statistics of the pumping $\phi$ and the statistics of the velocity $\mathbf{v}$. The generating functional $\mathscr{J}(y)$ contains complete information about the simultaneous statistics of the passive scalar $\boldsymbol{\vartheta}$. Specifically, knowing $\mathscr{J}(y)$ one can reconstruct the simultaneous PDF of the passive scalar; the problem is discussed in Sec. 3.

If characteristic scales of $\beta$ in (1.7) are much larger than the diffusion scale $r_{\text {dif }}$, then it is possible to neglect diffusion when treating the generating functional (1.3). Then the lefthand side of Eq. (1.1) describes simple advection, and it is reasonable to consider a solution of Eq. in terms of Lagrangian trajectories $\varrho(t)$ introduced by Eq.

$$
\begin{equation*}
\partial_{t} \varrho=\mathbf{v}(t, \varrho) . \tag{1.4}
\end{equation*}
$$

We label the trajectories with $\mathbf{r}$, which are the positions of the Lagrange particles at $t=0: \varrho(0, \mathbf{r})=\mathbf{r}$. Next, introducing $\widetilde{\theta}(t, \mathbf{r})=\theta(t, \varrho)$, we rewrite Eq. (1.1) as $\partial_{t} \widetilde{\theta}=\phi$, which leads to

$$
\begin{equation*}
\theta(0, \mathbf{r})=\int_{-\infty}^{0} d t \phi(t, \varrho) \tag{1.5}
\end{equation*}
$$

Here we have taken into account that at $t=0$ the functions $\theta$ and $\widetilde{\theta}$ coincide. Starting with (1.5) and exploiting Gaussian pumping statistics, we can average the generating functional (1.3) explicitly over the statistics. The result is

$$
\begin{align*}
& \mathscr{J}(y)=\left\langle\exp \left[-\frac{y^{2}}{2} \int_{-\infty}^{0} d t U\right]\right\rangle  \tag{1.6}\\
& U=\int d \mathbf{r}_{1} d \mathbf{r}_{2} \beta\left(\mathbf{r}_{1}\right) \beta\left(\mathbf{r}_{2}\right) \chi\left(\left|\varrho_{1}-\varrho_{2}\right|\right), \tag{1.7}
\end{align*}
$$

where angular brackets mean averaging over the statistics of the velocity field only.

Being interested in the single-point statistics of $\theta$ we should take $\beta(\mathbf{r})=\delta(\mathbf{r})$. But this is impossible since we have neglected diffusion. We take $\beta(\mathbf{r})=\delta_{\Lambda}(\mathbf{r})$ instead, where the function $\delta_{\Lambda}(\mathbf{r})$ tends to zero at $\Lambda r>1$ fast enough, and is normalized by the condition

$$
\int d \mathbf{r} \delta_{\Lambda}(\mathbf{r})=1
$$

Then the generating functional (1.6) will describe the statistics of an object

$$
\begin{equation*}
\theta_{\Lambda}=\int d \mathbf{r} \delta_{\Lambda}(\mathbf{r}) \theta(\mathbf{r}) \tag{1.8}
\end{equation*}
$$

smeared over a spot of size $\Lambda^{-1}$. If $r_{\text {dif }} \Lambda \ll 1$, then the statistics of the object is not sensitive to diffusivity. On the other hand, if $\Lambda L \gtrdot>1$, then knowing the correlation functions of $\theta_{\Lambda}$, we can reconstruct single-point statistics due to the logarithmic character of the correlation functions. To obtain single-point correlation functions one should substitute simply $\Lambda \rightarrow r_{\text {dif }}^{-1}$ into the correlation functions of $\theta_{\Lambda}$. The above inequalities $\Lambda r_{\text {dif }} \ll 1$ and $\Lambda L \gtrdot 1$ are compatible because of $\mathrm{Pe} \gg 1$. If we are interested in the statistics of the passive scalar differences in points with a separation $\mathbf{r}_{0}$ (where $r_{0} \gg r_{\text {dif }}$ ) then instead of $\delta_{\Lambda}(\mathbf{r})$ we should take

$$
\begin{equation*}
\beta(\mathbf{r})=\delta_{\Lambda}\left(\mathbf{r}-\mathbf{r}_{0} / 2\right)-\delta_{\Lambda}\left(\mathbf{r}+\mathbf{r}_{0} / 2\right) . \tag{1.9}
\end{equation*}
$$

Then the generating functional (1.6) will describe the statistics of an object

$$
\begin{equation*}
\Delta \theta_{\Lambda}=\theta_{\Lambda}\left(\mathbf{r}_{0} / 2\right)-\theta_{\Lambda}\left(-\mathbf{r}_{0} / 2\right) \tag{1.10}
\end{equation*}
$$

Again, correlation functions of the passive scalar differences can be found from correlation functions of $\Delta \theta_{\Lambda}$ after the substitution $\Lambda \rightarrow r_{\text {dif }}^{-1}$.

## B. Path integral

Below, we treat advection of the passive scalar by a large-scale velocity field, that is, we assume that the velocity correlation length $L_{v}$ is larger than the scales from the convective interval. Then for the scales one can expand the difference

$$
\begin{equation*}
v_{\alpha}\left(\mathbf{r}_{1}\right)-v_{\alpha}\left(\mathbf{r}_{2}\right)=\sigma_{\alpha \beta}(t)\left(r_{1 \beta}-r_{2 \beta}\right), \quad \sigma_{\alpha \beta}=\nabla_{\beta} v_{\alpha} . \tag{1.11}
\end{equation*}
$$

Here $\sigma_{\alpha \beta}(t)$ can be treated as an $\mathbf{r}$-independent matrix field. Then Eq. (1.4) leads to

$$
\begin{equation*}
\partial_{t}\left(\varrho_{1, \alpha}-\varrho_{2, \alpha}\right)=\sigma_{\alpha \beta}(t)\left(\varrho_{1, \beta}-\varrho_{2, \beta}\right) \tag{1.12}
\end{equation*}
$$

A formal solution of Eq. (1.12) is

$$
\begin{align*}
& \varrho_{1, \alpha}-\varrho_{2, \alpha}=W_{\alpha \beta}\left(r_{1, \beta}-r_{2, \beta}\right), \\
& \partial_{t} \hat{W}=\hat{\sigma} \hat{W}, \quad \hat{W}=\mathscr{T} \exp \left(-\int_{t}^{0} d t \hat{\sigma}\right), \tag{1.13}
\end{align*}
$$

where $\mathscr{T}$ denotes antichronological ordering. Note that $\operatorname{det} \hat{W}=1$; this property is a consequence of $\operatorname{Tr} \hat{\sigma}=0$ and the initial condition $\hat{W}=1$ at $t=0$. The Lagrangian difference in (1.7) is now rewritten as

$$
\begin{equation*}
\left|\varrho_{1}-\varrho_{2}\right|=\sqrt{\left(r_{1 \alpha}-r_{2 \alpha}\right) B_{\alpha \beta}\left(r_{1 \beta}-r_{2 \beta}\right)}, \quad \hat{B}=\hat{W}^{T} \hat{W}, \tag{1.14}
\end{equation*}
$$

where the subscript $T$ denotes a matrix transpose. Note that $\operatorname{det} \hat{B}=1$ since $\operatorname{det} \hat{W}=1$.

The generating functional $\mathscr{T}(y)$ (1.6) can be explicitly calculated in the Kraichnan case (see Ref. 2) when the statistics of the velocity is $\delta$-correlated in time. Then the veloc-
ity statistics is Gaussian and is entirely determined by the pair correlation function, which in the convective interval is written as
$\left\langle v_{\alpha}\left(t_{1}, \mathbf{r}_{1}\right) v_{\beta}\left(t_{2}, \mathbf{r}_{2}\right)\right\rangle=\delta\left(t_{1}-t_{2}\right)\left[\mathscr{V}_{0} \delta_{\alpha \beta}-\mathscr{K}_{\alpha \beta}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)\right]$,
$\mathscr{K}_{\alpha \beta}(\mathbf{r})=D\left(r^{2} \delta_{\alpha \beta}-r_{\alpha} r_{\beta}\right)+\frac{(d-1) D}{2} \delta_{\alpha \beta} r^{2}$.
Here $\mathscr{V}_{0}$ is a huge $r$-independent constant and $D$ is a parameter characterizing the amplitude of the strain fluctuations. The structure of expression (1.16) is determined by the assumed isotropy and spacial homogeneity, and by the incompressibility condition $\nabla \mathbf{v}=0$. Then the statistics of $\hat{\sigma}$ is Gaussian and is determined by the pair correlation function, which can be found from Eqs. (1.15) and (1.16):

$$
\begin{align*}
\left\langle\sigma_{\alpha \beta}\left(t_{1}\right) \sigma_{\mu \nu}\left(t_{2}\right)\right\rangle= & D\left[(d+1) \delta_{\alpha \mu} \delta_{\beta \nu}-\delta_{\alpha \nu} \delta_{\beta \mu}\right. \\
& \left.-\delta_{\alpha \beta} \delta_{\mu \nu}\right] \delta\left(t_{1}-t_{2}\right) . \tag{1.17}
\end{align*}
$$

Note that the correlation function (1.17) is $\mathbf{r}$-independent, as it should be. We see from (1.17) that the parameter $D$ characterizes the amplitude of $\hat{\sigma}$ fluctuations.

Averaging over the statistics of $\hat{\sigma}$ can be replaced by a path integral over unimodular matrices $\hat{W}(t)$ with a weight $\exp (i \mathscr{T})$. The effective action $\mathscr{T}=\int d t \mathscr{C}_{0}$ is determined by (1.17):

$$
\begin{equation*}
i \mathscr{L}_{0}=-\frac{1}{2 d(d+2) D}\left[(d+1) \operatorname{Tr}\left(\hat{\sigma}^{T} \hat{\sigma}\right)+\operatorname{Tr} \hat{\sigma}^{2}\right] \tag{1.18}
\end{equation*}
$$

Then the generating functional (1.7) can be rewritten as the following functional integral over unimodular matrices

$$
\begin{align*}
& \mathscr{J}(y)=\int \mathscr{D} \hat{W} \exp \left[\int_{-\infty}^{0} d t\left(i \mathscr{L}_{0}-\frac{y^{2}}{2} U\right)\right],  \tag{1.19}\\
& U=\int d \mathbf{r}_{1} d \mathbf{r}_{2} \beta\left(\mathbf{r}_{1}\right) \beta\left(\mathbf{r}_{2}\right) \chi \\
& \quad \times\left[\sqrt{\left(r_{1 \alpha}-r_{2 \alpha}\right) B_{\alpha \beta}\left(r_{1 \beta}-r_{2 \beta}\right)}\right] \tag{1.20}
\end{align*}
$$

Here, we should substitute $\hat{\sigma}=\partial_{t} \hat{W}(\hat{W})^{-1}$ and recall the boundary condition $\hat{W}=1$ at $t=0$.

Some words about the 'potential'" $U$ (1.7) figuring in (1.20). The characteristic value of $\mathbf{r}_{1}-\mathbf{r}_{2}$ in the integral (1.7) is of order $\Lambda^{-1}$ for $\beta(\mathbf{r})=\delta_{\Lambda}(\mathbf{r})$. Since we assume $\Lambda L$ $\gg 1$, then for single-point statistics $U \approx P_{2}$, where $P_{2}$ $=\chi(0)$, if $B$ is not very large. In particular, it is correct at moderate times $|t|$, since $\hat{B}=\hat{1}$ at $t=0$. With increasing $|t|$ the argument of $\chi$ in (1.20) grows and $U$ tends to zero when the argument of $\chi$ becomes greater than $L$. For the passive scalar difference when $\beta$ is determined by (1.9) the situation is a bit more complicated. Then $U$ is a difference of two contributions. The first contribution behaves as for single-point statistics. The second contribution contains $\chi$ with the argument determined by $\mathbf{r}_{1}-\mathbf{r}_{2} \approx \pm \mathbf{r}_{0}$. Then at $t=0$ the meaning of the second contribution is determined again by $P_{2}$, but it vanishes with increasing $|t|$ earlier than the first contribution.

The path integral representation (1.19) indicates that we reduced our problem to the quantum mechanics with $d^{2}-1$
degrees of freedom. Nevertheless to solve the problem we should perform an additional reduction of the degrees of freedom. The conventional way to do this is passing to eigenvalues, say, of the matrix $\hat{B}$ figuring in (1.20) (see, e.g., Ref. 14) and excluding angular degrees of freedom. Just this way was used by Bernard, Gawedzki and Kupiainen (see Ref. 12). Then the authors using known facts about the quantum mechanics associated with the eigenvalues (see, e.g., Ref. 15) have found the coefficient in the exponential tail of the single-point PDF of $\theta$. Unfortunately this way is not very convenient to find the whole PDF. To do this we will use a special representation of the matrix $\hat{W}$ in the spirit of the nonlinear substitution introduced by Kolokolov (see Ref. 16). That is the subject of the next subsection.

## C. Choice of parametrization

To examine the generating functional $\mathscr{T}(y)$ we use a mixed rotational-triangle parametrization

$$
\begin{equation*}
\hat{W}=\hat{R} \hat{T}, \quad \hat{B} \hat{T}^{T} \hat{T} \tag{1.21}
\end{equation*}
$$

where $\hat{R}$ is an orthogonal matrix and $\hat{T}$ is a triangular matrix: $T_{i j}=0$ for $i>j$. The parametrization (1.21) is the direct generalization of the $2 d$ substitution suggested in Ref. 17. Note that $\operatorname{det} \hat{T}=1$ since $\operatorname{det} \hat{W}=1$. Note also that the matrix $\hat{B}$ introduced by (1.14) does not depend on $\hat{R}$, as is seen from (1.21). That is a motivation to exclude the matrix $\hat{R}$ from consideration, integrating over the corresponding degrees of freedom in the path integral (1.19). A Jacobian appears in the integration. To avoid an explicit calculation of the Jacobian, which needs a discretization over time and then an analysis of an infinite matrix (see Ref. 10), we use an alternative procedure described below.

Let us examine the dynamics of the matrix $\hat{T}$. It is determined by the equation

$$
\begin{equation*}
\partial_{t} T_{i j}=\Sigma_{i i} T_{i j}+\sum_{i<k \leqslant j}\left(\Sigma_{i k}+\Sigma_{k i}\right) T_{k j}, \tag{1.22}
\end{equation*}
$$

following from Eqs. (1.13) and (1.21). Here we used the notations

$$
\begin{equation*}
\hat{\Sigma}=\hat{R}^{T} \hat{\sigma} \hat{R} . \tag{1.23}
\end{equation*}
$$

Next introducing the quantities

$$
\begin{equation*}
T_{i i}=\exp \left(\rho_{i}\right), \quad T_{i j}=\exp \left(\rho_{i}\right) \eta_{i j}, \text { if } i<j \tag{1.24}
\end{equation*}
$$

we rewrite Eq. (1.22) as

$$
\begin{align*}
\partial_{t} \rho_{i}= & \Sigma_{i i},  \tag{1.25}\\
\partial_{t} \eta_{i j}= & \left(\Sigma_{i j}+\Sigma_{j i}\right) \exp \left(\rho_{j}-\rho_{i}\right)+\sum_{i<k<j}\left(\Sigma_{i k}+\Sigma_{k i}\right) \\
& \times \exp \left(\rho_{k}-\rho_{i}\right) \eta_{k j} . \tag{1.26}
\end{align*}
$$

Comparing (1.13) with (1.21), one can find the following expression for $\hat{A}=\hat{R}^{T} \partial_{t} \hat{R}$ :

$$
\begin{equation*}
A_{i j}=\Sigma_{i j} \text { if } i>j, \quad A_{i j}=-\Sigma_{j i} \text { if } i<j \tag{1.27}
\end{equation*}
$$

One can easily check that the irreducible pair correlation function of $\Sigma_{i j}$ has the same form as for $\sigma_{i j}$ [see Eq. (1.17)]:

$$
\begin{align*}
\left\langle\Sigma_{i j}\left(t_{1}\right) \Sigma_{m n}\left(t_{2}\right)\right\rangle= & D\left[(d+1) \delta_{i m} \delta_{j n}-\delta_{i n} \delta_{j m}\right. \\
& \left.-\delta_{i j} \delta_{m n}\right] \delta\left(t_{1}-t_{2}\right) . \tag{1.28}
\end{align*}
$$

Furthermore, the average value of $\Sigma_{i j}$ is nonzero (see Ref. 10):

$$
\begin{equation*}
\left\langle\Sigma_{i j}\right\rangle=-D \frac{d(d-2 i+1)}{2} \delta_{i j} \tag{1.29}
\end{equation*}
$$

Nonzero averages of $\Sigma_{i j}$ are related to Lyapunov exponents (not only the first one), see Ref. 18 (for our model see also Ref. 19). To obtain (1.29) one should take into account that the matrix $\hat{R}$ propagates backward in time since $\hat{R}=1$ is fixed at $t=0$ and we treat negative $t$. Solving Eq. $\hat{A}$ $=\hat{R}^{T} \partial_{t} \hat{R}$ for $\hat{R}$ on a small interval $\tau$ we get

$$
\hat{R}(t-\tau) \approx \hat{R}(t)\left[1-\int_{t-\tau}^{t} d t^{\prime} \hat{A}\left(t^{\prime}\right)\right] .
$$

Then with the same accuracy we get from Eq. (1.23)

$$
\begin{align*}
\hat{\Sigma}(t-\tau) \approx & \hat{R}^{T}(t) \hat{\sigma}(t-\tau) \hat{R}(t) \\
& -\left[\hat{\Sigma}(t-\tau), \int_{t-\tau}^{t} d t^{\prime} \hat{A}\left(t^{\prime}\right)\right] . \tag{1.30}
\end{align*}
$$

The average value of $\hat{\Sigma}$ arises from the second term on the right-hand side of (1.30). The explicit form of the average can be found using

$$
\begin{align*}
& \left\langle\Sigma_{i j}(t-\tau) \int_{t-\tau}^{t} d t^{\prime} \Sigma_{m n}\left(t^{\prime}\right)\right\rangle \\
& \quad=\frac{D}{2}\left[(d+1) \delta_{i m} \delta_{j n}-\delta_{i n} \delta_{j m}-\delta_{i j} \delta_{m n}\right] . \tag{1.31}
\end{align*}
$$

Here we utilized Eq. (1.28) and replaced the integral

$$
\int_{t-\tau}^{t} d t^{\prime} \delta\left(t-\tau-t^{\prime}\right)
$$

by $1 / 2$. The reason is that the correlation function of $\hat{\sigma}$ actually has a finite correlation time, and therefore $\delta(t)$ (representing this correlation function) should be replaced by a narrow function symmetric under $t \rightarrow-t$. Then we will get $1 / 2$. Expressing $\hat{A}$ via $\hat{\Sigma}$ from (1.27) in (1.30) and calculating its average using (1.31) we get the answer (1.29).

The expressions (1.25), (1.26), (1.28), and (1.29) entirely determine the stochastic dynamics of $\rho_{i}$ and $\eta_{i j}$. Using the conventional approach (see Refs. 20-24) correlation functions of these degrees of freedom can be described in terms of a path integral over $\rho_{i}, \eta_{i j}$ and over auxiliary fields which we denote by $m_{i}$ and $\mu_{i n}(i<n)$. This integral should be taken with the weight $\exp \left(i \int d t \mathscr{L}\right)$, where the Lagrangian is

$$
\begin{align*}
\mathscr{C}= & \sum_{a=1}^{d} m_{a}\left[\partial_{t} \rho_{a}+D \frac{d(d-2 a+1)}{2}\right]+\frac{i D}{2}\left[d \sum_{a} m_{a}^{2}\right. \\
& \left.-\left(\sum_{a} m_{a}\right)^{2}\right]+i D d \sum_{i<j} \exp \left(2 \rho_{j}-2 \rho_{i}\right) \mu_{i j}^{2} \\
& +2 i D d \sum_{i<k<j} \mu_{i j} \mu_{i k} \exp \left(2 \rho_{k}-2 \rho_{i}\right) \eta_{k j} \\
& +\sum_{i<j} \mu_{i j} \partial_{t} \eta_{i j}+i D d \sum_{i<k<m, n} \mu_{i m} \mu_{i n} \eta_{k m} \eta_{k n} \\
& \times \exp \left(2 \rho_{k}-2 \rho_{i}\right) . \tag{1.32}
\end{align*}
$$

Since the matrix $\hat{B}$ in accordance with (1.21) does not depend on $\hat{R}$ it is enough to know the statistics of $\rho_{a}$ and $\eta_{i j}$ to determine the average (1.6). Therefore, instead of (1.19) we get

$$
\begin{equation*}
\mathscr{J}(y)=\int \mathscr{D} \boldsymbol{\rho} \mathscr{D} \boldsymbol{\eta} \mathscr{\mathscr { D }} \boldsymbol{m} \mathscr{D} \boldsymbol{\mu} \exp \left[\int_{-\infty}^{0} d t\left(i \mathscr{B}-\frac{y^{2}}{2} U\right)\right] . \tag{1.33}
\end{equation*}
$$

Here $U$ is determined by (1.20), where the matrix $\hat{B}$ is determined by Eqs. (1.21) and (1.24).

Thus we obtained the expression for the generating functional (1.3) in terms of the functional (path) integral which is convenient for the analysis presented in the subsequent section.

## 2. GENERATING FUNCTIONAL

Here we calculate the generating functional (1.3) for a single-point statistics of $\theta$ that is of the object (1.8) corresponding to $\beta(\mathbf{r})=\delta_{\Lambda}(\mathbf{r})$, and also the statistics of the difference that is of the object (1.10) corresponding to (1.9). The starting point for the subsequent consideration is the expression (1.33). There are different ways to examine $\mathscr{J}(y)$. We will describe two schemes leading to the same answer but carrying in some sense complementary information. We also believe that consideration of the different schemes is useful from a methodological point of view. A modification of the second scheme is presented in the Appendix.

## A. Saddle-point approach

The first way to obtain the answer for the generating functional (1.3) is by using the saddle-point approximation for the path integral (1.33). The inequalities justifying the approximation are $\Lambda L \gtrdot 1$ for the object (1.8) and $\Lambda r \gg 1$ for the object (1.10).

As we will see, large values of the differences $\rho_{i}-\rho_{k}$ ( $i<k$ ) will be relevant for us. Then fluctuations of $\eta$ and $\mu$ are suppressed and it is possible to neglect the fluctuations. Therefore we can omit the integration over $\eta$ and $\mu$ in (1.33), substituting $\eta=\mu=0$ into (1.32). After that we obtain a reduced Lagrangian:

$$
\begin{align*}
\mathscr{L}_{r}= & \sum_{a=1}^{d} m_{a}\left[\partial_{t} \rho_{a}+D \frac{d(d+1-2 a)}{2}\right] \\
& +\frac{i D}{2}\left[d \sum_{a} m_{a}^{2}-\left(\sum_{a} m_{a}\right)^{2}\right] \tag{2.1}
\end{align*}
$$

Now, to obtain $\mathscr{J}(y)$ one should integrate the exponent in (1.33) (with $\mathscr{L}_{r}$ ) over $\rho_{a}$ and $m_{a}$. To examine (2.1) it is convenient to pass to new variables $\phi_{a}=O_{a b} \rho_{b}$ and $\widetilde{m}_{a}$ $=O_{a b} m_{b}$, where $\hat{O}$ is an orthogonal matrix. We make the following transformation:

$$
\begin{gather*}
\phi_{1}=\sqrt{\frac{3}{d\left(d^{2}-1\right)}}\left[(d-1) \rho_{1}+(d-3) \rho_{2}+\ldots+(1-d) \rho_{d}\right] \\
\phi_{2}=\ldots, \ldots, \quad \phi_{d}=\frac{1}{\sqrt{d}}\left[\rho_{1}+\rho_{2}+\ldots+\rho_{d}\right] \tag{2.2}
\end{gather*}
$$

Then the expression (2.1) will be rewritten as

$$
\begin{align*}
i \mathscr{C}_{r}= & i \sum_{a=1}^{d} \widetilde{m}_{a} \partial_{t} \phi_{a}-\frac{D d}{2} \sum_{a=1}^{d-1} \widetilde{m}_{a}^{2} \\
& +i \frac{D d}{2} \sqrt{\frac{d\left(d^{2}-1\right)}{3}} \widetilde{m}_{1} . \tag{2.3}
\end{align*}
$$

The Lagrangian (2.3) is a sum over different degrees of freedom. The dynamics of $\phi_{1}$ is ballistic, whereas the dynamics of $\phi_{a}$ for $d>a>1$ is purely diffusive. The condition $\operatorname{det} \hat{T}=1$ means $\phi_{d}=0$, correspondingly the dynamics of $\phi_{d}$ determined by the Lagrangian (2.3) is trivial: $\partial_{t} \phi_{t}=0$. We will see that times determining the main contribution to the generating functional are large enough that $\phi_{1} \gg \phi_{a}$ for the relevant region. Therefore, the potential $U$ (1.20) depends essentially only on $\phi_{1}$, and it is possible to integrate explicitly over, $\phi_{a}$ and $\widetilde{m}_{a}$ for $a>1$. After that we are left with only one degree of freedom, which is described by the Lagrangian

$$
\begin{equation*}
i \mathscr{L}_{1}=i \widetilde{m}_{1}\left(\partial_{t} \phi_{1}+\frac{D d}{2} \sqrt{\frac{d\left(d^{2}-1\right)}{3}}\right)-\frac{D d}{2} \widetilde{m}_{1}^{2} \tag{2.4}
\end{equation*}
$$

Neglecting all $\phi_{a}$ for $a>1$ and inverting transformation (2.2) we obtain

$$
\begin{equation*}
\rho_{1} \approx \sqrt{\frac{3(d-1)}{d(d+1)}} \phi_{1}, \quad \rho_{a} \approx \frac{d-2 a+1}{d-1} \rho_{1} . \tag{2.5}
\end{equation*}
$$

We will see below that the characteristic value $\phi_{1} \gg 1$. Therefore the characteristic value of $e^{\rho_{1}}$ is much larger than other $e^{\rho_{a}}$, and we conclude that the potential $U$ depends really only on $\rho_{1}$. For the case of the single-point statistics, the characteristic value of the difference $\mathbf{r}_{1}-\mathbf{r}_{2}$ in (1.20) is $\Lambda^{-1}$. Then it follows from (1.21) and (1.24) that the potential $U$ decreases from $P_{2}$ to zero near the point $\rho_{1}=\ln (L \Lambda)$, which is near the point $\phi_{1}=\phi_{\Lambda}$, where

$$
\begin{equation*}
\phi_{\Lambda}=\sqrt{\frac{d(d+1)}{3(d-1)}} \ln (L \Lambda) \tag{2.6}
\end{equation*}
$$

For the difference the potential increases from zero to $2 P_{2}$ at $\phi_{1}=\phi_{R}$, where

$$
\begin{equation*}
\phi_{R}=\sqrt{\frac{d(d+1)}{3(d-1)}} \ln \frac{L}{r_{0}}, \tag{2.7}
\end{equation*}
$$

and then decreases from $2 P_{2}$ to zero near $\phi_{1}=\phi_{\Lambda}$. The expressions (2.6) and (2.7) determine the characteristic values of $\phi_{1}$, which are actually large, since $L \Lambda \gtrdot 1$ or $L / r_{0}$ $\gg 1$; this justifies our conclusions.

Now we can employ the saddle-point approximation:

$$
\begin{equation*}
\left.\ln \mathscr{J}(y) \approx \int_{-\infty}^{0} d t\left(i \mathscr{C}_{1}-\frac{y^{2}}{2} U\right)\right|_{\mathrm{inst}}, \tag{2.8}
\end{equation*}
$$

where we should substitute solutions of the extremal conditions, which we will call instantonic equations. The instantonic equations, which can be found from extremal conditions for $i \mathscr{L}_{1}-y^{2} U / 2$, are

$$
\begin{align*}
& \partial_{t} \phi_{1}+\frac{D d}{2} \sqrt{\frac{d\left(d^{2}-1\right)}{3}}=-i D d \tilde{m}_{1},  \tag{2.9}\\
& \partial_{t} \tilde{m}_{1}=i \frac{y^{2}}{2} \frac{\partial U}{\partial \phi_{1}} . \tag{2.10}
\end{align*}
$$

Eqs. conserve the "energy"

$$
\begin{equation*}
-i \frac{D d}{2} \widetilde{m}_{1} \sqrt{\frac{d\left(d^{2}-1\right)}{3}}+\frac{D d}{2} \widetilde{m}_{1}^{2}+\frac{y^{2}}{2} U \tag{2.11}
\end{equation*}
$$

The conservation law is satisfied since $i \mathscr{L}_{1}-y^{2} U / 2$ does not explicitly depend on $t$. The 'energy"' (2.11) is equal to zero, since as $t \rightarrow-\infty$ the value of $\widetilde{m}_{1}$ should tend to zero. This property can be treated as the extremal condition when $i \mathscr{L}_{r}$ $-y^{2} U / 2$ is varied over the initial value of $\phi_{1}$. Equating the "energy" (2.11) to zero, we can express $\widetilde{m}_{1}$ via $\phi_{1}$. Next, since (2.11) is zero, the saddle-point value of $\mathscr{T}(y)(2.8)$ can be written as $i \int d \phi_{1} \widetilde{m}_{1}$, where the integral over $\phi_{1}$ goes from zero to infinity.

Substituting the expression for $\widetilde{m}_{1}$ in terms of $\phi_{1}$ into $i \int d \phi_{1} \widetilde{m}_{1}$, we get for the single-point statistics

$$
\begin{equation*}
\ln \mathscr{J}(y) \simeq \frac{d(d+1)}{6}\left[1-\sqrt{1+\frac{12 y^{2} P_{2}}{D d^{2}\left(d^{2}-1\right)}}\right] \ln (L \Lambda) \tag{2.12}
\end{equation*}
$$

Note that the expression (2.12) has (as a function of $y$ ) two branch points $y= \pm i y_{\text {sing }}$, where

$$
\begin{equation*}
y_{\mathrm{sing}}^{2}=\frac{D d^{2}\left(d^{2}-1\right)}{12 P_{2}} . \tag{2.13}
\end{equation*}
$$

The same procedure can be done for the passive scalar difference, or, more precisely, for the object (1.10). Taking into account the presence of the jumps (2.6) and (2.7) in the potential $U$, we get an answer slightly different from (2.12):

$$
\begin{align*}
& \ln \mathscr{F}(y) \simeq \frac{d(d+1)}{6}\left[1-\sqrt{1+\frac{24 y^{2} P_{2}}{D d^{2}\left(d^{2}-1\right)}}\right] \ln \left(r_{0} \Lambda\right),  \tag{2.14}\\
& y_{\text {sing }}^{2}=\frac{D d^{2}\left(d^{2}-1\right)}{24 P_{2}} . \tag{2.15}
\end{align*}
$$

Note that (2.14) does not depend on the pumping scale $L$, but still depends on the cutoff $\Lambda$.

The characteristic value of $\phi_{1}$ is determined by the quantity (2.6) which is much larger than unity. Then it follows from (2.5) that $\exp \left(2 \rho_{j}-2 \rho_{i}\right) \ll 1, i>j$, (excluding a short initial stage of evolution) and we see from (1.32) that fluctuations of the fields $\eta$ are suppressed in comparison, say, with $\rho_{a}$. This justifies neglecting the fields $\eta$ and $\mu$ leading to the reduced Lagrangian (2.1). Next, the dynamics of $\phi_{a}$ for $a>1$ is diffusive, and it follows from (2.3) that the characteristic value of $\phi_{a}$ can be estimated to be $\sqrt{D d|t|}$. As follows from (2.3), $\partial_{t} \phi_{1} \sim D d^{5 / 2}$, and we find from (2.6) the instantonic lifetime

$$
\begin{equation*}
t_{l t}=D^{-1} d^{-2} \ln (L \Lambda), \tag{2.16}
\end{equation*}
$$

which determines times producing nonzero contributions to the effective action. At $|t| \sim t_{l t}$, the characteristic values of $\phi_{a}$ for $a>1$ are of order $\sqrt{\ln (L \Lambda) / d}$, and we conclude that

$$
\begin{equation*}
\frac{\phi_{a}}{\phi_{1}} \sim \frac{1}{d \sqrt{\ln (L \Delta)}} \ll 1 \tag{2.17}
\end{equation*}
$$

at times $|t| \sim t_{l t}$. The inequality (2.17) justifies passing to the Lagrangian (2.4). The same arguments can be applied to the generating functional for the passive scalar difference; the only modification is in the substitution $\ln (L \Lambda) \rightarrow \ln \left(r_{0} \Lambda\right)$.

There are also additional applicability conditions for the results (2.12) and (2.14). To establish the conditions, one should go beyond the main order of the saddle-point approximation. It will be more convenient for us to develop an alternative scheme, which enables one to find the conditions more simply. That is the subject of the next subsection.

## B. Schrödinger equation

Here we present another way to get the answers (2.12) and (2.14). As before, we start with the path integral representation (1.33) for the generation functional $\mathscr{J}(y)$.

Unfortunately it is impossible to get a closed equation for $\mathscr{J}(y)$. To avoid the difficulty we introduce an auxiliary quantity

$$
\begin{align*}
\Psi\left(t, y, \rho_{0}, \eta_{0}\right)= & \int \mathscr{D} \rho \mathscr{D} \boldsymbol{\eta} \mathscr{\mathscr { D }} m \mathscr{\mathscr { D }} \mu \exp \left[\int_{-t}^{0} d t^{\prime}\right. \\
& \left.\times\left(i \mathscr{C}-\frac{y^{2}}{2} U\right)\right]\left.\right|_{\rho(-t)=\rho_{0}, \eta(-t)=\eta_{0}} . \tag{2.18}
\end{align*}
$$

It follows from the definition (2.18) that

$$
\begin{equation*}
\mathscr{J}(y)=\lim _{t \rightarrow \infty} \int \prod d \rho_{a} d \eta_{i j} \Psi(t, y, \rho, \eta) \tag{2.19}
\end{equation*}
$$

Eq. for the function $\Psi$ can be obtained from the expression (1.32) and the definition (2.18):

$$
\begin{align*}
\partial_{t} \Psi= & \frac{D d}{2}\left[\sum_{i=1}^{d} \frac{\partial^{2}}{\partial \rho_{i}^{2}}-\frac{1}{d}\left(\sum_{i=1}^{d} \frac{\partial}{\partial \rho_{i}}\right)^{2}\right. \\
& -\sum_{i=1}^{d}(d-2 i+1) \frac{\partial}{\partial \rho_{i}}+2 \sum_{i<j} \exp \left(2 \rho_{j}-2 \rho_{i}\right) \\
& \times \frac{\partial^{2}}{\partial \eta_{i j}^{2}}+4 \sum_{i<k<j} \exp \left(2 \rho_{k}-2 \rho_{i}\right) \frac{\partial}{\partial \eta_{i j}} \\
& \times \frac{\partial}{\partial \eta_{i k}} \eta_{k j}+2 \sum_{i<k<m, n} \exp \left(2 \rho_{k}-2 \rho_{i}\right) \\
& \left.\times \frac{\partial}{\partial \eta_{i m}} \frac{\partial}{\partial \eta_{i n}} \eta_{k m} \eta_{k n}\right] \Psi-\frac{y^{2} U}{2} \Psi . \tag{2.20}
\end{align*}
$$

We see that Eq. (2.20) for $\Psi$ resembles the Schrödinger equation. The initial condition for the equation can be found directly from the definition (2.18):

$$
\begin{equation*}
\Psi(t=0, y, \rho, \eta)=\prod \delta\left(\rho_{a}\right) \delta\left(\eta_{i j}\right) \tag{2.21}
\end{equation*}
$$

The value of $\mathscr{J}$, in accordance with (2.19); is determined by the integral of $\Psi$ over $\eta$ and $\rho$. This integral is equal to unity at $t=0$, and then varies with increasing time $t$ due to $U \neq 0$, since only the term with $U$ in (2.21) breaks the conservation of the integral. Thus, to find $\mathscr{J}$ we must establish the evolution of the function $\Psi$ from $t=0$ to large $t$.

Below we concentrate on the single-point statistics. The scheme can obviously be generalized for the passive scalar difference.

Let us first describe the evolution qualitatively. The initial condition (2.21) shows that at $t=0$ the function $\Psi$ is concentrated at the origin. Then it undergoes spreading in all directions, except for $\rho_{1}+\ldots+\rho_{d}$, since the operator on the right-hand side of (2.20) commutes with $\rho_{1}+\ldots+\rho_{d}$. This is a consequence of the condition $\operatorname{det} \hat{T}=1$ (to be satisfied), which implies that during evolution $\rho_{1}+\ldots+\rho_{d}=0$. This means that a solution of (2.20) is $\Psi \propto \delta\left(\rho_{1}+\ldots+\rho_{d}\right)$. The function $\Psi$ is smeared diffusively with time, and also moves as a whole in some direction, which is determined by the term with the first derivative in (2.20). The rate of ballistic motion is

$$
\begin{equation*}
\left\langle\partial_{t} \rho_{i}\right\rangle=D \frac{d(d-2 i+1)}{2} . \tag{2.22}
\end{equation*}
$$

Therefore $\Psi$ describes a cloud, the center of which moves according to the law

$$
\begin{equation*}
\rho_{i}=D \frac{d(d-2 i+1)}{2} t . \tag{2.23}
\end{equation*}
$$

Effective diffusion coefficients for the $\eta$ 's decrease with increasing $t$, since in accordance with (2.23) the differences $\rho_{k}-\rho_{i}$, figuring in (2.20), are negative and grow in absolute value. Therefore diffusion over $\eta$ stops when the characteristic values of $\rho_{i}-\rho_{k}$ becomes greater than unity. Note that the 'frozen"' values of $\eta$ do not depend on $y$, since $U$ can be considered uniform during the initial stage of evolution. After that the $\eta$ 's are frozen, diffusion continues only over the
$\rho$ 's. If the cloud is inside the region where $U \simeq P_{2}$, then evolution of the cloud is not influenced by $U$. After a period of time $t_{l t}(2.16)$, the cloud reaches a barrier, where the potential $U$ decreases from $P_{2}$ to 0 . The subsequent history depends on the value of $y$. For moderate $y$ the cloud passes this barrier and continues to move at the same rate. After this, the integral of $\Psi$ will not change in time, and its value will determine the generating functional $\mathscr{F}(y)$. Naive estimates yield $\ln \mathscr{F}(y)=-y^{2} t_{l t} / 2$, which reproduces the pair correlation function of $\theta$.

Special consideration is needed if $|y| \gg y_{\text {sing }}$, or if $y$ is close to $\pm i y_{\text {sing }}$, where $y_{\text {sing }}$ is defined by (2.13). Just this region determines the PDF's and is consequently of special interest. Note that $y= \pm i y_{\text {sing }}$ corresponds to the appearance of a bound state near the pumping boundary (where $U$ decreases from $P_{2}$ to zero). If $y \gg y_{\text {sing }}$, then the front of the cloud reaches the jump of the potential much earlier than $t_{l t}$. The remainder of the cloud (inside the potential well) is damped due to the term with $y$, and does not contribute to $\mathscr{J}(y)$. If $|y| \gg y_{\text {sing }}$ then $\mathscr{J}(y) \gg \exp \left(-y^{2} t_{l l} / 2\right)$; the asymptotics of $\mathscr{J}(y)$ is actually exponential in the case. If $\left|y \pm i y_{\text {sing }}\right| \ll y_{\text {sing }}$ then the cloud stays near the pumping boundary for a long time, that is the shape of $\Psi$ inside the region $U \simeq P_{2}$ varies in time comparatively slowly. Furthermore, a part of $\Psi$ percolates out to the region where $U \simeq 0$, and the integral of $\Psi$ grows with increasing $|t|$. As $y$ approaches $i y_{\text {sing }}$, this stage lasts longer. One can say that the back of the cloud $\Psi$ gives the right answer for $\mathscr{J}(y)$. The important point is that if $y$ is not very close to $i y_{\text {sing }}$ then during the time $\Psi$ leaves the potential, the width of $\Psi$ in terms of diffusive degrees of freedom is much less than $\ln L \Lambda$. This means that the function $\Psi$ is really narrow, which justifies our consideration.

For a quantitative analysis it is convenient to pass to the variables $\phi_{i}$ (2.2). Since the $\eta$-dependence of $\Psi$ is frozen after the initial evolution, it is possible to obtain an equation for the integral of $\Psi$ over $\eta$ :

$$
\begin{equation*}
\widetilde{\Psi}\left(\phi_{1}, \ldots, \phi_{d-1}\right)=\int d \phi_{d} \Pi d \eta_{i j} \Psi \tag{2.24}
\end{equation*}
$$

where we also included an integration over $\phi_{d}$ to remove the factor $\delta\left(\rho_{1}+\ldots+\rho_{d}\right)$. Eq. for the function (2.24) is

$$
\begin{equation*}
\partial_{t} \widetilde{\Psi}=\frac{D d}{2}\left[\sum_{i=1}^{d-1} \frac{\partial^{2}}{\partial \phi_{i}^{2}}-\sqrt{\frac{d\left(d^{2}-1\right)}{3}} \frac{\partial}{\partial \phi_{1}}\right] \widetilde{\Psi}-\frac{y^{2} \widetilde{U}}{2} \widetilde{\Psi} \tag{2.25}
\end{equation*}
$$

where $\widetilde{U}$ is function of $\phi_{a}$ only which can be found by substituting into $U$ the "frozen'" values of $\eta$ 's. Qualitatively $\widetilde{U}$ has the same structure as $U$ itself. One can conclude from (2.25) that the cloud described by $\widetilde{\Psi}$ moves ballistically in the $\phi_{1}$ direction and spreads along other directions. We are going to treat the situation when the cloud remains narrow during the relevant part of the evolution. Then one can integrate $\tilde{\Psi}$ over all $\phi_{i}, i>1$ in a similar way as in the case with $\eta$ 's, and get a $1 d$ equation for

$$
\bar{\Psi}\left(\phi_{1}\right)=\int \prod_{2}^{d-1} d \phi_{i} \widetilde{\Psi}
$$

The function $\Psi$ satisfies Eq.

$$
\begin{equation*}
\partial_{t} \bar{\Psi}=\frac{D d}{2}\left[\frac{\partial}{\partial \phi_{1}}-\sqrt{\frac{d\left(d^{2}-1\right)}{3}}\right] \frac{\partial}{\partial \phi_{1}} \bar{\Psi}-y^{2} U 2 \bar{\Psi} . \tag{2.26}
\end{equation*}
$$

The initial condition for Eq. (2.26) is $\bar{\Psi}(t=0)=\delta\left(\phi_{1}\right)$. The potential $\bar{U}$ is obtained from $\widetilde{U}$ by the substitution $\phi_{a} \rightarrow 0$ for $a>0$. In fact, for the direction (2.23) the potential $\bar{U}$ depends only on $\rho_{1}$. The barrier is reached when $\rho_{1} \simeq \ln L \Lambda$. Passing to the variables $\phi_{i}$, we conclude that the potential $\widetilde{U}$ diminishes from $P_{2}$ at $\phi_{1}<\phi_{\Lambda}$ to zero at $\phi_{1}>\phi_{\Lambda}$, where $\phi_{\Lambda}$ is defined by (2.6).

The character of the solution of Eq. (2.26) can be analyzed semiqualitatively in terms of the width $l$ of $\bar{\Psi}$ over $\phi_{1}$ and its amplitude $h$. When $\bar{\Psi}$ reaches the pumping boundary, it stops there for a period of time. Then the width $l$ and the amplitude $h$ are governed by the equations

$$
\begin{equation*}
\frac{d l}{d t}=-D d \lambda+\frac{D d}{l}, \quad \frac{d h}{d t}=-\frac{D d h}{l^{2}}-\frac{y^{2} P_{2} h}{2} \tag{2.27}
\end{equation*}
$$

where $\lambda=\sqrt{d\left(d^{2}-1\right) / 12}, D d \lambda$ is the rate of cloud motion along the $\phi_{1}$ direction (when $U=$ const), and $D d$ is the diffusion coefficient for the $\phi_{1}$ direction. One can estimate from the first equation the width $l \sim 1 / \lambda$. Then from the second equation the height $h$ decreases or grows in time depending on $y$. The characteristic $y$ where the regime changes is of the order $\left|y_{\text {sing }}\right|^{2} \sim D d \lambda^{2} / P_{2}$. We show this by consistent calculations.

Equation (2.26) can be solved analytically, e.g., by the Laplace transform over time $t$. Taking the Laplace transform, one gets

$$
\begin{align*}
p \bar{\Psi}(p)-\delta\left(\phi_{1}\right)= & \frac{D d}{2}\left[\frac{\partial}{\partial \phi_{1}}-\sqrt{\frac{d\left(d^{2}-1\right)}{3}}\right] \frac{\partial}{\partial \phi_{1}} \bar{\Psi}(p) \\
& -\frac{y^{2}}{2} \bar{U}\left(\phi_{1}\right) \bar{\Psi}(p) . \tag{2.28}
\end{align*}
$$

We are interesting in the bound state described by this equation. Solutions for $\Psi(p)$ in the intervals $(-\infty, 0),\left(0, \phi_{\Lambda}\right)$, $\left(\phi_{\Lambda}, \infty\right)$ are exponential, and must be matched. The function $\Psi(p)$ as a function of $p$ has two branch points at

$$
\begin{equation*}
p_{1}=-\frac{D d^{2}\left(d^{2}-1\right)}{24}-\frac{y^{2} P_{2}}{2}, \quad p_{2}=-\frac{D d^{2}\left(d^{2}-1\right)}{24} \tag{2.29}
\end{equation*}
$$

coming from the regions $\phi_{1}<\phi_{\Lambda}$ and $\phi_{1}>\phi_{\Lambda}$, respectively. When one of these branch points passes $p=0, \Psi$ starts to grow exponentially in time. This happens when $y$ passes $\pm i y_{\text {sing }}$, moving along the imaginary axis.

The value of the generating functional is determined in accordance with (2.19) by the large-time behavior of $\Psi(t)$. This means that we should be interested in the behavior of $\Psi(p)$ at small $p$. The function $\int d \phi_{1} \Psi(p)$ in (2.19) has a pole at $p=0$ related to the asymptotic behavior

$$
\bar{\Psi}(p) \propto \exp \left(-\frac{2 p}{D d} \sqrt{\frac{3}{d\left(d^{2}-1\right)}} \phi_{1}\right),
$$

at $\phi_{1}>\phi_{\Lambda}$ and small $p$; the behavior can be found from (2.28). The residue of $\int d \phi_{1} \Psi(p)$ at the pole determines $\mathscr{F}(y)$. To find the residue we must analyze the behavior of $\Psi(p)$ at $0<\phi_{1}<\phi_{\Lambda}$. At small $p$ there are two contributions to $\Psi$, proportional to

$$
\begin{equation*}
\exp \left\{\left(\sqrt{\frac{d\left(d^{2}-1\right)}{12}} \pm \sqrt{\frac{d\left(d^{2}-1\right)}{12}+\frac{y^{2} P_{2}}{D d}}\right) \phi_{1}\right\}, \tag{2.30}
\end{equation*}
$$

as follows from (2.28) at $p=0$. Therefore the residue, which is determined by the integral $\int d \phi_{1} \Psi(p)$ over the region $\phi_{1}>\phi_{\Lambda}$, is proportional to

$$
\begin{equation*}
\exp \left\{\left(\sqrt{\frac{d\left(d^{2}-1\right)}{12}}+\sqrt{\frac{d\left(d^{2}-1\right)}{12}+\frac{y^{2} P_{2}}{D d}}\right) \phi_{\Lambda}\right\} . \tag{2.31}
\end{equation*}
$$

Substituting (2.6) here, we reproduce (2.12).
Let us now establish the applicability condition for the above procedure. The expression (2.31) implies that the exponent with the minus sign in (2.30) makes a negligible contribution to $\Psi(p)$ at $\phi_{1}=\phi_{\Lambda}$. The condition is satisfied if

$$
\left|y^{2}+y_{\text {sing }}^{2}\right| \phi_{\Lambda}^{2} \gtrdot \frac{D d}{P_{2}}
$$

Substituting (2.6) and (2.13) here, we obtain

$$
\begin{equation*}
\left|\frac{y \pm i y_{\text {sing }}}{y_{\text {sing }}}\right| \gtrdot\left(d^{4} \ln ^{2} L \Lambda\right)^{-1} \tag{2.32}
\end{equation*}
$$

For $y$ close to $\pm i y_{\text {sing }}$ one must be careful, since then the subtle analytic structure of $\mathscr{J}(y)$ will be relevant. As an analysis for $d=2$ shows $\mathscr{F}(y)$ has a system of poles along the imaginary semiaxis starting from $\pm i y_{\text {sing }}$, and the parameter $\left(d^{4} \ln ^{2} L \Lambda\right)^{-1}$ determines the separation between the poles. The poles correspond to bound states. The assertion about the cut made in the previous subsection is related to the restrictions of the saddle-point approximation which cannot feel this fine pole structure; it yields the cut, which is a picture averaged over the interpole distances. This averaged picture is acceptable at the condition (2.32).

Note that the same criterion (2.32) justifies our assumption that the cloud described by $\Psi$ is narrow during the relevant part of the evolution. Namely, the duration of the part is determined by the time $t_{\text {exit }}=p_{1}^{-1}$ [see (2.29)]. This is the time that the cloud stays near the barrier. For $y$ close to $\pm i y_{\text {sing }}$, the time can be estimated to be $t_{\text {exit }}^{-1} \sim P_{2}\left|y_{\text {sing }}\right| \mid y$ $\mp i y_{\text {sing }} \mid$. Then the diffusive width $\sqrt{D d t_{\text {exit }}}$ of $\Psi$ in the directions $\phi_{a}$ for $a>1$ is much less than $\phi_{\Lambda}$ precisely if (2.32) is satisfied. In principle the diffusive dynamics at $d>2$ could modify the noted fine pole structure of $\mathscr{F}$; this problem requires additional investigation.

The same procedure can be done for the passive scalar differences. The cloud $\Psi$ should pass the region $\rho_{1}<\ln \left(L / r_{0}\right)$ before it reaches the potential. Then it enters the region $\bar{U}=2 P_{2}$ with some finite diffusive width. One can note, however, that this is irrelevant. The only characteristics of the potential that are needed are its value (here $2 P_{2}$ instead of $P_{2}$ ) and the length of the path inside it [which is $\Delta \rho_{1}=\ln \left(r_{0} \Lambda\right)$ instead of $\left.\ln (L \Lambda)\right]$. The evolution of $\Psi$ goes
in the same way as in the case of single-point statistics. Again, we get (2.14) and the criterion analogous to (2.32).

In this subsection we presented an analysis based on the dynamical equation (2.20) for the auxiliary object $\Psi$. The results obtained can be reproduced also in alternative language: for this we must introduce another auxiliary object, the equation for which is stationary. The corresponding scheme, which might be interesting from a methodological point of view, is sketched in the Appendix.

## 3. CALCULATION OF PDF

In this section we calculate the PDF's $\mathscr{P}$ for the objects (1.8) and (1.10). The most convenient way to do so is by using the relation

$$
\begin{equation*}
\mathscr{P}(\vartheta)=\int \frac{d y}{2 \pi} \exp (-i y \vartheta) \mathscr{T}(y) \tag{3.1}
\end{equation*}
$$

where $\vartheta$ is

$$
\begin{equation*}
\vartheta=\int d \mathbf{r} \beta(\mathbf{r}) \theta(0, \mathbf{r}) . \tag{3.2}
\end{equation*}
$$

Let us recall that knowing $\mathscr{P}(\vartheta)$, one can also restore the moments of $\vartheta$ :

$$
\begin{equation*}
\left.\left.\langle | \vartheta\right|^{n}\right\rangle=\int d \vartheta|\vartheta|^{n} \mathscr{P}(\vartheta) \tag{3.3}
\end{equation*}
$$

The generating functional in (3.1) is determined by (2.12) or (2.14). Being interested in the main exponential dependence of the PDF's for the objects (1.8) and (1.10), we can forget about preexponents. Then

$$
\begin{equation*}
\mathscr{P}(\vartheta)=\int \frac{d y}{2 \pi} \exp \left(-i y \vartheta+q\left[1-\sqrt{1+y^{2} / y_{\text {sing }}^{2}}\right]\right), \tag{3.4}
\end{equation*}
$$

where for the single-point statistics and for the statistics of the passive scalar difference respectively

$$
\begin{align*}
& y_{\text {sing }}^{2}=\frac{D d^{2}\left(d^{2}-1\right)}{12 P_{2}}, \quad y_{\text {sing }}^{2}=\frac{D d^{2}\left(d^{2}-1\right)}{24 P_{2}},  \tag{3.5}\\
& q=\frac{d(d+1)}{6} \ln (L \Lambda), \quad q=\frac{d(d+1)}{6} \ln \left(r_{0} \Lambda\right) \tag{3.6}
\end{align*}
$$

Since both $q$ defined by (3.6) are regarded to be much larger than unity, the integral (3.4) can be calculated in the saddlepoint approximation. The saddle-point value is

$$
\begin{equation*}
y_{\mathrm{sp}}=i \frac{y_{\mathrm{sing}}}{1+q^{2} / y_{\mathrm{sing}}^{2} \vartheta^{2}} . \tag{3.7}
\end{equation*}
$$

Then

$$
\begin{equation*}
\ln \mathscr{P}(\vartheta) \simeq q\left(1-\sqrt{1+\frac{y_{\mathrm{sing}}^{2} \vartheta^{2}}{q^{2}}}\right) . \tag{3.8}
\end{equation*}
$$

This expression leads to the exponential tail

$$
\begin{equation*}
\ln \mathscr{P}(\vartheta) \simeq-y_{\text {sing }}|\vartheta|, \tag{3.9}
\end{equation*}
$$

realized at $|\vartheta| \gg q / y_{\text {sing }}$. The coefficient $y_{\text {sing }}$ in (3.9) determined by (2.13) is in agreement with the result obtained in Ref. 12.

The expression (3.8) enables one to find the following averages in accordance with (3.3):

$$
\begin{align*}
& \left\langle\theta_{\Lambda}^{2}\right\rangle=\frac{2 P_{2}}{d(d-1) D} \ln (L \Lambda) \\
& \left\langle\left(\Delta \theta_{\Lambda}\right)^{2}\right\rangle=\frac{4 P_{2}}{d(d-1) D} \ln \left(r_{0} \Lambda\right) \tag{3.10}
\end{align*}
$$

The expressions (3.10) can also be obtained by direct expansion of $\mathscr{F}(y)$ from (2.12) or (2.14). The universal tail (3.9) is realized if

$$
\begin{equation*}
\theta_{\Lambda} \gtrdot \sqrt{\left\langle\theta_{A}^{2}\right\rangle} d \ln (L \Lambda), \quad \Delta \theta_{\Lambda} \gtrdot \sqrt{\left\langle\left(\Delta \theta_{\Lambda}\right)^{2}\right\rangle} d \ln \left(r_{0} \Lambda\right) \tag{3.11}
\end{equation*}
$$

Since both logarithms are assumed to be large, we conclude that there exists a relatively wide region where the statistics of $\vartheta$ is approximately Gaussian; the region is determined by the inequalities inverse to (3.11).

Let us discuss the applicability conditions of the expression (3.8). First, if one calculates the passive scalar PDF by the saddle point method, then the position of the saddle point is determined by (2.32) if

$$
\begin{equation*}
\vartheta \ll d^{2} \sqrt{\frac{P_{2}}{D}} \ln ^{2}(L \Lambda) \tag{3.12}
\end{equation*}
$$

The applicability domain of the saddle-point method overlaps the region of validity of (2.12) for the generation function $\mathscr{F}(y)$. The above inequalities are correct for $\theta_{\Lambda}$; for $\Delta \theta_{\Lambda}$ one must replace $\ln (L \Lambda)$ with $\ln \left(r_{0} \Lambda\right)$. Second, fluctuations of $y$ have to be small compared to the distance between $y_{\mathrm{sp}}$ and $y_{\text {sing }}$. This gives the same criterion (3.12).

Let us stress that though formally our procedure is incorrect at $\vartheta \gtrsim d^{2} \sqrt{P_{2} / D} \ln ^{2}(L \Lambda)$ the answer will be the same: the PDF will be determined by the exponential tail (3.9). The point is that the character of the integral (3.1) at such extremely large $\vartheta$ will be determined by the position of the singular point of $\mathscr{F}(y)$ nearest to the real axis. This is just $i y_{\text {sing }}$, leading to (3.9). To conclude, only the character of the preexponent in $\mathscr{P}(\vartheta)$ is changed at $\vartheta$ $\sim d^{2} \sqrt{P_{2} / D} \ln ^{2}(L \Lambda)$, whereas the principal exponential behavior of $\mathscr{P}(\vartheta)$ remains unchanged there.

## 4. CONCLUSION

The single-point statistics of the passive scalar $\theta$ and the statistics of its difference $\Delta \theta$ are traditional objects which carry essential information about correlation functions of the passive scalar in the convective interval. We examined the passive scalar in the large-scale turbulent flow, where the correlation functions logarithmically depend on scale. Since the logarithms are actually not very large, it is useful to have all the PDF's of $\theta$ and $\Delta \theta$. That was the main purpose of our investigation, which was performed in the context of the Kraichnan model. The single-point PDF for the passive scalar and the PDF for the passive scalar differences can be obtained from (3.8) if we substitute $\Lambda \rightarrow r_{\text {dif }}^{-1}$ where $r_{\text {dif }}$ is the diffusive length. Though both the advecting velocity and the pumping force in the Kraichnan model are considered $\delta$-correlated in time, we hope that our results are universal,
that is, are true in the limit when the size of the convective interval tends to infinity for arbitrary temporal behavior of the velocity and pumping. The reason is that the spectral transfer time grows with increasing convective interval, and in the limit is much larger than the correlation times of the velocity and pumping.

We believe also that the analytic scheme proposed in our work could be extended for other problems related to the passive scalar statistics. Note as an example Ref. 13 where a modification of the scheme enabled one to find the statistics of the passive scalar dissipation. It is also useful for investigating the large-scale statistics (on scales larger that the pumping length) of the passive scalar see Ref. 25 . We also hope that it is possible to go beyond the case of the largescale velocity field using a perturbation technique of the type proposed in Refs. 26-28.

We are grateful to E. Balkovsky, M. Chertkov, G. Falkovich, K. Gawedzki and M. Olshanetsky for useful discussions. This work was supported in part by the Einstein and Minerva Centers at the Weizmann Institute, by grants from the Minerva Foundation, Germany and the Israel Science Foundation, by the Russian Fund for Fundamental Research (I. K., M. S., Grant 98-02-17814), by Soros Foundation (M. S., Grant a98-674) and by INTAS (M. S., Grant 96-0457) within the ICFPM program.

## APPENDIX

Here we present an alternative way to obtain the results (2.12) and (2.14). We use an auxiliary quantity.

$$
\begin{align*}
\Xi\left(y, \rho_{0}, \eta_{0}\right)= & \int \mathscr{D} \rho \mathscr{D} \boldsymbol{\eta} \mathscr{D} m \mathscr{D} \mu \\
& \times\left.\exp \left[\int_{-\infty}^{0} d t\left(i \mathscr{C}-\frac{y^{2}}{2} U\right)\right]\right|_{\rho(0)=\rho_{0}, \eta(0)=\eta_{0}}, \tag{A1}
\end{align*}
$$

SO

$$
\begin{equation*}
\mathscr{J}(y)=\Xi(y, 0,0) . \tag{A2}
\end{equation*}
$$

The function $\Xi$ can be also defined as

$$
\begin{equation*}
\Xi\left(y, \rho_{0}, \eta_{0}\right)=\lim _{t \rightarrow \infty} \int \prod d \rho_{a} d \eta_{i j} \Psi(t, y, \rho, \eta), \tag{A3}
\end{equation*}
$$

where $\Psi$ is governed by Eq. (2.20) with initial condition $\Psi(t=0, y, \rho, \eta)=\delta\left(\rho-\rho_{0}\right) \delta\left(\eta-\eta_{0}\right)$. The equation for $\Xi$ can be found from Eqs. (1.32) and (A1):

$$
\begin{aligned}
& {\left[\sum_{i=1}^{d} \frac{\partial^{2}}{\partial \rho_{i}^{2}}-\frac{1}{d}\left(\sum_{i=1}^{d} \frac{\partial}{\partial \rho_{i}}\right)^{2}+\sum_{i=1}^{d}(d-2 i+1) \frac{\partial}{\partial \rho_{i}}\right.} \\
& +2 \sum_{i<j} \exp \left(2 \rho_{j}-2 \rho_{i}\right) \frac{\partial^{2}}{\partial \eta_{i j}^{2}}+4 \sum_{i<k<j} \exp \left(2 \rho_{k}\right. \\
& \left.-2 \rho_{i}\right) \eta_{k j} \frac{\partial}{\partial \eta_{i j}} \frac{\partial}{\partial \eta_{i k}}+2 \sum_{i<k<m, n} \exp \left(2 \rho_{k}\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.\left.-2 \rho_{i}\right) \eta_{k m} \eta_{k n} \frac{\partial}{\partial \eta_{i m}} \frac{\partial}{\partial \eta_{i n}}\right] \Xi-\frac{y^{2} U}{D d} \Xi=0 . \tag{A4}
\end{equation*}
$$

The boundary condition for Eq. (A4) follows from the definition (A1): for large enough $\rho_{i}, \eta_{i}$ the potential $U=0$ at $t=0$ and also remains zero at finite times $t$. Therefore the integral (A1) must be equal to unity in the case. Thus $\Xi(y, \rho, \eta)$ must tend to unity where $\rho, \eta \rightarrow \infty$.

Let us rewrite Eq. (A4) in terms of the variables (2.2):

$$
\begin{align*}
& \left(\hat{\Gamma}_{1}+\gamma\left(\Xi_{1}+\xi\right)=0, \quad \Xi=\Xi_{1}+\xi,\right.  \tag{A5}\\
& \hat{\Gamma}_{1}=\frac{\partial^{2}}{\partial \phi_{1}^{2}}+\sqrt{\frac{d\left(d^{2}-1\right)}{3}} \frac{\partial}{\partial \phi_{1}}-\frac{y^{2} U}{D d},  \tag{A6}\\
& \hat{\gamma}=\sum_{i=2}^{d-1} \frac{\partial^{2}}{\partial \phi_{i}^{2}}+2 \sum_{i<k} \exp \left(2 \rho_{k}-2 \rho_{i}\right) \frac{\partial^{2}}{\partial \eta_{i k}^{2}} \\
& \quad+4 \sum_{i<k<n} \exp \left(2 \rho_{k}-2 \rho_{i}\right) \eta_{k n} \frac{\partial}{\partial \eta_{i n}} \frac{\partial}{\partial \eta_{i k}} \\
&  \tag{A7}\\
& \quad+2 \sum_{i<k<m, n} \exp \left(2 \rho_{k}-2 \rho_{i}\right) \eta_{k m} \eta_{k n} \frac{\partial}{\partial \eta_{i m}} \frac{\partial}{\partial \eta_{i n}} .
\end{align*}
$$

Here $U$ as a function of $\phi_{1}$ is equal to $P_{2}$ inside a region restricted by $\phi_{\Lambda}^{-}$and $\phi_{\Lambda}^{+}$(where $\phi_{\Lambda}^{ \pm}$are functions of variables $\left.\phi_{2}, \ldots, \phi_{d}, \eta\right)$ and tends to zero outside the region. We solve Eq. (A5) using perturbation theory over $\hat{\gamma}, \xi$. Then the zero-order equation is

$$
\begin{equation*}
\hat{\Gamma}_{1} \Xi_{1}=0 \tag{A8}
\end{equation*}
$$

Equation (A8) can easily be solved at $\phi_{\Lambda}^{-}<\phi_{1}<\phi_{\Lambda}^{+}$; the answer is

$$
\begin{align*}
\Xi_{1} \simeq & \frac{2 \lambda}{\sqrt{\lambda^{2}+\frac{y^{2} P_{2}}{D d}}+\lambda} \exp \left\{-\left(\sqrt{\lambda^{2}+y^{2} P_{2} / D d}-\lambda\right)\right. \\
& \left.\times\left(\phi_{\Lambda}^{+}-\phi_{1}\right)\right\} \tag{A9}
\end{align*}
$$

where $\lambda=\sqrt{d\left(d^{2}-1\right) / 12}, D d \lambda$ is the rate of the cloud motion along the $\varphi_{1}$ direction. The result (A9) can be obtained using the inequality $\sqrt{\lambda^{2}+y^{2} P_{2} / D d} \ln L \Lambda \gtrdot 1$. The derivative $\partial \Xi_{1} / \partial \phi_{1}=0$ at $\phi_{1}<\phi_{\Lambda}^{-}$. However, $\Xi_{1} \neq 1$ in this region. This is due to the following fact: this region corresponds to the evolution of $\Psi$ when its initial position is to the left of potential $U$ [see (A3)]. During evolution, cloud $\Psi$ passes the region of $U$ and its integral over $\rho, \eta$ changes. Then $\Xi$ is not equal to 1 . Only when the distance between the initial position and potential is of order $\ln ^{2} L \Lambda$ will the diffusion of the cloud lead to smallness of the part of $\Psi$ that passes the potential $U$, and $\Xi$ becomes closer to unity. Thus, function $\Xi$ has a long tail from the potential pointing toward negative $\phi_{1}$, where it is not equal to 1 . The procedure of finding $\Xi$ from Eq. (A8) corresponds to the geometrical optics approximation (taking into account only derivatives in propagation direction; this allows one to get the fact of propagation). This tail of $\Xi$ in this approximation is none
other than the shadow of potential $U$. Higher orders of perturbation theory over the transverse derivatives correspond to diffraction corrections.

Now let us consider the correction $\xi$. Eq. for it looks like ( $\Gamma_{1}+\hat{\gamma} \xi=-\hat{\gamma} \Xi_{1}$. Again let us neglect $\hat{\gamma}$ on the left-hand side and solve the equation. $\Xi_{1}$ is some exponential function with scale of the order 1 . Then $\hat{\gamma} \Xi_{1} \sim \Xi_{1}$. Note that $\hat{\gamma} \Xi_{1}$ is almost equal to zero at $\phi_{1}>\phi_{\Lambda}^{+}$. To estimate $\xi$ one must construct the Green function $G\left(\phi_{1} \mid \phi_{0}\right)$ for operator $\Gamma_{1}$ :

$$
\begin{align*}
G\left(0 \mid \phi_{0}\right) \simeq & \frac{1}{2 \lambda} \exp \left(-\left(\sqrt{\lambda^{2}+\frac{y^{2} P_{2}}{D d}}-\lambda\right) \phi_{0}\right) \\
& \times\left(1-C \exp \left(-2 \sqrt{\lambda^{2}+\frac{y^{2} P_{2}}{D d}}\left(\phi_{\Lambda}^{+}-\phi_{0}\right)\right)\right) \tag{A10}
\end{align*}
$$

where

$$
C=\left(\sqrt{\lambda^{2}+y^{2} P_{2} / D d}-\lambda\right) /\left(\sqrt{\lambda^{2}+y^{2} P_{2} / D d}+\lambda\right)
$$

The unity in the parentheses in (A10) gives the correction for $\Xi$, which has the same exponential factor as $\Xi_{1}$. Thus $\xi$ does not change the answer, to logarithmic accuracy. The second term in the parentheses gains while $\phi_{0}$ is close to $\phi_{\Lambda}^{+}$. This is due to the nonzero width of the cloud $\Xi$ and to the dependence of $t_{l t}$ on other variables. Again, it does not change the exponent.

To get $\mathscr{F}$ from $\Xi$ we in accordance with (A2) have to substitute zero values of $\rho$ and $\eta$ into $\Xi$. Then $\phi_{1}=0$ and $\phi_{\Lambda}^{+}=\phi_{\Lambda}$ where $\phi_{\Lambda}$ is defined by (2.6). Substituting the values into (A9) we reproduce (2.12). The case of the passive scalar differences can be considered in a similar way.
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#### Abstract

The interaction between hydrogen bonds and conformational elastic degrees of freedom has been investigated using the simplest model of a double-strand DNA molecule. The hydrogen bonds are described in terms of two-level quantum systems. After excluding conformational degrees of freedom, one has effective interaction among two-level systems. In the ground state of an ideal double helix, hydrogen bonds in a DNA molecule also have a helical order induced by conformational degrees of freedom. The pitch of the hydrogen-bond helix (and even its sign under certain conditions) is different from that of the basic helix pitch and, generally speaking, is incommensurate with the latter. This effect can, possibly, lead to an inversion of the sign of the circular dichroism in spectral bands, which was detected in some experiments. © 1999 American Institute of Physics. [S1063-7761(99)01103-8]


## 1. INTRODUCTION

According to Watson and Crick's classic model, the DNA molecule is a double helix. In the so-called B-conformation of DNA (see the monograph by Alberts et al. ${ }^{1}$ or the review by Vologodskii et al. ${ }^{2}$ ), this double helix is right-handed and formed of two polymer chains, each of which has the shape of a right-handed spiral. Nitrous bases, whose sequence encodes the entire genetic information, form the inside content of the double helix, and its surface is formed by the glycophosphate frames of the polymer chains. Each repeated component of the chain (a nitrous base plus a glycophosphate) is called a nucleotide. There is a strict rule of complementation between nucleotides of two chains, which is controlled mostly by the steric correspondence between bases. This structure of the DNA molecule allows one to model it in most cases as an anisotropic elastic thread associated with the axial line of the double helix. ${ }^{3,4}$

An essential fact for the DNA configuration is that bonds between neighboring nucleotides are rigid and covalent, with energy about $60 \mathrm{kcal} / \mathrm{mol},{ }^{1,2}$ whereas the energy of bonds between polynucleotide chains is at least one order of magnitude lower. The two chains are bound in the double helix mostly by the interaction between bases belonging to different strands, and hydrogen bonds serve, as it were, for "identification' of nucleotides in complementary pairs. Obviously, the variables characterizing one anisotropic elastic thread are insufficient for modeling the double-strand DNA configuration. A minimal complication of the anisotropic elastic-thread model suggested in our previous publication ${ }^{5}$ was equipping the elastic line with vector field $\mathbf{Y}$, which defined additional (to those in the anisotropic thread model)
degrees of freedom in the DNA double helix.
One can conclude from the above statements that the role of hydrogen bonds in stabilizing the DNA configuration is, in a sense, secondary. This does not mean, however, that they are inessential in the biological functioning of the DNA molecule. Rather the opposite is true, for it is precisely the hydrogen bonds that enable realization of the rule of complementation between bases of different pairs. Therefore, studying the ordering and other properties of the system of hydrogen bonds in the DNA molecule is a biophysical problem of paramount importance, and it constitutes the main subject of this paper.

Hydrogen bonds have been extensively discussed in the literature (see, for example, the review by Marechal ${ }^{6}$ and references therein). An important circumstance for our study is that a hydrogen bond has an anisotropic configuration, because three atoms forming a hydrogen bond are shaped in a linear asymmetrical structure. Keeping in mind the problem of ordering of hydrogen bonds in the DNA molecule mentioned above, we can say in other words that, at each site $n$ of a DNA molecule (a position of bonds between complementary pairs), there is a certain direction $\mathbf{H}_{n}$ which defines a favorable orientation of a hydrogen bond. In contrast to the case of covalent bonds, however, the inherent energy of a hydrogen bond is relatively low (characteristic energies of hydrogen bonds ${ }^{7}$ are usually no more than $3 \mathrm{kcal} / \mathrm{mol}$ ). Therefore, interaction between hydrogen bonds and other degrees of freedom in DNA (along with thermal fluctuations) can notably modify their properties (for example, deform the linear structure of these bonds) or even break them. In the following section, we will formulate a simple model illustrating this phenomenon, namely, interaction between hydrogen
bonds and conformational degrees of freedom in the DNA molecule.

This model will be analyzed in Sec. 3. The ground state of the system will be described. It turns out that hydrogen bonds have a helical order in the ground state (like base pairs in the double helical configuration of DNA), but the pitch of this hydrogen-bond helix (and, possibly, its sign) differs from that of the double-helix pitch ( $10 \mathrm{~b} . \mathrm{p} . \equiv 35 \AA$ ) and, generally speaking, these two pitches are incommensurate.

In the final section, we will discuss feasibility of detecting helical ordering of hydrogen bonds and its biophysical aspects.

## 2. DNA MODEL TAKING INTO ACCOUNT HYDROGEN BONDS

As was mentioned above, the basic component of the DNA model used in our analysis is the conformation of the DNA axial line, determined by Kirchhoff's '‘angular velocity' $\boldsymbol{\Omega}$ (see Ref. 8, and also 3 and 4). The vector $\boldsymbol{\Omega}$ (or the equivalent skew-symmetric matrix) is a natural set of variables describing the conformation of an elastic thread (the DNA axial line). Thus, the molecule's conformation (i.e., vector $\boldsymbol{\Omega}$ ) is determined by the elastic moduli of the DNA moleclue (or, what is the same, by persistent lengths of bend and twist). The characteristic values of these elastic moduli are well known ${ }^{1,2}$ and correspond to a persistent length of order of $10^{3} \AA$. A DNA molecule whose length is of order of the persistent length is almost rigid, i.e., $\Omega=$ const over this length.

The next element of our model is vector field $\mathbf{Y}$ that frames the axial line conformation. Introduction of this field is dictated by the double-strand structure of the DNA molecule, and this field locally determines the relative location of the strands and separation between them.

This vector field is naturally associated with an energy which includes the kinetic energy of relative motion of strands with respect to one another and the potential energy of the ideal double-helix deformation. In the simplest approximation of the lowest order, the energy of field $\mathbf{Y}$ can be expressed as

$$
\begin{equation*}
\mathscr{H}_{\mathrm{el}}=\sum_{n} \frac{1}{2 \rho} \mathbf{P}_{n}^{2}+\sum_{n} \frac{K}{2}\left(\nabla \mathbf{Y}_{n}\right)^{2} \tag{1}
\end{equation*}
$$

Here we are using the discrete model of DNA, in which the sites $n$ are defined as positions of glycophosphate bases, $\mathbf{P}_{n}$ is the generalized momentum corresponding to the relative displacement $\mathbf{Y}_{n}$ of strands of the double helix, $\rho$ is the reactive factor, which has the sense of the mass density in this relative motion, and $K$ is the elastic modulus characterizing elastic strains in the double-strand structure ( or field $\mathbf{Y}$ ).

Energy (1) has the standard form of the energy of harmonic oscillations, the only, but essential, difference from a conventional one-dimensional oscillator being the presence of the covariant derivative $\nabla \mathbf{Y}_{n}=\left(\partial \mathbf{Y}_{n} / \partial s\right)-\left[\boldsymbol{\Omega} \mathbf{Y}_{n}\right]$, where $s$ is the curvilinear coordinate along the conformation of the axial line.

The emergence of the covariant derivative instead of the conventional one results from the fact that the deformation
energy of field $\mathbf{Y}$ [expressed in the immobile (laboratory) reference frame in Eq. (1)] should include both changes in field $\mathbf{Y}$ with respect to the natural (local) reference frame defined by vector $\boldsymbol{\Omega}$ and changes in the local frame itself.

In addition to field $\mathbf{Y}_{n}$, there are hydrogen bonds at each site, whose main function is (as was noted in the previous section) 'identification'" of complementary pairs of bases. In the roughest approximation, a linear hydrogen bond can be only in two states (corresponding to two proton positions), which will be dubbed in what follows open (the proton is close to one of participating atoms, and the bond is effectively broken) and closed (the proton is located between the two atoms and effectively binds them). A natural 'tool" for describing the two-level system modeling the hydrogen bond is the triad of Pauli matrices $\mathbf{s}_{n}$ for spin $1 / 2$. This approach allows us to express the Hamiltonian of the system of hydrogen bonds in DNA as follows:

$$
\begin{equation*}
\mathscr{H}_{h}=\varepsilon \sum_{n} \mathbf{H}_{n} \mathbf{s}_{n}+\gamma \sum_{n} \mathbf{Y}_{n} \mathbf{s}_{n} . \tag{2}
\end{equation*}
$$

The first term on the right corresponds to the inherent energy of a hydrogen bond at site $n$ ( $\varepsilon$ is the energy needed to break the hydrogen bond, $\mathbf{H}_{n}$ describes the unperturbed equilibrium alignment of the hydrogen bond), and the second corresponds to interaction between hydrogen bonds and field $\mathbf{Y}$ of displacements in the DNA double-strand configuration. The value of $\varepsilon$ is well known (it is of order of $3 \mathrm{kcal} / \mathrm{mol}$ ), and parameter $\gamma$, which is controlled by interaction between hydrogen bonds and nitrous bases, can be several times higher, but, obviously, lower than the elastic strain energy of field $\mathbf{Y}$, which is determined purely by covalent bonds. In what follows, this hierarchy of energy scales will be used explicitly in determination of the ground state.

In studying properties of the model formulated above, one can use techniques developed in the theory of excitons. ${ }^{9,10}$ It is convenient to switch to Fourier components in Eqs. (1) and (2):

$$
\mathbf{Y}_{q}=\frac{1}{\sqrt{N}} \sum_{n} e^{i n q} \mathbf{Y}_{n}
$$

where $N$ is the number of sites (base pairs) on the section under consideration (of order of the persistent length). Moreover, we assume that the double-helix conformation of the DNA molecule is ideal, i.e.

$$
\boldsymbol{\Omega} \equiv(0,0, \Omega)=\text { const. }
$$

After the Fourier transform, Hamiltonian (1), (2) takes the form

$$
\begin{align*}
\mathscr{H}= & \sum_{q}\left[\frac{1}{2 \rho} \mathbf{P}_{q} \mathbf{P}_{-q}+\frac{K}{2}\left(\hat{B}_{q}^{+} \hat{B}_{q}\right) \mathbf{Y}_{q} \mathbf{Y}_{-q}\right. \\
& \left.+\varepsilon \mathbf{H}_{q} \mathbf{S}_{-q}+\gamma \mathbf{Y}_{q} \mathbf{S}_{-q}\right] \tag{3}
\end{align*}
$$

with the notation

$$
\hat{B}_{q}=\left[\begin{array}{ccc}
2 i \sin (q / 2) & -\exp (i q / 2) \Omega & 0  \tag{4}\\
\exp (i q / 2) \Omega & -2 i \sin (q / 2) & 0 \\
0 & 0 & -2 i \sin (q / 2)
\end{array}\right]
$$

( $\hat{B}_{q}^{+}$is the Hermitian conjugate matrix).
The first two terms on the right of Eq. (3) express the elastic energy of the conformation degrees of freedom in a double-strand DNA molecule. In order to calculate the spectrum of elastic oscillations, one must diagonalize this Hamiltonian part. This can be done with the help of the canonical transformation

$$
\begin{equation*}
S^{-1}\left(\hat{B}_{q}^{+} \hat{B}_{q}\right) S \equiv \operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \tag{5}
\end{equation*}
$$

where the matrix

$$
S=\left[\begin{array}{lll}
1 / \sqrt{2} & i / \sqrt{2} & 0  \tag{6}\\
i / \sqrt{2} & 1 / \sqrt{2} & 0 \\
0 & 0 & 1
\end{array}\right]
$$

satisfies the condition $S^{+}=S^{-1}$.
Equations (5) and (6) yield three characteristic eigenmodes of the double-strand DNA molecule:

$$
\begin{align*}
& \lambda_{1,2}=4 \sin ^{2} \frac{q}{2}+\Omega^{2} \pm 4 \Omega \sin \frac{q}{2} \cos \frac{q}{2},  \tag{7}\\
& \lambda_{3}=4 \sin ^{2} \frac{q}{2} .
\end{align*}
$$

Operator $\hat{S}$ transforms all variables to eigenmodes:

$$
\begin{equation*}
\mathbf{Y}_{q}=\hat{S} \boldsymbol{\xi}_{q}, \quad \mathbf{P}_{q}=\hat{S}^{*} \boldsymbol{\pi}_{q}, \quad \mathbf{S}_{q}=\hat{S} \boldsymbol{\eta}_{q}, \quad \mathbf{H}_{q}=\hat{S} \mathbf{h}_{q} \tag{8}
\end{equation*}
$$

where, as follows from Eq. (6), $S^{*}=S^{+}\left(S^{*}\right.$ is the complex conjugate matrix), thus we obtain Hamiltonain (3) in terms of eigenmodes:

$$
\begin{align*}
\mathscr{H}= & \sum_{q} \sum_{i=1}^{3}\left[\frac{1}{2 \rho}\left(\pi_{q}^{+i} \pi_{q}^{i}+\rho^{2} \omega_{i}^{2}(q) \xi_{q}^{+i} \xi_{q}^{i}\right)\right. \\
& \left.+\frac{\gamma}{2}\left(\xi_{q}^{+i} \eta_{q}^{i}+\eta_{q}^{+i} \xi_{q}^{i}\right)+\frac{\epsilon}{2}\left(h_{q}^{+i} \eta_{q}^{i}+\eta_{q}^{+i} h_{q}^{i}\right)\right] \tag{9}
\end{align*}
$$

where

$$
\begin{equation*}
\omega_{i}=\sqrt{K \lambda_{i} / \rho} \tag{10}
\end{equation*}
$$

is the spectrum of eigenmodes ('"phonons'" of the doublestrand DNA). Branches of the spectrum determined by Eqs. (7) and (10) are shown in Fig. 1. There is an "acoustic" branch $\left(\omega_{3}\right)$ corresponding to oscillations of the separation between the strands (length of vector $\mathbf{Y}$ ) and two "optical", modes ( $\omega_{1}$ and $\omega_{2}$ ) associated with deformation in the ideal double helix (with variations in the orientation of field $\mathbf{Y}$ ). Note that there is a minimum of mode $\omega_{2}$ at $q=Q$, which can be explained entirely in terms of symmetry properties ${ }^{1)}$.

## 3. HELICAL ORDERING OF HYDROGEN BONDS IN DNA

It is convenient to express the elastic ("phonon'’) part of Hamiltonian (9) in terms of second quantization ${ }^{12}$ :


FIG. 1.

$$
\begin{equation*}
b_{q}^{i}=\frac{\rho \omega_{i}(q) \xi_{q}^{i}+i \pi_{q}^{+i}}{\sqrt{2 \rho \hbar \omega_{i}(q)}}, \quad b_{q}^{i+}=\frac{\rho \omega_{i}(q) \xi_{q}^{i+}-i \pi_{q}^{i}}{\sqrt{2 \rho \hbar \omega_{i}(q)}} . \tag{11}
\end{equation*}
$$

Equations (11) are written in such a form that phonon creation and annihilation operators satisfy the standard commutation relations

$$
\left[b_{q^{\prime}}^{i} ; b_{q^{\prime \prime}}^{+j}\right]=i \hbar \delta_{i j} \delta_{q^{\prime} q^{\prime \prime}}
$$

with due account of symmetry properties of phonon spectra (10),

$$
\omega_{1}(-q)=\omega_{2}(q), \quad \omega_{3}(q)=\omega_{3}(-q) .
$$

The energy of "bare" phonons has the form

$$
\begin{equation*}
\mathscr{H}_{0}=\sum_{q} \sum_{i=1}^{3} \hbar \omega_{i}(q) b_{q}^{+i} b_{q}^{i}, \tag{12}
\end{equation*}
$$

and the interaction Hamiltonian

$$
\begin{align*}
\mathscr{H}_{\mathrm{int}}= & \frac{\epsilon}{2} \sum_{q} \sum_{i=1}^{3}\left(h_{q}^{+i} \eta_{q}^{i}+\eta_{q}^{+i} \eta_{q}^{i}\right)+\gamma \sqrt{\frac{\hbar}{2 \rho}} \\
& \times \sum_{q} \sum_{i=1}^{3} \frac{1}{\sqrt{\omega_{i}(q)}}\left(b_{q}^{+i} \eta_{q}^{i}+\eta_{q}^{+i} b_{q}^{i}\right) . \tag{13}
\end{align*}
$$

As was noted above, the characteristic scale of elastic energy is higher than the energies of hydrogen bonds ( $\epsilon$ ) and their interaction with conformational degrees of freedom $(\gamma)$, therefore we can use the perturbation theory.

In order to exclude phonons with an accuracy up to the terms of second order, we can use the canonical transformation

$$
\widetilde{\mathscr{H}}=e^{-\varphi} \mathscr{H} e^{\varphi},
$$

where the anti-Hermitian operator $\varphi$ is expressed as

$$
\begin{equation*}
\varphi=\sum_{q} \sum_{i=1}^{3}\left[A_{q}^{i} b_{q}^{+i}-b_{q}^{i} A_{q}^{+i}\right], \tag{14}
\end{equation*}
$$

and operators $A_{q}^{i}$ can be found in the first order of the perturbation theory from the condition

$$
\begin{equation*}
\mathscr{H}_{\text {int }}+\left[\mathscr{H}_{0} ; \varphi\right]=0 . \tag{15}
\end{equation*}
$$

Hence, $\widetilde{\mathscr{H}}=\mathscr{H}_{0}+(1 / 2)\left[\mathscr{H}_{\text {int }} ; \varphi\right]$. With the notation

$$
\begin{align*}
& A_{q}^{i} \equiv A^{i j}(q) \eta_{q}^{j}  \tag{16}\\
& H^{l k}\left(q-q^{\prime}\right)=\sum_{j=1}^{3} h_{q-q^{\prime}}^{+j} t_{k}^{i j}, \tag{17}
\end{align*}
$$

where $t_{k}^{i j}$ are structural constants of pseudospin operators under transformation $\hat{S}$ [Eq. (8)]:

$$
\begin{equation*}
\left[\eta_{q^{\prime}}^{i} ; \eta_{q-q^{\prime}}^{j}\right]=\sum_{k} t_{k}^{i j} \eta_{q}^{k} \tag{18}
\end{equation*}
$$

the calculation of operator $\varphi$ [or matrix $\left.A^{i k}(q)\right]$ reduces to solving the integral equation

$$
\begin{align*}
A^{i k}(q)= & -\frac{\gamma}{\sqrt{2 \rho}} \frac{\delta^{i k}}{\left(\omega_{i}(q)\right)^{3 / 2}}+\frac{\epsilon}{2 \hbar \omega_{i}(q)} \\
& \times \sum_{q^{\prime}} \sum_{l=1}^{3} H^{l k}\left(q-q^{\prime}\right) A^{i e}\left(q^{\prime}\right) \tag{19}
\end{align*}
$$

Note that the kernel of this integral equation is a function of both the conformation of hydrogen bonds $\left(H^{l k}\right)$ and elastic properties of the double-strand DNA structure $\left[\omega_{i}(q)\right]$.

With an arbitrary relation between parameters $\gamma$ and $\epsilon$, Eq. (19) is difficult to solve. Physically, the simplest case is when the first term of Hamiltonain (13) is much smaller than the second. In the zeroth-order approximation, i.e., when $\epsilon$ is neglected, we have the following effective Hamiltonian of hydrogen bonds:

$$
\begin{equation*}
\mathscr{H}_{\mathrm{eff}}=-\frac{\gamma^{2}}{4 K} \sum_{m n} T_{m n}^{i} \eta_{m}^{i} \eta_{n}^{i} \tag{20}
\end{equation*}
$$

where

$$
\begin{align*}
& T_{m n}^{3}=-\frac{4}{N} \sum_{q} \frac{\cos [(m-n) q]}{\lambda_{3}(q)},  \tag{21}\\
& T_{m n}^{1}=T_{m n}^{2}=\frac{1}{N} \sum_{q}\left(\frac{1}{\lambda_{1}(q)}+\frac{1}{\lambda_{2}(q)}\right) \cos [(m-n) q] .
\end{align*}
$$

Note that the 'exchange" constant in effective Hamiltonian (20) is independent of the mass density $\rho$ (and, by the way, of Planck's constant $\hbar$ ). In our opinion, these two properties are quite natural. Indeed, the effective energy of hydrogen bonds is a thermodynamic characteristic of the system, which should not depend on the purely dynamical parameter $\rho$. The physical cause of this energy is 'magnetostriction," i.e., interaction between hydrogen bonds and phonons, which has a classical nature, although the hydrogen bonds have been described in terms of the quantum theory (two-level systems).

For simplicity, let us consider only the ' $X-Y$ ' configuration of pseudospin operators describing hydrogen bonds, i.e., we set $\eta^{z} \equiv 0$. In the continuous limit, the calculation of $T_{m n}^{1,2}$ is reduced to the integrals

$$
\int_{-\pi}^{\pi} \frac{d \varphi}{2 \pi} \frac{\cos [(m-n) \varphi]}{4 \sin ^{2}(\varphi / 2)+\Omega^{2} \pm 4 \sin (\varphi / 2) \cos (\varphi / 2) \Omega}
$$

which can be easily performed by calculating the required residues. As a result of this simple procedure, we find

$$
\begin{equation*}
T_{m n}^{1}=T_{m n}^{2}=-\frac{\cos [(m-n) \alpha]}{\Omega^{2}\left(1+\Omega^{2}\right)(m-n) / 2} \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\cos ^{-1} \frac{1}{\sqrt{1+\Omega^{2}}} . \tag{23}
\end{equation*}
$$

The effective exchange interaction is very similar to the socalled RKKY (Ruderman, Kittel, Kashuya, and Yoshida) interaction between spins mediated by conduction-band electrons, which is well known in the physics of metals. Like the RKKY interaction, that between hydrogen bonds oscillates with the distance and its amplitude drops following a power law (in this sense, the interaction is long-range). The longrange nature of this interaction allows one to use the meanfield approximation, which leads to a helical structure in the case of the RKKY interaction. Therefore, on the basis of the well-known results for the RKKY interaction, we can suggest a helical configuration of hydrogen bonds and apply a variational technique, which yields an upper limit for the ground-state energy. Thus, in order to minimize energy (20), we use the following trial function:

$$
\begin{equation*}
\eta_{n}^{x}=\cos \psi_{n}, \quad \eta_{n}^{y}=\sin \psi_{n}, \quad \eta_{n}^{z} \equiv 0 \tag{24}
\end{equation*}
$$

Substituting function (24) in (20) and taking into account Eqs. (22) and (23), we obtain

$$
\begin{align*}
\mathscr{H}_{\mathrm{eff}}= & -\frac{\gamma^{2}}{4 K} \sum_{m \neq n} \cos ^{|m-n|} \alpha \cos [(m-n) \alpha] \\
& \times \cos \left(\psi_{m}-\psi_{n}\right) \tag{25}
\end{align*}
$$

The condition for minimizing the energy of Hamiltonian (25) by varying $\psi_{m}$ is equivalent to the equation for $\psi_{m} \equiv m \beta$

$$
\begin{equation*}
\sum_{n} \cos ^{|m-n|} \alpha \cos [(m-n) \alpha] \sin [(m-n) \beta]=0 \tag{26}
\end{equation*}
$$

If the molecule is sufficiently long, one can neglect the boundary conditions and transform Eq. (26) to the following transcendental equation:

$$
\begin{align*}
& -\frac{\sin (\alpha+\beta)}{\left[1-2 \cos \alpha \cos (\alpha+\beta)+\cos ^{2} \alpha\right]^{2}} \\
& \quad+\frac{\sin (\alpha-\beta)}{\left[1-2 \cos \alpha \cos (\alpha-\beta)+\cos ^{2} \alpha\right]^{2}}=0 . \tag{27}
\end{align*}
$$

A solution of Eq. (27) can be found numerically. Figure 2 plots the value of $\mathscr{H}_{\text {eff }}$ given by Eq. (25) as a function of angle $\beta$. It clearly shows two symmetric and fairly narrow minima, where $|\beta-\alpha| \ll 1$. Under this condition, we can easily find the solution of Eq. (27) analytically:
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$$
\begin{equation*}
\beta \approx \alpha-\frac{\sin (2 \alpha)(1-\cos \alpha)^{4}}{\left[1-2 \cos \alpha \cos (2 \alpha)+\cos ^{2} \alpha\right]^{2}} \tag{28}
\end{equation*}
$$

Thus, the configuration given by Eqs. (24)-(28) really corresponds to at least a local minimum in the energy determined by Hamiltonian (20). We have also shown that, owing to the interaction among hydrogen bonds, they have a helical ordering given by Eq. (24) in the DNA ground state, and the pitch of this helix is different from (and, generally speaking, is incommensurate with) the double-helix pitch. Moreover, in the approximation of the lowest order, the energies of the left-hand and right-hand helices of hydrogen bonds are equal, i.e., the state is degenerate. Therefore, a domain structure of hydrogen bonds is feasible, for example, a righthanded DNA helix can contain alternating domains with leftand right-handed helical ordering of hydrogen bonds.

## 4. CONCLUSIONS

Let us summarize the main results of this paper.

1. The spectrum of conformational modes in the doublestrand DNA structure with one acoustic and two optical modes (one of which is softened at a finite wave vector) has been calculated. The presence of the two optical modes is a direct consequence of the molecular structure with two helices.
2. The interaction between hydrogen bonds and conformational degrees of freedom results in an effective longrange interaction between hydrogen bonds. The latter orders the hydrogen bonds (described in terms of two-level systems) so that their axes of anisotropy form a helical configuration.
3. We have calculated the pitch of the hydrogen bond helix as a function of the model parameters which determine the energies of interaction between hydrogen bonds and conformational degrees of freedom and of elastic deformations in the double-strand DNA structure. In the limiting case, when the self-energy of a hydrogen bond determined by parameter $\epsilon$ can be neglected, the pitch of the hydrogen-bond helix depends only on Kirchhoff's 'angular velocity" $\Omega$, i.e., there is a universal dependence on the double-helix pitch [Eq. (28)].

Note that the results of the present work can be tested experimentally. For example, the dynamics of conformational degrees of freedom is related to so-called breathing modes introduced by Manning. ${ }^{13}$ The softening of one optical mode demonstrated by our calculations should, undoubtedly, affect the stability of various DNA conformations. Experimental detection of such an effect would be, certainly, of great interest.

In our opinion, however, attention should be focused on the predicted helical ordering of hydrogen bonds. In the simplified model investigated in our work, the left- and righthanded helices are degenerate, but even the slightest modification of the model (such as inclusion of the self-energy of a hydrogen bond, or taking into account the fact that there are two hydrogen bonds in the A-T complementary pair and three in the $\mathrm{G}-\mathrm{C}$ pair) should lift this degeneracy. Therefore, depending on the ratio between the numbers of $\mathrm{G}-\mathrm{C}$ and A-T pairs, the sign of the pitch of the hydrogen-bond helix may differ. Note that such an inversion of the hydrogen-bond helix pitch does not require a restructuring of the entire double-strand DNA configuration.

This result of our study gives rise to two questions that may be significant in the biophysical context:

1. Since the hydrogen bond is only one part of the electronic interaction between nitrous bases of DNA, the natural question is about the plausibilit $y$ of a helical configuration characterizing the interaction between these bases.
2. Must the sign of the pitch of the DNA structure coincide with that of the helix characterizing the electronic interaction between bases?

These questions demand a more complex model and go beyond the scope of the reported investigation. Nonetheless, in view of our results concerning hydrogen bonds, affirmative answers to both these questions seem quite plausible. It seems also that it is necessary to revise observations of socalled unusual polynucleotides, ${ }^{14}$ in which a left-handed helix can transform to a right-handed one, ${ }^{15}$ and which demonstrated a tendency of forming in DNA segments either the $A$-conformation (left-handed in optical measurements) when the double helix is rich in G-C pairs, or the optically righthanded $B$-conformation in a DNA molecule rich in $\mathrm{A}-\mathrm{T}$ pairs. ${ }^{16}$

All these phenomena are largely associated with observations of circular dichroism inversion in optical spectra of DNA solutions. Effects of this sort have been interpreted in terms of geometrical (or, more exactly, stereochemical) models that described transformations of the entire DNA conformation from the right- to left-handed helix, given a certain quantity of defects, namely kinks, but without breaking the complementation rule.

Our results, however, indicate that there may be an alternative physical mechanism on which an interpretation of the circular dichroism inversion in optical spectra can be based. This mechanism does not require a restructuring of the entire double helix. It is known ${ }^{17}$ that circular dichroism spectra are determined by the electronic structure of the DNA interior. Assuming that electronic states may have properties similar to those of hydrogen bonds described in this paper and form helical configurations, we can suggest a
tentative interpretation of the circular dichroism inversion detected in experiments. The detailed study of these problems is beyond the scope of this paper and requires a considerable modification of our simplified model.

Interaction between these orbitals and conformational degrees of freedom may be described in terms of a model similar to that suggested in Sec. 2 for hydrogen bonds. In conformity with the results of Sec. 3, the ground state of electronic orbitals should have a helical ordering of their anisotropy axes. Moreover, neither the pitch nor the sign of this helix should necessarily coincide with those of the DNA double-strand configuration.

A direct experimental confirmation (or disproof) of the above statements, like the conclusions of this work based on our model, would be of great interest from the viewpoint of both a fundamental understanding of the structure and properties of DNA molecules, and their biophysical functions in different physico-chemical conditions. A simple test of our theory would be, for example, an observation of an alternating circular dichroism sign in optical bands depending on the hydrogenation degree ${ }^{17}$ of DNA or synthetic polypeptides (since hydrogenation has direct effect on hydrogen bonds, thus it modifies the generalized field $\mathbf{H}_{n}$ in our model).
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#### Abstract

A constant magnetic field is found to have a substantial effect on the macroplasticity of NaCl crystals when they are being actively strained at a constant rate $\dot{\varepsilon}=$ const during magnetic treatment. We have measured the dependence of the yield point $\sigma_{y}$ on the magnetic induction $B=0-0.48 \mathrm{~T}$ and the strain rate $\dot{\varepsilon}=1.4 \times 10^{-5}-1.4 \times 10^{-3} \mathrm{~s}^{-1}$. It is shown that this magnetic effect has a threshold character and is observed only for $B>B_{c}$, where $B_{c}$ grows with increasing $\dot{\varepsilon}$ as $\sqrt{\dot{\varepsilon}}$. The lower the strain rate $\dot{\varepsilon}$, the larger the relative decrease in the yield point $\sigma_{y}(B) / \sigma_{y}(0)$ at fixed field $B>B_{c}$. At small enough strain rates $\dot{\varepsilon}$ the threshold field $B_{c}$ ceases to depend on $\dot{\varepsilon}$ and goes constant. A theoretical model is proposed which is in good agreement with the observed regularities. The model is based on the competition between thermally activated and magnetically stimulated depinning of dislocations from paramagnetic impurity centers. © 1999 American Institute of Physics. [S1063-7761(99)01203-2]


## 1. INTRODUCTION

The magnetoplastic effect was first discovered in NaCl crystals at the microplastic level in the form of dislocation shifts in samples located in a constant magnetic field in the absence of a mechanical load. ${ }^{1}$ Subsequent studies by a number of independent groups ${ }^{2-10}$ have made it possible to link this phenomenon with depinning of dislocations from paramagnetic impurities in a magnetic field. The macroscopic dislocation shifts of tens and hundreds of microns, arising as a result of such depinning under the action of long-range internal stresses, are in essence a manifestation of magnetically stimulated relaxation of the dislocation structure. The exact physical mechanism of the elementary act of depinning of a dislocation from a paramagnetic impurity center is still not completely clear. It appears that the discussion here is about spin-dependent transitions in a magnetic field destroying the energy barriers. ${ }^{2-10}$ Processes of this type play a significant role in many phenomena. ${ }^{11}$ In particular, it is customary to link the effect of a magnetic field on the rate of chemical reactions with them. ${ }^{12}$ The hypothesis of spindependent processes in dislocations in a magnetic field and the consequences flowing from it are in good agreement with numerous experimental data and are discussed in detail in the publications cited above. ${ }^{2-10} \mathrm{We}$ will not dwell on this point here. We note only that the magnetic polarization of dislocation nuclei in NaCl and KCl crystals was experimentally discovered ${ }^{13}$ long before the magnetoplastic effect.

One of the important accomplishments of recent years making it possible to put the magnetoplastic effect to practical use was the discovery of its macroplastic manifestations. It turns out that in alkali-halide crystals a magnetic field substantially alters the work-hardening coefficient, ${ }^{14}$ the yield point, ${ }^{15,16}$ and even the microhardness. ${ }^{17}$ Thus, for example, according to Ref. 15, in LiF crystals strained at a low enough rate $\left(\dot{\varepsilon} \leqslant 5 \times 10^{-5} \mathrm{~s}^{-1}\right)$ in a constant magnetic field
exceeding some threshold ( $B \geqslant 0.3 \mathrm{~T}$ ), the yield point is halved, the extent of all stages on the stress-strain curve is appreciably foreshortened, and the work-hardening coefficient in stage II is decreased while in stage III, in contrast, it grows.

In the present paper we present a similar study in NaCl crystals. We show that in these crystals the magnetic sensitivity of the $\sigma(\varepsilon)$ cures is manifested over a wider range of strain rates and for a lower threshold $B_{c}$. This makes it possible to substantially increase the information content of the data on the influence of a magnetic field on the macroplasticity of the crystals and suggests a theoretical interpretation. It may be remarked that the indicated interpretation has a 'kinematic" character and is based on the competition of thermally activated and magnetically stimulated processes of depinning of dislocations from point defects. What is important for us here is not the micromechanism of magnetic depinning but the very existence of such depinning, convincingly established in numerous experiments on the level of individual dislocations together with the empirical dependence of the time needed for such depinning on the magnetic field.

## 2. EXPERIMENTAL TECHNIQUE

The objects of study were nominally pure NaCl crystals grown at LOMO without any intentional impurities. The total impurity content of the crystals did not exceed $10^{-3} \mathrm{wt} . \%$. Two types of samples were investigated: 1) unannealed samples, cleaved along the cleavage plane from room-temperature aged crystals, and 2) annealed samples, cleaved from $\gamma$-irradiated crystals. Typical dimensions of the samples were roughly $2.5 \times 2.5 \times 8 \mathrm{~mm}^{3}$.

Mechanical compression tests were performed on the same setup as in Ref. 15, with corundum $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right)$ anvils. A magnetic field was created by placing a permanent magnet



FIG. 1. Stress-strain curves of annealed (a) and unannealed (b) crystals of NaCl , obtained by compression in magnetic fields $B=0$ (1), 0.48 T (2), and $0.2 \mathrm{~T}(3) ; \dot{\varepsilon}=5 \times 10^{-4} \mathrm{~s}^{-1}$.
with movable poles over the sample. The maximum magnetic induction was 0.48 T . The shape of the stress-strain curves $\sigma(\varepsilon)$ was studied, as well as the dependence of the yield point $\sigma_{y}$ on the magnetic induction $B$ in the field interval $0-0.48 \mathrm{~T}$ for strain rates $\dot{\varepsilon}$ from $1.4 \times 10^{-5} \mathrm{~s}^{-1}$ to 1.4 $\times 10^{-3} \mathrm{~s}^{-1}$. The stress-strain curves of NaCl crystals are characterized by a vague. For this reason, the yield point $\sigma_{y}$ was estimated to be the stress at which the curve $\sigma(\varepsilon)$ departs from its initial rectilinear dependence.

Of course, each stress-strain curve was recorded on a separate sample and reflects not only the general properties, but also individual properties of the tested crystal. For this reason, a certain spread in the values of the yield point $\sigma_{y}$ measured on a series of samples under identical conditions is inevitable. Usually, this spread is significantly less when working with annealed samples characterized by a more homogeneous and stabilized initial dislocation structure (see curves 3 in Fig. 1(a)). Unfortunately, because of the paucity of annealed samples at our disposal, we were not able to duplicate all the unannealed measurements in them under identical conditions. To make up for this, on the more "dan-
gerous'' (from the foregoing standpoint) unannealed crystals, each measurement of the stress-strain curve $\sigma(\varepsilon)$ was repeated on several samples for fixed values of the parameters $\dot{\varepsilon}$ and $B$. The corresponding spread in the values of the yield point $\sigma_{y}$, reflected in Fig. 2(b) in the form of experimental error bars, is appreciably less than the observed magnetic effects even for the unannealed crystals.

## 3. EXPERIMENTAL RESULTS

Figure 1 shows stress-strain curves for compression at the strain rate $\dot{\varepsilon}=5 \times 10^{-4} \mathrm{~s}^{-1}$ of annealed (a) and unannealed (b) samples in the absence of a magnetic field (curves 1) and in a magnetic field $B=0.48 \mathrm{~T}$ (curves 2). Figure 1(a) also shows curves (curves 3) measured on two different samples for $B=0.2 \mathrm{~T}$, demonstrating the good reproducibility of the $\sigma(\varepsilon)$ curves for the annealed samples. As can be seen from Fig. 1(b), the latter is significantly poorer for the unannealed samples. As expected, the annealed samples are softer, i.e., their initial (at $B=0$ ) yield point is almost half that of unannealed samples. The former are accordingly


FIG. 2. Dependence of the yield point on magnetic induction for annealed (a, $\dot{\varepsilon}=5$ $\times 10^{-4} \mathrm{~s}^{-1}$ ) and unannealed (b) crystals of NaCl compressed at strain rates $\dot{\varepsilon}=1.4 \times 10^{-5}$ (1), $2 \times 10^{-5}(2), 3 \times 10^{-5}(3), 7.3 \times 10^{-5}$ (4), $1.75 \times 10^{-4}(5), 5 \times 10^{-4}(6), \quad 1.4 \times 10^{-3} \mathrm{~s}^{-1}$ (7).
more sensitive to a magnetic field than the latter. As the induction $B$ is increased from 0 to 0.48 T , the yield point of the annealed samples falls by roughly a factor of two, whereas for the unannealed samples at this strain rate it falls by only $20-25 \%$. In addition, all stages of plastic flow of the annealed samples in a magnetic field are appreciably foreshortened in the stress as well as the strain, i.e., a magnetic field hastens the changeover of strain stages in these crystals. On the other hand, as can be seen from Fig. 1(b), in the deformation of unannealed samples in a magnetic field the foreshortening of the stages in the stress-strain curves is clear-cut only on the stress scale (in particular, in terms of the decrease in the yield point).

Figure 2 shows the behavior of the yield point as a function of magnetic field for annealed (a) and unannealed (b) crystals. In annealed crystals this dependence has a clear-cut three-stage character. In the first stage, for $B$ less than some threshold value $B_{c}$ the yield point $\sigma_{y}$ remains constant and exhibits no sensitivity to the magnetic field. In the second stage, within a very narrow range above threshold ( $B$ $\geqslant B_{c}$ ), an abrupt decrease in the yield point is observed. And finally, in the third stage, for $B>B_{c}^{\prime}$, within the limits of error of the experiment, the yield point $\sigma_{y}$ remains essentially constant, although it does tend to decrease slowly.

In unannealed crystals, the decrease in the yield point with increasing $B$ for $B>B_{c}$ is smoother. The three-stage character of the dependence of the yield point on the field, $\sigma_{y}(B)$, is clear-cut only at low strain (compression) rates. Studies in these crystals at different strain rates in the range from $1.4 \times 10^{-5} \mathrm{~s}^{-1}$ to $1.4 \times 10^{-3} \mathrm{~s}^{-1}$ revealed a substantial increase in the magnetic effect on the yield point at lower strain rates. It follows from Fig. 2(b) that in this case a significant decrease in both the magnetic threshold $B_{c}$ (roughly sixfold) and the ratio $\sigma_{y}\left(B_{m}\right) / \sigma_{y}(0)$ is observed $\left(B_{m}\right.$ $=0.48 \mathrm{~T}$ ).

## 4. DISCUSSION

As we have already noted, independent data based on studies of the microplasticity of the same crystals indicate that the role of a magnetic field in their plastification reduces to depinning of dislocations from point defects. Let us consider the active deformation of a crystal with strain rate $\dot{\varepsilon}=$ const in a magnetic field $B$ in terms of a simple model, assuming that the yield point $\sigma_{y}$ for $B=0$ is limited by the same magnetically sensitive impurity centers coexisting with less plentiful obstacles not affected by a magnetic field. For a prescribed magnetic field $B$ the depinning time $\tau_{B}$ of the dislocations from obstacles of the first kind as a result of spin-dependent transitions is proportional to $B^{-2}$ (Ref. 18), i.e.,

$$
\begin{equation*}
\tau_{B}=\alpha B^{-2} . \tag{1}
\end{equation*}
$$

According to Ref. 18, such transitions, and correspondingly such depinning, are possible only in magnetic fields exceeding some threshold $B_{c}^{(0)}$. On the other hand, even at $B>B_{c}^{(0)}$, magnetic depinning of dislocations is in no way manifested in the macroplasticity if $\tau_{B}$ (1) substantially exceeds the thermally activated dislocation detachment time


FIG. 3. Comparison of the theoretical dependence $B_{c}(\sqrt{\dot{\varepsilon}})$ (solid line) and the experimental points according to the data of Fig. 2(b).

$$
\begin{equation*}
\tau_{t h}=\tau_{0} \exp \left[\frac{U(\sigma)}{k T}\right] \tag{2}
\end{equation*}
$$

from the same obstacle under the stress $\sigma=\sigma_{y}$ determined by the strain rate

$$
\begin{equation*}
\dot{\varepsilon}=\dot{\varepsilon}_{0} \exp \left[-\frac{U(\sigma)}{k T}\right] . \tag{3}
\end{equation*}
$$

In formulas (2) and (3) $T$ is the temperature, $k$ is Boltzmann's constant, and $U(\sigma)$ is the activation energy for overcoming the magnetically sensitive impurity centers under the stress $\sigma$. Thus, the kinetics of deformation dictates the threshold of magnetic sensitivity of the macroplasticity, since the condition $\tau_{B}<\tau_{\text {th }}$, taking relations (1)-(3) into account, is equivalent to

$$
\begin{equation*}
B^{2}>\frac{\alpha}{\tau_{0} \dot{\varepsilon}_{0}} \dot{\varepsilon} \tag{4}
\end{equation*}
$$

In other words, a pronounced magnetic influence on the stress-strain curves $\sigma(\varepsilon)$ in the model should be observed only at $B>B_{c}$, where

$$
\begin{equation*}
B_{c}=\max \left\{B_{c}^{(0)}, k \sqrt{\dot{\dot{\varepsilon}}}\right\}, \quad k=\sqrt{\alpha / \tau_{0} \dot{\varepsilon_{0}}} . \tag{5}
\end{equation*}
$$

Another more convenient way of writing out the dependence of the threshold field $B_{c}$ on the strain rate $\dot{\varepsilon}$, equivalent to formula (5), is

$$
B_{c}= \begin{cases}B_{c}^{(0)}, & \dot{\varepsilon}<\dot{\varepsilon}_{m},  \tag{6}\\ k \dot{\varepsilon}^{1 / 2}, & \dot{\varepsilon}>\dot{\varepsilon}_{m},\end{cases}
$$

where $\dot{\varepsilon}_{m}=\left(B_{c}^{(0)} / k\right)^{2}$. Figure 3 compares the function $B_{c}(\sqrt{\dot{\varepsilon}})$ that follows from the given model with the experimental points obtained by processing the measured $\sigma_{y}(B)$ at a series of strain rates $\dot{\varepsilon}$ of unannealed samples [Fig. 2(b)]. The good agreement of the predicted type of dependence (5), (6) with experiment favors the physical scheme proposed above.


FIG. 4. The dependences $B_{c}(\dot{\varepsilon})$ and $B_{c}^{\prime}(\dot{\varepsilon})$, and the zones I, II, and III of the physical parameters $\{B, \dot{\varepsilon}\}$ corresponding to the three stages of variation of the yield point with increasing magnetic induction.

According to the latter, when the magnetic field exceeds the threshold value $B_{c}$, pinning of the dislocations at obstacles of the first type, in accordance with formula (1), falls rapidly with increasing $B$, and in a high enough field the crystal begins to behave as if it were purged of this type of impurity and the resistance to motion on the part of the dislocations were the result only of the less plentiful magnetically insensitive defects. This happens when the magnetic induction is taken through the second threshold $B=B_{c}^{\prime}$, which corresponds to $\tau_{B}=\tau_{t h}^{\prime}$, where

$$
\begin{equation*}
\tau_{t h}^{\prime}=\tau_{0}^{\prime} \exp \left[\frac{U^{\prime}(\sigma)}{k T}\right] \tag{7}
\end{equation*}
$$

is the thermally activated dislocation detachment time from obstacles of the second type. The quantity $B_{c}^{\prime}$ is given by expressions analogous to (5) and (6) with the replacements

$$
k \rightarrow k^{\prime}=\sqrt{\alpha / \tau_{0}^{\prime} \dot{\varepsilon}_{0}^{\prime}}, \quad \dot{\varepsilon}_{m} \rightarrow \dot{\varepsilon}_{m}^{\prime}=\left(B_{c}^{(0)} / k^{\prime}\right)^{2}
$$

Figure 4 shows the corresponding dependences $B_{c}(\dot{\varepsilon})$ and $B_{c}^{\prime}(\dot{\varepsilon})$, as well as the three stages of variation in the yield point with increasing magnetic induction $B$ (see Fig. 2). In the first stage, in region I $\left(B<B_{c}\right)$, thermally activated detachment from all defect types dominates. In the third stage, in region III $\left(B>B_{c}^{\prime}\right)$ the yield point is limited by thermally activated detachment only from obstacles of the second type, which are insensitive to a magnetic field. Here the dislocations 'do not notice"' the first type of impurity, as it were. An actual dependence of the yield point $\sigma_{y}$ on the magnetic field in this model should be observed only in the intermediate region II, in the second stage. As follows from Fig. 4, the width of that magnetic field range should remain minimal and independent of the strain rate as long as $\dot{\varepsilon}<\dot{\varepsilon}_{m}^{\prime}$ $=\left(B_{c} / k^{\prime}\right)^{2}$. For strain rates $\dot{\varepsilon}$ in the range $\dot{\varepsilon}_{m}^{\prime}<\dot{\varepsilon}<\dot{\varepsilon}_{m}$ $=\left(B_{c} / k\right)^{2}$ the width of region II increases with increasing strain rate $\dot{\varepsilon}$. In that case, the lower left-hand edge of the range remains unchanged, while the position of the righthand edge varies as $\sqrt{\dot{\varepsilon}}$. Finally, at the largest strain rates $\dot{\varepsilon}>\dot{\varepsilon}_{m}$, the positions of both edges of the intermediate region vary as $\sqrt{\dot{\varepsilon}}$, and its width can be estimated as $\Delta B$ $\simeq\left(k^{\prime}-k\right) \sqrt{\dot{\varepsilon}}$. The expansion with increasing strain rate $\dot{\varepsilon}$ of
the region $\Delta B$ in which the main falloff of the yield point $\sigma_{y}$ occurs correlates qualitatively with the proposed model.

We note in passing that the width of the step in the dependence $\sigma_{y}(B)$ can of course be limited by other factors not taken into account by the present simple scheme. One of these factors is the presence of several kinds of magnetically sensitive barriers. Note that even in that case, when the impurity composition of these obstacles is homogeneous, a spread in the dimensions of the complexes and/or dislocation segment lengths between complexes is sufficient to produce a dispersion in the threshold fields and activation parameters. It is clear from general considerations that the indicated spread is smaller in annealed crystals. This possibly also explains the difference in the corresponding widths of region II in the experimental curves of $\sigma_{y}(B)$ shown in Figs. 2(a) and 2(b).
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This paper studies the interaction of electrons and acoustic phonons in a quasi-two-dimensional system with an asymmetric quantizing potential in a magnetic field that is parallel to the structure's plane. It is demonstrated that the electron-phonon interaction in such a system generates an emf when there is a standing acoustic wave, as well as when the structure is heated uniformly. These phenomena are macroscopic manifestations of a universal quantum effect, which amounts to an emf being generated by any isotropic perturbation of any electron system in which the energy depends asymmetrically on the velocity $v$, i.e., $\varepsilon(v) \neq \varepsilon(-v)$. © 1999 American Institute of Physics. [S1063-7761(99)01303-7]

## 1. INTRODUCTION

We consider a quasi-two-dimensional (2D) electron system in $\{x, y, z\}$ coordinates, with the $x$ axis perpendicular to the plane of the 2D layer. We direct the $y$ axis along the magnetic field, so that $\mathbf{H}=\left(0, H_{y}, 0\right)$, and choose the vector potential to be in the form $\mathbf{A}=\left(H_{y} z, 0,0\right)$. Then the electron Hamiltonian is

$$
\begin{equation*}
\mathscr{\mathscr { H }}=\frac{1}{2 m}\left[\left(\hat{p}_{x}+\frac{e H_{y} z}{c}\right)^{2}+\hat{p}_{y}^{2}+\hat{p}_{z}^{2}\right]+U(z), \tag{1}
\end{equation*}
$$

where $m$ is the effective electron mass, $e$ the absolute value of the electron charge, and $U(z)$ the quantizing potential of the 2D system, and the electron wave function is

$$
\begin{equation*}
\psi_{k}=C \varphi\left(k_{x}, z\right) \exp \left(i k_{x} x+i k_{y} y\right) \exp \left(-i \varepsilon_{k} t / \hbar\right) \tag{2}
\end{equation*}
$$

where $C=\left(L_{x} L_{y} \int_{-\infty}^{\infty}\left|\varphi\left(k_{x}, z\right)\right|^{2} d z\right)^{-1 / 2}$ is the normalization constant. Here $L_{x}$ and $L_{y}$ are the dimensions of the 2D system along the $x$ and $y$ axes, $\mathbf{k}$ is the electron wave vector, and $\varepsilon_{k}$ is the electron energy. Substituting (2) into the Schrödinger equation with Hamiltonian (1) yields

$$
\begin{align*}
& -\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \varphi\left(k_{x}, z\right)}{\partial z^{2}}+\left[\frac{\hbar^{2} k_{x}^{2}}{2 m}+\frac{\hbar e H_{y} k_{x} z}{m c}+\frac{\left(e H_{y} z\right)^{2}}{2 m c^{2}}\right. \\
& \left.\quad+U(z)-\varepsilon\left(k_{x}\right)\right] \varphi\left(k_{x}, z\right)=0 \tag{3}
\end{align*}
$$

where the energy $\varepsilon\left(k_{x}\right)=\varepsilon_{k}-\hbar^{2} k_{y}^{2} / 2 m$. To analyze the effects of interest, we use the model of a triangular quantizing potential,

$$
U(z)=\left\{\begin{array}{cc}
\infty, & z<0  \tag{4}\\
e E_{z} z, & z \geqslant 0
\end{array}\right.
$$

employed in calculations of the energy spectrum of electrons in inversion layers on semiconductor surfaces, where $E_{z}$ is the absolute value of the electric field at the surface. We examine the electron system in the quantum limit, where the electrons fill the states only in the lower electron subband,
provided that $\left(d_{0} / l_{H}\right)^{4} \ll 1$, where $d_{0}=\left(3 \hbar^{2} \pi^{2} / 16 m e E_{z}\right)^{1 / 3}$ is the thickness of the 2D layer (the average distance from the boundary $z=0$ to the electron) at $H_{y}=0$, and $l_{H}$ $=\left(\hbar c / e H_{y}\right)^{1 / 2}$ the magnetic length. In this case the solution of Eq. (3) with potential (4) for the lower electron subband has the form ${ }^{1}$

$$
\begin{equation*}
\varepsilon\left(k_{x}\right)=\left[\frac{\hbar^{2}}{2 m}\right]^{1 / 3}\left[\frac{9 \pi}{8}\left(e E_{z}+\frac{\hbar e H_{y} k_{x}}{m c}\right)\right]^{2 / 3}+\frac{\hbar^{2} k_{x}^{2}}{2 m} \tag{5}
\end{equation*}
$$

$\varphi\left(k_{x}, z\right)$
$= \begin{cases}\operatorname{Ai}\left(\left[\frac{2 m e E_{z}}{\hbar^{2}}+\frac{2 e H_{y} k_{x}}{\hbar c}\right]^{1 / 3}\left[z-\frac{\varepsilon\left(k_{x}\right)-\hbar^{2} k_{x}^{2} / 2 m}{e E_{z}+\hbar e H_{y} k_{x} / m c}\right]\right), & z \geqslant 0, \\ 0, & z<0,\end{cases}$
where $\operatorname{Ai}(\zeta)$ is the Airy function. Equation (5) implies that at $H_{y} \neq 0$ an asymmetric electron energy spectrum emerges, i.e.,

$$
\begin{equation*}
\varepsilon\left(v_{x}\right) \neq \varepsilon\left(-v_{x}\right) \tag{7}
\end{equation*}
$$

where $v_{x}=(1 / \hbar)\left[\partial \varepsilon\left(k_{x}\right) / \partial k_{x}\right]$ is the electron velocity along the $x$ axis.

What is the physical reason for such asymmetry [Eq. (7)]? A magnetic field parallel to the plane of the 2D system cannot make the electron travel along a cyclotron orbit; at most it can slightly alter the wave function. As the electron travels at a velocity $v_{x}$, a Lorentz force acts on it in the direction $\langle-x\rangle$, with the result that the maximum of the electron wave function is shifted in the direction $\langle-z\rangle$. If the electron velocity changes to $-v_{x}$, the Lorentz force reverses direction and the maximum of the electron wave function shifts in the direction $\langle z\rangle$. Hence in an asymmetric potential $U(z) \neq U(-z)$ the electron energy $\varepsilon\left(v_{x}\right) \neq \varepsilon\left(-v_{x}\right)$. Due to


FIG. 1. Change in electron state initiated by a force $F_{x}(1 \rightarrow 2$ transition) and by a force $-F_{x}$ ( $1 \rightarrow 3$ transition).
the asymmetry (7), the dynamic properties of the electron system differ in the directions $\langle x\rangle$ and $\langle-x\rangle$.

We show that this is the case by discussing a specific example. Suppose that initially the electron had a velocity $v_{x 1}=0$ and was in state 1 , which corresponds to the minimum of the energy subband (5) depicted in Fig. 1. Under a force $F_{x}$ the electron is transferred, in time $t$, into state 2, while under $-F_{x}$ it is transferred (in the same time $t$ ) into state 3 , so that $k_{x 2}-k_{x 1}=k_{x 1}-k_{x 3}=F_{x} t / \hbar$. Since the electron energy spectrum $\varepsilon\left(k_{x}\right)$ is asymmetric with respect to the directions $\left\langle k_{x}\right\rangle$ and $\left\langle-k_{x}\right\rangle$, the velocity acquired by the electron in the first transition is not equal to that acquired in the second, $v_{x 2} \neq v_{x 3}$. Thus, the linear momentum transferred from the external force to the electron, equal to the product of the electron mass and the velocity $v_{x}$, proves to be different for forces in the directions $\langle x\rangle$ and $\langle-x\rangle$. This implies that when an external agent that is isotropic with respect to the directions $\langle x\rangle$ and $\langle-x\rangle$ acts on the electron system, the linear momenta transferred to the electron system differ in these directions, and this leads to an electron drift along the $x$ axis. ${ }^{1}$ In other words, any isotropic perturbation of any electron system with an asymmetric electron spectrum, $\varepsilon\left(v_{x}\right) \neq \varepsilon\left(-v_{x}\right)$, generates an emf along the $x$ axis. The effect of anisotropic momentum transfer to an electron system subjected to an external isotropic force ${ }^{1}$ is of a universal nature and exists irrespective of the way in which the electron system is perturbed. The goal of the present work is to study this effect for the case in which the interaction of electrons and acoustic phonons constitutes the perturbation of the electron system.

## 2. SPATIAL ASYMMETRY OF THE ELECTRON-PHONON INTERACTION

We treat a crystal as a three-dimensional elastic continuum and describe the interaction of electrons and acoustic phonons by the deformation potential method, where the electron energy shift $\Delta \varepsilon$ under an arbitrary deformation $u_{i j}$ of the crystal is given by the expression $\Delta \varepsilon=\Xi \Sigma_{i} u_{i i}$, in
which $\Xi$ is the deformation potential constant. Then the probability of electrons absorbing a phonon with the wave vector $\mathbf{q}=\left(q_{x}, q_{y}, q_{z}\right)$ is

$$
\begin{align*}
W_{a}(\mathbf{q})= & \left.n(\mathbf{q}) \sum_{k} \sum_{k^{\prime}} \frac{1}{\hbar^{2}}\left|\left\langle\psi_{k^{\prime}}\right| \widetilde{U}(\mathbf{q})\right| \psi_{k}\right\rangle\left.\right|^{2} \\
& \times f\left(\varepsilon_{k}\right)\left[1-f\left(\varepsilon_{k^{\prime}}\right)\right], \tag{8}
\end{align*}
$$

where $f\left(\varepsilon_{k}\right)$ is the Fermi-Dirac distribution function, $n(\mathbf{q})$ is the phonon occupation number, and

$$
\begin{equation*}
\widetilde{U}(\mathbf{q})=\left(\frac{\hbar q}{2 V \rho v_{l}}\right)^{1 / 2} \Xi \exp \left(i q_{x} x+i q_{y} y+i q_{z} z\right) \exp \left(-i v_{l} q t\right) \tag{9}
\end{equation*}
$$

where $V$ is the crystal volume, $\rho$ the crystal density, and $v_{l}$ the longitudinal speed of sound. If in (8) we go from summation over electronic states to integration over the wave vector, we obtain an expression for the probability per unit time of absorbing a photon per unit surface area of the 2 D system:

$$
\begin{align*}
w_{a}(\mathbf{q})= & \frac{\Xi^{2} q n(\mathbf{q})}{V \pi \rho v_{l}} \int d^{2} \mathbf{k} \int d^{2} \mathbf{k}^{\prime}\left(\int_{-\infty}^{\infty}\left|\varphi\left(k_{x}, z\right)\right|^{2} d z\right. \\
& \left.\times \int_{-\infty}^{\infty}\left|\varphi\left(k_{x}^{\prime}, z\right)\right|^{2} d z\right)^{-1}\left[1-f\left(\varepsilon_{k^{\prime}}\right)\right] f\left(\varepsilon_{k} \mid\right. \\
& \times\left.\int_{-\infty}^{\infty} \varphi\left(k_{x}, z\right) \exp \left(i q_{z} z\right) \varphi\left(k_{x}^{\prime}, z\right) d z\right|^{2} \delta\left(\varepsilon_{k^{\prime}}-\varepsilon_{k}\right. \\
& \left.-\hbar v_{l} q\right) \delta\left(k_{x}^{\prime}-k_{x}-q_{x}\right) \delta\left(k_{y}^{\prime}-k_{y}-q_{y}\right), \tag{10}
\end{align*}
$$

where integration with respect to $\mathbf{k}$ and $\mathbf{k}^{\prime}$ is carried out within the first Brillouin zone. The subsequent analysis is carried out for the energy spectrum and wave function of the electron, which are given by (5) and (6). Expanding (10) in a power series in the magnetic field and keeping only the linear term in the expansion, we find that for $\left(q_{z} d_{0}\right)^{2} \ll 1$ formula (10) becomes

$$
\begin{equation*}
w_{a}(\mathbf{q})=w_{a 0}(\mathbf{q})+w_{a H}(\mathbf{q}), \tag{11}
\end{equation*}
$$

where

$$
\begin{align*}
w_{a 0}(\mathbf{q})= & \frac{\Xi^{2} q n(\mathbf{q})}{V \pi \rho v_{l}} \int d^{2} \mathbf{k} \int d^{2} \mathbf{k}^{\prime} \delta\left(k_{x}^{\prime}-k_{x}-q_{x}\right) \\
& \times \delta\left(k_{y}^{\prime}-k_{y}-q_{y}\right) \delta\left(\varepsilon_{k^{\prime} 0}-\varepsilon_{k 0}-\hbar v_{l} q\right) \\
& \times\left[1-f\left(\varepsilon_{k^{\prime} 0}\right)\right] f\left(\varepsilon_{k 0}\right) \tag{12}
\end{align*}
$$

is the probability (10) in the absence of a magnetic field,

$$
\begin{align*}
w_{a H}(\mathbf{q})= & \left(\frac{\Xi^{2} q n(\mathbf{q})}{V \pi \rho v_{l}}\right)\left(\frac{\hbar H_{y}}{15 m c E_{z}}\right)\left(q_{z} d_{0}\right)^{2} \int d^{2} \mathbf{k} \int d^{2} \mathbf{k}^{\prime} \\
& \times \delta\left(k_{x}^{\prime}-k_{x}-q_{x}\right) \delta\left(k_{y}^{\prime}-k_{y}-q_{y}\right)\left(k_{x}+k_{x}^{\prime}\right) \\
& \times \delta\left(\varepsilon_{k^{\prime} 0}-\varepsilon_{k 0}-\hbar v_{l} q\right)\left[1-f\left(\varepsilon_{k^{\prime} 0}\right)\right] f\left(\varepsilon_{k 0}\right) \tag{13}
\end{align*}
$$

is the term linear in the magnetic field, and $\varepsilon_{k 0}$ is the electron energy $\varepsilon_{k}$ in the absence of a magnetic field. Equations (11)(13) imply that for $\left(d_{0} / l_{H}\right)^{4} \ll 1$ and $\left(q_{z} d_{0}\right)^{2} \ll 1$ the difference in probabilities is


FIG. 2. Structure of electron transitions with absorption of photons whose wave vectors are $\mathbf{q}$ and $-\mathbf{q}$.

$$
\begin{equation*}
w_{a}(\mathbf{q})-w_{a}(-\mathbf{q})=2 w_{a H}(\mathbf{q}) . \tag{14}
\end{equation*}
$$

The situation in which $q_{z}=0$ warrants a separate discussion. Here all linear terms in the expansion of the probability (10) in powers of the magnetic field vanish, so that we are forced to include higher-order terms in our discussion. Allowing for terms in this expansion that are cubic in the magnetic field, we find that for $\mathbf{q}=\left(2 k_{F}, 0,0\right)$ and $\left(d_{0} / l_{H}\right)^{4} \ll 1$ at absolute zero ( $T=0$ ) and low electron concentrations (the Fermi velocity $v_{F} \approx v_{l}$ and $\left.\left(k_{F} d_{0}\right)^{2} \ll 1\right)$ the probability difference is

$$
\begin{equation*}
w_{a}(-\mathbf{q})-w_{a}(\mathbf{q})=\left(\frac{2}{\pi}\right)^{2} \frac{6 v_{l}}{c}\left(\frac{2 d_{0}}{3 l_{H}}\right)^{4}\left(\frac{H_{y}}{E_{z}}\right) w_{a 0}(\mathbf{q}) \tag{15}
\end{equation*}
$$

where $k_{F}$ is the length of the Fermi wave vector of the electron. But at high electron concentrations $\left(v_{F}>v_{l}\right)$ we have

$$
\begin{equation*}
w_{a}(-\mathbf{q})-w_{a}(\mathbf{q})=\left(\frac{2}{\pi}\right)^{2}\left(\frac{v_{F}}{c}\right)\left(\frac{2 d_{0}}{3 l_{H}}\right)^{4}\left(\frac{H_{y}}{E_{z}}\right) w_{a 0}(\mathbf{q}) \tag{16}
\end{equation*}
$$

The relations for the phonon emission probability $w_{e}(\mathbf{q})$ can be obtained from Eqs. (10)-(16) by formally replacing the subscript $a$ with $e$, the wave vector $\mathbf{k}^{\prime}$ with $\mathbf{k}$, the wave vector $\mathbf{k}$ with $\mathbf{k}^{\prime}$, and the phonon occupation number $n(\mathbf{q})$ with $n(\mathbf{q})+1$.

The fact that (14)-(16) fail to vanish immediately suggests that the electron-phonon interaction is asymmetric: identical phonons with oppositely directed wave vectors interact differently with electrons. But what is the physical reason for such asymmetry? When an electron absorbs a photon, it goes from one state of the subband (5) into another. Here the initial electron state $k_{x}$ and the final electron state $k_{x}^{\prime}$ both conserve energy and the length of the wave vector, as indicated in Fig. 2. Since the electron subbands $\varepsilon\left(k_{x}\right)$ are asymmetric in the directions $\left\langle k_{x}\right\rangle$ and $\left\langle-k_{x}\right\rangle$, the wave functions $\varphi\left(k_{x}, z\right)$ of the initial and final electronic states change when the sign of the component $q_{x}$ of the wave vector changes. From Eqs. (5) and (6) it follows that
$\varphi\left(k_{x 1}, z\right) \neq \varphi\left(k_{x 2}, z\right)$ and $\varphi\left(k_{x 1}^{\prime}, z\right) \neq \varphi\left(k_{x 2}^{\prime}, z\right)$. Hence the absolute value of the matrix element of the electron-phonon interaction potential (9),

$$
\left.\left|\left\langle\psi_{k^{\prime}}\right| \widetilde{U}(\mathbf{q})\right| \psi_{k}\right\rangle|\propto| \int_{-\infty}^{\infty} \varphi\left(k_{x}^{\prime}, z\right) \exp \left(i q_{z} z\right) \varphi\left(k_{x}, z\right) d z \mid,
$$

turns out to differ for the absorption of phonons with wave vector components $q_{x}$ and $-q_{x}$. Accordingly, for $q_{x} \neq 0$ the probabilities of the interaction of electrons and phonons with $\mathbf{q}$ and $-\mathbf{q}$ are different. This qualitative analysis is fairly general and suggests that there is a difference between the interactions of an electron system with an asymmetric energy spectrum and any elementary quasiparticles (photons, acoustic phonons, etc.) moving in the directions $\langle x\rangle$ and $\langle-x\rangle$ (see Refs. 1 and 2).

We see that the spatial asymmetry of the electronphonon interaction is a purely quantum phenomenon. Below we examine specific physical situations in which this quantum phenomenon leads to macroscopic effects.

## 3. EMF GENERATION IN A STANDING ACOUSTIC WAVE

Since both absorption and emission of phonons are accompanied by a change in the momentum of the electron system, different probabilities of the interaction of electrons and phonons with $\mathbf{q}$ and $-\mathbf{q}$ lead to different momentum transfer to the electrons from acoustic waves propagating in opposite directions. This leads directly to an anomaly in the acoustoelectric effect, with the emf of phonon drag of electrons differing for waves with oppositely directed wave vectors. In particular, an emf of phonon drag of electrons is generated in the presence of a standing acoustic wave, which is a superposition of acoustic waves with equal amplitudes and oppositely directed wave vectors. ${ }^{2}$ This phenomenon is a special case of the effect of anisotropic momentum transfer to electrons under an external isotropic perturbation discussed earlier in Ref. 1, where the standing wave is the perturbation isotropic with respect to two opposite directions that acts on the electron system.

A traveling acoustic wave can be generated in a crystal by applying a periodic force to the crystal's boundary. The wave decays upon leaving the boundary, as it imparts energy to electrons. The intensity $I(r)$ of a wave propagating in the direction of vector $\mathbf{r}$ therefore takes the form $I(r)$ $=I(0) \exp (-\alpha r)$, where $\alpha$ is the wave absorption coefficient. Hence, two traveling waves propagating in opposite directions form a standing wave only if absorption is low, i.e., if the amplitudes of the traveling waves can be assumed constant (for all practical purposes), which corresponds to the condition

$$
\begin{equation*}
\alpha L \ll 1, \tag{17}
\end{equation*}
$$

where $L$ is the size of the 2 D structure in the direction of wave propagation.

Suppose that condition (17) is met and that there is a standing acoustic wave in the system, a wave that is a superposition of longitudinal acoustic waves with amplitudes $u_{0}$ and wave vectors $\mathbf{q}$ and $-\mathbf{q}$. If electron transitions initiated by the electron-wave interaction occur within the first Bril-
louin zone and the temperature is zero ( $T=0$ ), the phonon drag emf's of electrons generated in the $x$ and $y$ directions in the standing wave, $\mathscr{E}_{x}$ and $\mathscr{E}_{y}$, are given by ${ }^{2}$

$$
\begin{align*}
& \mathscr{E}_{x}=\frac{\hbar L_{x} q_{x}}{e n_{s}}\left[w_{a}(-\mathbf{q})-w_{a}(\mathbf{q})\right], \\
& \mathscr{C}_{y}=\frac{\hbar L_{y} q_{y}}{e n_{s}}\left[w_{a}(-\mathbf{q})-w_{a}(\mathbf{q})\right], \tag{18}
\end{align*}
$$

where $n_{s}$ is the electron concentration per unit surface area of the 2D system. When $T \neq 0$, the presence of a standing wave leads not only to absorption but also to stimulated emission of phonons by electrons, in view of which Eqs. (18) become

$$
\begin{align*}
& \mathscr{E}_{x}=\frac{\hbar L_{x} q_{x}}{e n_{s}}\left[w_{a}(-\mathbf{q})-w_{a}(\mathbf{q})+w_{e}(\mathbf{q})-w_{e}(-\mathbf{q})\right], \\
& \mathscr{E}_{y}=\frac{\hbar L_{y} q_{y}}{e n_{s}}\left[w_{a}(-\mathbf{q})-w_{a}(\mathbf{q})+w_{e}(\mathbf{q})-w_{e}(-\mathbf{q})\right] . \tag{19}
\end{align*}
$$

If the wave vector $\mathbf{q}=\left(q_{x}, 0, q_{z}\right)$, Eqs. (13), (14), and (19) yield

$$
\begin{equation*}
\mathscr{E}_{x}=\left(q_{z} d_{0}\right)^{2} \frac{4 v_{l}}{15 c} \frac{q}{q_{x}} \frac{H_{y}}{E_{z}} \mathscr{E}_{x 0}(\mathbf{q}), \quad \mathscr{E}_{y}=0 \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{C}_{x 0}(\mathbf{q})=\frac{\hbar L_{x} q_{x}\left[w_{e 0}(\mathbf{q})-w_{a 0}(\mathbf{q})\right]}{e n_{s}} \tag{21}
\end{equation*}
$$

is the ordinary emf of phonon drag of electrons in a traveling acoustic wave with a wave vector $\mathbf{q}$ in the absence of a magnetic field. For a wave vector $\mathbf{q}=\left(2 k_{F}, 0,0\right)$ at absolute zero $T=0$ and low electron concentrations $\left(v_{F} \approx v_{l}\right)$, Eqs. (12), (15), and (19) yield

$$
\begin{equation*}
\mathscr{E}_{x}=-\left(\frac{2}{\pi}\right)^{2} \frac{6 v_{l}}{c}\left(\frac{2 d_{0}}{3 l_{H}}\right)^{4} \frac{H_{y}}{E_{z}} \mathscr{E}_{x 0}(\mathbf{q}), \quad \mathscr{E}_{y}=0 \tag{22}
\end{equation*}
$$

where the emf (21) in explicit form is

$$
\mathscr{E}_{x 0}(\mathbf{q})=-\sqrt{v_{l}\left(2 v_{F}-v_{l}\right)}\left(\frac{2 \Xi u_{0} m}{\hbar}\right)^{2} \frac{2 L_{x}}{e \hbar}, \quad v_{F} \geqslant v_{l} / 2 .
$$

In the same case but at high electron concentrations $\left(v_{F} \gg v_{l}\right)$, Eqs. (12), (16), and (19) yield

$$
\begin{equation*}
\mathscr{C}_{x}=-\left(\frac{2}{\pi}\right)^{2} \frac{v_{F}}{c}\left(\frac{2 d_{0}}{3 l_{H}}\right)^{4} \frac{H_{y}}{E_{z}} \mathscr{E}_{x 0}(\mathbf{q}), \quad \mathscr{E}_{y}=0 \tag{23}
\end{equation*}
$$

where the emf (21) in explicit form is

$$
\mathscr{C}_{x 0}(\mathbf{q})=-\sqrt{2 v_{l} v_{F}}\left(\frac{4 \Xi u_{0} m}{\hbar}\right)^{2} \frac{2 L_{x}}{e \hbar} .
$$

Equation (23) implies that for 2D inversion layers on a silicon surface with $d_{0} \approx 5 \times 10^{-7} \mathrm{~cm}$ and $H_{y} \sim 10^{5} \mathrm{G}$ we have $\left|\mathscr{E}_{x} / \mathscr{E}_{x 0}(\mathbf{q})\right| \sim 10^{-3}$.

## 4. EMF GENERATION VIA SPATIALLY UNIFORM HEATING OF THE 2D SYSTEM

We now discuss the interaction of electron and phonon systems that are in a nonequilibrium state because of uniform
heating. We consider low temperatures, where electronphonon transfer processes outside the first Brillouin zone can be ignored. This means that the exchange of momentum between the electron and phonon systems generates an emf along the $x$ axis given by ${ }^{3}$

$$
\begin{equation*}
\mathscr{E}_{x}=\frac{\hbar L_{x}}{e n_{s}} \sum_{\mathbf{q}} q_{x}\left[w_{e}(\mathbf{q})-w_{a}(\mathbf{q})\right] . \tag{24}
\end{equation*}
$$

At temperatures much lower than $\hbar v_{l} / k_{B} d_{0}$ the main contribution to electron-phonon interaction is provided by longwavelength phonons, whose wave vectors satisfy $\left(q_{z} d_{0}\right)^{2}$ $\ll 1$. In this case, for magnetic fields that satisfy $\left(d_{0} / l_{H}\right)^{4}$ $\ll 1$ we can use the expansion (11), whereupon (24) takes the form

$$
\begin{align*}
\mathscr{E}_{x}= & \frac{\hbar \Xi^{2} L_{x}}{8 \pi^{4} \rho v_{l} e n_{s}} \frac{\hbar H_{y}}{15 m c E_{z}}\left(q_{z} d_{0}\right)^{2} \int d^{2} \mathbf{k} \int d^{2} \mathbf{k}^{\prime} \int d^{3} \mathbf{q} \\
& \times\left(k_{x}+k_{x}^{\prime}\right) q_{x} q\left(\left[1-f\left(\varepsilon_{k^{\prime} 0}\right)\right] f\left(\varepsilon_{k 0}\right)[n(\mathbf{q})+1]\right. \\
& \left.-\left[1-f\left(\varepsilon_{k 0}\right)\right] f\left(\varepsilon_{k^{\prime} 0}\right) n(\mathbf{q})\right) \delta\left(k_{x}^{\prime}-k_{x}+q_{x}\right) \\
& \times \delta\left(k_{y}^{\prime}-k_{y}+q_{y}\right) \delta\left(\varepsilon_{k^{\prime} 0}-\varepsilon_{k 0}+\hbar v_{l} q\right) \tag{25}
\end{align*}
$$

where integration with respect to $\mathbf{k}, \mathbf{k}^{\prime}$, and $\mathbf{q}$ is carried out over the first Brillouin zone. We examine the situation in which the phonon energy distribution is given by the BoseEinstein function

$$
n(\mathbf{q})=\left(\exp \frac{\hbar v_{l} q}{k_{B} T}-1\right)^{-1}
$$

where $T$ is the temperature of the phonon system, and the electron energy distribution is given by the Fermi-Dirac function

$$
f\left(\varepsilon_{k}\right)=\left(\exp \frac{\varepsilon_{k}-\varepsilon_{F}}{k_{B} T_{e}}+1\right)^{-1},
$$

where $T_{e}=T+\Delta T$ is the temperature of the electron system. For $|\Delta T / T| \ll 1,2 m v_{l}^{2} \ll k_{B} T \ll \hbar v_{l} / d_{0}$, and a nondegenerate electron gas, Eq. (25) becomes

$$
\begin{equation*}
\mathscr{E}_{x}=\left(\frac{k_{B} T}{v_{l}}\right)^{5}\left(\frac{2 \Xi d_{0}}{\hbar^{3}}\right)^{2} \frac{m L_{x}}{\pi \rho c e} \frac{\Delta T}{T} \frac{H_{y}}{E_{z}} . \tag{26}
\end{equation*}
$$

For $|\Delta T / T| \gg 1$ at $T=0,2 m v_{l}^{2} \ll k_{B} \Delta T \ll \hbar v_{l} / d_{0}$, and a nondegenerate electron gas, Eq. (25) becomes

$$
\begin{equation*}
\mathscr{E}_{x}=\left(\frac{k_{B} \Delta T}{v_{l}}\right)^{5}\left(\frac{2 \Xi d_{0}}{\hbar^{3}}\right)^{2} \frac{m L_{x}}{5 \pi \rho c e} \frac{H_{y}}{E_{z}} . \tag{27}
\end{equation*}
$$

From (26) and (27) it follows that for negative $\Delta T$ we have $\mathscr{E}_{x}<0$, for positive $\Delta T$ we have $\mathscr{E}_{x}>0$, and at $\Delta T=0$ we have $\mathscr{E}_{x}=0$. In physical terms, when $\Delta T$ is negative, energy is transferred from the phonon system to the electron system, and this is accompanied by phonon absorption by the electrons. Since the phonon absorption probability (11) is such that $w_{a}(\mathbf{q})>w_{a}(-\mathbf{q})$ for positive $q_{x}$, such energy transfer is accompanied by momentum transfer to the electron system in the direction $\langle x\rangle$, by virtue of which $\mathscr{E}_{x}<0$. When $\Delta T$ is positive, energy is transferred from the electron system to the phonon system, and this is accompanied by phonon emis-
sion. Since the phonon emission probability is such that $w_{e}(\mathbf{q})>w_{e}(-\mathbf{q})$ for positive $q_{x}$, such energy transfer is accompanied by momentum transfer to the electron system in the direction $\langle-x\rangle$, by virtue of which $\mathscr{E}_{x}>0$. Finally, at $\Delta T=0$ the electron and phonon systems are in thermodynamic equilibrium and, in accordance with detailed balance, the emission and absorption probabilities are equal for every phonon, so that there is no momentum transfer from one system to the other and $\mathscr{E}_{x}=0$. Thus, an increase in the phonon temperature $T$ (e.g., due to uniform heating of the crystal) or an increase in the electron temperature $T_{e}$ (e.g., due to heating of the electron gas by an electric field) generates an emf of phonon drag of electrons. ${ }^{3}$ This phenomenon is a special case of the effect of anisotropic momentum transfer to electrons under an external isotropic perturbation discussed in Ref. 1, where spatially uniform heating acts as an isotropic perturbation of the electron system.

When the crystal lattice is heated ( $\Delta T<0$ ), the temperatures $T$ and $T_{e}$ become equal in a time interval equal to the characteristic time of energy relaxation in the electronphonon system due to phonon absorption by electrons, with the result that the emf disappears. Hence the drift of electrons (an effect that is described by (26) when $\Delta T<0$ ) that emerges when the crystal lattice is uniformly heated is a time-dependent effect and can be detected if the lattice temperature changes rapidly enough.

The situation is different when the electron gas is heated $(\Delta T>0)$ by an electric field $E_{\|}=\sqrt{E_{x}^{2}+E_{y}^{2}}$, which ensures that an electric current flows in the plane of the 2D system, since in this case the emf's specified by (26) and (27) are time-independent at fixed values of $T$ and $E_{\|}$. This feature (the fact that the emf is time-independent) can be explained by the fact that the energy transferred from the electron system to the crystal lattice during photon emission (Joule heat) is completely absorbed by the heat bath that ensures the constancy of the temperature $T$ of the crystal lattice, so that the temperature difference $\Delta T$ does not vary with time.

We now discuss in greater detail the effects that emerge when the electron gas is heated by an electric field. The $x$ axis is directed along the electric field, so that $E_{\|}=\left|E_{x}\right|$. The electric current flowing in the $x$ direction is

$$
\begin{equation*}
j_{x}=\sigma\left(E_{x}+\mathscr{E}_{x} / L_{x}\right) \tag{28}
\end{equation*}
$$

where $\sigma$ is the conductivity in the plane of the 2 D system. The scalar quantity $\Delta T$ depends only on the absolute value of the electric field, $\left|E_{x}\right|$, so a change in field direction does not alter the emf's specified by (26) and (27), and thus $\mathscr{E}_{x}\left(E_{x}\right)=\mathscr{E}_{x}\left(-E_{x}\right)$. Hence Eq. (28) implies that $j_{x}\left(E_{x}\right)$ $\neq j_{x}\left(-E_{x}\right)$, and the electric current is therefore anisotropic. Suppose that the external electric field is directed along the $y$ axis, so that $E_{\|}=\left|E_{y}\right|$. In this case the electron gas is heated by the current flowing in the $y$ direction, and the emf generated by heating, $\mathscr{E}_{x}$, is perpendicular to the external electric field, so that a transverse emf emerges.

The electron system can be heated not only by a constant electric field but also by an alternating electric field. In particular, the electron gas becomes heated and an emf $\mathscr{E}_{x}$ is detected when a plane electromagnetic wave propagating in the $z$ direction is incident on the 2 D structure, with the result
that a photoinduced emf appears. Thus, the generation of an emf in the event of spatially uniform heating of a 2 D system leads to new kinetic effects that differ from a phenomenological standpoint, but are of the same microscopic origin.

For 2D inversion layers at the surface of the silicon, $\Delta T \sim 10 \mathrm{~K}$ at $E_{\|} \sim 10 \mathrm{~V} \mathrm{~cm}^{-1}$ (see Ref. 4). Hence an estimate of (27) at $E_{\|} \sim 10 \mathrm{~V} \mathrm{~cm}^{-1}, \quad d_{0} \approx 5 \times 10^{-7} \mathrm{~cm}$, and $H_{y}$ $\sim 10^{4} \mathrm{G}$ yields $\mathscr{E}_{x} / L_{x} \sim 10^{-2} \mathrm{~V} \mathrm{~cm}^{-1}$.

## 5. CONCLUSION

In a quasi-two-dimensional system with an asymmetric quantizing potential $U(z) \neq U(-z)$ located in a magnetic field $\mathbf{H}=\left(0, H_{y}, 0\right)$ parallel to the plane of the system there emerges an asymmetric electron energy spectrum $\varepsilon\left(v_{x}\right)$ $\neq \varepsilon\left(-v_{x}\right)$, where $v_{x}$ is the electron velocity in the $x$ direction. Because of this asymmetry an anomaly emerges in the electron-phonon interactions, i.e., the probabilities of interaction of electrons with identical phonons whose wave vectors $\mathbf{q}$ and $-\mathbf{q}$ point in opposite directions turn out to differ when $q_{x} \neq 0$. This feature of the electron-phonon interaction is purely a quantum phenomenon, which leads to a situation in which the momenta transferred from the phonon system to the electron system prove to be different for the two opposite directions. As a result, new macroscopic effects emerge, such as the generation of an emf in a standing acoustic wave and the generation of an emf when the quasi-twodimensional system is heated uniformly in space. These phenomena are particular manifestations of the universal effect of the anisotropic momentum transfer to the electrons in a system that is under an isotropic perturbation, ${ }^{1}$ an effect that leads to the emergence of an emf under any isotropic perturbation of any electron system with an asymmetric energy spectrum.

## APPENDIX

In calculating the integrals of Airy functions we use the following supplemental relationships:

$$
\begin{aligned}
\int \mathrm{Ai}^{2}(\zeta) d \zeta= & \zeta \mathrm{Ai}^{2}(\zeta)-\mathrm{Ai}^{\prime 2}(\zeta) \\
\int \zeta \mathrm{Ai}^{2}(\zeta) d \zeta= & \frac{1}{3}\left[\zeta^{2} \mathrm{Ai}^{2}(\zeta)-\zeta \mathrm{Ai}^{\prime 2}(\zeta)\right. \\
& \left.+\operatorname{Ai}(\zeta) \mathrm{Ai}^{\prime}(\zeta)\right] \\
\int \zeta^{2} \mathrm{Ai}^{2}(\zeta) d \zeta= & \frac{1}{5}\left[\zeta^{3} \mathrm{Ai}^{2}(\zeta)-\zeta^{2} \mathrm{Ai}^{\prime 2}(\zeta)\right. \\
& \left.+2 \zeta \mathrm{Ai}(\zeta) \mathrm{Ai}^{\prime}(\zeta)-\mathrm{Ai}^{2}(\zeta)\right]
\end{aligned}
$$

whose validity can be verified via direct differentiation, with allowance for the fact that the Airy function $\operatorname{Ai}(\zeta)$ is the solution of the differential equation $\mathrm{Ai}^{\prime \prime}(\zeta)=\zeta \mathrm{Ai}(\zeta)$. Using these relationships, we find that for $\left(q_{z} d_{0}\right)^{2} \ll 1$ and $\left(d_{0} / l_{H}\right)^{4} \ll 1$ the integrals of the Airy function in (10) assume the form

$$
\begin{aligned}
& \left|\int_{-\infty}^{\infty} \varphi\left(k_{x}, z\right) \exp \left(i q_{z} z\right) \varphi\left(k_{x}^{\prime}, z\right) d z\right|^{2} \\
& \quad \times\left(\int_{-\infty}^{\infty}\left|\varphi\left(k_{x}, z\right)\right|^{2} d z \int_{-\infty}^{\infty}\left|\varphi\left(k_{x}^{\prime}, z\right)\right|^{2} d z\right)^{-1} \\
& \quad=1-\frac{1}{5}\left(q_{z} d_{0}\right)^{2}+\frac{\hbar H_{y}}{15 m c E_{z}}\left(q_{z} d_{0}\right)^{2}\left(k_{x}+k_{x}^{\prime}\right) \\
& \quad+O\left[\left(q_{z} d_{0}\right)^{4}\right]+O\left[\left(\frac{d_{0}}{l_{H}}\right)^{4}\right] .
\end{aligned}
$$
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The transport properties (Hall coefficient, thermopower, and resistivity) of high-quality singlecrystal samples of the classical mixed-valent compound $\mathrm{SmB}_{6}$ are investigated over a broad temperature range ( $1.6-300 \mathrm{~K}$ ) in magnetic fields up to 45 T for the first time following the quasioptical measurements in the $0.6-4.5 \mathrm{meV}$ frequency range [B. Gorshunov, N. Sluchanko, A. Volkov et al., submitted to Phys. Rev. B (1998)]. Measurements in the intrinsic conduction region permit determination of the gap width $E_{g} \approx 20 \mathrm{meV}$ and evaluation of the behavior of the mobility and concentration of light and heavy charge carriers, as well as the temperature dependence of the carrier relaxation time, in samarium hexaboride. The results of experimental investigations in the "impurity" conduction region ( $E_{\mathrm{ex}} \approx 3.5 \mathrm{meV}$ ) are discussed within the Kikoin-Mishchenko exciton-polaron model of charge fluctuations. Arguments supporting the formation of a metallic state with an electron-hole liquid in $\mathrm{SmB}_{6}$ at liquid-helium temperatures are presented. © 1999 American Institute of Physics.
[S1063-7761(99)01403-1]

## 1. INTRODUCTION

Although the first detailed investigation of samarium hexaboride was performed almost 30 years $\mathrm{ago}^{2}$ and more than 100 studies devoted to this very interesting material have been published, we are still lacking a widely accepted, fully consistent physical framework that accounts for the unusual properties of this intermediate-valent compound of Sm $(v(\mathrm{Sm}) \approx 2.6)$. It is especially difficult to interpret lowtemperature anomalies in the physical parameters of $\mathrm{SmB}_{6}$, which include not only dependence of the characteristics of the object of investigation on the method used to prepare the surface of the sample, ${ }^{3}$ but also on its history. ${ }^{4}$

The investigations of $\mathrm{SmB}_{6}$ performed by different investigators (see, for example, the review in Ref. 5) enable us to classify this compound as a narrow-gap semiconductor. The width of the gap in the spectrum of elementary excitations of $\mathrm{SmB}_{6}$ found by various experimental methods ranges from $3-5$ to $10-15 \mathrm{meV}$. ${ }^{5,6}$

Recent direct measurements of the low-temperature dynamic conductivity $\sigma(\omega)$ and the dielectric constant $\varepsilon(\omega)$ in the energy range $0.6-4.5 \mathrm{meV}$ performed in Ref. 1 permitted establishment of the gap width $E_{g} \approx 19 \pm 2 \mathrm{meV}$ in the spectrum of electron states. In addition, within the simple phenomenological semiconductor approach, the properties of samarium hexaboride at liquid-helium temperatures may be
due, according to Ref. 1, to the existence of an additional narrow band of impurity (donor) states 3.5 meV below the bottom of the conduction band.

In such a situation, in our opinion, important information on the origin and structure of the gap states can be provided by detailed precision measurements of the Hall coefficient $R_{H}(H, T)$, the resistivity $\rho(T)$, and the thermopower $S(T)$ performed on the same single crystal as the quasioptical measurements in Ref. 1. Note that despite the considerable number of studies of these parameters in $\mathrm{SmB}_{6}$ reported in the literature (see, for example, Refs. 2 and 7-10, as far as we know there has not hitherto been a comparison of experimental data on $R_{H}(H, T), \rho(T)$, and $S(T)$ obtained on a single, high-purity ( $R R R>10000$ ) single-crystal sample of samarium hexaboride.

Thus, the purpose of the present study was to obtain detailed experimental information on the behavior of $R_{H}(H, T), \rho(T)$, and $S(T)$ at low temperature and to analyze it within the phenomenological semiconductor and other approaches.

Single-crystal samples from the same ingot as in Ref. 1 were used in the investigation. Special attention was focused on the preparation of the sample surface ${ }^{3}$ and the contacts for performing the resistance measurements. The procedure for the thermopower measurements was similar to the method employed in Refs. 11 and 12, and the procedure for the gal-


FIG. 1. Temperature dependence of the resistivity of one of the $\mathrm{SmB}_{6}$ samples. Inset - temperature dependence of the mobility and relaxation time (see the text) of light and heavy charge carriers.
vanomagnetic measurements was similar to the method described in Ref. 13. In addition, an automated experimental apparatus of our own original design, which permits control of the rotation of the sample in a constant magnetic field using a stepper motor, was used to investigate the Hall coefficient.

## 2. EXPERIMENTAL RESULTS

The temperature dependence of the resistivity of one of the three $\mathrm{SmB}_{6}$ samples investigated in the present work is presented in Fig. 1 and conforms, on the whole, to the results in Refs. 5 and 14. An increase in resistivity close to the
activation value is observed below 70 K , and between 6 and 14 K the experimental data can be approximated by the expression $\rho \sim \exp \left(T_{0} / T\right)$ with $T_{0} \approx 44-46 \mathrm{~K}$ for different samples of $\mathrm{SmB}_{6}$.

Measurements of the Hall coefficient $R_{H}\left(H_{0}, T\right)$ carried out in the range of magnetic fields $H_{0} \leqslant 8 \mathrm{~T}$ are presented in Fig. 2. Three characteristic segments of the $R_{H}(T)$ curve can be identified in the range below liquid-nitrogen temperature (I-III in Fig. 2). The plots of the temperature dependence of the Hall coefficient (Fig. 2) in the ranges $14-50 \mathrm{~K}$ (I) and $6-14 \mathrm{~K}$ (II), which closely conform to the activation dependence


FIG. 2. Temperature dependence of the Hall coefficient (1) and $\left(R_{H} e\right)^{-1}$ (2) (see the text): - measurements carried out in the present work in magnetic fields up to $1 \mathrm{~T} ; \square$ measurements performed at $H=5 \mathrm{~T} ; \nabla, \triangle —$ data from Refs. 7 and 10 , respectively. The inset shows field dependences of the Hall coefficient: $1-T$ $=4.2 \mathrm{~K}, 2-T=2 \mathrm{~K}$ (in constant fields up to 7 T ), $3-T=4.2 \mathrm{~K}$ (in pulsed fields up to 45 T ).


FIG. 3. Temperature dependence of the thermopower for two $\mathrm{SmB}_{6}$ samples obtained by different methods. Inset plot of $S(T)$ at liquid-helium temperatures.

$$
\begin{equation*}
\left|R_{H}\right| \sim \exp \left(T_{0} / T\right) \tag{1}
\end{equation*}
$$

provide the estimates $T_{0}^{\mathrm{I}} \approx 120 \mathrm{~K}$ and $T_{0}^{\mathrm{II}} \approx 45 \mathrm{~K}$. We note that the absolute value and behavior of the Hall coefficient $R_{H}(T)$ obtained in the present work are consistent with the results in Refs. 7,8, and 10 (see Fig. 2). The most appreciable differences are observed at liquid-helium temperatures (region III in Fig. 2). The spread of values of $R_{H}(T \leqslant 5 \mathrm{~K})$ obtained by different investigators is probably due to the appreciable difference between the quality of the $\mathrm{SmB}_{6}$ single crystals that we investigated $(R R R \geqslant 10000)$ and the samples measured in Refs. 7,8, and 10. In addition, along with the determination of the activation parameters from the Hall measurements performed on the $\mathrm{SmB}_{6}$ single crystals, the use of the apparatus with rotation of the sample in the magnetic field revealed the nonlinear course of $R_{H}(H)$ in the vicinity of liquid-helium temperature (see the inset in Fig. 2). The degree of nonlinearity of the Hall coefficient was less than $5 \%$ in magnetic fields up to 7 T . The nonlinearity of $R_{H}(H)$ is not observed at temperatures in the vicinity of 2 K (curve 2 in the inset in Fig. 2). At the same time, systematic limitations measurements of the field dependence of the Hall voltage arise in temperature ranges II and III of the exponential variation of $R_{H}(T)$, due to the influence on measurement accuracy of temperature instabilities that amount to less than 0.05 K.

The temperature dependence of the thermopower for two $\mathrm{SmB}_{6}$ samples, obtained at temperatures below 100 K by different methods, ${ }^{11}$ is shown in Fig. 3. As in the case of $\rho(T)$ and $R_{H}(T)$ (Figs. 1 and 2), three characteristic ranges of the thermopower can be identified on the $S(T)$ curves (I-III in Fig. 3): activation segments that are nearly linear in the coordinates and for which

$$
\begin{equation*}
S \sim T_{0} / T \tag{2}
\end{equation*}
$$

(I-II) and a low-temperature region (III), which corresponds to a rapid drop in the absolute value of $S(T)$ with decreasing
temperature. The values of $T_{0 S}^{\mathrm{I}}$ and $T_{0 S}^{\mathrm{II}}$ estimated from the results in Fig. 3 are 115 and 40 K , respectively. The rapid drop in thermopower in region III with decreasing temperature is accompanied by a transition to a power-law dependence of $S(T)$ with fairly low absolute values in the range $S \leqslant 86.2 \mu \mathrm{~V} / \mathrm{K}=k_{B} / e$, which are characteristic of a system of the metallic type.

## 3. DISCUSSION OF RESULTS

In accordance with the generally accepted interpretation ${ }^{5}$ (see also Refs. 15 and 16), the spectrum of elementary excitations of $\mathrm{SmB}_{6}$ contains an indirect gap due to hybridization of the $f$ and $d$ states, which is responsible for the appearance of low-temperature anomalies in the physical characteristics of samarium hexaboride. Let us dwell in detail on an analysis of the experimental results in Figs. 1-3 in each of the temperature ranges I-III.

## a. Intrinsic conduction region $T \geqslant 14 \mathrm{~K}$ (I)

Following Ref. 1, we utilize the phenomenological semiconductor approach to interpret the experimental results in Figs. 1-3 in the intrinsic conduction region (I). The intrinsic thermopower of a semiconductor can be described using the expression

$$
\begin{equation*}
S=\frac{k_{B}}{e}\left\{\frac{b-1}{b+1} \frac{E_{g}}{2 k_{B} T}+\frac{3}{4} \ln \frac{m_{n}}{m_{p}}\right\}, \tag{3}
\end{equation*}
$$

where $b=\mu_{n} / \mu_{p} ; \mu_{n}, m_{n}, \mu_{p}$, and $m_{p}$ are the electron and hole mobilities and effective masses, respectively; $k_{B}$ is the Boltzmann constant; and $e$ is the charge of the electron. Since $T_{0 S}^{\mathrm{I}}$ and $E_{g}$ are related by

$$
\begin{equation*}
T_{0 S}^{\mathrm{I}}=\frac{E_{g}}{2} \frac{b-1}{b+1}, \tag{4}
\end{equation*}
$$

and the value found from the Hall measurements, $T_{0 H}^{\mathrm{I}}$ $=E_{g} / 2=120 \mathrm{~K}$, enables us to estimate the mobility ratio $b$ $=\mu_{n} / \mu_{p} \approx 50$. As a result, because of the fairly small relative value of $\mu_{p}$ it is possible to evaluate the behavior of the temperature dependence of the electron mobility from the data in Figs. 1 and 2 using the simplest model that allows for one group of carriers:

$$
\begin{equation*}
\mu_{n}=R_{H} / \rho . \tag{5}
\end{equation*}
$$

The temperature dependence of the electron Hall mobility in the conduction band $\mu_{n}$ has a significantly nonmonotonic character (see the inset in Fig. 1). In the intrinsic conduction region (I) there is a power-law dependence of the form $\mu_{n}$ $\sim T^{-2.7}$, which probably corresponds to a combination of the contributions from scattering on acoustic ( $\mu_{n} \sim T^{-3 / 2}$ ) and optical lattice modes. We note that a similar dependence $\mu_{n} \sim T^{-2.6}$ is observed in electronic silicon in the temperature range $300 \mathrm{~K}<T \leqslant 400 \mathrm{~K}$. ${ }^{17}$

Next, let us utilize the results in Refs. 5 and 1 to estimate the carrier relaxation time in region I. Let us also take into account that the value $m_{f}=m_{p} \approx 1000 \pm 500 m_{0}$ found in Ref. 5 characterizes the plasma resonance of the carriers right at Sm centers and is thus an estimate of the effective mass of the valence-band carriers. The value $m^{*}=m_{n} \approx 100 m_{0}$, obtained in the Drude model from an analysis of quasioptical spectra, ${ }^{1}$ corresponds, in turn, to thermally excited carriers, i.e., conduction electrons. Substituting the set of values of the parameters $b=\mu_{n} / \mu_{p}, \mu_{n}, m_{n}$, and $m_{p}$ into the expression $\mu=e\langle\tau\rangle / m$, we find $\left\langle\tau_{p}\right\rangle \approx(1 / 5)\left\langle\tau_{n}\right\rangle$. We emphasize that in the presence of fast $\left[\sim 10^{-14} \mathrm{~s}\right.$ (Ref. 5) ] charge fluctuations, significantly heavier charge carriers, i.e., $4 f$ holes ( $m_{p} / m_{n} \approx 10$ ), are characterized by considerably smaller values of $\left\langle\tau_{p}\right\rangle$ than are the conduction electrons. We also note that the temperature dependence of $\left(R_{H} e\right)^{-1}$ in region I corresponds to the variation of the concentration of intrinsic carriers to within the multiplier $(1-b) /(1+b)=0.95$ (curve 2 in Fig. 2).

## b. Temperature range 6-14 K (II)

Activation behavior of all the parameters $R_{H}(H, T)$, $\rho(T)$, and $S(T)$ with similar values of the activation energy $E_{\text {ex }}=T_{0}^{\mathrm{II}}=40 \pm 5 \mathrm{~K} \approx 3.5 \mathrm{meV}$ is observed in this temperature range (Figs. 1-3), obviously due to the exponential decrease in the concentration of conduction electrons $n=n_{0} \exp$ ( $-E_{\mathrm{ex}} / k_{B} T$ ) (curve 2 in Fig. 2). Estimates of the mobility and relaxation time of "light" carriers in the approximation (5) lead to the conclusion that there is a transition to impurity scattering in region II (see the inset in Fig. 2), in accordance with the results of Ref. 1. Using the values $m_{n} \approx 100 m_{0}$ and $E_{\mathrm{ex}} \approx 3.5 \mathrm{meV}$, we estimate the localization radius of the impurity states:

$$
\begin{equation*}
a^{*}=\hbar / \sqrt{2 m^{*} E_{\mathrm{ex}}} \approx 3 \AA . \tag{6}
\end{equation*}
$$

Such a small value of $a^{*}$ probably suggests leaning toward interpreting the low-temperature properties of $\mathrm{SmB}_{6}$ in terms of the Kikoin-Mishchenko exciton-polaron model. ${ }^{18} \mathrm{We}$ note that unlike the approach in Refs. 19-21, which treats $\mathrm{SmB}_{6}$ as a metallic Kondo system with low carrier concen-
tration, the idea of an exciton semiconductor has provided a framework for proposing an explanation for the additional local modes in the vibrational spectrum of $\mathrm{SmB}_{6},{ }^{18,22}$ as well as for performing a detailed analysis of the collective lowfrequency excitations in the vicinity of $\Delta E \approx 14 \mathrm{meV}$. ${ }^{23}$ In developing the approach in Ref. 18 for application to the analysis of the experimental data in Figs. 1-3, we must assume that the states at $E_{\mathrm{ex}} \approx 3.5 \mathrm{meV}$ correspond to the formation of excitons of small radius ( $a_{\mathrm{ex}} \approx 2-4 \AA$ ) in the vicinity of Sm centers as a consequence of fast valence fluctuations of electrons in the samarium $4 f$ subshell. Simple estimates of the Bohr radius of an exciton $a_{\mathrm{ex}}$ $\approx 2 \varepsilon m_{0} a_{B} / m^{*}$ ( $a_{B}$ is the Bohr radius) and its energy $E_{\mathrm{ex}}$ $\approx m^{*} e^{4} / 4 \varepsilon^{2} \hbar^{2}$ with consideration of the values $m^{*}$ $\approx 100 m_{0}$ and $\varepsilon \approx 600$ (Ref. 1) lead to similar values of the parameters: $a_{\mathrm{ex}} \leqslant 6 \AA$ and $E_{\mathrm{ex}} \geqslant 2 \mathrm{meV}$.

## c. Temperature range $\boldsymbol{T} \leqslant 6 \mathrm{~K}$ (III)

The emergence of a maximum in $R_{H}(T)$ and $S(T)$ in this temperature range and the tendency for saturation of the resistivity $\rho(T)$ (Figs. 1-3) can be analyzed within the approximation of several groups of charge carriers. However, the nonlinearity of the field dependence of $R_{H}(H, T$ $=4.2 \mathrm{~K}$ ) in fields up to 7 T (curve 1 in the inset in Fig. 2) can probably be explained only as a manifestation of the weakfield ( $\mu_{n} H \ll 1$ ) asymptote

$$
\begin{equation*}
R_{H} \sim \frac{1}{n e}\left(1-a_{1} \mu_{n}^{2} H^{2}\right) \tag{7}
\end{equation*}
$$

and the strong-field $\left(\mu_{n} H \gtrdot 1\right)$ asymptote

$$
\begin{equation*}
R_{H} \sim \frac{1}{n e}\left(1+\frac{a_{2}}{\mu_{n}^{2} H^{2}}\right) \tag{8}
\end{equation*}
$$

In this case, reducing the temperature to 2 K is accompanied by an appreciable decrease in the mobility $\mu_{n}$ (curve $l$ in the inset in Fig. 1), which in turn significantly reduces the quadratic term in (7) and shifts the strong-field asymptote (8) outside the experimental range $H \leqslant 8 \mathrm{~T}$. As a result, the value of $R_{H}(H, T=2 \mathrm{~K})$ is constant to within the measurement error (curve 2 in the inset in Fig. 2).

To detect the contribution of heavy carriers to the Hall coefficient $R_{H}(H, T)$, measurements were also carried out in this study in pulsed fields up to 45 T at liquid-helium temperature. We note that the variations of $R_{H}(H, T=4.2 \mathrm{~K})$ (curve 3 in the inset in Fig. 2) observed at $H \geqslant 20 \mathrm{~T}$ correspond to the contribution of $p$-type heavy carriers, but consideration of only the light carriers is fully justified in fields up to 8 T .

Analyzing the results in region III in Figs. 1-3, we also note that the thermal expansion coefficient vanishes ${ }^{24}$ and that appreciable variation of the elastic modulus $C_{11},{ }^{4} \mathrm{a}$ change in the NMR spin-lattice relaxation regime, ${ }^{25}$ a maximum of the quadratic negative magnetoresistance, ${ }^{26}$ and other effects are observed in the vicinity of $T_{m} \approx 5 \mathrm{~K}$. Such significant changes in the thermodynamic and kinetic characteristics of $\mathrm{SmB}_{6}$ are probably evidence of a phase transition in the electronic subsystem with $T_{m} \approx 5 \mathrm{~K}$. In our opinion, one of the possible reasons for such a transition may be
the condensation of excitons with the formation of electronhole droplets of submicron radius in $\mathrm{SmB}_{6}$. Let us briefly recount plausible arguments favoring the proposed interpretation.

Unlike classical semiconductors with electron-hole droplets, in which the charge carriers and excitons are generated as a result of photoexcitation, in $\mathrm{SmB}_{6}$ the fast charge fluctuations at each Sm center are sources of carriers in the conduction band and at exciton levels near liquid-helium temperatures. Polaron effects ${ }^{18}$ significantly facilitate the passage of excitons into the condensed phase. In addition, because intrinsic defects and impurities in $\mathrm{SmB}_{6}$ distort the crystal lattice in the immediate vicinity of impurity centers, they should probably have a decisive effect on the formation of electron-hole droplets. Consequently, the doping level and the character of the distribution of impurities in samarium hexaboride crystals are the main factors governing the emergence of anomalies in the low-temperature properties of $\mathrm{SmB}_{6}$.

Returning to the results in Figs. 1-3, we note that the maximum of the Hall coefficient $R_{H}(T)$ can be interpreted within Shklovskiù's model ${ }^{27}$ for an inhomogeneous medium, i.e., a dielectric matrix containing metallic inclusions. Under the assumption of a dynamically inhomogeneous medium containing electron-hole droplets moving along voltage and temperature gradients ${ }^{28}$ we can obtain a qualitative explanation for the plots of $\rho(T)$ in Fig. 1 and of the thermopower in Fig. 3. ${ }^{29}$

Finally, based on the arguments in Ref. 28, we present order-of-magnitude estimates of the principal parameters of the condensed phase and the region for its existence. For example, for the critical concentration and binding energy of the particles in the condensed phase we have $n_{c} \sim a_{\mathrm{ex}}^{-3} \approx 3.5$ $\times 10^{22} \mathrm{~cm}^{-3}$ and $E_{1} \sim E_{\text {ex }} \sim 10 k_{B} T \approx 3-5 \mathrm{meV}$. These estimates agree quite well with the underlying assumptions. We also note that to within the accuracy of the experiment and the current estimates of the binding energy $E_{1}$, the collective low-frequency excitations in $\mathrm{SmB}_{6}$ with $\Delta E \approx 14 \mathrm{meV}$ detected in inelastic neutron scattering ${ }^{23}$ and Raman scattering ${ }^{30}$ experiments can be associated with the formation of electron-hole droplets in the dielectric matrix at low temperatures. At the same time, we stress once again that additional research is needed to confirm the hypotheses advanced regarding the existence of electron-hole droplets in the low-temperature phase of $\mathrm{SmB}_{6}$ within the approach developed in Ref. 28.

We are indebted to M. Dressel and A. Loidl for numerous useful discussions. This research was carried out with financial support from the Russian Fund for Fundamental Research (Projects 98-02-17163 and 96-15-96929) and the ''Fundamental Spectroscopy,'" 'Microwave Physics,' and
'Fullerenes and Atomic Clusters'’ programs of the Ministry of Science and Technology, as well as with financial support from INTAS (Grants 96-451 and 94-4435).
${ }^{*}$ ) E-mail: nes@lt.gpi.ru
${ }^{1}$ B. Gorshunov, N. Sluchanko, A. Volkov et al., Phys. Rev. B 59, 1808 (1999).
${ }^{2}$ V. C. Nickerson, R. M. White, K. N. Lee et al., Phys. Rev. B 3, 2030 (1971).
${ }^{3}$ A. Kebede, M. C. Aronson, C. M. Buford et al., Physica B 223-224, 256 (1996).
${ }^{4}$ S. Nakamura, T. Goto, M. Kasaya et al., J. Phys. Soc. Jpn. 60, 4311 (1991).
${ }^{5}$ P. Wachter, in Handbook on the Physics and Chemistry of Rare Earths, Vol. 19, K. A. Gschneidner, Jr., L. Eyring, G. H. Lander, and G. R. Choppin (eds.), Elsevier (1994).
${ }^{6}$ T. Namba, H. Ohta, M. Motokawa et al., Physica B 186-188, 440 (1993).
${ }^{7}$ J. W. Allen, B. Battlogg, and P. Wachter, Phys. Rev. B 20, 4807 (1979).
${ }^{8}$ S. von Molnar, T. Theis, A. Benoit et al., in Valence Instabilities, P. Wachter and H. Boppart (eds.), North-Holland (1982), p. 389.
${ }^{9}$ T. Kasuya et al., J. Phys. Colloq. 40, C5-308 (1979).
${ }^{10}$ J. C. Cooley, M. C. Aronson, Z. Fisk, and P. C. Canfield, Phys. Rev. Lett. 74, 1629 (1995)
${ }^{11}$ N. E. Sluchanko, V. V. Glushkov, S. V. Demishev et al., Phys. Rev. B 56, 10816 (1997).
${ }^{12}$ N. E. Sluchanko, V. V. Glushkov, S. V. Demishev, M. V. Kondrin, N. A. Samarin, V. V. Brazhkin, and V. V. Moshchalkov, Zh. Éksp. Teor. Fiz. 113, 339 (1998) [JETP 86, 190 (1998)].
${ }^{13}$ N. E. Sluchanko, V. V. Glushkov, S. V. Demishev et al., Phys. Rev. B 51, 1112 (1995).
${ }^{14}$ J. Roman, V. Pavlik, K. Flachbart et al., Physica B 230-232, 715 (1997).
${ }^{15}$ N. F. Mott, Metal-Insulator Transitions, Taylor and Francis, London; Barnes and Noble, New York (1974).
${ }^{16}$ R. M. Martin and J. W. Allen, J. Appl. Phys. 50, 7561 (1979).
${ }^{17}$ A. Anselm, Introduction to Semiconductor Theory, Prentice-Hall, Englewood Cliffs, NJ (1981), p. 504.
${ }^{18}$ K. A. Kikoin and A. S. Mishchenko, J. Phys.: Condens. Matter 7, 307 (1995).
${ }^{19}$ T. Kasuya, Europhys. Lett. 26, 283 (1994).
${ }^{20}$ T. Kasuya, Europhys. Lett. 26, 277 (1994).
${ }^{21}$ T. Kasuya, J. Phys. Soc. Jpn. 63, 397 (1994).
${ }^{22}$ K. A. Kikoin and A. S. Mishchenko, J. Phys.: Condens. Matter 2, 6491 (1990).
${ }^{23}$ P. A. Alekseev, J-M. Mignot, J. Rossat-Mignod et al., J. Phys.: Condens. Matter 7, 289 (1995).
${ }^{24}$ D. Mandrus, J. L. Sarao, A. Lacerda et al., Phys. Rev. B 49, 16809 (1994).
${ }^{25}$ O. Pena, D. E. MacLaughlin, M. Lysak et al., Sol. St. Comm. 40, 539 (1981).
${ }^{26}$ J. C. Cooley, M. C. Aronson, A. Lacerda et al., Phys. Rev. B 52, 7322 (1995).
${ }^{27}$ B. I. Shklovskiĭ, Zh. Éksp. Teor. Fiz. 72, 288 (1977) [Sov. Phys. JETP 45, 152 (1977)]
${ }^{28}$ Electron-Hole Droplets in Semiconductors, C. D. Jeffries and L. V. Keldysh (eds.), North-Holland, Amsterdam-New York; Elsevier, New York (1983)
${ }^{29}$ S. V. Demishev, Yu. V. Kosichkin, N. E. Sluchanko, A. G. Lyapin, Usp. Fiz. Nauk 64, 195 (1994) [Phys. Usp. 37, 185 (1994)].
${ }^{30}$ P. Nyhus, S. L. Cooper, Z. Fisk, and J. Sarao, Phys. Rev. B 55, 12488 (1997).

Translated by P. Shelnitz

# Statistical thermodynamics of the formation of an infinite cluster of thermally reversible chemical bonds 

I. Ya. Erukhimovich*) and A. V. Ermoshkin<br>M. V. Lomonosov Moscow State University, 117234 Moscow, Russia<br>(Submitted 6 August 1998)<br>Zh. Éksp. Teor. Fiz. 115, 979-990 (March 1999)

A systematic "mean-field" treatment of the thermodynamic equilibrium formation of an infinite cluster of bonds in a system of identical monomers capable of forming from $n=0$ to $n>2$ reversible chemical bonds with one another is proposed within the Cayley-tree approximation. For this purpose the difference between the symmetry of the monomers appearing in "point-topoint'" and closed bond paths, respectively, is taken into account on the basis of an analysis of the structure of the infinite cluster. Minimization with respect to the distribution of such monomers yields a nontrivial solution corresponding to a lower free energy than the classical solution, which does not allow for the symmetry difference indicated. In addition, it is shown that the classical solution corresponds to the free-energy maximum when the infinite cluster is formed and that the formation of the infinite cluster is a first-order phase transition. The possible form of the phase diagrams of the systems considered is analyzed. © 1999 American Institute of Physics. [S1063-7761(99)01503-6]

## 1. INTRODUCTION

First-order phase transitions with the coexistence of dilute and condensed phases are known to occur as a result of both the attraction (a negative potential energy of the pair interaction) and association (the formation of thermally reversible bonds between specific chemical groups) of molecules of the substance. Another characteristic and firmly established property of some associating systems is the socalled sol-gel transition, upon which an infinite cluster of bonded particles (the gel fraction) appears on a background of a large number of finite cluster particles joined by labile bonds (the sol fraction). (Such systems, among which silicate melts and water are especially interesting, are also called weak gels. ${ }^{1}$ ) Until recently, however, there has been a debate as to whether the sol-gel transition, like the percolation transition, is a purely geometric phenomenon, which can be observed only in a computer experiment and in the dynamic behavior of weak gels, or whether observable thermodynamic features of the latter are also associated with it.

In several publications devoted to the thermodynamics of weak gels, ${ }^{2-7}$ association was analyzed within the meanfield approximation, according to which the extent of conversion, i.e., the fraction of the chemical groups participating in the formation of labile saturated bonds, depends only on the total density of these groups. In such a treatment the sol-gel transition is a purely geometric phenomenon, which does not lead to thermodynamic singularities of the system. However, as was shown in Ref. 8, the formation of an infinite cluster of bonds (even labile bonds) leads to the appearance of a new order parameter, which, as will be described in detail below, describes the nontrivial internal structure of the infinite cluster rather than its bond concentration. The appearance of this new order parameter and the spontaneous violation of the symmetry associated with it, which can be
interpreted as violation of the identity of the particles appearing in elements of different topology in the infinite cluster, naturally entails corresponding thermodynamic features. In particular, in the approximation proposed in Ref. 8 for analyzing these features near the sol-gel transition, the latter was a second-order phase transition.

In the present work the analysis in Ref. 8 of the features of the thermodynamics of a simple system of associating particles, which can bind to form an infinite cluster, is generalized to include arbitrary extents of conversion. This permits significant refinement of the description of the character of both the sol-gel transition itself and the phase diagrams of weak gels. The ensuing presentation is organized in the following manner. In Sec. 2 we present a systematic 'meanfield" derivation of an expression for the contribution of the formation of labile bonds between associating particles to their free energy. A detailed analysis of the features of the thermodynamic behavior of weak gels associated with the formation of an infinite cluster of labile bonds and a comparison with the results of the more approximate treatment performed in Ref. 8 are presented in Sec. 3. Section 4 discusses the features of phase diagrams typical of weak gels in both the absence and presence of the infinite cluster.

## 2. STRUCTURE OF THE THERMODYNAMICS OF AN EQUILIBRIUM INFINITE CLUSTER AND ITS FREE ENERGY

To fix ideas, we consider a system of $N$ monomers $\mathrm{A}_{n}$ confined to a volume $V$, each containing $n$ identical chemical groups A, which are capable of forming A-A bonds in the reversible chemical reaction $A+A=A_{2}$. The structure of the clusters appearing in such a system can be described in an obvious way ${ }^{8-10}$ by means of graphs with vertices of order $l \leqslant n$, which correspond to monomers with $l$ reacting groups A. For $n<3$ the densities $\rho_{2}$ and $\rho_{1}$ of the groups which
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have reacted and have not reacted during this reaction, respectively, are determined by the equilibrium constant $k$ appearing in the law of mass action: ${ }^{11}$

$$
\begin{equation*}
\rho_{2}=k \rho_{1}^{2} . \tag{1}
\end{equation*}
$$

For $n>2$ this law remains valid only in the absence of an infinite cluster of bonds. When an infinite cluster is present, the correlation between the bonds, which is unavoidable in this case, leads to significant modification of the relation (1).

The generally accepted starting assumption of the theory of polymer systems with an assigned temperature $T$ and distribution of the monomer density $\rho(\mathbf{r})$ (which is, generally speaking, nonuniform and nonequilibrium) is the representation of their free energy in the form of the sum ${ }^{12,13}$

$$
\begin{equation*}
F(\{\rho(\mathbf{r})\}, T)=F^{*}(\{\rho(\mathbf{r})\}, T)+F_{\mathrm{str}}(\{\rho(\mathbf{r})\}, T), \tag{2}
\end{equation*}
$$

where $F_{\text {str }}$ is the entropic structural contribution associated with a) the arrangement of the monomers in space, and b) the formation and distribution of labile bonds between the monomers, and $F^{*}$ is the energy contribution of the 'system of unconnected monomer units" that would exist in the absence of bonds. The latter term is often specified by the phenomenological expression corresponding to the description of a system of unconnected monomer units as a lattice liquid: ${ }^{14}$

$$
\begin{align*}
F^{*}(\{\rho(\mathbf{r})\}, T)= & \int[T(1-\phi(\mathbf{r})) \\
& \left.\times \ln (1-\phi(\mathbf{r}))-2 \phi^{2}(\mathbf{r})\right] \frac{d V}{v} \tag{3}
\end{align*}
$$

where the temperature and free energy are measured in units of $T_{c}$ ( $T_{c}$ is the critical temperature of the lattice liquid), and $v$ and $\phi=v \rho$ are the excluded volume and the volume fraction of the monomers, respectively. Thus, our task is to calculate $F_{\text {str }}$.

The starting point for our analysis is the seemingly trivial fact that an infinite cluster without cycles (a Cayley tree or a Bethe lattice), unlike a finite cluster, cannot exist in finite-dimensional space. In other words, although the structure of the infinite cluster can be represented in the form of a Cayley tree at large enough scales, it must include not only "bare" vertices of order $1 \leqslant l \leqslant n$, but also "effective", vertices of arbitrary order and complexity, which have the form of the 1-irreducible blocks depicted in Fig. 1.

Such a description of the structure of the infinite cluster ${ }^{8,9}$ is similar to the droplet model of the infinite cluster, ${ }^{15,16}$ but, unlike the latter, we focus our attention not on the self-similar structure of the 1-irreducible blocks, but on the possibility of distinguishing between "internal" bonds, from which these blocks are constructed, and 'external'' bonds, which join blocks in an effective Cayley tree. A nontrivial procedure that enables us to realize this possibility can be described as follows. ${ }^{8}$ We choose a finite window and
color all the chemical groups A within that window. If a bond between them belongs to at least one closed path of bonds lying completely within the window, we color them green; if not (or if a group has not reacted) we color it red. As the size of the window is increased, at large enough scales $L$ some of the initially red groups appear in a closed path and should be recolored green. Thus, as $L$ increases, the fraction of green groups grows and reaches a certain limiting value in the limit $L \rightarrow \infty$, where all the "internal'" bonds are colored green and the "external"' bonds are colored red.

The coloring procedure just described does not alter the statistical weights and symmetry indices of the various diagram realizations of the structure of the infinite cluster, but it is very important for finding the correct procedure for an approximate "mean-field'" calculation followed by summation of the contributions of these diagrams to the entropic structural term $F_{\text {str }}$, which is similar in many respects to the calculation of the contributions of high-order diagrams to the Gell-Mann-Low function in Ref. 17.

In fact, ${ }^{8}$ when

$$
\begin{equation*}
n \rho a^{3} \gg 1, \tag{4}
\end{equation*}
$$

where $n \rho$ is the total density of chemical groups in the system and $a$ is the characteristic scale (length) of a chemical bond formed as a result of the reaction of two such groups, the typical blocks determining the structure of the infinite cluster include "bare" vertices (Fig. 1a) and very complex blocks (Fig. 1d gives a some idea of the structure of such complex blocks). The contribution of comparatively simple blocks (see Figs. 1b and 1c) can be neglected in the limit (4).

Therefore, when a certain finite volume of a system (a '"window') that is large compared to the bond length $a$ is considered, those bonds that belong to such a large block and that are located in that window can look like an ordinary Cayley tree (see Fig. 1d). Nevertheless, the true nature of such a quasi-Cayley tree (i.e., its inclusion in the system of closed bond paths) is intimated by the presence of local coloring, which indicates the number $i$ of green groups belonging to each monomer in an assigned realization of the infinite cluster ( $i$ runs through all integer values in the range $0 \leqslant i \leqslant n$ with the exception of $i=1$, since a monomer cannot be included in a closed path consisting of only one group that has reacted).

The next step is to postulate that a fairly faithful description of the thermodynamics of the systems under consideration can be obtained, if the calculation of the total structural free energy $F_{\text {str }}$ is confined to a calculation of contributions to the free energy that correspond to the formation and all possible recombinations of the bonds within windows that are not too large, followed by summation of these contributions. Of course, within such a 'mean-field'' description of the infinite cluster we ignore effects resulting from the correlation of the structure of neighboring windows (i.e., the hierarchical structure of the blocks), but, on the other hand, we can take into account effects due to the difference between 'internal'" and 'external'" bonds described above.

Indeed, just the fact that a path might be closed, even somewhere far beyond the window under consideration, alters the combinatorial behavior of the corresponding func-
tional groups. This change in combinatorial behavior at the level of the proposed 'mean-field'" description can also be taken into account by including vertices (monomers) with different colors in the treatment and appropriately altering the symmetry index. In this case we should first calculate the foregoing contributions to the free energy for an arbitrary distribution of the densities $\rho_{i}$ of monomers with $i$ green and $n-i$ red chemical groups within the window, and then determine the thermodynamic equilibrium values of these densities by minimizing the total free energy. Therefore, the desired "mean-field" expression for $F_{\text {str }}$ takes the form

$$
\begin{equation*}
F_{\mathrm{str}}(\{\rho\}, T)=V \min F\left(\left\{\rho_{i}\right\}, \Gamma_{r}\right), \tag{5}
\end{equation*}
$$

where the expression for the free energy per unit volume of the system with assigned values of the densities and of the fraction $\Gamma_{r}$ of red groups that have reacted is

$$
\begin{align*}
\frac{F\left(\left\{\rho_{i}\right\}, \Gamma_{r}\right)}{T}= & -\sum_{i \neq 1} \rho_{i} \ln \frac{e}{i!(n-i)!\rho_{i} \lambda^{3}}+\rho_{r}\left[\Gamma_{r} \ln \Gamma_{r}\right. \\
& \left.+\left(1-\Gamma_{r}\right) \ln \left(1-\Gamma_{r}\right)\right]-\widetilde{S}\left(\rho_{g}\right)-\widetilde{S}\left(\rho_{r} \Gamma_{r}\right) \tag{6}
\end{align*}
$$

Here, the first term, in which $\lambda$ is the thermal wavelength of the monomers and the summation is carried out over all permissible values of $i$, describes the entropic contribution of the arrangement of the monomers of an assigned color in space with consideration of their symmetry index. The second term in (6) describes the entropy of selecting the $N_{r} \Gamma_{r}$ red groups that have reacted from their total number $N_{r}$. (The extent of conversion of the red groups $\Gamma_{r}$ will also be called the extent of external conversion.) Finally, the entropic energy contributions of all possible arrangements a) of the internal bonds between green groups and $b$ ) of the external bonds between red groups that have reacted are described by the third and fourth terms, respectively, where the expression for the function $\widetilde{S}(\rho)$ obtained in Ref. 8 has the form $\widetilde{S}(\rho)=(\rho / 2) \ln (k \rho / e)$.

The expression (6) naturally generalizes both the traditional approach, which follows from it under the assumption that the fraction of bonds belonging to closed paths is strictly equal to zero in the mean-field approximation,

$$
\rho_{i} \equiv\left\{\begin{array}{cc}
\rho_{0}, & i=0,  \tag{7}\\
0, & i \geqslant 2,
\end{array} \rho_{r} \equiv n \rho_{0} \equiv n \rho, \quad \rho_{g} \equiv 0\right.
$$

(here and in the following $\rho$ is the mean total monomer density), and the approximation proposed in Ref. 8. In this approximation only the first nontrivial density in (6), $\rho_{2}$, which plays the role of a new order parameter, is retained and derived by minimization:
$\rho_{i}=\left\{\begin{array}{cl}\rho_{0}, & i=0, \\ \rho_{2}, & i=2, \quad \rho_{2}+\rho_{0}=\rho, \\ 0, & i>2,\end{array}\right.$

$$
\begin{equation*}
\rho_{r}=n \rho_{0}+(n-2) \rho_{2}, \quad \rho_{g}=2 \rho_{2} . \tag{8}
\end{equation*}
$$

Minimization of the free energy (6) in the classical solution (7) leads to the following expression for $F_{\text {str }}$ :

$$
\begin{align*}
& \frac{F_{\text {str }}^{\text {Flory }}}{V T}=\rho \ln \frac{\rho \lambda^{3} n!}{e}+n \rho f_{\text {Flory }}(\Gamma), \\
& f_{\text {Flory }}(\Gamma)=\frac{\Gamma}{2}+\ln (1-\Gamma) \tag{9}
\end{align*}
$$

where the dependence of the extent of conversion $\Gamma$ on $\rho$ is specified by the law of mass action (1), rewritten in the form

$$
\begin{equation*}
\tilde{\rho}=k \rho=\Gamma /(1-\Gamma)^{2} . \tag{10}
\end{equation*}
$$

A detailed analysis of the approximation (8) was performed in Ref. 8, and we do not dwell on it here. The extremum of the free energy (6) is attained without additional assumptions and with consideration only of the conservation laws

$$
\begin{align*}
& \sum_{m} m \rho_{m}=\rho_{g},  \tag{11}\\
& \sum_{m}(n-m) \rho_{m}=\rho_{r},  \tag{12}\\
& \sum_{m} \rho_{m}=\rho \tag{13}
\end{align*}
$$

in the following thermodynamic equilibrium distribution of the monomers according to color:
$\rho_{i} \lambda^{3}=z \frac{\Phi^{n-i} \Psi^{i}}{i!(n-i)!}, \quad \Psi=\exp \lambda, \quad \Phi=\exp \nu, \quad z=\exp \mu$,
where $\lambda, \nu$, and $\mu$ are the Lagrange multipliers (chemical potentials) corresponding to the conservation laws (11), (12), and (13), respectively. Here both the parameters of the distribution of the monomers according to color $z, \Phi$, and $\Psi$ and the structural characteristics of the infinite cluster are amenable to a comparatively simple one-parameter representation.

In order to obtain this representation we note that minimization of the structural free energy (4) with respect to $\Gamma_{r}$ leads to the law of mass action for the equilibrium reaction leading to the formation of "external" bonds between red functional groups:

$$
\begin{equation*}
\tilde{\rho}_{r}=k \rho_{r}=\Gamma_{r} /\left(1-\Gamma_{r}\right)^{2} . \tag{15}
\end{equation*}
$$

The minimization of $F_{\text {str }}$ with respect to $\rho_{r}$ (with consideration of the preceding expression) and $\rho_{g}$ gives the relations

$$
\begin{align*}
& 1 /\left(1-\Gamma_{r}\right)=\Phi,  \tag{16}\\
& \tilde{\rho}_{g}=k \rho_{g}=\Psi^{2} . \tag{17}
\end{align*}
$$

Plugging the expression (14) for $\rho_{i}$ into Eqs. (11) and (12) and performing the required summation, we obtain the expressions for $\tilde{\rho}_{r}$ and $\tilde{\rho}_{g}$ in the following form:

$$
\begin{align*}
& \tilde{\rho}_{r}=\frac{\tilde{z} \Phi^{n}}{(n-1)!}\left[(1+\delta)^{n}-(n-1) \delta\right]  \tag{18}\\
& \tilde{\rho}_{g}=\frac{\tilde{z} \Phi^{n}}{(n-1)!} \delta\left[(1+\delta)^{n-1}-1\right] \tag{19}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{z}=k z / \lambda^{3}, \tag{20}
\end{equation*}
$$

and the quantity

$$
\begin{equation*}
\delta=\Psi / \Phi \tag{21}
\end{equation*}
$$

which is positive by definition, provides the desired parametrization.

In fact, equating the expressions for the ratio $\rho_{r} / \rho_{g}$ obtained from formulas (15), (16), and (17), on the one hand, and (18) and (19), on the other, we obtain an explicit expression for the external extent of conversion $\Gamma_{r}$ as a function of $\delta$ :

$$
\begin{equation*}
\Gamma_{r}(\delta)=\frac{(1+\delta)^{n}-(n-1) \delta}{\left[(1+\delta)^{n-1}-1\right] / \delta} \tag{22}
\end{equation*}
$$

The substitution of (22) into (16) and (21) specifies the functions $\Phi(\delta)$ and $\Psi(\delta)$, and subsequent consideration of formulas (15)-(17) and (21) leads to an explicit expression for the dependence of the reduced total density $\tilde{\rho}$ on $\delta$ :

$$
\begin{equation*}
\tilde{\rho}(\delta)=\tilde{\rho}_{r}+\tilde{\rho}_{g}=\Phi(\Phi-1)+\Psi^{2}=\frac{\Gamma_{r}(\delta)+\delta^{2}}{\left[1-\Gamma_{r}(\delta)\right]^{2}} \tag{23}
\end{equation*}
$$

The function (23) parametrically assigns any of the structural characteristics whose dependence on $\delta$ can be obtained using the expressions presented above as a function of $\tilde{\rho}$.

In particular, the dependence of the total extent of conversion $\Gamma$ (the fraction of all the chemical groups that have reacted and participate in the formation of either external or internal bonds) on $\tilde{\rho}$ in the system under consideration is specified jointly by (23) and the expression

$$
\begin{equation*}
\Gamma(\delta)=\frac{\Gamma_{r}^{2}(\delta)+\delta^{2}}{\Gamma_{r}(\delta)+\delta^{2}} \tag{24}
\end{equation*}
$$

Equations (22)-(24) comprise the desired eneralization of the law of mass action (10) with consideration of the alteration of the symmetry of the monomers included in closed (and thereby correlated) bond paths belonging to the infinite cluster.

It is also useful to present the expression for the value of the structural free energy achieved in the thermodynamic equilibrium distribution (14):

$$
\begin{align*}
& \frac{F_{\text {str }}}{V T}=\rho \ln \frac{\rho \lambda^{3} n!}{e}+n \rho \widetilde{f}(\delta)  \tag{25}\\
& \widetilde{f}(\delta)=\frac{\Gamma(\delta)}{2}+\ln \left[1-\Gamma_{r}(\delta)\right]-\frac{\ln \left[(1+\delta)^{n}-n \delta\right]}{n}
\end{align*}
$$

where the functions $\Gamma_{r}(\delta)$ and $\Gamma(\delta)$ are defined by formulas (22) and (24), respectively.

## 3. THERMODYNAMIC FEATURES OF THE FORMATION OF AN INFINITE CLUSTER OF LABILE BONDS

Thus, we have shown in the preceding section that consideration of the presence of highly cyclized blocks in the infinite cluster, which was first done in Ref. 8 in a prelimi-


FIG. 2. Dependence of the distribution parameter $\delta$ and the extent of conversion $\Gamma$ (curves 1 and 2 , respectively) on the reduced density $\tilde{\rho}$ for trifunctional monomers. In the family of curves 2 the solid line corresponds to the solution (7) at $\tilde{\rho}<\tilde{\rho}_{c}$ and the solution (14), and the dashed and dotted lines show the values of the extent of conversion for the classical approximation (7) and the approximation (8) at $\tilde{\rho}>\tilde{\rho}_{c}$.
nary study and in the present work in a systematic mean-field approximation, does, in fact, lead to the appearance of a new order parameter and, thereby, to significant modification of the law of mass action and the thermodynamics of weak gels. We first analyze the character of the emerging features for the dependences of the distribution parameter $\delta$ and the extent of conversion $\Gamma$ on the reduced density $\tilde{\rho}$, which are defined by (23) and (24).

As is shown in Fig. 2, physically meaningful solutions of $\delta(\tilde{\rho})$ exist only for $\tilde{\rho}>\tilde{\rho}_{\text {min }}$, where $\tilde{\rho}_{\text {min }}$ is the minimum of the function (23). In the interval ( $\tilde{\rho}_{\text {min }}, \tilde{\rho}_{c}$ ), where $\tilde{\rho}_{c}$ $=\tilde{\rho}(0)$, both $\Gamma(\tilde{\rho})$ and $\delta(\tilde{\rho})$ are double-valued functions. In other words, in this interval the structural free energy (25) of the system has two extrema, the free-energy maximum corresponding to small values of $\Gamma$ and the minimum corresponding to large values. An additional minimum of the structural free energy, which exists in this interval, lies on the boundary of its domain of definition $\delta=0$, i.e., on the classical solution (7). Thus, both the classical solution and the solution (14), which corresponds to a cyclized infinite cluster, exist in the interval $\left(\tilde{\rho}_{\text {min }}, \tilde{\rho}_{c}\right)$, but one of these solutions is metastable.

The two extrema corresponding to the solution (14) merge at $\tilde{\rho}=\tilde{\rho}_{\text {min }}$ and vanish as $\tilde{\rho}$ decreases further. Therefore, at $\tilde{\rho}<\tilde{\rho}_{\text {min }}$ a single minimum of the function (25) is achieved only by the classical solution (7). Conversely, at $\tilde{\rho}>\tilde{\rho}_{c}$ the maximum of the function (25) merges with the classical solution, so that the classical solution ceases to exist even as a metastable solution in this region.

As follows from (22), (23), and (10), the values of the reduced density and the extent of conversion on the boundary for the existence of the classical solution (7) are specified by the expressions


FIG. 3. Dependence of the structural part of the free energy of a system on the reduced density $\tilde{\rho}$ for trifunctional monomers. The solid, dashed, and dotted lines have the same meanings as for curves 2 in Fig. 2. Inset values of the free energies calculated relative to the classical dependence corresponding to the solution (7).

$$
\begin{equation*}
\tilde{\rho}_{c}=\tilde{\rho}_{c}(0)=\frac{n-1}{(n-2)^{2}}, \quad \Gamma_{c}=\frac{1}{n-1} \tag{26}
\end{equation*}
$$

which correspond to the classical condition for the sol-gel transition established back in Refs. 18 and 19.

As for the values of the reduced density and the extent of conversion on the boundary for the existence of the nontrivial solution (14), a numerical calculation shows that the ratio $\tilde{\rho}_{\text {min }} / \tilde{\rho}_{c}$ depends weakly on $n$ and is roughly equal to 0.9 .

Let us now examine the dependences of the values of the structural free energy of the system corresponding to the solutions (7), (8), and (14) on the reduced density $\tilde{\rho}$ (Fig. 3). It can be seen that at $\tilde{\rho}>\tilde{\rho}_{c}$ the largest value of the structural free energy corresponds to the classical solution and the smallest value corresponds to the solution (14) obtained in the present work. Moreover, the solution (14) already becomes thermodynamically advantageous at the point $\tilde{\rho}_{\text {gel }}$ $<\tilde{\rho}_{c}$, at which the structural free energy curves corresponding to the solutions (7) and (14) intersect. This point would be the sol-gel transition point if this transition occurred without altering the value of the monomer density.

## 4. ANALYSIS OF PHASE DIAGRAMS

The analysis performed in the preceding section is somewhat oversimplified. The fact is that, as we show forthwith, the sol-gel transition is always accompanied by a separation into two phases of different density. To analyze the phase diagrams of the system under consideration we take advantage of the generally known fact that the conditions for equilibrium between two one-component phases at an assigned temperature $T$, i.e., the equality between their pressures $P$ and chemical potentials $\mu$, can be represented in the form


FIG. 4. Typical phase diagrams of trifunctional monomers in $T$ vs. $\phi$ coordinates, where $T$ is the temperature of the system and $\phi$ is the volume fraction of the polymer. The dotted lines are diagrams corresponding to the classical approximation. The dashed and dot-dashed lines are the sol-gel transition lines in our approximation and the classical approximation, respectively: a) phase diagram with a triple point ( $g_{0}=-1$, $E=-1.4$ ); b) phase diagram without a triple point $\left(g_{0}=-0.5, E=-2\right)$.

$$
\begin{align*}
& \left.\frac{\partial f}{\partial \rho}\right|_{\rho=\rho_{1}}=\left.\frac{\partial f}{\partial \rho}\right|_{\rho=\rho_{2}},  \tag{27}\\
& f\left(T, \rho_{2}\right)=f\left(T, \rho_{1}\right)+\left.\frac{\partial f}{\partial \rho}\right|_{\rho=\rho_{1}}\left(\rho_{2}-\rho_{1}\right)
\end{align*}
$$

for the presence of a common tangent to the specific free energy.

$$
\begin{equation*}
f(T, \rho)=F(V, T, N) / V \tag{28}
\end{equation*}
$$

In (27) $\rho_{1}$ and $\rho_{2}$ are used to denote the particle densities in the coexisting phases, which are equal to the abscissas of the points of contact of the plot of (28) with the common tangent.

The critical points on the phase diagram correspond to the vanishing of the common tangent

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial \rho^{2}}=0, \quad \frac{\partial^{3} f}{\partial \rho^{3}}=0 \tag{29}
\end{equation*}
$$

and the number of critical points determines the topology of the phase diagram of the system. However, in this paper we do not dwell on a detailed investigation (see, for example, Ref. 14) of the topology of the phase diagrams and a comparison of the phase portraits for the system under consideration, but merely present several typical diagrams for it.

For simplicity, we assume that the temperature dependence of the chemical equilibrium constant $k(T)$ is determined by an ordinary activation mechanism:

$$
\begin{equation*}
k=k_{0} \exp (-E / T) \tag{30}
\end{equation*}
$$

where $k_{0}$ is the normalization factor, which has the dimensions of volume, and $E<0$ is the bond energy, which, like all quantities with the dimensions of energy, can be measured in units of the critical temperature $T_{c}$ of the system of unconnected monomer units. Thus, the system under consideration is characterized by two dimensionless parameters, viz., $g_{0}=k_{0} / v$ and $E$, whose variation leads to different types of phase diagrams.

Typical phase diagrams constructed numerically in the approximation (14) proposed above are shown in Fig. 4, which takes into account the presence of a complex cyclized structure in the infinite cluster and leads to the expression
(25) for the structural part of the free energy, and in the classical Flory approximation (7), which ignores this structure and leads to the expression (9). This figure also shows curves corresponding to the sol-gel transition in the new and classical approximations. One characteristic feature of the phase diagrams constructed in the approximation that we developed is the presence of a phase-separation 'corridor'" in the vicinity of the sol-gel transition. In some (but not all) cases there may be a triple point (Fig. 4a), at which three phases with differing density coexist, an infinite cluster of bonds being present in the densest of these phases (the behavior of the free energy of the system above the triple point is shown in Fig. 5).

If the bond energy $E>0$ (such a situation can be realized in a description of the competitive inhibition of chemical bonds between the polyfunctional $\mathrm{A}_{n}$ monomers under consideration due to the formation of bonds between the latter and monofunctional $\mathrm{B}_{1}$ monomers in an $\mathrm{A}_{n}+\mathrm{B}_{1}$ system $^{14}$ ), the phase diagrams of such a system become more diverse. Scrutinizing them, however, is beyond the scope of the present work.

## 5. CONCLUSION

Thus, we have shown that the classical theory of the sol-gel transition in thermally reversible weak gels based on


FIG. 5. Typical dependence of the free energy of the system on the volume fraction of the polymer at a temperature above the triple point on the phase diagram shown in Fig. 4a ( $T=1.68$ ).
the Cayley-tree approximation remains valid only in the sol region, i.e, in the absence of an infinite cluster of thermally reversible bonds. When such a cluster (a gel fraction) is present, only the description developed above, which allows for the presence of a complex cyclized structure in the infinite cluster, is correct. Moreover, the formation of the infinite cluster, which is described in our formalism as the transition from the classical solution (7) to the solution (14) with spontaneous violation of the identity of the monomers, is a first-order transition, which is always accompanied by a separation into two phases.
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Data on the NMR line shifts, the spin-lattice relaxation rate of ${ }^{63} \mathrm{Cu}$ and ${ }^{17} \mathrm{O}$ nuclei, and the spin-spin relaxation rate of ${ }^{63} \mathrm{Cu}$ are obtained for $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8-\delta}\left(T_{c}=112 \mathrm{~K}\right)$ in the normal and superconducting states. The hyperfine constants at the copper and oxygen atoms in a
$\mathrm{CuO}_{2}$ plane are estimated from an analysis of the temperature dependence of the Knight shift. The temperature-dependent behavior of the long- and short-wavelength parts of the dynamic spin susceptibility is discussed by modeling an antiferromagnetic Fermi liquid. The possible relation between the characteristics of the spin-fluctuation spectrum and the superconducting transition temperature is analyzed for the oxide investigated. © 1999 American Institute of Physics. [S1063-7761(99)01603-0]

## 1. INTRODUCTION

Studies of high- $T_{c}$ superconductivity carried out during the past 10 years have revealed some special features of the electronic properties of high- $T_{c}$ superconducting cuprates that are not observed in low-temperature superconductors. It was established that the superconducting transition temperature is achieved when there is a certain optimal hole concentration $n_{h}^{\text {opt }}$ in the $\mathrm{CuO}_{2}$ layers. ${ }^{1}$ An analysis of the electric field gradient at the Cu and O atoms in copper layers performed for metal oxides ${ }^{2-5}$ revealed a close relationship between $T_{c}$ and both the total hole concentration in the copper planes and the relative populations of the valence orbitals of the $\mathrm{Cu}\left(3 d_{x^{2}-y^{2}}\right)$ and $\mathrm{O}\left(2 p_{\sigma}\right)$ atoms. A decrease in the population $n_{3 d_{x^{2}-y^{2}}}$ of the $3 d_{x^{2}-y^{2}}$ orbital with a simultaneous increase in $n_{2 p_{\sigma}}$ is accompanied by an increase in the critical temperature for lightly doped cuprates with a carrier concentration less than $n_{h}^{\text {opt }}$. The estimates of the singleparticle density of states obtained from data on ${ }^{89} \mathrm{Y}$ NMR line shifts ${ }^{6}$ does not provide a reasonable explanation for the high values of $T_{c}$ in the context of the phonon mechanism of Cooper pairing.

Inelastic neutron scattering experiments and studies of the spin-lattice relaxation of ${ }^{63} \mathrm{Cu}$ and ${ }^{17} \mathrm{O}$ nuclei in the metallic phase of high- $T_{c}$ superconducting oxides revealed the existence of strong antiferromagnetic $\quad\left(q=Q_{\mathrm{AF}}\right.$ $=\{\pi / a, \pi / a\}$ ) spin correlations between nearly localized electrons in the $3 d_{x^{2}-y^{2}}$ orbitals of neighboring copper atoms. Consideration of the features of the spectrum of spin fluctuations in a layer is important in describing the ground state of the conduction band and in analyzing possible nonphonon channels of superconducting pairing. The possibility of carrier pairing in a $\mathrm{CuO}_{2}$ layer due to the virtual exchange
of antiferromagnetic paramagnons was discussed in Refs. 7-9 under the assumption that charge carriers experience attraction near the Fermi surface, which is effective in a layer having a thickness proportional to the characteristic spinfluctuation energy $\Gamma_{Q_{\mathrm{AF}}}$. In this case the preexponential factor in the BCS formula for $T_{c}$ can be represented in the form of the product $\Gamma_{Q_{\mathrm{AF}}} \xi^{2}\left(1-n_{h}\right)$, where $\xi$ is the spinfluctuation correlation length and $n_{h}$ is the hole concentration in the $\mathrm{CuO}_{2}$ layer.

Estimates of spin-fluctuation parameters based on data from NMR experiments have been obtained mainly by modeling an almost antiferromagnetic Fermi liquid. Measurements of the spin-lattice relaxation rate $\left(T_{1}^{-1}\right)$ on ${ }^{63} \mathrm{Cu}$ and ${ }^{17} \mathrm{O}$ nuclei and the contribution of the indirect spin-spin interaction to the damping of the transverse nuclear magnetization of ${ }^{63} \mathrm{Cu}\left({ }^{63} T_{2 g}\right)$ make it possible to study the behavior of the dynamic spin susceptibility at low frequencies. In Refs. 3 and 4 it was established from an analysis of data for $T_{1}^{-1}$ in $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6.9}\left(T_{c}=94 \mathrm{~K}\right)$ and $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{Ca}_{2} \mathrm{Cu}_{3} \mathrm{O}_{10}$ ( $T_{c}=115 \mathrm{~K}$ ) that the increase in the superconducting transition temperature is accompanied by displacement of the spin-fluctuation spectrum toward higher energies, attesting to the spin-fluctuation nature of the superconductivity in these metal oxides.

The present work is devoted to an analysis of data on the NMR of ${ }^{63} \mathrm{Cu}$ and ${ }^{17} \mathrm{O}$ nuclei in a sample of $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8-\delta}\left(T_{c}=112 \mathrm{~K}\right)$ oriented by a magnetic field for the purpose of obtaining information on the variation of the characteristic energy, the correlation length, and other parameters of the spectrum of spin fluctuations in this compound with temperature.

## 2. EXPERIMENTAL METHOD

NMR measurements were performed on a single-phase ceramic sample of $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8-\delta}$ with $T_{c}=112 \mathrm{~K}$, which will be abbreviated as Tl2212 below. A detailed description of the procedure for the synthesis and ${ }^{17} \mathrm{O}-{ }^{16} \mathrm{O}$ isotopic substitution was given in Ref. 10.

The temperature of the transition to the superconducting state was determined by observing the appearance of a diamagnetic response when the ac magnetic susceptibility was measured. For T 12212 the value $T_{c}=112 \mathrm{~K}$ corresponds to the maximum on the $T_{c}\left(n_{h}\right)$ phase diagram with the optimal carrier concentration $n_{h}^{\text {opt }}$ in a $\mathrm{CuO}_{2}$ layer. The polycrystalline sample was mixed with an epoxy resin and oriented in a 9-T magnetic field.

The NMR investigations were carried out with a pulsed NMR spectrometer in the temperature range $10-300 \mathrm{~K}$. The measurements for ${ }^{63} \mathrm{Cu}$ nuclei were carried out in a magnetic field $B_{0}=9 \mathrm{~T}$, and the measurements for ${ }^{17} \mathrm{O}$ nuclei were carried out at $B_{0}=8 \mathrm{~T}$. The method for recording the NMR spectra consisted of excitation of the solid-echo signal followed by complex Fourier transformation of the second half of the echo. To eliminate distortions of the spectra due to transients in the resonant circuit, a sequence that alternated $\left(0-180^{\circ}\right)$ the phase of the first rf pulse was employed. When spectra with a width exceeding the frequency band excited by the rf pulse were recorded, we summed the array of Fourier signals accumulated at a set of uniformly spaced spectrometer frequencies. The ${ }^{63} \mathrm{Cu}$ NQR spectra were obtained in a similar manner. The quadrupole frequency $\nu_{Q}$ was determined from the peak of the NQR line.

The components $K_{\alpha \alpha}$ of the magnetic shift tensor of the ${ }^{63} \mathrm{Cu}$ and ${ }^{17} \mathrm{O}$ NMR lines were determined from the position of the peaks of the NMR lines for the $m=1 / 2 \rightarrow-1 / 2$ transition with consideration of the quadrupole corrections $\nu_{a b, c}$ to the resonant frequency shift in second-order perturbation theory.

The line shifts were determined relative to the position $\nu_{0}$ of the NMR lines of ${ }^{63} \mathrm{Cu}$ in metallic copper $\left[{ }^{63} K\left(\mathrm{Cu}_{\text {met }}\right)=0.23 \%\right]$ and of ${ }^{17} \mathrm{O}$ in $\mathrm{H}_{2} \mathrm{O}$.

## 3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. NMR line shifts, hyperfine fields at ${ }^{63} \mathrm{Cu}$ and ${ }^{17} \mathrm{O}$ nuclei, and homogeneous contribution of the spin susceptibility $\chi_{s}(q=0)$

### 3.1.1. ${ }^{63} \mathrm{Cu}$ NMR line shift

The temperature dependence of the magnetic shift ${ }^{63} K$ (Fig. 1), which includes the orbital shift ${ }^{63} K_{\text {orb }}$ and the spin contribution ${ }^{63} K_{s}(T)$, was obtained from the total shift of the ${ }^{63} \mathrm{Cu}(I=3 / 2)$ NMR line after subtraction of the quadrupole corrections calculated for the case of axial symmetry of the electric field gradient tensor: ${ }^{11}$

$$
\begin{equation*}
\nu_{a b}=\frac{1}{16}\left[I(I+1)-\frac{3}{4}\right] \frac{\nu_{Q}^{2}}{\nu_{0}}, \quad \nu_{c}=0 . \tag{1}
\end{equation*}
$$

To within the measurement error, the quadrupole frequency $\nu_{Q}=17.35(20) \mathrm{MHz}$ did not depend on temperature over the entire temperature range $10-300 \mathrm{~K}$.


FIG. 1. Temperature dependence of magnetic shifts ( $a, b, c-$ principal crystallographic axes).

In the normal state region the components of the NMR shifts decrease monotonically as the temperature is reduced. There is a stronger temperature dependence for ${ }^{63} K_{a b}$ than for ${ }^{63} K_{c}$. The transition to the superconducting state is accompanied by a sharp decrease in the magnitude of the shift. Such behavior of the shift on Cu nuclei is typical of all superconducting oxides studied, and results from elimination of the spin contribution (the Knight shift), which is proportional to the homogeneous spin susceptibility.

An additional diamagnetic contribution $K_{\text {dia }}$ to the NMR shift appears at temperatures below $T_{c}$ due to the distribution of the magnetic fields within the sample created by the vortex structure of the magnetic field. According to our estimates for a 9-T magnetic field at $10 \mathrm{~K}, K_{a b, \text { dia }}<0.005 \%$, which is less than the measurement error in the magnitude of the shift. When the spin contribution $K_{a b, s}$ to the NMR line shifts was determined, we assumed that $K_{a b, s}=0$ at $T=10$ K. It follows from this assumption, in accordance with Fig. 1, that the orbital contribution $K_{a b, \text { orb }}=0.1 \%$. Its value is assumed to remain unchanged over the entire temperature range of the normal and superconducting states. In this case the difference $K_{a b}\left(T=T_{c}\right)-K_{a b}(T=10 \mathrm{~K})$ determines the spin contribution $K_{a b, s}$.

### 3.1.2. ${ }^{17} \mathrm{O}$ NMR line shift

Figure 2 presents the ${ }^{17} \mathrm{O}(I=5 / 2)$ NMR spectra of an oriented sample of T12212 recorded over a broad frequency range, which includes the NMR lines of all transitions. The spectra were obtained at 120 K for the case where the $\mathbf{c}$ axis of the crystallites is oriented parallel (a) and perpendicularly (b) to $\mathbf{B}_{0}$. They are similar in form to the spectra presented for magnetically oriented powders of thallium ceramics (Tl2201) with one $\mathrm{CuO}_{2}$ plane. ${ }^{12}$ We retained the same notation for the oxygen satellite lines corresponding to different sites as in the preceding paper on Tl2212 (Ref. 10). Our subsequent discussion of the ${ }^{17} \mathrm{O}$ NMR spectra pertains to lines that exhibit a strongly temperature-dependent positive shift and are assigned to oxygen atoms in $\mathrm{CuO}_{2}$ layers (O1 sites).

To determine the quadrupole frequencies $\nu_{Q}$ and the asymmetry parameter $\eta$ of the electric field gradient tensor,


FIG. 2. ${ }^{17} \mathrm{O}$ NMR spectra at $T=120 \mathrm{~K}$ for $\mathbf{B}_{0} \| \mathbf{c}$ (a) and $\mathbf{B}_{0} \perp \mathbf{c}$ (b).
we used the positions of the features of the satellite lines of the $\pm 3 / 2 \leftrightarrow \pm 1 / 2$ transitions for various orientations of the external magnetic field $\mathbf{B}_{0}$ relative to the $\mathbf{c}$ axis of the crystallites. For example, when $\mathbf{B}_{0} \| \mathbf{c}$, peak $A_{1}$ of a site for which the principal axis of the electric field gradient tensor lies in the $a b$ plane should correspond to the frequency $\nu_{1}$, which is specified by the expression ${ }^{11}$

$$
\begin{equation*}
\nu_{1}=\nu_{0}\left(1+K_{y}\right)-\frac{\nu_{Q}}{2}(1+\eta)+\frac{5 \nu_{Q}^{2}}{16 \nu_{0}}\left[1+\frac{2}{3} \eta+\frac{1}{9} \eta^{2}\right] \tag{2}
\end{equation*}
$$

When $\mathbf{B}_{0} \perp \mathbf{c}$, peak $A_{1 b}$ appears for crystallites with a principal axis of the electric field gradient tensor perpendicular to $\mathbf{B}_{0}$ at the frequency

$$
\begin{equation*}
\nu_{2}=\nu_{0}\left(1+K_{x}\right)+\frac{\nu_{Q}}{2}(1-\eta)+\frac{5 \nu_{Q}^{2}}{16 \nu_{0}}\left[1-\frac{2}{3} \eta+\frac{1}{9} \eta^{2}\right] \tag{3}
\end{equation*}
$$

and peak $A_{1 a}$ appears for crystallites with a principal axis of the electric field gradient tensor parallel to $\mathbf{B}_{0}$ at

$$
\begin{equation*}
\nu_{3}=\nu_{0}\left(1+K_{z}\right)-\nu_{Q}+\frac{5 \nu_{Q}^{2}}{36 \nu_{0}} \eta^{2} \tag{4}
\end{equation*}
$$

It was assumed in the analysis of the NMR line shift ${ }^{17} K$ that the symmetry of the tensor is nearly axial: ${ }^{17} K_{x}$ $={ }^{17} K_{y}$. For the compound investigated we obtained ${ }^{17} \nu_{Q}$ $=1.09 \mathrm{MHz}$ and $\eta=0.33$, which do not depend on temperature. The parameters of the electric field gradient tensor are close to those given for the sites of O atoms in Y123, Tl2201, and Tl2212. The components of the magnetic line shift tensor ${ }^{17} K$ were determined from the position of the peak of the NMR line of the $1 / 2 \leftrightarrow-1 / 2$ transition with allowance for the quadrupole correction $\nu_{c}$ to the shift of the resonant frequency $\nu_{0}$ (Ref. 11) of oxygen atoms in $\mathrm{Cu}-$ $\mathrm{O}-\mathrm{Cu}$ chains along the $\mathbf{c}$ axis of the crystal:

$$
\begin{equation*}
\nu=\frac{(3+\eta)^{2}}{144}\left[I(I+1)-\frac{3}{4}\right] \frac{\nu_{Q}^{2}}{\nu_{0}} \tag{5}
\end{equation*}
$$

Figure 1 presents the temperature dependence of the component ${ }^{17} K_{c}$ of the magnetic NMR line shift tensor corresponding to the O 1 site, which decreases monotonically as the temperature is reduced with an increase in the rate of variation of the shift as $T_{c}$ is approached.

### 3.1.3. Magnetic hyperfine coupling constants and orbital shift

The hyperfine coupling constants at copper and oxygen atoms were determined from plots of the parametric functions ${ }^{63} K_{c}\left({ }^{63} K_{a b}\right)$ and ${ }^{17} K_{c}\left({ }^{63} K_{a b}\right)$, which were constructed using data for the normal state above 100 K in order to eliminate the influence of the diamagnetic contribution, which begins to increase significantly at temperatures below $T_{c}$. In accordance with the Mila-Rice Hamiltonian, ${ }^{13}$ which was proposed to describe the magnetic hyperfine interactions of atoms in a $\mathrm{CuO}_{2}$ layer, the Knight shift at copper and oxygen atoms is proportional to the homogeneous spin susceptibility $\chi_{s}(q=0) \equiv \chi_{0}$ of the layer:

$$
\begin{align*}
& { }^{63} K_{a b, c}=\left(A_{a b, c}+4 B\right) \chi_{0},  \tag{6}\\
& { }^{17} K_{c}=2 C_{c} \chi_{0} . \tag{7}
\end{align*}
$$

The anisotropy constant $A_{\alpha \alpha}$ takes into account the total contribution of the magnetic hyperfine interaction of the spin of the ${ }^{63} \mathrm{Cu}$ nucleus with the nearly localized electron spin of the $3 d_{x^{2}-y^{2}}$ orbital. The contribution of the indirect $\mathrm{Cu}-\mathrm{O}-\mathrm{Cu}$ interaction from the four nearest neighbors of each Cu atom is taken into account by the hyperfine constant $B$, which was assumed to be an isotropic quantity in Ref. 13. Finally, the covalency of the $\mathrm{Cu}_{3 d_{x^{2}-y^{2}}}$ and $\mathrm{O}_{2 p_{\sigma}}$ orbitals is taken into account by the constant $C$, whose value depends on the direction of the magnetic field relative to the crystallographic axes. For the ensuing analysis we assume that the values of $A_{\alpha \alpha}$ in the compound investigated are the same as in $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ (Ref. 13), and equal $A_{a b}=37 \mathrm{kOe} / \mu_{B}$ and $A_{c}=-165 \mathrm{kOe} / \mu_{B}$. The values $B=71 \mathrm{kOe} / \mu_{B}$ and $C_{c}$ $=73 \mathrm{kOe} / \mu_{B}$ were obtained from the slopes of the ${ }^{63} K_{c}\left({ }^{63} K_{a b}\right)$ and ${ }^{17} K_{c}\left({ }^{63} K_{a b}\right)$ curves in accordance with (6) and (7). The estimates of the hyperfine constants coincide with the data ${ }^{4}$ for $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{Ca}_{2} \mathrm{Cu}_{3} \mathrm{O}_{10}$ ( Tl 2223 below) and somewhat exceed the values given for the isostructural compound Bi2212 in Ref. 14.

Taking into account that ${ }^{63} K_{a b, \text { orb }}=0.1 \%$, we find ${ }^{63} K_{c, \text { orb }}=1.08 \%$ and ${ }^{17} K_{c, \text { orb }}=-0.02 \%$ from the parametric dependences. The magnitude of the orbital shift ${ }^{63} K_{a b, \text { orb }}$ is determined by the van Vleck susceptibility of the Cu atoms. The decrease in ${ }^{63} K_{a b \text {, orb }}$ compared to the value for Y123, ${ }^{63} K_{a b, \text { orb }}=1.25 \%$, might suggest an additional downward displacement of the energies of the filled $d_{x y}, d_{x z}$, and $d_{y z}$ orbitals relative to $E_{F}$ in $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8-\delta}$.


FIG. 3. Temperature dependence of ${ }^{63}\left(T_{1} T\right)^{-1}$ (a) and ${ }^{17}\left(T_{1} T\right)^{-1}(\mathrm{~b})$ for $\mathbf{B}_{0} \perp \mathbf{c}$ (squares) and $\mathbf{B}_{0} \| \mathbf{c}$ (circles).

### 3.1.4. Principal value of the electric field gradient tensor for ${ }^{63} \mathrm{Cu}$ and ${ }^{17} \mathrm{O}$; population of the orbitals of the Cu and O atoms in Tl2212

The quadrupole frequencies $\nu_{Q}$ for oxygen and copper in the compound under investigation, ${ }^{63} \nu_{Q}=17.3(2) \mathrm{MHz}$ and ${ }^{17} \nu_{Q}=1.09(5) \mathrm{MHz}$, are close to the values for $\mathrm{Tl} 2223\left(T_{c}\right.$ $=115 \mathrm{~K}),{ }^{63} \nu_{Q}=17.3 \mathrm{MHz}$ and ${ }^{17} \nu_{Q}=1.15 \mathrm{MHz}$, respectively. ${ }^{2}$

It was shown in Ref. 15 that the electric field gradient $V_{\alpha \alpha}$ at the copper and oxygen atoms in $\mathrm{CuO}_{2}$ layers is produced mainly by electrons in partially filled orbitals of atoms having aspherical symmetry. In this case the quadrupole frequency

$$
{ }^{63} \nu_{Q}=\frac{3 e^{2} Q}{2 I(2 I-1)} V_{c c}
$$

is proportional to the population of the copper $3 d_{x^{2}-y^{2}}$ orbital, and the change in the quadrupole frequency of the ${ }^{17} \mathrm{O}$ nuclei is determined by the population increment of the $\mathrm{O}_{2 p_{\sigma}}$ orbital: $\Delta \nu_{Q} \sim \Delta n_{2 p_{\sigma}}$. Zheng et al. ${ }^{2}$ analyzed the charge distribution in several superconducting cuprates within this scheme. They found that an increase in the superconducting transition temperature is accompanied by a decrease in the population of the copper $3_{x_{x^{2}-y^{2}}}$ orbital and an increase in $n_{2 p_{\sigma}}$. The experimental values of $\nu_{Q}$ obtained for Tl 2212 confirm this empirical rule: the equal values of the quadrupole frequency ${ }^{63} \nu_{Q}$ in Tl 2212 and Tl 2223 correspond to similar values of $T_{c}$, and the larger value of $\nu_{Q}$ for oxygen in Tl 2223 (or the larger hole concentration $n_{2 p_{\sigma}}$ ) corresponds to a higher value of $T_{c}$. An increase in the population of the oxygen orbitals may signify an increase in the weight of the less localized $\mathrm{O}_{2 p_{\sigma}}$ states in the wave function describing the state of the conduction-band hole carriers along the Y123-Tl2212-Tl2223 series.

### 3.2. Magnetic relaxation of ${ }^{63} \mathrm{Cu}$ and ${ }^{17} \mathrm{O}$ nuclei and characteristics of the spin-fluctuation spectrum in a $\mathrm{CuO}_{2}$ layer

### 3.2.1. Spin-lattice relaxation rate of ${ }^{63} \mathrm{Cu}$ and ${ }^{17} \mathrm{O}$ nuclei

Figure 3 presents the temperature dependence of ${ }^{63}\left(T_{1} T\right)^{-1}$ and ${ }^{17}\left(T_{1} T\right)^{-1}$ for the orientations of the external magnetic field $\mathbf{B}_{0} \| \mathbf{c}$ and $\mathbf{B}_{0} \perp \mathbf{c}$.

When $T_{1}$ was measured for ${ }^{63} \mathrm{Cu}$, the variation of the total intensity of the NMR spectrum $y(t)$ measured within the linewidth was recorded. The experimental file was treated by the least-squares method using the formula

$$
\begin{equation*}
y(t)=A+B \exp \left(-t / T_{1}\right)+C_{2} \exp \left(-6 t / T_{1}\right), \tag{8}
\end{equation*}
$$

where $A, B, C$, and $T_{1}$ are variable parameters.
The temperature dependences of ${ }^{63}\left(T_{1} T\right)^{-1}$ for $\mathbf{B}_{0} \| \mathbf{c}$ and $\mathbf{B} \perp \mathbf{c}$ have a characteristic maximum at $T=150 \mathrm{~K}$.

The spin-lattice relaxation time $T_{1}$ of ${ }^{17} \mathrm{O}$ nuclei ( $I$ $=5 / 2$ ) was measured using a method that equalizes the populations of energy levels with different values of the magnetic quantum number $m$. A sample immersed in a magnetic field is subjected to a series of radio-frequency pulses, whose filling frequency varies within the total width of the spectrum according to a definite periodic law, and the amplitude of the spin echo is measured after a time $t$. It follows from the solution of the system of relaxation equations for the populations of the levels that when the populations of nonequidistant energy levels are equalized, the magnetization $M_{z}(t)$ obeys a simple exponential function of time. This method significantly reduced the error in the determination of ${ }^{17} T_{1}$. To separate the contributions to the resultant echo signal of ${ }^{17} \mathrm{O}$ atoms in different layers when $T_{1}$ was measured, the variation of the intensity of the absorption signal corresponding to the NMR line of the O 1 sites in the $\mathrm{CuO}_{2}$ layers was recorded. The experimental results were processed using Eq. (8). The coefficient $C$ of the "slow" exponential function reached a value of 0.8 , suggesting a nearly single-exponential functional dependence of the magnetization restoration function.

The temperature dependence of ${ }^{17}\left(T_{1} T\right)^{-1}$ for $\mathbf{B}_{0} \| \mathbf{c}$ decreases monotonically in the normal state with a further sharp drop in the superconducting region. To elucidate the anisotropy of the spin-lattice relaxation rate, measurements were carried out with $\mathbf{B}_{0} \perp \mathbf{c}$. It was found that the anisotropy constant ${ }^{17} r=\left(T_{1}\right)_{a b} /\left(T_{1}\right)_{c}=1.3$.

### 3.2.2. Spin-spin relaxation rate of copper nuclei

Figure 4 presents the temperature dependence of ${ }^{63} T_{2 g}^{-1}$ for $\mathbf{B}_{0} \| \mathbf{c}$.

When $T_{2 g}$ was measured for ${ }^{63} \mathrm{Cu}$, the variation of the intensity of the NMR line was also recorded. The experimental array was processed with the least-squares method using the formula


FIG. 4. Temperature dependence of ${ }^{63} T_{2 g}^{-1}$ for $\mathbf{B}_{0} \| \mathbf{c}$.

$$
\begin{equation*}
y(t)=A \exp \left\{-0.5\left(\frac{t}{T_{2 g}}\right)^{2}-\frac{t}{T_{2 L}}\right\}, \tag{9}
\end{equation*}
$$

where $t$ is the time between the first pulse and the spin-echo signal and

$$
\begin{equation*}
1 / T_{2 L}=3\left(1 / T_{1}\right)_{c}+\left(1 / T_{1}\right)_{a b} . \tag{10}
\end{equation*}
$$

The Gaussian contribution $T_{2 g}^{-1}$ to the spin-spin relaxation rate for $\mathbf{B}_{0} \| \mathbf{c}$ increases slowly with decreasing temperature, peaks at $T=160 \mathrm{~K}$, and then decreases. The temperature resulting dependence is similar to the one presented for $\mathrm{Tl} 2223\left(T_{c}=115 \mathrm{~K}\right)$ in Ref. 4.

### 3.2.3. Estimates of the parameters of the spin-fluctuation spectrum in the model of an antiferromagnetic Fermi liquid

Millis, Monien, and Pines ${ }^{16}$ proposed a phenomenological model of an antiferromagnetic Fermi liquid to describe the spin correlations in a $\mathrm{CuO}_{2}$ layer. In this model the values of the dynamic spin susceptibility $\chi_{s}(q, \omega)$ at the Brillouin-zone center $(q=0)$ and on its boundary ( $q$ $\left.=Q_{\mathrm{AF}}\right)$ are related to one another. This allowed us to discuss NMR data for different atoms within a single spin degree of freedom. The corresponding imaginary part of the susceptibility in the low-frequency limit can be written in the form

$$
\begin{equation*}
\chi^{\prime \prime}(q, \omega \rightarrow 0)=\frac{\pi \chi_{0} \omega}{\Gamma_{0}} \frac{1+\beta(\xi / a)^{4}}{\left[1+\xi^{2}\left(q-Q_{\mathrm{AF}}\right)^{2}\right]^{2}} \tag{11}
\end{equation*}
$$

Here $\xi$ is the magnetic correlation length, $\Gamma_{0}$ is the characteristic spin-fluctuation energy for $q=0, a$ is the lattice parameter, and $\beta$ is a parameter that takes into account the increase in fluctuation intensity for $q=Q_{\mathrm{AF}}=\{\pi, \pi\}$ relative to the value at the Brillouin-zone center. The expression (11) was obtained using the following coupling conditions for the values of the spin-fluctuation parameters for $q=0$ and $q=Q_{\mathrm{AF}}$ :

$$
\begin{align*}
& \chi_{Q}=\chi_{s} \beta^{1 / 2}(\xi / a)^{2},  \tag{12}\\
& \Gamma_{Q}=\left(\Gamma_{0} / \beta^{1 / 2}\right)(\xi / a)^{2} \pi \tag{13}
\end{align*}
$$

We obtained the anisotropy constant of the spin-lattice relaxation rate for the compound in question: ${ }^{63} r={ }^{63}\left(1 / T_{1}\right)_{a b} /{ }^{63}\left(1 / T_{1}\right)_{c}$. This ratio is approximately constant over the entire temperature range and equals ${ }^{63} r=2.65(0.3)$. The value obtained is greater than the value ${ }^{63} r \approx 1.8$ for Tl2223 (Refs. 3 and 4) and less than the value ${ }^{63} r=3.7$ for Y123 (Refs. 17 and 18). In the limit $\xi \gtrdot a,{ }^{63} r$ is determined by a combination of hyperfine fields. ${ }^{19}$


FIG. 5. Temperature dependence of $\xi / a$ for T12212 (circles), T12223 (squares), and Y123 (dashed line).

The temperature-independent behavior of ${ }^{63} r$ may attest to the applicability of the approximation of large values of the correlation length $\xi$.

As was shown in Ref. 20, the Gaussian component ${ }^{63} T_{2 g}^{-1}$ of the spin-spin relaxation rate at copper for $\mathbf{B}_{0} \| \mathbf{c}$ contains information on the wave-vector-dependent real part of the spin susceptibility. For $\xi>a$ the contribution of the fluctuations for $q=Q_{\mathrm{AF}}$ to $T_{2 g}^{-1}$ is dominant: ${ }^{19}$

$$
\begin{equation*}
\left(\frac{1}{T_{2 g}}\right)^{2}=\frac{0.69\left({ }^{69} \gamma \eta\right)^{4}(A c-4 B)^{4}}{32 \pi \eta k_{B}} \beta \chi_{0}^{2}\left(\frac{\xi}{a}\right)^{2} \tag{14}
\end{equation*}
$$

( $\gamma$ is the gyromagnetic ratio). It is convenient to write (14) in a different form:

$$
\begin{align*}
\left(\frac{1}{T_{2 g}}\right)^{2}= & \frac{0.69\left({ }^{69} \gamma \eta\right)^{2}(A c-4 B)^{2}}{16 \pi \eta k_{B}} \\
& \times\left[\frac{2}{{ }^{63}\left(T_{1} T\right)_{a b}}-\frac{1}{{ }^{63}\left(T_{1} T\right)_{c}}\right] \chi_{0} \eta \Gamma_{0} . \tag{15}
\end{align*}
$$

Using (15) and the values of the homogeneous spin susceptibility $\chi_{0}$, we obtain estimates of the characteristic spinfluctuation energy $\eta \Gamma_{0}(T)$, which significantly exceeds the value $\eta \Gamma_{0}=1.2 \mathrm{eV}$ for $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ (Ref. 21) and is comparable to the data for Tl 2223 at temperature above 180 K . The quantity $\eta \Gamma_{0}$ remains roughly constant over a broad temperature range $\left(\eta \Gamma_{0}=2.91 \mathrm{eV}\right)$. Similar temperatureindependent behavior was observed for $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$. Unlike the latter compound, T 12223 exhibited a significant decrease in $\eta \Gamma_{0}$ with temperature in the normal-state region. The significant increase in $\eta \Gamma_{0}$ attests to displacement of the fluctuation spectrum toward higher frequencies in Tl 2212 , which has a higher value of $T_{c}$ compared with Y123.

Determination of the correlation length using Eq. (14) requires knowledge of $\beta$, which takes into account the increase in the fluctuation intensity for $q=Q_{\mathrm{AF}}=\{\pi, \pi\}$ relative to its value at the Brillouin-zone center. In particular, in the previous studies $\beta$ was assumed to be equal to $\pi^{2} \approx 10$, mainly for YBaCuO . The value $\beta=60$ was given in Refs. 3 and 4. In the present work we took $\beta=0$, which correspond to the value for $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{Ca}_{2} \mathrm{Cu}_{3} \mathrm{O}_{10-d}$, which is structurally closely related and has similar superconducting properties.

The values of the correlation length of the antiferromagnetic spin fluctuations are presented in Fig. 5 in units of $a$, which is equal to the distance between neighboring Cu atoms. The temperature dependence of $\xi / a$ for T 12212 is very close to the analogous dependence for $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7} \cdot{ }^{21}$ Inter-
estingly enough, the value of $\xi / a$ for $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{Ca}_{2} \mathrm{Cu}_{3} \mathrm{O}_{10}$ near $T_{c}$ approximates the value obtained for $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8}$ in the present work.

Monthoux and Pines ${ }^{8}$ showed that if Cooper pairing occurs as a result of the virtual exchange of antiferromagnetic paramagnons, the interaction between the electrons in a pair will be proportional to the spin-fluctuation energy. In this case the following expression was proposed for the superconducting transition temperature:

$$
\begin{equation*}
T_{c}=\frac{\Gamma_{0}}{\pi \beta^{0.5}} 0.79\left(1-n_{h}\right) \exp \left(-\frac{1}{\lambda}\right) \tag{16}
\end{equation*}
$$

Here $\lambda$ is the dimensionless coupling constant (for the system under consideration $0.42<\lambda<0.48$ ), and $n_{h}$ is the hole concentration in a layer. The factor $\Gamma_{0} / \pi \beta^{0.5}$ preceding the exponential in (16) for the compound investigated is 1.5 times the analogous value for $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ at $T=220 \mathrm{~K}$. This is fully consistent with the higher value of $T_{c}$ for Tl 2212 when the possible differences in the other quantities ( $\lambda$ and $n_{h}$ ) are taken into account. In our opinion, the estimates of the parameters of the resulting spin-fluctuation spectrum support the nonphonon superconductivity mechanism discussed for YBaCuO in Ref. 8.

In metals with a broad conduction band the relaxation rate is proportional to the temperature. This is because in the limit of short electron-motion correlation times, $\omega_{0} \tau_{e} \ll 1$, the density of states of the spin excitations at the NMR frequencies $\omega_{0}$ is constant, and their number is proportional to the temperature. The spatial dispersions of the spin susceptibility $\chi(q)$ and the quasiparticle damping $\Gamma_{q}$ are weak. Their values are completely determined by the density of states at the Fermi level $N\left(E_{F}\right)$. In the paramagnetic state $\chi^{\prime \prime}(q, \omega) / \omega$ exhibits a Lorentzian frequency dependence:

$$
\begin{aligned}
& \chi(q) \approx \chi(q=0) \equiv \chi_{0}=2 \mu_{B}^{2} N\left(E_{F}\right), \\
& \Gamma_{q} \approx \Gamma \propto N^{-1}\left(E_{F}\right) .
\end{aligned}
$$

In this case the expression for the relaxation rate takes the form

$$
\begin{align*}
{ }^{17} W= & \gamma^{2} \eta k_{B} T C^{2} \sum_{q} \frac{\chi^{\prime \prime}\left(q, \omega_{0}\right)}{\omega_{0}} \approx \gamma^{2} k_{B} T C^{2} \\
& \times \sum_{q} \frac{\pi \chi(q)}{\Gamma_{q}} \approx 2 \gamma^{2} \hbar k_{B} T C^{2} N^{2}\left(E_{F}\right) . \tag{17}
\end{align*}
$$

When relaxation processes are analyzed in normal metals, $K_{s}$ is usually estimated using the Korringa relation:

$$
\begin{equation*}
K_{s}^{2} T T_{1}=\frac{4 \pi \mu_{B}^{2}}{\hbar \gamma^{2} k_{B}} \equiv \text { const. } \tag{18}
\end{equation*}
$$

The phenomenological model of a nearly antiferromagnetic Fermi liquid leads to a relation between the spin-lattice relaxation time $T_{1}$ and the Knight shift $K_{s}$ that differs from the Korringa law:

$$
\begin{equation*}
K_{s} T_{1} T=\text { const. } \tag{19}
\end{equation*}
$$

The experimental data on the Knight shift and the spinlattice relaxation rate are closely approximated by the relation

$$
{ }^{17} K_{s}^{0.95 \pm 0.2} T T_{1}=\text { const. }
$$

This result enables us to conclude that it is better to analyze electron excitations in the copper layers of $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8-\delta}$ in a model that allows for the presence of strong spin correlations between copper atoms in the $\mathrm{CuO}_{2}$ planes.

## 4. CONCLUSION

${ }^{63} \mathrm{Cu}$ and ${ }^{17} \mathrm{O}$ NMR data for the normal and superconducting states of the oriented cuprate $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8-\delta}$ have been presented in this paper. Information on charge redistribution in the copper planes in comparison to other high- $T_{c}$ superconducting oxides have been obtained from an analysis of the ${ }^{63} \mathrm{Cu}$ and ${ }^{17} \mathrm{O}$ quadrupole frequencies. The data confirm the correlation detected between the increase in superconducting transition temperature in high- $T_{c}$ superconductors and enhancement of the covalent copper-oxygen bonding.

An analysis of the spin-spin and spin-lattice relaxation rates in the model proposed by Millis, Monien, and Pines has revealed a significant increase in the characteristic spinfluctuation energy in comparison to Y123, while the magnetic correlation length does not vary significantly as the superconducting transition temperature increases. Thus, according to the NMR data, the increase in $T_{c}$ in $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8-\delta}$ is accompanied by an increase in the spin-fluctuation energy, which is a compelling argument favoring a superconductivity mechanism associated directly with spin fluctuations in the copper layers.
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#### Abstract

The results of experimental investigations and computer modeling of the magneto-oscillations of the capacitance of surface layers with a two-dimensional gas in the narrow-gap semiconductor HgCdTe with direct and inverted band structure are compared. The structure of the Landau levels is calculated by a model that has a clear physical interpretation and is based on the reduction of matrix equations to Schrödinger-like equations with an effective potential in which the terms responsible for nonparabolic and spinor-type effects are easily separable. An analytic approach is developed for describing magneto-oscillation phenomena in the twodimensional gas of materials with a quasirelativistic spectrum, and the emergence is noted of new theoretical parameters (compared to the parameters of materials with parabolic bands). Finally, the parameters of level broadening in spin-orbit split subsubbands are determined and the dominant scattering mechanisms are discussed. © 1999 American Institute of Physics. [S1063-7761(99)01703-5]


## 1. INTRODUCTION

The lifting of the spin degeneracy of the spectrum of a two-dimensional gas by the electrostatic potential of asymmetric quantum wells due to spin-orbit coupling is a muchdiscussed problem. ${ }^{1-12}$ This effect, which is actually a relativistic effect, is the largest in narrow-gap semiconductors. The most reliable experimental data on the splitting parameters have been obtained by studying magneto-oscillation effects, with the analysis usually based on measurements of the populations of spin-split subsubbands taken from oscillation periods or their Fourier spectra. In this approach all data on the position and amplitude of individual oscillations are ignored, which means, however, that the information about the exact energy position and broadening of Landau levels is lost. Here the commonly used assumption about the semiclassical nature of the magnetic quantization of the two dimensional spectra does not correspond to the Hamiltonian of a system with strong spin-orbit coupling and does not agree with the experimental data, which, in particular, is an indication that for small Landau-level numbers there is an appreciable nonperiodicity of the oscillations in the reciprocal magnetic field. Along with the ambiguity in determining the Fourier frequencies (these strongly and nonmonotonically depend on the range of field strengths being analyzed) this leads to sizable errors in determining the splitting parameters, thus reducing confidence in the faithfulness of the models used.

Methods based on computer simulations of magnetooscillation effects are more productive. This approach, however, is fraught with difficulties when one deals with materials with a Kane spectrum, difficulties associated with the complexity of self-consistent calculations of the spectrum in a magnetic field that systematically allow for spinor-type effects and with the insufficient development of the theory of
magneto-oscillation phenomena in the two-dimensional electron gas of semiconductors with a quasirelativistic spectrum. The faithfulness of the approaches often used in the study of such materials, approaches actually based on the parabolic approximation, at least requires substantiation.

This paper reports on studies of the spin-orbit couplingrelated features of the energy spectrum in a magnetic field and of the magneto-oscillation effects in surface quantum wells in Kane semiconductors, and the manifestations of these features in materials with direct and inverted band structure. In addition to the experimental studies of inverted and enriched HgCdTe layers done by the magneto-oscillation capacitive spectroscopy method, a theory for calculating the Landau levels and describing capacitance magnetooscillation effects is developed (this theory takes into account spinor-type effects). In light of the computer simulation problem solved in this study, one more advantage of capacitive methods comes to the fore, in addition to the fact that such methods are not limited by the magnitude and size of the gap. Being actually the measure of the density of two-dimensional states, the differential capacitance makes it possible, by measuring its absolute value, to extract information not only about the structure of Landau levels but also about the level-smearing parameters and hence about the dominant scattering mechanisms, including the features of such mechanisms in systems with strong spin-orbit coupling. This is all the more important because the standard methods of determining the broadening parameters for narrow-gap materials are often inapplicable due to the irregular nature of the oscillations.

## 2. BASIC EXPERIMENTAL RESULTS

We measured the magneto-oscillations of the capacitance of $\mathrm{Hg}_{1-x} \mathrm{Cd}_{x} \mathrm{Te}$-based MOS structures with a positive


FIG. 1. Experimental (1) and computer-simulated (2) capacitance magnetooscillations for the sample S 1 at $V_{g}=2 \mathrm{~V}\left(N_{s}=3.1 \times 10^{12} \mathrm{~cm}^{-2}\right)$. The capacitance of the oxide in the metal oxide semiconductor structure, $C_{\text {oxide }}$, is 148 pF , and the area $S$ is $9 \times 10^{-4} \mathrm{~cm}^{2}$. For the sake of clarity, curve 1 is shifted upward. The following values of $T_{D}$ were used in the calculations: 13.5 K for $i=0,10 \mathrm{~K}$ for $i=1$, and 9 K for $i=2$.
(sample $\mathrm{S} 1, E_{g}=+80 \mathrm{meV}, N_{A}-N_{D}=1.8 \times 10^{16} \mathrm{~cm}^{-3}$ ) and negative (sample P1, $E_{g}=-50 \mathrm{meV}, \quad N_{A}-N_{D}=3$ $\times 10^{15} \mathrm{~cm}^{-3}$ ) Kane gap $E_{g}$ with a $700-1000-\AA ̊$ thick anodic oxide acting as the gate dielectric, as functions of the magnetic field strength $B$ and the voltage $V_{g}$ on the field electrode. All measurements were made at $T=4.2 \mathrm{~K}$. Examples of the magnetic-field dependence of the oscillations of $C$ and $d C / d V_{g}$ are shown in Figs. 1 and 2a, while the $C$ vs. $V_{g}$ dependence at $B=4 \mathrm{~T}$ is depicted in Fig. 2b. Beats are clearly visible in the oscillations, while the splitting of subband lines into doublets is visible in the Fourier spectra, which points to the splitting of subband Fermi surfaces due to spin-orbit coupling.

Despite the fact that the splitting and especially the ratio $I_{i}^{-} / I_{i}^{+}$of the intensities of the Fourier lines corresponding to the lower and upper spin subbands ( $i$ is the number of the two-dimensional subband) strongly depend on the range of field strengths being used (for instance, it is clear that a Fourier analysis will reveal no splitting for the range between beat nodes), several characteristic features can be detected.

While for low surface concentrations $N_{s}$ the values of the intensities $I_{i}^{+}$and $I_{i}^{-}$are close ( $I_{i}^{+}>I_{i}^{-}$for excited subbands near their edges), as $N_{s}$ increases the ratio $I_{i}^{-} / I_{i}^{+}$decreases significantly, especially for the ground subband, $i=0$. At extremely high subband concentrations, $N_{i}>(2-3)$ $\times 10^{12} \mathrm{~cm}^{-2}$, only one Fourier line exists, and this line corresponds, as the analysis of the $N_{i}^{ \pm}$vs. $V_{g}$ dependence shows, not to the average subband concentration ( $N_{i}^{+}$ $+N_{i}^{-}$)/2 (which for regions of $N_{i}$ with clearly detectable spin-orbit splitting can be determined from the Fourier transform in the range of fields between beat nodes) but to the concentration in the upper spin subsubband, $N_{i}^{+}$.

For HgCdTe with $E_{g}>0$, spin-orbit splitting in the ground subband does not manifest itself at low concentrations $N_{i}$ either. However, in this range of concentrations, double-frequency Fourier lines are detectable. This phenomenon is due to the resolution in the oscillations of individual spin components for small Landau-level numbers ( $n \leqslant 3$ ) and manifests itself in the oscillations of the $C$ vs. $V_{g}$ dependence (Fig. 2b). In samples with $E_{g}<0$, there is not a single regime in which individual spin components manifest themselves in the $C$ vs. $V_{g}$ and $C$ vs. $B$ oscillations, even for the ground Landau level.

The subband and subsubband concentrations agree, within experimental error, with the values of the Fermi quasimomenta calculated by the method used in Ref. 8. As $N_{s}$ increases, the relative splittings $\Delta N_{i} / N_{i}=\left(N_{i}^{-}-N_{i}^{+}\right)$ $\times\left(N_{i}^{+}+N_{i}^{-}\right)^{-1}$ tend, within experimental error $(\approx 20 \%)$, to their "ultrarelativistic'" limits of approximately 0.1 for HgCdTe with $E_{g}>0$ and about 0.18 for HgCdTe with inverted bands (for different subbands these limits are essentially the same). ${ }^{8}$

## 3. THEORETICAL MODEL

The modeling of capacitance magneto-oscillations requires solving three relatively independent problems: (1) a calculation of the energy position of Landau levels in a self--


FIG. 2. Experimental (1) and computer-simulated (2) (a) magneto-oscillations of $d C / d V_{g}$ at $V_{g}$ $=8 \mathrm{~V}$ (with $N_{1}=1.65 \times 10^{12} \mathrm{~cm}^{-2}$ and $N_{2}=4.9$ $\times 10^{11} \mathrm{~cm}^{-2}$ ) and (b) the $C$ vs $V_{g}$ curves for a magnetic field $B=4 \mathrm{~T}$ for the sample P1. The capacitance of the oxide, $C_{\text {oxide }}$, is 195 pF , and the area $S$ is $12 \times 10^{-4} \mathrm{~cm}^{2}$. The following values of $T_{D}$ were used in the calculations: 9 K for $i=1$ and $T_{D}=6 \mathrm{~K}$ for $i=2$. The experimental $C$ vs. $V_{g}$ curve is shifted upward by 20 pF .
consistent surface quantum well, (2) a calculation of the density of states based on a model of magnetic-level broadening, and (3) a calculation of the differential capacitance of the space charge region with the spectrum quantized by electric and magnetic fields.

### 3.1. Spectrum in a magnetic field

The complexity of a theoretical description of the subband spectra in the surface layers of Kane semiconductors is due not only to the matrix nature of the Hamiltonian and the fact that the boundary conditions imposed on the spinor components are ambiguous ${ }^{13,14}$ but also to the complexity of the self-consistency procedure in view of the dependence of the wave functions describing the electron-density distribution in the direction of confinement on the two-dimensional momentum, the number of the subband, the spin, and interband tunnel mixing. In the presence of a vector potential, direct selfconsistent calculations of the density of states are impossible in view of their computational complexity (to say nothing of trying to model capacitance oscillations as a function of $B$ and especially the depth of the potential well).

We believe it is justified to carry out the calculations of the spectrum within an approach developed in Refs. 15 and 16 for describing vacuum condensate of Dirac electrons near supercharged nuclei and used in Refs. 8 and 17 for analyzing surface quantum wells in Kane and Dirac semiconductors in the absence of a magnetic field. At $B=0$ the results obtained by this approach agree fairly well (including spinor-type effects) with the experimental data and with direct numerical calculations. ${ }^{9}$ (As noted in Ref. 9, the difference between the approach of Minkov et al. ${ }^{9}$ and our approach developed in Ref. 8 concerns a unique case of vacant states near the bottom of a subband for a narrow and shallow unfilled quantum well in HgCdTe with an exceptionally high level of doping, $>10^{19} \mathrm{~cm}^{-2}$; in standard conditions, including those in which the samples and regimes were studied in this research, the two approaches lead to essentially identical results.)

When the applied magnetic field is parallel to the direction of the confinement potential $V(z)$, the motion in the two-dimensional plane can be quantized, which means that within the six-band model (valid for small values of $E_{g}$ ) the problem of calculating the spectrum $E(B)$ clearly reduces to solving the following matrix equation (here we will not write the gauge-dependent standard expressions that describe the behavior of the wave functions in the plane perpendicular to the magnetic field):

$$
\begin{align*}
& \left|\begin{array}{ll}
H_{11} & H_{12} \\
H_{12} & H_{22}\left|\begin{array}{c}
f_{1}^{n-1}(z) \\
f_{3}^{n-2}(z) \\
f_{5}^{n}(z) \\
f_{2}^{n}(z) \\
f_{4}^{n-1}(z) \\
f_{6}^{n-1}(z)
\end{array}\right|
\end{array}\right|=0, \\
& H_{12}=\left|\begin{array}{ccc}
0 & 0 & s_{b} \hbar \hat{k}_{z} \\
0 & 0 & 0 \\
s_{b} \hbar \hat{k}_{z} & 0 & 0
\end{array}\right|,  \tag{1}\\
& H_{11}=\left|\begin{array}{ccc}
-E_{-} & \frac{\sqrt{3(n-1)}}{2} E_{B} & \frac{\sqrt{n}}{2} E_{B} \\
\frac{\sqrt{3(n-1)}}{2} & -E_{B} & 0 \\
\frac{\sqrt{n}}{2} & E_{B} & 0 \\
E_{+}
\end{array}\right|, \\
& H_{22}=\left|\begin{array}{ccc}
-E_{-} & \frac{\sqrt{3(n+1)}}{2} E_{B} & -\frac{\sqrt{n}}{2} E_{B} \\
\frac{\sqrt{3(n+1)}}{2} E_{B} & -E_{+} & 0 \\
-\frac{\sqrt{n}}{2} E_{B} & 0 & -E_{+}
\end{array}\right|,
\end{align*}
$$

where $E_{ \pm}=E-V \pm E_{g} / 2, s_{b}=\sqrt{\left|E_{g}\right| / 2 m_{b}}$ and $m_{b}$ are the Kane velocity and mass, and $n$ is the number of the Landau level. The '"magnetic energy", $E_{B}=\sqrt{2 m_{b} s_{b}^{2} \hbar \omega_{b}}$ $=\sqrt{2} s_{b} \hbar / \lambda\left(\hbar \omega_{b}=\hbar e B / m_{b} c\right.$ is the cyclotron energy) and the magnetic length $\lambda=\sqrt{c \hbar / e B}$ are actually independent of the band parameters, since the value of $s_{b}$ for all Kane semiconductors is essentially the same. Reasoning along the same lines as in Ref. 8, i.e., "squaring" the system with respect to the components $f_{1}^{n-1}$ and $f_{2}^{n}$ for electron layers in materials with $E_{g}>0$ (we call the electrons in such layers $s$-electrons) or $f_{5}^{n}$ and $f_{6}^{n-1}$ in materials with $E_{g}<0$ ( $p$-electrons), we can write the subband equations in a form that is the same for $s$ and $p$-electrons, i.e., in the form of a system of two Schrödinger-like equations for the envelopes $\varphi_{2.5}^{n}$ $=f_{2.5}^{n} / \sqrt{H_{n}^{+}}$and $\varphi_{1.6}^{n-1}=f_{1.6}^{n-1} / \sqrt{H_{n}^{-}}$,

$$
\left|\begin{array}{ll}
\frac{\hbar^{2} \hat{k}_{z}^{2}}{2 m_{b}}-\left(E_{\mathrm{eff}}-U_{0}-U_{B}^{+}-U_{R}^{+}\right) & -i U_{\mathrm{s.0.}}^{+}-C_{g}^{+} \hat{k}_{z}  \tag{2}\\
i U_{\text {s.o. }}^{-}+C_{g}^{-} \hat{k}_{z} & \frac{\hbar^{2} \hat{k}_{z}^{2}}{2 m_{b}}-\left(E_{\mathrm{eff}}-U_{0}-U_{B}^{-}-U_{R}^{-}\right)
\end{array}\right|\binom{\varphi_{2.5}^{n}}{\varphi_{1.6}^{n-1}}=0
$$

with an effective energy $E_{\text {eff }}=\left(E^{2}-m_{b}^{2} s_{b}^{4}\right) / 2 m_{b} s_{b}^{2}$ and an energy-dependent potential containing a Klein-Gordon term $U_{0}=\left(V^{2}-2 E V\right) / 2 m_{b} s_{b}^{2}$ and three spinor-type potentials: the "magnetic'" potential

$$
U_{B}^{ \pm}=E_{B}^{2} \frac{g^{2} n R^{ \pm}+3(n \pm 1)}{2 m_{b} s_{b}^{2}},
$$

the potential responsible for interband tunnel mixing

$$
\begin{aligned}
U_{R}^{ \pm}= & \frac{s_{b}^{2} \hbar^{2}}{2 m_{b} s_{b}^{2}}\left\{\left[\frac{3}{4}\left(\frac{1+L_{n}^{ \pm}}{H_{n}^{ \pm}}\right)^{2}+\frac{L_{n}^{ \pm}}{H_{n}^{ \pm} E_{+}}\right]\right. \\
& \left.\times\left(\frac{d V}{d z}\right)^{2}+\frac{1+L_{n}^{ \pm}}{H_{n}^{ \pm}} \frac{d^{2} V}{d z^{2}}\right\},
\end{aligned}
$$

and the spin-orbit term

$$
\begin{aligned}
U_{\text {s.o. }}^{ \pm}= & g \frac{s_{b} \hbar E_{B}}{4 m_{b} s_{b}^{2}} \sqrt{n R_{n}^{\mp}}\left[\left(\frac{1+L_{n}^{ \pm}}{H_{n}^{ \pm}}+\frac{1+L_{n}^{\mp}}{2 H_{n}^{\mp}}\right.\right. \\
& \left.\left.\times\left(R_{n}^{ \pm}-1\right)\right) \frac{d V}{d z}\right]
\end{aligned}
$$

where

$$
C_{g}^{ \pm}=C_{g} \sqrt{R_{n}^{\mp}}\left(R_{n}^{ \pm}-1\right), \quad C_{g}=g \frac{s_{b} \hbar E_{B} \sqrt{n}}{4 m_{b} s_{b}^{2}}
$$

and $R_{n}^{ \pm}=H_{n}^{ \pm} / H_{n}^{\mp}$. In the above expressions we must put $g$ $=-1, L_{n}^{ \pm}=3 E_{B}^{2}(n \pm 1) / 4 E_{+}^{2}$, and $H_{n}^{ \pm}=E_{-}-L_{n}^{ \pm} E_{+}$for $p$-electrons and $g=+1, L_{n}^{ \pm}=0$, and $H_{n}^{ \pm}=E_{+}$(here $R_{n}^{ \pm}$ $=1$ ) for $n$-electrons (the dimensionless parameter $L_{n}^{ \pm}$and the second term in the expression for $U_{B}^{ \pm}$emerge because of the contribution of the heavy-hole band). Clearly, an equation for Kane $s$-electrons but with $g=+2$ also describes the subband Landau levels in the case of a Dirac spectrum. Due to the spin-orbit term $U_{\text {s.o. }}^{ \pm}$(and for $p$-electrons, also due to the terms linear in $\hat{k}_{z}$ ), the system of equations does not (in contrast to the case with $B=0$; see Ref. 8) separate into independent equations for individual spin components.

Below, in calculating the self-consistent potential $V(z)$ and in quantizing the spectrum in the effective potential, we employ, as we did in Ref. 8, the semiclassical approach (clearly, if we were to apply the semiclassical approach directly to Eq. (1), we would lose spinor-type effects, and this is equivalent to employing Klein-Gordon approximation that takes into account only nonparabolic effects). By introducing the substitution

$$
\varphi_{i}^{m}=C_{i}^{m} \exp \left[i \int k_{z}(z) d z\right]
$$

and ignoring the terms proportional to $i\left(z d k_{z} / d z+k_{z}\right)^{2}$ (i.e., by ignoring higher-order terms in the expansion of the action in powers of $\hbar$ ), we reduce the system (2) to an expression for $k_{z}$ :

$$
\begin{equation*}
k_{z}^{ \pm}=\frac{\sqrt{2 m_{b} s_{b}^{2}}}{s_{b} \hbar}\left(\frac{A}{2} \mp \sqrt{\frac{A^{2}}{4}-\left(E_{\mathrm{eff}}-U_{0}-U_{B}^{+}-U_{R}^{+}\right)\left(E_{\mathrm{eff}}-U_{0}-U_{B}^{-}-U_{R}^{-}\right)+U_{\mathrm{s} . \mathrm{o} .}^{+} U_{\mathrm{s} . \mathrm{o}}^{-}}\right)^{1 / 2}, \tag{3}
\end{equation*}
$$

where

$$
\begin{aligned}
A= & 2\left(E_{\mathrm{eff}}-U_{0}\right)-\left(U_{B}^{+}+U_{R}^{+}+U_{B}^{-}+U_{R}^{-}\right) \\
& -\left(\frac{2 m_{b} s_{b}^{2}}{s_{b}^{2} \hbar^{2}}\right) C_{g}^{2}\left(R_{n}^{+}-1\right)\left(R_{n}^{-}-1\right),
\end{aligned}
$$

which along with the Bohr-Sommerfeld quantization rule (here it is convenient to pass to integration over $V$ since for self-consistent potentials the Poisson equation directly yields $d V / d z$ as a function of $V$ )

$$
\begin{equation*}
\int_{V(z=0)}^{V\left(k_{z}=0\right)} k_{z}(E, V)\left(\frac{d V}{d z}\right)^{-1} d V=\pi\left(i+\frac{3}{4}\right) \tag{4}
\end{equation*}
$$

determine the magnetic levels $E_{n}^{ \pm}(i, B)$ in the quantum well $V(z)$. As in the case of a zero magnetic field, the term $3 / 4$ for the phase factor in (4) corresponds to an infinitely high potential barrier for $s$ - and $p$-electrons at the semiconductorinsulator interface, i.e., to vanishing boundary conditions for the corresponding spinor components (the other components do not vanish), while the boundary conditions from the bulk side of the structure are dictated by the presence of an impenetrable potential barrier in the effective potential. ${ }^{8,15-18}$

For Dirac electrons, this can be considered a generalization of the results of Artimovich and Ritus ${ }^{18}$ that allows for spin effects and magnetic quantization. In the case of Kane $s$-electrons we arrive at the results of Ohkawa and Uemura. ${ }^{19}$ Clearly, as $n \rightarrow \infty$, both $E_{B} \sqrt{n \pm 1}$ and $E_{B} \sqrt{n} \rightarrow s_{b} \hbar k_{z}\left(k_{z}\right.$ is the two-dimensional quasimomentum) and Eqs. (3) and (4) describe the subband spectra $E_{i}^{ \pm}\left(k_{s}\right)$ in the absence of a magnetic field (they become the respective formulas of Ref. 8), while at $V=$ const, Eq. (3) describes the Landau subbands $E_{n}^{ \pm}\left(B, k_{z}\right)$ in the bulk of a Kane (Dirac) semiconductor. Note that for $p$-electrons the terms in (3) proportional to $C_{g}$ (which originate from the terms in (2) linear in $\hat{k}_{z}$ ) do not, generally speaking, produce a contribution appreciable in comparison to $U_{\text {s.o. }}^{ \pm}$. However, ignoring these terms in calculations that do not account for spin-orbit coupling leads to significant errors and, in some cases, changes the order in which the spin levels are arranged.

In the ultrarelativistic limit $E_{g}=0$ in undoped quantum wells, the spectra are scale-invariant with respect to the well depth $\mu_{s}$ (as they are in a vanishing magnetic field). Figure 3 depicts these spectra for $s$-electrons $\left(E_{g}=+0\right)$ and p-electrons $\left(E_{g}=-0\right)$ in dimensionless coordinates $E / \mu_{s}$ and $B / B_{s}=\left(E_{B} / \mu_{s}\right)^{2}\left(B_{s}=c \mu_{s}^{2} / 2 e s_{b}^{2} \hbar\right)$. Spin-orbit cou-


FIG. 3. The Landau levels of the ground subband for (a) $s$ - and (b) $p$-electrons in the quasi-ultrarelativistic limit $E_{g}=0$. Energies are measured from the Fermi level $E_{F}$.
pling and interband resonant mixing lead to a transformation of the spectrum so dramatic that the introduction of a $g$ factor (which is largely a nonrelativistic parameter) to describe the spin splitting of a two-dimensional spectrum in a magnetic field loses all meaning even for small-number Landau levels. The magnitudes of the effects for $s$ - and $p$-electrons differ substantially both in the low-energy region (see the insets in Fig. 3) and for the states tested in oscillation effects close to the Fermi level, where the contribution of the spin-orbit term for $p$-electrons is almost twice as large. For Dirac electrons, in view of the larger value of the parameter $g$ for $p$-electrons $(g=2)$, the spin-orbit splitting at all energies is twice as large as it is for $s$-electrons $(g=1)$ and at the Fermi level is close to the splitting for $p$-electrons. In all three cases, the spectra cannot be described by the BychkovRashba formula with a quasimomentum-independent spinorbit coupling parameter $\alpha$ (see Ref. 1).

### 3.2. Density of states

The density of states, whose singularities are responsible for the magneto-oscillations of kinetic and thermodynamic characteristics, is determined by the positions of the Landau levels and the level-broadening parameters. The calculation of collision broadening of magnetic levels is a complicated problem even in the one-band approximation. ${ }^{20,21}$ We study this problem under the assumption of independent subsubband Landau levels of Gaussian shape, ${ }^{22,23}$

$$
\begin{equation*}
D_{i}^{ \pm}(E)=\frac{e B}{c \hbar \sqrt{2 \pi^{3}}} \sum_{n=0}^{\infty} \frac{1}{\Gamma_{i}^{ \pm}} \exp \left[2\left(-\frac{E-E_{n i}^{ \pm}}{\Gamma_{i}^{ \pm}}\right)^{2}\right] \tag{5}
\end{equation*}
$$

with the broadening parameters $\Gamma_{i}^{ \pm}$not depending explicitly on $n$ but depending on $B$ (and energy-dependent for the nonparabolic system considered here). To describe magnetooscillation effects analytically, which is preferable from the viewpoint of obtaining greater physical clarity of the results and establishing the specific features of oscillation phenomena in two-dimensional systems with quasirelativistic spectra in comparison to the case of standard bands, ${ }^{22}$ we use analytic approximations that are in good agreement with the numerical results for the subsubband dispersion laws in the form of dispersion relations of the relativistic type,

$$
\begin{equation*}
E_{i}^{ \pm}(k)=\sqrt{\left(s_{i}^{ \pm} \hbar k\right)^{2}+\left[m_{0 i}^{ \pm}\left(s_{i}^{ \pm}\right)^{2}\right]^{2}}-m_{0 i}^{ \pm}\left(s_{i}^{ \pm}\right)^{2}, \tag{6}
\end{equation*}
$$

with the subsubband Kane masses $m_{0 i}^{ \pm}$and velocities $s_{i}^{ \pm}$depending on the surface chemical potential $\mu_{s}$ (these masses and velocities can be found for the calculated subband concentrations and effective masses at the Fermi level ${ }^{8}$ ). Using an analytic description of the semiclassical spectrum in a magnetic field, a description that corresponds to such a representation (to make the notation simpler we will drop all $\pm$ labels),

$$
\begin{equation*}
E_{n i}=\sqrt{E_{B i}^{2}\left(n_{i}+\delta_{i}\right)+m_{i 0}^{2} s_{i}^{4}}-m_{i 0} s_{i}^{2} \tag{7}
\end{equation*}
$$

( $E_{B i}=\sqrt{2} s_{i} \hbar / \lambda$ ), instead of solving Eq. (4) with $k_{z}$ from (3) numerically cannot greatly affect the density of states and the oscillation amplitudes [in calculating the energy positions of the levels one must use the 'exact'" solutions based on (3) and (4)]. Plugging (7) into (5) and using the Poisson summation formula, we arrive, via direct calculations under the assumption that $\Gamma_{i} \ll E+m_{0 i} s_{i}^{2}$ (which is justified even for states near the bottom of subbands), at a 'harmonic'" representation for the density of states (convenient for describing oscillation effects):

$$
\begin{align*}
D_{i}(E)= & \frac{E+m_{0 i} s_{i}^{2}}{2 \pi s_{i}^{2} \hbar^{2}} \sqrt{\frac{\pi}{2}} \\
& \times \sum_{j=0}^{\infty} \frac{(-1)^{j}\left(2-\delta_{j 0}\right)}{\left(1+j^{2} \pi^{2} \gamma_{i}^{4}\right)^{5 / 4}}\left(\cos \theta+j \pi \gamma_{i} \sin \theta\right) \\
& \times \exp \left[-\frac{2}{1+j^{2} \pi^{2} \gamma_{i}^{4}}\left(\frac{j \pi \Gamma_{i}\left(E+m_{0 i} s_{i}^{2}\right)}{E_{B i}^{2}}\right)^{2}\right], \tag{8}
\end{align*}
$$

where

$$
\begin{aligned}
\gamma_{i}= & \frac{\Gamma_{i}}{E_{B i}}, \\
\theta= & \frac{1}{2} \arctan \left(j \pi \gamma_{i}^{2}\right)+j \pi \gamma_{i}^{2} \\
& \times\left[\frac{2\left(E+m_{0 i} s_{i}^{2}\right)^{2}}{\Gamma_{i}^{2}\left(1+j^{2} \pi^{2} \gamma_{i}^{4}\right)^{2}}-\frac{m_{0 i}^{2} s_{i}^{4}+\delta_{i} E_{B i}^{2}}{\Gamma_{i}^{2}}\right],
\end{aligned}
$$

with $\delta_{j 0}$ the Kronecker delta. Within the Born approximation, the broadening parameters $\Gamma_{i}$ are linked to the momentum relaxation times $\tau_{i}$ in zero magnetic field through the relationship $\Gamma_{i}^{2}=\sqrt{2 / \pi} \hbar^{2} \omega_{c i}(E) / \tau_{i}$ (see Ref. 20), where $\omega_{c i}(E)=e B / c m_{c i}(E)$, with $m_{c i}(E)=m_{0 i}+E / s_{i}^{2}$, and Eq. (8) becomes simpler (assuming the broadening is not too large, or $\gamma_{i}^{2} \ll 1$ ):

$$
\begin{align*}
D_{i}(E, B)= & D_{i}(E, 0)\left[1+2 \sum_{j=1}^{\infty}(-1)^{j}\right. \\
& \left.\times \exp \left(-\frac{j^{2} \pi}{\omega_{c i}(E) \tau_{i}}\right) \cos \left(2 \pi j n_{i}(E)\right)\right] \tag{9}
\end{align*}
$$

where $D_{i}(E, 0)=m_{d i}(E) / 2 \pi \hbar^{2}=\left(W+m_{0 i} s_{i}^{2}\right) / 2 \pi s_{i}^{2} \hbar^{2}$ is the density of states at $B=0$ (note that in the two-dimensional case the effective mass of the density of states, $m_{d i}$, coincides with the cyclotron mass $m_{c i}$ ). The Landau-level number $n_{i}$, which in (9) is considered an arbitrary number (not necessarily an integer), is determined at a given energy by Eqs. (3) and (4) or, in the simplest approximation, by Eq. (7). The corresponding cyclotron energies can also be determined from (4) as $\hbar \omega_{c}(E)=E(n+0.5)-E(n-0.5)$, but the results differ little from those provided by analytic approximations for $\omega_{c i}$. Clearly, in the nonrelativistic limit $s_{i} \rightarrow \infty$, Eq. (9) at $j=1$ becomes the Ando formula. ${ }^{22}$

Direct comparison of calculations based on (5) and (8) suggests that the approximations employed in deriving (9) are meaningful for essentially all regimes and parameters important from the experimental viewpoint, i.e., regimes and parameters corresponding to a sinusoidal shape of the $D$ vs. $E$ dependence (high Dingle temperatures $T_{D}=\hbar / 2 k_{B} \pi \tau$ ) and to a "nonsinusoidal" shape of the dependence (low Dingle temperatures).

### 3.3. Capacitance magneto-oscillations

For systems with a multiband spectrum, the differential capacitance of the space charge region with a twodimensional gas,

$$
\begin{equation*}
C_{\mathrm{s.c.}}=e^{2} \frac{d N_{s}}{d \mu_{s}}=e^{2} \frac{d}{d \mu_{s}} \sum_{i, \sigma} N_{i \sigma}=\sum_{i, \sigma} C_{i \sigma}, \tag{10}
\end{equation*}
$$

where $N_{i \sigma}$ is the surface concentration in the spin branch $\sigma$ of the subband $i$, is defined as the sum of partial subsubband capacitances (as before, we discard the subsubband indices $\sigma= \pm)$ :

$$
\begin{align*}
C_{i} & =\frac{e^{2} d N_{i}}{d \mu_{s}}=\frac{e^{2} d N_{i}}{d \mu_{F i}} \frac{d \mu_{F i}}{d \mu_{s}} \\
& =\frac{e^{2}}{\pi s^{2} \hbar^{2}} \frac{d \mu_{F i}}{d \mu_{s}} \frac{d}{d \mu_{F i}} \int D_{i}(E) f\left(E-\mu_{F i}\right) d E, \tag{11}
\end{align*}
$$

where $f\left(E-\mu_{F i}\right)$ is the Fermi-Dirac distribution function, and $\mu_{F i}$ is the subband Fermi energy. Using (9) and ignoring the integrals of odd functions, which is justified at low temperatures $\left(k T \ll \mu_{F_{i}}\right)$, we arrive at an expression for the capacitance in a magnetic field:

$$
\begin{align*}
\frac{C_{i}(B)}{C_{i}(0)}= & 1-2 \sum_{j}(-1)^{j} \exp \left(-\frac{j^{2} \pi}{\omega_{c i} \tau_{i}}\right) \int_{0}^{\infty} d y \\
& \times\left\{\operatorname { c o s } ( 2 \pi j n _ { i } ) \left[\cos \left(2 \pi j c_{B i}^{2} y^{2}\right)\right.\right. \\
& \left.-\left(j c_{\tau i}+c_{T i} y \tan \left(j b_{i} y\right)\right) \sin \left(2 \pi j c_{B i}^{2} y^{2}\right)\right] \\
& -\sin \left(2 \pi j n_{i}\right)\left[\sin \left(2 \pi j c_{B i}^{2} y^{2}\right)+\left(j c_{\tau i}\right.\right. \\
& \left.\left.\left.+c_{T i} y \tan \left(j b_{i} y\right)\right) \cos \left(2 \pi j c_{B i}^{2} y^{2}\right)\right]\right\} \frac{\cos \left(j b_{i} y\right)}{2 \cosh ^{2}(y / 2)}, \tag{12}
\end{align*}
$$

where

$$
\begin{aligned}
& y=\frac{E-\mu_{F i}}{k T}, \quad \omega_{c i}=\omega_{c i}\left(\mu_{F i}\right), \quad b_{i}=\frac{2 \pi k T}{\hbar \omega_{c i}}, \\
& c_{T i}=K_{m i} \frac{k T}{\mu_{F i}}, \quad c_{\tau i}=K_{m i} \frac{\hbar}{2 \tau_{i} \mu_{F i}}, \\
& c_{B i}=\frac{k T}{E_{B i}}=\frac{k T \lambda}{\sqrt{2} s_{i} \hbar}, \\
& K_{m i}=\left[1+\frac{d\left(m_{0 i} s_{i}^{2}\right)}{d \mu_{F i}}\right]\left[1+\frac{m_{0 i} s_{i}^{2}}{\mu_{F i}}+\frac{d\left(m_{0 i} s_{i}^{2}\right)}{d \mu_{F i}}\right]^{-1}, \\
& C_{i}(0)=\frac{e^{2} d N_{i}}{d \mu_{F i}} \frac{d \mu_{F i}}{d \mu_{s}}=\frac{e^{2} \mu_{F i}}{2 \pi s_{i}^{2} \hbar^{2}}\left[1+\frac{m_{0 i} s_{i}^{2}}{\mu_{F i}}\right. \\
& \left.\quad+\frac{d\left(m_{0 i} s_{i}^{2}\right)}{d \mu_{F i}}\right] \frac{d \mu_{F i}}{d \mu_{s}}=e^{2}\left[D_{i}\left(\mu_{F i}, 0\right)\right. \\
& \quad+\frac{\mu_{F i}}{2 \pi s_{i}^{2} \hbar^{2}} \frac{d\left(m_{0 i} s_{i}^{2}\right)}{d \mu_{F i}} \frac{d \mu_{F i}}{d \mu_{s}} .
\end{aligned}
$$

Note that the equivalence between the capacitance in zero magnetic field, $C_{i}(0)$, and the quantity $D\left(\mu_{F}, 0\right) e^{2} d \mu_{F} / d \mu_{s}$ (actually, the density of states at the Fermi level), which occurs in the parabolic approximation, is violated for the system with a relativistic spectrum considered here. In comparison to the case of a parabolic spectrum, the expression (12) for capacitance magneto-oscillations contains new parameters of the theory: $c_{T}, c_{\tau}$, and $c_{B}$. The first two parameters reflect the energy dependence of the effective mass of the density of states, $m_{d i}$, and the cyclotron mass $m_{c i}$ in the Dingle exponential factor. Here two effects are important: the fact that the subband spectra are nonparabolic (for a fixed well depth), and the variation of the parameters of the subband spectra, $m_{0 i}^{ \pm}\left(\mu_{s}\right)$, under modulations of the well depth. The third parameter, $c_{B}$ (Vshivtsev and Klimenko ${ }^{24}$ suggested that such a parameter must exist in the theory; they, however, examined the case of Dirac electrons in a weakly relativistic system, $\mu_{F} \leqslant m s^{2}$, and ignored collision broadening), is actually determined only by the ratio $T / \sqrt{B}$ and is independent of band and subband parameters, since the subsubband Kane velocities $s_{i}^{ \pm}\left(\mu_{s}\right)$ differ little from the universal quantity $s_{b}$.

In strong magnetic fields, the phase $2 \pi j c_{B}^{2} y^{2}$ is stationary in the range of values of $y$ that provides the leading contribution to the integral, with the result that the integral in (12) can be evaluated:

$$
\begin{align*}
\frac{C_{i}(B)}{C_{i}(0)} \approx & 1-2 \sum_{j}(-1)^{j} \frac{j \pi b_{i}}{\sinh \left(j \pi b_{i}\right)} \exp \left(-\frac{j^{2} \pi}{\omega_{c i} \tau_{i}}\right) \\
& \times\left[\cos \left(2 \pi j n_{i}\right)-j c_{\pi i} \sin \left(2 \pi j n_{i}\right)\right] \tag{13}
\end{align*}
$$

Note the quadratic dependence in the two-dimensional case of the arguments of the Dingle exponentials on the harmonic number $j$ in the expressions (9), (12), and (13) for magnetooscillations. In the nonrelativistic limit $\left(s_{i} \rightarrow \infty\right)$ we have $c_{T i}=c_{\tau i}=c_{B i}=0$ (when $c_{T i}=c_{B i}=0$, the transition from (12) to (13) is exact), and at $j=1$ Eq. (13) becomes the Ando expression for magneto-oscillations in materials with parabolic bands. ${ }^{20,22}$ We see that the parabolic approximation is sufficient in describing oscillations in materials with a nonparabolic spectrum (with the rest mass in the amplitude factor replaced by the cyclotron mass at the Fermi level) only if strong magnetic fields are involved, $E_{B i}>(5-10) k T$, and the smearing of the levels is not too great, $\mu_{F i} \geqslant \hbar / 2 \tau_{i}$.

When there is spin-orbit splitting, the individual spin branches differ in both density of states and cyclotron energy, and the partial oscillations of capacitance for the spin subsubbands differ not only in periods (which leads to experimentally observable beats) but also in amplitudes, including the case in which all relaxation times are the same. Here, although the density of states and hence the partial capacitance for the low-energy branch of the spectrum at $B=0$ are larger, the oscillation amplitude for this subsubband may be lower due to the large cyclotron-mass values in the parameter $b$ and in the Dingle exponential factor, especially for $p$-electrons. Thus, the experimentally observed difference in the amplitudes of different spin components of the oscillations (probably Refs. 25 and 5 were the first papers where this difference was pointed out) is natural for systems with strong spin-orbit coupling and does not require using ideas about spin-dependent scattering for its explanation. Clearly, the amplitude ratio depends both on the surface concentration (through effective subband masses) and on the magnetic field, temperature, and broadening parameters.

## 4. RESULTS OF COMPUTER SIMULATION AND DISCUSSION

When calculating the capacitance of MOS structures, $C(B)=C_{\text {oxide }} C_{\text {s.c. }}(B)\left[C_{\text {oxide }}+C_{\text {s.c. }}(B)\right]^{-1}$, we used the values of the geometric capacitance of the oxide, $C_{\text {oxide }}$, found from the experimental values of capacitance in the region of large negative band bending, which corresponds to a strong enrichment in holes (the capacitance-voltage characteristics of the structures being studied, including those with $E_{g}>0$, up to frequencies $\sim 1 \mathrm{MHz}$ of the low-frequency type). The subband capacitances in zero magnetic field and the voltages $V_{g}$ across the structures (needed in calculations of $d C / d V_{g}$ ) were calculated from the dependence of the subsubband concentrations on the surface potential within the approach developed in Ref. 8. For inversion layers we allowed for the
substantial increase with $\mu_{s}$ of the surface density of the hole-uncompensated acceptor charge in the depletion layer (this increase is important for narrow-gapsemiconductors and especially for gapless semiconductors because the thickness of the inversion layer in such materials is close to the overall thickness of the space charge region). Usually the calculated values of the capacitances for the case of zero magnetic field are in good agreement with the experimental values.

Although the structure of the oscillations modeled with only one adjustable parameter, the Dingle temperature, is close to the structures detected in experiments for the same two-dimensional concentration, the exact positions of the peaks in the oscillations and the beat nodes differ. This should come as no surprise since in the six-band model used here the contribution of distant bands to the bulk $g$ factor is ignored, with the position of the spin components of the Landau levels being very sensitive to the value of this factor. As for the beat periods, comparison of the modeled and measured oscillation curves points to a substantial (up to $20 \%$ for the ground subband and approximately $10 \%$ for excited subbands) theoretical underestimation of the size of spin-orbit splitting in materials with a positive gap, while an analysis based on subsubband populations reveals no discrepancies (due to the large experimental error, as pointed out in Sec. 2). The differences may be related to the contribution of the interface region to spin-orbit splitting ${ }^{11}$ (this contribution cannot be consistently calculated in the effective mass method). In both cases, within the Rashba mechanism the corrections are proportional to the electric field strength and can be taken into account phenomenologically by introducing a factor into the spin-orbit term of the effective Hamiltonian. Indeed, the discrepancies are removed by introducing a factor of roughly 1.2 into $U_{\text {s.o. }}$ and a correction (which models the contribution of distant bands to the $g$ factor) to the phase of the oscillations (both the factor and the correction are the same for all concentrations, subband numbers, temperatures, and broadening parameters).

The computer-modeled magneto-oscillations depicted in Figs. 1 and 2 are in good agreement with the experimental data regarding both the position of the oscillations and beat nodes and the absolute values of capacitance. As noted earlier, in our calculations we used two adjustable parameters for $p$-electrons ( $T_{D}$ and a correction to the oscillation phase) and three adjustable parameters for $s$-electrons (the additional parameters being the factor of $U_{\text {s.o. }}$ mentioned earlier). In all regimes and for all magnetic-field and temperature ranges in which capacitance magneto-oscillations were observed in the experiments with the specified materials, calculations based on (12) differ very little from those obtained in the approximation (13). Usually the contribution of the sinusoidal term in (13) is also insignificant. The absolute values of the capacitance oscillation amplitudes and their magnetic-field dependence are described satisfactorily by the theory on the assumption that the values of the relaxationtime adjustable parameters $\tau_{i}$ in spin-split subsubbands used in the modeling process are roughly the same. In some cases where up to three beat nodes are observed in experiments, digital filtering and the inverse Fourier transform make it


FIG. 4. The Dingle temperature as a function of the two-dimensional concentration for the sample S . The solid curves represent the results of calculations for the scattering off "bumps" on the surface at $L=110 \AA$ and $\Delta=20 \AA$.
possible to reliably separate the "partial'" oscillations belonging to individual subsubbands. The relaxation times found from such oscillations for different spin subsubbands coincide, within experimental error, but the amplitudes $I^{+}$ and $I^{-}$may differ substantially (severalfold). Note that in such cases the values of $\tau_{i}$ found for the magnetic-field dependence of oscillation amplitudes are close to those obtained by fitting the calculated absolute values of the oscillation amplitudes to the experimental values.

The curves representing the $T_{D}$ vs. $N_{s}$ dependence with a minimum at $N_{s} \approx 2 \times 10^{12} \mathrm{~cm}^{-2}$ (for the sample S 1 such curves are depicted in Fig. 4) are similar in shape to such curves for silicon inversion layers. In contrast to the latter, however, the declining section is not related to the screening of Coulomb scattering, since the values of $T_{D}$ predicted by the theory and corresponding to scattering off the charge built into the oxide and off ionized impurities are lower than the measured values for the studied structures by a factor of at least ten. A further increase in concentration drives $T_{D}$ up, which is characteristic of scattering off 'bumps'" on the surface, but the $T_{D}$ vs. $N_{s}$ dependence is far from being quadratic. What is more, the dependence is sublinear, which suggests that the effectiveness of this mechanism is suppressed substantially as the Fermi de Broglie wavelength decreases (this is possible at large values of the correlation length $L$ ). The best agreement between the values of $T_{D}$ calculated according to the approach developed in Ref. 26 and the experimental values for the structures under investigation is achieved for an average fluctuation $\Delta=20-25 \AA$ and a correlation length $L \approx 100-120 \AA$, which is almost ten times the corresponding values for silicon. The values of $L$ are also almost twice the values for binary semiconductors, ${ }^{26}$ which should come as no surprise in view of the many defects at the interfaces of the ternary compounds and their oxides. The strong broadening of levels near the subband edges suggests that there is an additional reaction channel and can be related to the interband (intersubband) scattering, whose effectiveness decreases as $N_{s}$ increases, due to the
increase in intersubband energies. Calculating such scattering consistently is a separate problem, whose complexity is due not only to the complexity of the spectrum but also to the need to allow for screening and multielectron effects, since in the systems considered the Fermi wavelengths in all regimes prove to be, as it can be demonstrated on the basis of the results reported in Ref. 8, quantities of the same order of magnitude as the Thomas-Fermi screening lengths and the size of the wave functions in the direction of confinement.

While in the modeled oscillations of structures based on materials with $E_{g}>0$ the individual spin components can easily be resolved for small Landau-level numbers, in structures with $E_{g}<0$, where the spin-orbit splitting is much larger and, correspondingly, the difference in the cyclotron splitting for distinct spin subbands is greater, such resolution cannot be achieved no matter how realistic the values of the broadening parameters are or how low the temperature is (this fact is fully corroborated by experiments). Note that the deterioration of the resolution of spin splitting with increasing temperature and broadening of levels in oscillations of structures with $E_{g}>0$ is due not only to the increase in the smearing of the Fermi step (the 'spectral gap'') but also, primarily for small values of $B$ and high values of $T$, to a much more rapid decrease in the oscillation amplitude for the low-energy branch of the spectrum.

In conclusion we will briefly summarize the results. A relatively simple model that allows for a clear physical interpretation has been proposed. The model is used to calculate the energy spectrum of a two-dimensional electron gas in a magnetic field in the surface quantum wells of semiconductors with Kane and Dirac spectra and is based on reducing the initial matrix equations to a Schrödinger-like equation with an effective potential in which the terms responsible for the nonparabolic features, the spin-orbit coupling, and the interband tunnel mixing are easily distinguishable. The model also reveals the specific features of Kane semiconductors with direct and inverted band structure and with a Dirac spectrum. An analytic approach has been developed in order to describe the magneto-oscillation effects in a twodimensional gas of materials with a quasirelativistic spectrum. The emergence is noted of new theoretical parameters (compared to the parameters of materials with a quadratic spectrum). Comparison of the modeled and measured capacitance magneto-oscillations in HgCdTe -based MOS structures suggests that probably there is a small $(<20 \%)$ contribution of the interface region to the spin-orbit splitting of the spectrum. As has been discovered in experiments and substantiated in the theory, the oscillation amplitudes referring to two spin-orbit split ladders of Landau levels differ substantially while their collision-broadening parameters are equal. The established average displacements of interfaces and the correlation lengths characterizing the scattering off the 'bumps" on the surface exceed many times over their values in silicon and binary semiconductors in view of the many defects at the interfaces of the ternary compounds and their oxides. The short relaxation times near the edges of the twodimensional subbands and their increase with the twodimensional concentration $N_{s}$ in the region of small values of $N_{s}$ can be related to intersubband scattering.

The work was supported by a grant from the Russian Ministry of General and Vocational Education (Grant No. 97-0-7.1-137).
*) E-mail: Victor.Radantsev@usu.ru

[^10]${ }^{13}$ P. Sobkowicz, Semicond. Sci. Technol. 5, 183 (1990).
${ }^{14}$ M. J. Godfrey and A. M. Malik, Phys. Rev. B 53, 16504 (1996).
${ }^{15}$ Ya. B. Zel'dovich and V. S. Popov, Usp. Fiz. Nauk 105, 403 (1971) [Sov. Phys. Usp. 14, 673 (1972)].
${ }^{16}$ A. B. Migdal, V. S. Popov, and D. N. Voskresenskiĭ, Zh. Éksp. Teor. Fiz. 72, 834 (1977) [Sov. Phys. JETP 45, 436 (1977)]; A. B. Migdal, Fermions and Bosons in Strong Fields [in Russian], Nauka, Moscow (1978).
${ }^{17}$ V. F. Radantsev, Semicond. Sci. Technol. 8, 394 (1993).
${ }^{18}$ G. I. Artimovich and V. I. Ritus, Zh. Éksp. Teor. Fiz. 104, 2912 (1993) [JETP 77, 348 (1993)].
${ }^{19}$ F. Ohkawa and Y. Uemura, J. Phys. Soc. Jpn. 37, 1325 (1974).
${ }^{20}$ T. Ando, A. B. Fowler, and F. Stern, Rev. Mod. Phys. 54, 437 (1982).
${ }^{21}$ L. Spies, W. Apel, and B. Kramer, Phys. Rev. B 55, 4057 (1997).
${ }^{22}$ T. Ando, J. Phys. Soc. Jpn. 27, 1233 (1974).
${ }^{23}$ R. Gerhardts, Z. Phys. B 21, 275 (1975).
${ }^{24}$ A. S. Vshivtsev and K. G. Klimenko, Zh. Éksp. Teor. Fiz. 109, 954 (1996) [JETP 82, 514 (1996)].
${ }^{25}$ V. F. Radantsev, T. I. Deryabina, L. P. Zverev, G. I. Kulaev, and S. S. Khomutova, Zh. Éksp. Teor. Fiz. 88, 2088 (1985) [Sov. Phys. JETP 61, 1234 (1985)].
${ }^{26}$ V. F. Radantsev, T. I. Deryabina, L. P. Zverev, G. I. Kulaev, and S. S. Khomutova, Zh. Éksp. Teor. Fiz. 91, 1016 (1986) [Sov. Phys. JETP 64, 598 (1986)].

Translated by Eugene Yankovsky

# Drift in a random walk along self-similar clusters 

V. E. Arkhincheev*)<br>Buryat Science Center, Siberian Branch of the Russian Academy of Sciences, 670047 Ulan-Ude, Russia<br>(Submitted 2 June 1998; resubmitted 28 August 1998)<br>Zh. Éksp. Teor. Fiz. 115, 1016-1023 (March 1999)<br>This paper is a study of the relationship between diffusion and conductivity when the random walks of particles occur via Lévy hops. It shows that because of the unusual nature of Lévy hops the particle mobility is a nonlinear function of the electric field in arbitrarily weak fields. The crossover to ordinary diffusion by introduction of a finite displacement in each step is also discussed. © 1999 American Institute of Physics. [S1063-7761(99)01803-X]

## 1. INTRODUCTION

Classical diffusion, in which diffusing particles only wander to nearest neighbors, has been thoroughly studied, and many methods related to the investigation of this phenomenon have been developed. Random walks, in which Brownian particles diffuse not just to nearest neighbors, have been less well-studied, however. To this class of diffusion problems belongs the problem of random walks of particles via Lévy hops. What makes Lévy hops so special is that in each step a particle can travel arbitrarily far, so that the rms displacement per unit time can be infinite. ${ }^{1}$ Numerical modeling of diffusion via Lévy hops has shown that the points visited by a diffusing particle form spatially well-separated clusters. A more thorough examination shows that each cluster is in turn a collection of clusters. Thus, we obtain a hierarchy of self-similar clusters. ${ }^{2}$ In this way Lévy diffusion constitutes a random walk among self-similar clusters. The probability distribution function in the Fourier representation has the form

$$
\begin{equation*}
P(k, t)=\exp \left(-A|k|^{\mu} t\right), \tag{1}
\end{equation*}
$$

where $A$ and $\mu$ are positive quantities, and $1<\mu<2$. Such distributions are known as Lévy distributions. A detailed description of Lévy flights can also be found in Ref. 3.

The study of Lévy diffusion is a problem in its own right as a microscopic model with unusual diffusion, but it is also of interest in connection with possible applications to problems of hopping conductivity in disordered media, ${ }^{4}$ when the hop probability and the hop length are uncorrelated.

The goal of the present work is to study the relationship between diffusion and conductivity when there is Lévy diffusion in the system. When there is ordinary diffusion and the response is linear (Ohm's law), the relationship is known as the Einstein formula. However, in the general case it is not known what this relationship is. In this paper we generalize to the case where in the event of Lévy diffusion the drift velocity proves to be a nonlinear function of the electric field:

$$
\begin{equation*}
V \propto E^{\mu-1} . \tag{2}
\end{equation*}
$$

Note that the nonlinearity occurs in arbitrarily weak fields and is a consequence of the unusual nature of the diffusion.

The degree of nonlinearity is described by the critical index $\mu$ of Lévy hops. In other words, Ohm's law (linear response to the field) is a consequence of the ordinary nature of diffusion, so that for other diffusion, e.g., Lévy hops, Ohm's law is not satisfied. This becomes especially evident when in addition to Lévy hops there is ordinary diffusion, i.e., particles diffuse in the usual way. Then, in accordance with the two limits on the behavior of particles in random walks, the particle velocity has two asymptotic regimes, linear and the nonlinear. We also interpret the results from the standpoint of scaling. The results of this research were previously published in a brief communication. ${ }^{5}$

The nonlinearity of the function in (2) can be explained in the following way. If we combine Eq. (1) and the ordinary expression for the field current, we readily obtain an equation for diffusion along self-similar clusters in an electric field in the form of a continuity equation:

$$
\begin{equation*}
\left[\partial / \partial t+\left(A|k|^{\mu}+i k V\right)\right] N(k, t)=0 . \tag{3}
\end{equation*}
$$

Here $N(k, t)$ is the number density of the diffusing particles in the Fourier representation, and the current has a diffusion component and a field component, with the latter being of the ordinary form $J=N V$.

Next we use the well-known ideas developed by Einstein. In equilibrium, the diffusion current $J_{d}$ is balanced by the field current $J_{f}$ and the distribution function is of the Boltzmann form:

$$
\begin{equation*}
J_{d}+J_{f}=0, \quad N=\exp (-U / k T), \tag{4}
\end{equation*}
$$

where $U$ is the potential energy.
Using the series definition of a derivative of fractional order, ${ }^{6}$

$$
\begin{equation*}
|k|^{\mu}=\lim _{\varepsilon \rightarrow 0}\left(\Delta^{2}+\varepsilon\right)^{\mu}=\sum_{n=0}^{\infty} C_{n}^{\mu}\left(\frac{\Delta}{\varepsilon}\right)^{n} \tag{5}
\end{equation*}
$$

we obtain the general expression for the drift velocity:

$$
\begin{equation*}
\mathbf{V}=\exp \left(\frac{U}{k T}\right) \lim _{\varepsilon \rightarrow 0}\left(\Delta^{2}+\varepsilon\right)^{(\mu-2) / 4} \nabla \exp \left(-\frac{U}{k T}\right) \tag{6}
\end{equation*}
$$

For a uniform electric field $U=-q E x$, and we obtain the result (2).

## 2. DISCRETE DISTRIBUTION OF LÉVY HOPS

Let us consider the one-dimensional analog of Lévy hops. ${ }^{1}$ We denote the probability of finding a particle at the $l$ th site after $n$ steps by $P_{n}(l)$, and the hop probability distribution in length by $f(l)$ :

$$
\begin{equation*}
P_{n+1}(l)=\sum_{m=-\infty}^{\infty} f(l-m) P_{n}(m) . \tag{7}
\end{equation*}
$$

For $f(l)$ we take

$$
\begin{equation*}
f(l)=\sum_{n=0}^{\infty} a^{-n}\left(\delta_{l,-b^{n}}+\delta_{l, b^{n}}\right), \tag{8}
\end{equation*}
$$

where $\delta_{n, m}$ is the Kronecker delta. Then the structure function for such a random walk is

$$
\begin{equation*}
\lambda(k)=\int f(l) \exp (i k l) d l=\sum_{n=0}^{\infty} a^{-n} \cos k b^{n} . \tag{9}
\end{equation*}
$$

Note that the structure function $\lambda(k)$ satisfies the functional equation

$$
\begin{equation*}
\lambda(k)=a \lambda(k b)+\cos k . \tag{10}
\end{equation*}
$$

Hence, as $K \rightarrow 0$, the structure function is a power law with exponent $\mu=\ln a / \ln b$. Nonanalytic behavior of the type $|k|^{\mu}$ as $k \rightarrow 0$ can be obtained with exponent $\mu$ by taking Mellin transforms or using the Poisson sum formula (see Ref. 1 for details).

Next we introduce anisotropy into a random walk along self-similar clusters. By virtue of the specific features of Lévy hops, a particle can travel any distance $b^{n}$ in one step, so that a small anisotropy $1+\alpha$ with $\alpha=q E s / k T$ over a small displacement $s$ can turn out to be exponentially large over large distances $b^{n}$. Since in each step the diffusing particle leaves a site, the sum of probabilities of moving along the field, $W_{+}$, and against the field, $W_{-}$, must equal unity, i.e., $W_{+}+W_{-}=1$. This leads to an expression for the probabilities of moving along and against the field:

$$
\begin{equation*}
W_{ \pm}=\frac{(1 \pm \alpha)^{b^{n}}}{(1+\alpha)^{b^{n}}+(1-\alpha)^{b^{n}}} \tag{11}
\end{equation*}
$$

Hence, if diffusion in an electric field occurs via Lévy hops, the structure function is
$2 \lambda(k ; E)=\sum_{n=0}^{\infty} a^{-n}\left[\cos k b^{n}+i \sin \left(k b^{n}\right)\left(W_{+}-W_{-}\right)\right]$.
As in ordinary diffusion, the second term contains the drift velocity as $k \rightarrow 0$ :

$$
\begin{align*}
V & =\left.i \frac{\partial \lambda(k ; E)}{\partial t}\right|_{k \rightarrow 0}=\sum_{n=0}^{\infty}\left(\frac{b}{a}\right)^{n} \frac{(1+\alpha)^{b^{n}}-(1-\alpha)^{b^{n}}}{(1+\alpha)^{b^{n}}+(1-\alpha)^{b^{n}}} \\
& \approx \sum_{n=0}^{\infty}\left(\frac{b}{a}\right)^{n} \tanh \alpha b^{n} . \tag{13}
\end{align*}
$$

Clearly, the drift velocity satisfies the functional equation

$$
\begin{equation*}
V(\alpha)=\frac{b}{a} V(\alpha b)+\operatorname{coth} \alpha \tag{14}
\end{equation*}
$$

Hence, in arbitrarily weak fields, the velocity is a power law in the electric field with exponent $\mu-1$. To calculate this dependence exactly, we use the Poisson sum formula:

$$
\sum_{n=0}^{\infty} f(n)=\frac{1}{2} f(0)+\int_{0}^{\infty} f(t) d t+2 \sum_{m=1}^{\infty} f(t) \cos (2 \pi m t) .
$$

In the present case, $f(t)=(b / a)^{t} \tanh \alpha b^{t}$.
Introducing the variables $t^{\prime}=t \ln b$ and $z=\exp t^{\prime}$, we obtain $f(z)=z^{-\mu} \tanh \alpha z$. Hence

$$
\begin{equation*}
V(\alpha)=\frac{\alpha}{2}+\alpha^{\mu-1}\left[\sum_{m=-\infty}^{\infty} \int_{1}^{\infty} \frac{\tanh z}{z^{\gamma_{m}}} d z+\int_{0}^{\alpha} \frac{\tanh z}{z^{\gamma_{m}}} d z\right], \tag{15}
\end{equation*}
$$

where $\gamma_{m}=\mu+2 \pi m i / \ln b$.
Clearly, the second term in brackets is small (in parameter $\alpha$ ) compared to the first. Thus, in arbitrarily weak electric fields, we obtain for the velocity the nonlinear dependence (2) on the electric field. We also note that the nonanalytic behavior of the structure function as $k \rightarrow 0$ and the nonlinear dependence of the velocity on the electric field in arbitrarily weak fields are asymptotic.

## 3. CONTINUUM LIMIT OF LÉVY HOPS

We now consider the continuous hop-length distribution and find the particle velocity in an electric field for this case. In the continuum limit of Lévy hops, the distribution in hop length is a power law,

$$
\begin{equation*}
f(L) \propto 1 / L^{\mu+1} \tag{16}
\end{equation*}
$$

and the probability of finding a particle at point $x$ after $n$ steps is determined by the integral equation

$$
\begin{equation*}
P_{n+1}(x)=\int_{-\infty}^{\infty} \frac{P_{n}(y) \partial y}{|x-y|^{\mu+1}} \tag{17}
\end{equation*}
$$

Simple transformations lead to

$$
\begin{equation*}
P_{n+1}(x)=\int_{0}^{\infty}\left[P_{n}(x+y)+P_{n}(x-y)\right] \frac{\partial y}{|x-y|^{\mu+1}} . \tag{18}
\end{equation*}
$$

Now we introduce anisotropy into random walks with a power-law hop-length distribution function by analogy with the discrete case (11) by substituting $|x-y|$ for $b^{n}$. Using (11) in the continuum limit and (18), we can easily derive an equation for the particle number density in an electric field:

$$
\begin{equation*}
P_{n+1}(x)=\int_{0}^{\infty} \frac{\left[(1+\alpha)^{t} P_{n}(x+y)+(1-\alpha)^{t} P_{n}(x-y)\right] d y}{\left[(1+\alpha)^{t}+(1-\alpha)^{t}\right]|x-y|^{\mu+1}} \tag{19}
\end{equation*}
$$

Expanding $P_{n}(x \pm y)$ in Taylor series and separating even and odd powers of $t$, we obtain

$$
\begin{align*}
& P_{n+1}(x) \\
& \quad=\int_{0}^{\infty} \sum_{m=0}^{\infty} \frac{\partial^{2 m} P_{n}(x)}{\partial x^{2 m}} \frac{y^{2 m} d y}{|x-y|^{\mu+1}} \\
& \quad+\int_{0}^{\infty} \sum_{m=0}^{\infty} \frac{\partial^{2 m+1} P_{n}(x)}{\partial x^{2 m+1}} \frac{y^{2 m+1}\left[(1+\alpha)^{t}-(1-\alpha)^{t}\right] \partial y}{\left[(1+\alpha)^{t}+(1-\alpha)^{t}\right]|x-y|^{\mu+1}} . \tag{20}
\end{align*}
$$

The first term on the right-hand side of Eq. (20) corresponds to the diffusion contribution, while the second term contains the field-current contribution. Accordingly, the expression for the field current is

$$
\begin{equation*}
J \propto \int_{0}^{\infty} \sum_{m=0}^{\infty} \frac{\partial^{2 m} P_{n}(x)}{\partial x^{2 m}} y^{2 m-\mu} \tanh (\alpha y) \partial y . \tag{21}
\end{equation*}
$$

Introducing the variable $z=\alpha y$ and reducing Eq. (21) to dimensionless form, we obtain (2), which represents the nonlinear current-field dependence in arbitrarily weak fields $(\alpha \rightarrow 0)$.

## 4. TRANSITION FROM ORDINARY DIFFUSION TO LÉVY DIFFUSION

In this section, in addition to Lévy hops, we allow for ordinary diffusion and consider the transition to linear dependence of the velocity on the electric field due to ordinary diffusion. The simplest way to do this is to introduce a finite hop length $\xi$ at each step. What we obtain is a random walk in which ordinary diffusion alternates with Lévy hops. However, due to the superlinear time dependence of the rms displacement for Lévy diffusion, on small scales (times) the main contribution to the random walk is provided by ordinary diffusion, while over long time intervals it is the Lévy hops that contribute most to the random walk. Accordingly, the hop-length distribution function has the form

$$
\begin{equation*}
f(l)=\sum_{n=0}^{\infty} a^{-n}\left[\delta_{l,-\left(b^{n}+\xi\right)}+\delta_{l,\left(b^{n}+\xi\right)}\right] . \tag{22}
\end{equation*}
$$

Hence the structure function is

$$
\begin{equation*}
\lambda(k, \xi)=\sum_{n=0}^{\infty} a^{-n} \cos \left(k b^{n}+k \xi\right) \tag{23}
\end{equation*}
$$

In the limit of small lengths $(b \rightarrow 0)$, this formula turns into the expression corresponding to ordinary diffusion:

$$
\begin{equation*}
\lim _{b \rightarrow 0} \lambda(k, \xi)=\frac{a-l}{a} \cos k \xi . \tag{24}
\end{equation*}
$$

Anisotropy can be introduced into random walks by the method described earlier: we replace the hop length $b^{n}$ with the quantity $b^{n}+\xi$. Thus, the structure function in an electric field for finite hop lengths is

$$
\begin{align*}
\lambda(k, \xi, \alpha)= & \sum_{n=0}^{\infty} a^{-n}\left[\cos \left(k b^{n}+k \xi\right)+i\right. \\
& \left.\times \sin \left(k b^{n}+k \xi\right)\left(W_{+}-W_{-}\right)\right] . \tag{25}
\end{align*}
$$

Accordingly, for the velocity we have

$$
\begin{equation*}
V=\left.i \frac{\partial \lambda(k ; E)}{\partial t}\right|_{k \rightarrow 0}=\sum_{n=0}^{\infty} \frac{b^{n}+\xi}{a^{n}} \tanh \left(\alpha b^{n}+\alpha \xi\right) . \tag{26}
\end{equation*}
$$

To calculate the sum on the right-hand side of Eq. (26) we employ the Poisson method. Clearly, the velocity turns out to be nonlinear in the field (Eq. (2)) in arbitrarily weak fields $(q E \xi / k T \ll 1)$ and linear in strong fields $(q E \xi / k T \gg 1)$ :

$$
\begin{equation*}
V \propto E \xi^{2-\mu} \tag{27}
\end{equation*}
$$

Thus, the particle velocity in an electric field has two asymptotic limits in accordance with two diffusion regimes: Lévy hops and ordinary diffusion.

For the particle mobility $\eta$ we can write the above result in scaling form:

$$
\begin{equation*}
\eta \propto \xi^{2-\mu} f(q E \xi / k T) \tag{28}
\end{equation*}
$$

where the scaling function $f(x)$ has the asymptotic behavior

$$
f(x)= \begin{cases}1, & x \ll 1,  \tag{29}\\ x^{\mu-2}, & x \gg 1 .\end{cases}
$$

On small scales, where ordinary diffusion dominates $\left(L_{E}\right.$ $<\xi$ ), particle mobility depends only on the homogeneity length $\xi$, while on large scales, where Lévy hops dominate $\left(L_{E} \gg \xi\right)$, mobility ceases to depend on the homogeneity length and becomes a function of the extent of the field $L_{E}$ with the same exponent. In other words, in such fields the mobility "forgets" the homogeneity scale and becomes a nonlinear function of the electric field.

## 5. CONCLUSION

Nonlinear properties of inhomogeneous materials have attracted much attention from both theoreticians and experimentalists. ${ }^{7-12}$ Theoreticians usually expand the current in powers of the electric field out to a cubic nonlinearity:

$$
\begin{equation*}
J=\sigma E+\chi|E|^{2} E+\cdots \tag{30}
\end{equation*}
$$

Our results differ substantially from those obtained by such a method. In the microscopic model of Lévy diffusion, we show that in the event of Lévy hops the current proves to be a highly nonlinear function of the electric field because of the unusual regime of diffusion in space, i.e., there is no linear term in the field expansion of the current, Eq. (30). We examine the transition from ordinary diffusion to Lévy hops by introducing a finite displacement length $\xi$ at each step. We show that the problem acquires a new parameter $q E \xi / k T$, that determines whether the particle mobility behaves linearly or nonlinearly. In other words, a new length $L_{E}$ governed by the electric field emerges in such diffusion problems: ${ }^{13}$

$$
\begin{equation*}
L_{E}=k T / q E . \tag{31}
\end{equation*}
$$

To appreciate the significance of this quantity, we consider an ordinary random walk in an external electric field. Let us imagine that the medium is partitioned into blocks of size $L_{E}$. We then study the behavior of a particle within a single block. With a probability of order unity the particles leaves such a block when it moves along the field but does not leave the block when it moves against the field. In other words, within a block whose linear size is of order $L_{E}$, ordered motion prevails over diffusion. This makes it possible to estimate the particle velocity to be

$$
\begin{equation*}
V=L_{E} / t_{E}, \tag{32}
\end{equation*}
$$

where $t_{E}$ is the diffusion time for displacement $L_{E}$. For ordinary diffusion $t_{E}=L_{E}^{2} / D$, and we have the well-known Einstein formula

$$
\begin{equation*}
V=q^{2} D E / k T \tag{33}
\end{equation*}
$$

When Lévy hops dominate, the same estimates yield Eq. (2), and in the two diffusion limits we have (29). Earlier ${ }^{6}$ a dependence of type (29) was predicted by a phenomenological description of anomalous diffusion along percolation clusters in the effective-medium approximation. The correlation length of the percolation clusters was taken as the homogeneity length. We also note that in contrast to Lévy hops, anomalous diffusion along percolation clusters is of a sublinear nature, so that in mixed random walks (anomalous diffusion plus ordinary diffusion) the main contribution over short time intervals is provided by anomalous diffusion, while over long time intervals the main contribution is provided by ordinary diffusion. An attempt to detect the nonlinearity by computer modeling of drift along clusters did not succeed, ${ }^{14}$ since over the desired range of fields, the electric field in inhomogeneous media induces traps. Such traps are sections of the current paths directed against the electric field. Hence the question of the nonlinear dependence of the velocity on the electric field due to anomalous nature of the diffusion remained unresolved.

The present paper establishes for the first time the nonlinear dependence of the velocity on the electric field for the model of diffusion via Lévy hops. Moreover, the deduced nonlinear behavior of the velocity due to the unusual nature
of the dependence (2) was recently corroborated by computer modeling of particle drift in the presence of Lévy diffusion. ${ }^{15}$

As for experimental results, many researchers have observed the nonlinear power dependence of the current in inhomogeneous materials with exponents close to the anomalous-diffusion index and have provided various explanations of this phenomenon (see, e.g., Refs. 11 and 12). In our opinon, nonlinear behavior can indeed be observed, and there is a universal explanation for nonlinear behavior as stemming from the anomalous nature of random walks in inhomogeneous media. Comparisons of experimental and theoretical results require further study, however.

This work was initiated by numerous interesting discussions with É. G. Batyev and É. N. Baskin. The author is also grateful to A. A. Snarskiĭ for kindly supplying offprints of various papers.
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The magnetic susceptibility, electrical resistance, specific heat, and thermal expansion coefficient of $\mathrm{SmB}_{6}, \mathrm{Sm}_{0.8} \mathrm{~B}_{6}$, and $\mathrm{Sm}_{1-x} \mathrm{La}_{x} \mathrm{~B}_{6}(x=0.1$ and 0.2$)$ are measured in the temperature range $T=4-300 \mathrm{~K}$. The dispersion curves of the acoustic phonon branches in lanthanum-doped samples are studied. A combined analysis of the results confirms the existence of an activation gap in the electron density of states in both nonstoichiometric and lanthanum-doped compounds. The anomalies in the electronic component of the thermal expansion coefficient are associated to a considerable degree with the temperature variation of the valence and, like the magnetic susceptibility, reflect features of the $f$-electron excitation spectrum.
It is found that lanthanum doping does not lead to significant changes in the anomalies in the phonon spectrum of $\mathrm{SmB}_{6}$. It is established that the homogeneous intermediate-valent state of the samarium ion is fairly stable and is maintained when the perfection of the Sm sublattice is violated. © 1999 American Institute of Physics. [S1063-7761(99)01903-4]

## 1. INTRODUCTION

Samarium hexaboride $\left(\mathrm{SmB}_{6}\right)$ is known as the first of the valence-instable compounds to be discovered. Its properties have been actively investigated since the 1970's, as samples of increasingly higher quality were obtained. This compound evoked heightened attention because of two characteristic features. First, an unusually narrow gap ( $\sim 5 \mathrm{meV}$ ) was discovered in the electron density of states of $\mathrm{SmB}_{6}$. The existence of the gap has been confirmed by numerous experiments on the resistivity, Hall effect, and specific heat, ${ }^{1-4}$ as well as optical measurements. ${ }^{5-7}$ The nature of the gap in $\mathrm{SmB}_{6}$ has been discussed from various standpoints. It has been interpreted as a hybridization gap ${ }^{8}$ and as a consequence of Wigner crystallization in the metal ${ }^{9}$ or the formation of an exciton state in an intermediate-valent phase. ${ }^{10}$ It has been theorized that the gap in the electron density of states vanishes when $\mathrm{SmB}_{6}$ is doped with other rare-earth (RE) ions ${ }^{11}$ or when pressure is applied. ${ }^{12}$ However, in Ref. 13, where the influence of doping on the hybridization gap was investigated by measuring the electrical resistance, it was discovered that the gap is maintained in all compounds based on $\mathrm{SmB}_{6}$ having a state with an intermediate valence. Thus, there is no unequivocal answer to the question of whether the gap vanishes or whether the Fermi level is displaced relative to the gap.

The second feature of this compound is that the samarium ions in $\mathrm{SmB}_{6}$ are in an intermediate-valent state. The valence of the samarium ion at room temperature estimated from the lattice constant, the magnetic susceptibility, the $L_{\text {III }}$ absorption edge, and the Mössbauer effect is
$\simeq 2.55 \pm 0.03 .{ }^{14-16}$ It is generally assumed that the valence instability of RE ions is characterized by the presence of charge and spin fluctuations with a characteristic time $\tau$ $\sim 10^{-12}-10^{-13}$ s. Charge fluctuations should influence the lattice excitation spectrum under certain conditions, and spin fluctuations should be manifested in the magnetic excitation spectrum. In fact, the results of the measurements of the phonon dispersion curves of $\mathrm{SmB}_{6}$ in Ref. 17 reveal overall softening of the acoustic and low-lying optical phonons in comparison to isostructural $\mathrm{LaB}_{6}$. In addition, distinct anomalies in the longitudinal-acoustic branches along the [110] and [111] directions and an additional mode, which is located in the energy gap between the acoustic and optical branches, were discovered. Some important results were also obtained when the magnetic excitation spectrum of $\mathrm{SmB}_{6}$ was investigated in Ref. 18 and 19. In particular, a narrow low-energy excitation with unusual properties was discovered at low temperatures ( $T<40 \mathrm{~K}$ ) in the magnetic component of the inelastic neutron scattering spectrum along with some broad structural peaks associated with intermultiplet transitions. An explanation for the specific features of both the phonon and magnetic excitation spectra based on an excitonic model, where the key factor is the formation of a mixed quantum-mechanical state for each Sm ion, was recently proposed. ${ }^{20,21}$ An alternative model, which accounts for the electron density of states and the magnetic excitation spectrum of $\mathrm{SmB}_{6}$, was developed in Ref. 22. It is based on the concept of a mixed-valent (inhomogeneous) state for the Sm ions in $\mathrm{SmB}_{6}$. However, neither of these models is free of certain difficulties in substantiating the original approximations. Both the variation of the mean valence and the con-
centration of free carriers are quite critical for both models. For this reason it would be interesting to examine the transformation of the properties of $\mathrm{SmB}_{6}$ as the valence state of the samarium ions varies.

The valence of the samarium ions in $\mathrm{SmB}_{6}$ can be varied by replacing Sm by di- and trivalent ions of other elements. When Sm ions in the RE sublattice of $\mathrm{SmB}_{6}$ are replaced by $\mathrm{La}^{3+}$ ions, the valence of the samarium ion decreases. ${ }^{23}$ The kinetic and magnetic properties of a series of samples with the general formula $\mathrm{Sm}_{1-x} \mathrm{La}_{x} \mathrm{~B}_{6}$ have been studied in some detail. ${ }^{15}$ Another method for altering the valence of the Sm ions in $\mathrm{SmB}_{6}$, but without inserting foreign atoms into the RE sublattice, is to create a deficiency of samarium ions $\left(\mathrm{Sm}_{x} \mathrm{~B}_{6}\right)$. In this case the crystal structure remains stable over a very broad range of samarium concentrations. According to the results of the magnetic susceptibility measurements, the lattice period, and the $L_{\text {III }}$ absorption edge, the valence of the samarium ion in $\operatorname{Sm}_{x} \mathrm{~B}_{6}(x=0.7-0.9)$ remains appreciably different from an integer value and shifts toward $3^{+}[v(300 \mathrm{~K}) \simeq 2.63 \pm 0.03] .^{24-26}$ The current list of experimental studies of the physical properties of nonstoichiometric samarium hexaboride is very limited. It includes measurements of the lattice period and the magnetic susceptibility at relatively high temperatures ( $T>80 \mathrm{~K}$ ), whereas the features of the intermediate-valent state are displayed most clearly at lower temperatures. It is noteworthy that the nonstoichiometric compound $\mathrm{Sm}_{x} \mathrm{~B}_{6}$ itself merits special attention because of its stability when there is a large number of vacancies (up to $30 \%$ ).

The purpose of the present work was to study and jointly analyze magnetic, kinetic (electrical resistance), and thermodynamic (specific heat and thermal expansion coefficient) properties of the same samples of the stoichiometric compound $\mathrm{SmB}_{6}$, the Sm -deficient compound $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$, and the lanthanum-doped compounds $\mathrm{Sm}_{x} \mathrm{La}_{1-x} \mathrm{~B}_{6}(x=0.8$ and 0.9) over the broad temperature range $4-300 \mathrm{~K}(2<T<45 \mathrm{~K}$ in the case of the specific heat), as well as to study the influence of doping on the features of the phonon spectrum of $\mathrm{SmB}_{6}$.

## 2. SAMPLES AND METHOD

Powdered samples were obtained by the hightemperature reduction of $\mathrm{Sm}_{2} \mathrm{O}_{3}$ by boron with variation of the ratio between the amounts of the oxide and boron in the Institute of Problems in Materials Science of the Ukrainian National Academy of Sciences (Kiev). The single-phase state of all the samples and their correspondence to the cubic structure of $\mathrm{CaB}_{6}$ were established by x-ray diffraction analysis.

To refine the structural parameters of $\mathrm{Sm}_{x} \mathrm{~B}_{6}$ and $\mathrm{La}_{x} \mathrm{~B}_{6}$ ( $x=0.8$ and 1 ), a full-profile Rietveld analysis was performed using x-ray and neutron diffraction at room temperature in the range of angles $2 \theta=20-160^{\circ}$. The following parameters were varied during the refinement of the structure: the scale factor, the parameters of the background, the shape of the peaks, the lattice period, the parametric position of the boron atom, and the populations of the sites of the Sm and boron atoms. Because of the small range of variation of the momentum transfer, the thermal factors of the RE and
boron atoms were taken from the literature ${ }^{27,28}$ and were not varied during fitting. The neutron-diffraction data were treated with allowance for absorption by the RE ions and boron atoms. The full-profile analysis showed that violation of the stoichiometry leads to a decrease in the lattice period ( $a=4.1344 \pm 0.0003 \AA$ for $\mathrm{SmB}_{6}, a=4.1278 \pm 0.0003 \AA$ for $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}, a=4.1563 \pm 0.0003 \AA$ for $\mathrm{LaB}_{6}$, and $a=4.1555$ $\pm 0.0003 \AA$ for $\mathrm{La}_{0.8} \mathrm{~B}_{6}$ ), while the positional parameter of the boron atoms remained essentially unchanged. The analysis also confirmed that the ratio between the populations of the sites of the RE and boron atoms is consistent with the structural formulas. The values of the lattice period at $T=300 \mathrm{~K}$ for $\mathrm{Sm}_{0.8} \mathrm{La}_{0.2} \mathrm{~B}_{6}$ and $\mathrm{Sm}_{0.9} \mathrm{La}_{0.1} \mathrm{~B}_{6}$ were 4.1449 $\pm 0.0003 \AA$ and $4.1366 \pm 0.0004 \AA$, respectively.

Measurements of the temperature dependence of the lattice period at $T=10-300 \mathrm{~K}$ were performed on polycrystalline samples using x-ray diffraction $\left(\mathrm{Cu} K_{\alpha}\right.$ radiation) on a DRON-3 diffractometer in the range of angles $2 \theta=120$ $-160^{\circ}$ with a closed-cycle helium refrigerator. The temperature dependence of the thermal expansion coefficient $\alpha$,

$$
\begin{equation*}
\alpha=\frac{1}{a} \frac{d a}{d T}, \tag{1}
\end{equation*}
$$

was obtained by differentiating the temperature dependences of the lattice periods after preliminary smoothing by cubic polynomials.

Measurements of the temperature dependences of the specific heat $C(T)$ in the temperature range from 2 to 45 K were performed in an adiabatic calorimeter. ${ }^{29}$

The possible influence of the defect density in the lattice on the specific heat and the thermal expansion coefficient was evaluated on the basis of a comparison of the data obtained for the lanthanum compounds $\mathrm{La}_{x} \mathrm{~B}_{6}(x=0.8$ and 1$)$. The lattice contribution to the thermal expansion was taken into account by subtracting the corresponding dependences for $\mathrm{Sm}_{x} \mathrm{~B}_{6}$ and $\mathrm{La}_{x} \mathrm{~B}_{6}(x=0.8$ and 1), since the latter are structural analogs, in which, however, the La ions have an empty $f$ shell.

The resistance measurements were performed by the four-probe technique at temperatures between 4 and 300 K .

The magnetic susceptibility was measured on a magnetometer with a magnetic field strength equal to 50 Oe . The temperature range for these measurements was $1.5-300 \mathrm{~K}$ for $\mathrm{SmB}_{6}$ and 5-300 K for $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$.

The dispersion curves of the acoustic phonons were obtained using single-crystal, doubly isotopic samples of ${ }^{154} \mathrm{Sm}_{1-x} \mathrm{La}_{x}^{11} \mathrm{~B}_{6}(x=0.1$ and 0.22$)$ having volumes of 0.25 $\mathrm{cm}^{3}(x=0.22)$ and $0.1 \mathrm{~cm}^{3}(x=0.1)$, which were cut from rods obtained from the polycrystalline material by the crucibleless float-zone technique in the Institute of Problems in Materials Science of the Ukrainian National Academy of Sciences. The measurements were performed on a 2 T 1 triaxial crystal spectrometer (Laboratoire Léon Brillouin, Saclay, France), which provides the high flux of monochromatic neutrons onto the samples needed in experiments with such small samples, which absorb neutrons fairly strongly (by virtue of the residual admixtures of strongly absorbing Sm and boron isotopes). The measurements were performed, for the most part, in a regime with constant momentum trans-


FIG. 1. Temperature dependence of the magnetic susceptibility of samples of $\mathrm{SmB}_{6}(\square), \mathrm{Sm}_{0.8} \mathrm{~B}_{6}(\bigcirc)$, and $\mathrm{Sm}_{0.75} \mathrm{La}_{0.25} \mathrm{~B}_{6}(\triangle$, Ref. 15). Dashed lines - calculated curves for free $\mathrm{Sm}^{2+}$ and $\mathrm{Sm}^{3+}$ ions; dotted line - calculated curve for $\mathrm{Sm}_{0.75} \mathrm{La}_{0.25} \mathrm{~B}_{6}$ under the assumption of an inhomogeneous state of the Sm ions (see text) $\left[\chi_{\text {cal }}=0.56 \chi\left(\mathrm{Sm}^{2+}\right)+0.44 \chi\left(\mathrm{Sm}^{3+}\right)\right]$; dot-dashed curve - calculated curve for $\operatorname{SmB}_{6}\left[\chi_{\text {cal }}=0.4 \chi\left(\mathrm{Sm}^{2+}\right)+0.6 \chi\left(\mathrm{Sm}^{3+}\right)\right]$ under the same assumption; solid curve - calculation for $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}\left[\chi_{\text {cal }}\right.$ $\left.=0.3 \chi\left(\mathrm{Sm}^{2+}\right)+0.7 \chi\left(\mathrm{Sm}^{3+}\right)\right]$ under the same assumption.
fer and fixed final energy $E_{f}=13.7 \mathrm{meV}\left(k_{f}=2.66 \AA^{-1}\right)$ and, in a few cases, in a regime with $E=$ const. Pyrographite (the 002 reflection) served as the monochromator and analyzer, and the higher orders of the reflections were suppressed by a pyrographite filter. The temperature was stabilized by a closed-cycle helium refrigerator.

## 3. RESULTS

## Magnetic susceptibility

Figure 1 presents the temperature dependence of the magnetic susceptibility $\chi(T)$ for the samples of $\mathrm{SmB}_{6}$ of $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$, as well as for $\mathrm{Sm}_{0.75} \mathrm{La}_{0.25} \mathrm{~B}_{6}$ (Ref. 15). The $\chi(T)$ curve for $\mathrm{SmB}_{6}$ agrees well with the results obtained in Refs. 30 and 31 . For all compounds the experimental dependence of the magnetic susceptibility differs from the calculated curve for free samarium ions $\left(\mathrm{Sm}^{2+}\right.$ and $\left.\mathrm{Sm}^{3+}\right)$. It can be seen from the figure that the temperature dependences of the magnetic susceptibility for the samples with an imperfect Sm sublattice vary in accordance with the variation of the valence relative to samarium hexaboride and approximate the curves for the corresponding ions with integer valence. The $\chi(T)$ curves undergo quantitative changes in the temperature range $2<T<100 \mathrm{~K}$. The characteristic maximum for $\mathrm{SmB}_{6}$ at $T \simeq 50 \mathrm{~K}$ on the $\chi(T)$ curve vanishes or shifts toward lower temperatures in response to violation of the stoichiometry and shifts toward somewhat higher temperatures in the case of the lanthanum-doped compound.

## Electrical resistance

Figure 2 shows the temperature dependence for singlecrystal and polycrystalline $\mathrm{SmB}_{6}$ and nonstoichiometric $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$, as well as the results for $\mathrm{Sm}_{0.75} \mathrm{La}_{0.25} \mathrm{~B}_{6}$ from Ref. 13. Both the single crystal and polycrystal of $\mathrm{SmB}_{6}$ exhibit a sharp increase in resistance as the temperature is reduced.


FIG. 2. Temperature dependence of the resistance for $\mathrm{SmB}_{6}$ [single crystal
(■) and polycrystal ( $\square$ )], $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}(\bigcirc)$, and $\mathrm{Sm}_{0.75} \mathrm{La}_{0.25} \mathrm{~B}_{6}$ ( $\triangle$, Ref. 13). Lines - approximation given by (2) (see text).

The temperature curves have linear segments, which are characteristic of a thermally activated type of conduction:

$$
\begin{equation*}
R=R_{0} \exp \left(-E_{g} / 2 k_{B} T\right) \tag{2}
\end{equation*}
$$

The segment for the single crystal lies in the temperature range $6<T<20 \mathrm{~K}$, and the segment for the polycrystal extends over a somewhat smaller range ( $8<T<20 \mathrm{~K}$ ). The width of the activation gap in the electron density of states obtained from measurements of the resistance on the single crystal is $E_{g} / 2=E_{a} \approx 50 \mathrm{~K}$. At $T>35 \mathrm{~K}$, as well as at $T<5 \mathrm{~K}$ for the single crystal and $T<8 \mathrm{~K}$ for the polycrystal, the temperature dependence of the resistance deviates from a straight line.

The thermally activated type of electrical resistance is maintained as a whole for $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$. A linear segment of the resistance curve is observed in the temperature range $15<T<30 \mathrm{~K}$. The width of the gap in the electron density of states was found to be $E_{a} \approx 20 \mathrm{~K}$. Unlike the samples with the stoichiometric composition, the material with $x=0.8$ exhibits an additional linear segment at low temperatures ( $T$ $\leqslant 14 \mathrm{~K}$ ).

The temperature dependence of the electrical resistance for $\mathrm{Sm}_{0.75} \mathrm{La}_{0.25} \mathrm{~B}_{6}$ has a complex course and is similar on the whole to the dependence for a metal.

## Specific heat

Figure 3a presents the data from measuring the temperature dependence of the specific heat $C(T)$ for $\mathrm{La}_{x} \mathrm{~B}_{6}$ and $\operatorname{Sm}_{x} \mathrm{~B}_{6}(x=0.8$ and 1$)$, as well as for $\mathrm{Sm}_{0.8} \mathrm{La}_{0.2} \mathrm{~B}_{6}$. The results for $\mathrm{SmB}_{6}$ agree well with the data in Ref. 3. As can be seen, violation of the stoichiometry in the valence-unstable samarium hexaboride $\mathrm{Sm}_{x} \mathrm{~B}_{6}$ leads to appreciable changes in the specific heat, while the temperature dependences for the analogous lanthanum-based compounds $\left(\mathrm{La}_{x} \mathrm{~B}_{6}\right.$, inset in Fig. 3a) essentially coincide.

The electronic contribution to the specific heat, $C_{\mathrm{el}}$ (Fig. 3b), was determined as the difference between the total specific heat and its lattice component ( $C_{\text {lat }}$, solid line in Fig. $3 \mathrm{a})$. The lattice component was calculated from the phonon


FIG. 3. Temperature dependences of the total specific heat (a) and the electronic contribution to the specific heat (b) for $\operatorname{SmB}_{6}(\square), \operatorname{Sm}_{0.8} \mathrm{~B}_{6}(\bigcirc)$, $\operatorname{Sm}_{0.8} \mathrm{La}_{0.2} \mathrm{~B}_{6}(\triangle), \mathrm{LaB}_{6}(\diamond), \mathrm{La}_{0.8} \mathrm{~B}_{6}(\diamond)$, and $\mathrm{LaB}_{6}$ (dashed line, Ref. 3). Solid line - lattice component of the specific heat of $\mathrm{SmB}_{6}$ calculated from the phonon density of states (see text). Inset: a) temperature dependence of the specific heat of $\mathrm{La}_{x} \mathrm{~B}_{6}(x=0.8$ and 1$) ; \mathrm{b}$ ) electronic contribution to the specific heat for samples of $\mathrm{SmB}_{6}$ and $\mathrm{Sm}_{0.8} \mathrm{La}_{0.2} \mathrm{~B}_{6}$ after subtraction of the contribution associated with the $f$-electron excitation spectrum (see text).
density of states for $\mathrm{SmB}_{6}$, which was obtained from model calculations with consideration of the contribution of the exciton-phonon interaction ${ }^{20}$ on the basis of experimentally measured dispersion curves. ${ }^{17}$ The electronic contribution to the specific heat of $\mathrm{SmB}_{6}$ has a maximum at $T \approx 40 \mathrm{~K}$. The behavior of $C_{\mathrm{el}}(T)$ for $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$ in the temperature range above 10 K is similar to that for $\mathrm{SmB}_{6}$; there is a maximum at $T \approx 25 \mathrm{~K}$, but its amplitude is smaller (Fig. 3b). In contrast to nonstoichiometric samarium hexaboride, the specific-heat maximum for $\mathrm{Sm}_{0.8} \mathrm{La}_{0.2} \mathrm{~B}_{6}$ is probably at a higher temperature $(T>40 \mathrm{~K})$ than is the specific-heat maximum for $\mathrm{SmB}_{6}$. The electronic component of the specific heat of the samarium compounds is plotted in $C_{\mathrm{el}} / T$ vs. $T^{2}\left(T^{2}\right)$ coordinates in Fig. 4. At low temperatures $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$ exhibits qualitatively different behavior in the temperature dependence of $C_{\mathrm{el}} / T$ in comparison to $\mathrm{SmB}_{6}$ : there is a sharp increase in the specific heat with decreasing temperature, which is usually observed for heavy-fermion materials. The estimated value of the Sommerfeld coefficient at $T=2 \mathrm{~K}$ is $\gamma \approx 450$ $\mathrm{mJ} / \mathrm{mol} \cdot \mathrm{K}^{2}$, which is almost two orders of magnitude greater than the value $\gamma \approx 6 \mathrm{~mJ} / \mathrm{mol} \cdot \mathrm{K}^{2}$ for stoichiometric $\mathrm{SmB}_{6}$. The value of $\gamma$ also increases somewhat for the lanthanumdoped sample ( $\gamma \approx 60 \mathrm{~mJ} / \mathrm{mol} \cdot \mathrm{K}^{2}$ at $T=4 \mathrm{~K}$ ), but the character of the temperature dependence displayed by $\mathrm{SmB}_{6}$ is maintained.


FIG. 4. Temperature dependence of the electronic contribution to the specific heat in $C_{\text {el }} / T$ vs. $T^{2}\left(T^{2}\right)$ coordinates for $\operatorname{SmB}_{6}(\square), \operatorname{Sm}_{0.8} \mathrm{~B}_{6}(\bigcirc)$, and $\mathrm{Sm}_{0.8} \mathrm{La}_{0.2} \mathrm{~B}_{6}(\triangle)$.

## Thermal expansion

The temperature dependence of the electronic component $\alpha_{\mathrm{el}}$ of the thermal expansion coefficient, which was obtained by subtracting the value of $\alpha(T)$ for $\mathrm{LaB}_{6}$ from the total thermal expansion coefficient for the Sm -containing samples, is presented in Fig. 5. The plot of $\alpha_{\mathrm{el}}(T)$ for $\mathrm{SmB}_{6}$ exhibits a minimum at $T \approx 50 \mathrm{~K}$, which is well known from the literature. ${ }^{32}$ For the lanthanum compounds $\mathrm{La}_{x} \mathrm{~B}_{6}(x$ $=0.8$ and 1) violation of the stoichiometry leads to variation of only the absolute value of the lattice parameter and does not influence the smooth temperature course of the thermal expansion coefficient. Violation of the perfection of the Sm sublattice in samarium hexaboride does not eliminate the minimum in the $\alpha_{\mathrm{el}}(T)$ curve but leads to variation of both its position and the area under the $\alpha_{\mathrm{el}}(T)$ curve (Fig. 5). In the case of the nonstoichiometric compound $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$ the position of the minimum shifts toward lower temperatures ( $T$ $\approx 25 \mathrm{~K}$ ), and the width of the temperature range where the anomaly exists decreases $(0<T<65 \mathrm{~K})$. The replacement of Sm by La leads to displacement of the minimum of the anomaly toward higher temperatures ( $T \approx 120 \mathrm{~K}$ ) and an increase in the area under the $\alpha_{\mathrm{el}}(T)$ curve.

## Phonon spectra

Figure 6 shows dispersion curves for the longitudinalacoustic and some transverse-acoustic branches at $T=300 \mathrm{~K}$


FIG. 5. Temperature dependence of the electronic component of the thermal expansion coefficient for $\mathrm{SmB}_{6}$ (1), $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$ (2), and $\mathrm{Sm}_{0.9} \mathrm{La}_{0.1} \mathrm{~B}_{6}$ (3).


FIG. 6. Dispersion curves for the longitudinal-acoustic (LA) and transverse-acoustic (TA) branches in $\operatorname{Sm}_{1-x} \mathrm{La}_{x} \mathrm{~B}_{6}(x=0.1,0.22)$, as well as in $\mathrm{LaB}_{6}$ and $\operatorname{SmB}_{6}$ (Ref. 17) at $T=300$ K. LA phonons in $\operatorname{SmB}_{6}(\bigcirc), \operatorname{Sm}_{0.9} \mathrm{La}_{0.1} \mathrm{~B}_{6}(\bigcirc)$, and $\operatorname{Sm}_{0.78} \mathrm{La}_{0.22} \mathrm{~B}_{6}(\square)$; TA phonons in $\operatorname{SmB}_{6}(+), \mathrm{Sm}_{0.9} \mathrm{La}_{0.1} \mathrm{~B}_{6}(\times)$, and $\mathrm{Sm}_{0.78} \mathrm{La}_{0.22} \mathrm{~B}_{6}(\diamond)$. Dashed line $-\mathrm{LaB}_{6}$.
for $\mathrm{Sm}_{1-x} \mathrm{La}_{x} \mathrm{~B}_{6}(x=0.1$ and 0.22$)$, as well as $\mathrm{LaB}_{6}$ and $\mathrm{SmB}_{6}$ (Ref. 17) along the three principal symmetry directions. All the Sm-doped compounds exhibit general softening of the acoustic phonons in comparison to $\mathrm{LaB}_{6}$, but the changes in their phonon frequencies in comparison to $\mathrm{SmB}_{6}$ are negligible and amount to about $5 \%$ on the average. The anomalies in the longitudinal-acoustic branches along the [ $\xi \xi 0$ ] and $[\xi \xi \xi]$ directions for a value of the reduced wave vector equal to $q / q_{\text {max }}=0.25$ in $\mathrm{SmB}_{6}$ are also observed in $\mathrm{Sm}_{1-x} \mathrm{La}_{x} \mathrm{~B}_{6}(x=0.1$ and 0.22$)$, but they become less pronounced as the La concentration is increased.

Temperature measurements were performed for several phonon frequencies at individual points of the Brillouin zone (Fig. 7). As can be seen from the figure, when the temperature is reduced by 250 K , most of the wave vectors are characterized by changes as large as 0.1 THz in the frequencies of the lattice vibrations. The greatest frequency changes occur in the range $2<T<100 \mathrm{~K}$.

## 4. DISCUSSION

An analysis of the magnetic susceptibility measurements supports the hypothesis that an intermediate-valent state exists both in the case of doping and in the case of violation of the stoichiometry. In fact, the decrease in $\chi$ in $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$ in comparison to $\mathrm{SmB}_{6}$ over the entire temperature range investigated attests to an increase in the valence of the samarium ions, in agreement with the data in Ref. 23. On the other hand, a decrease in the valence of Sm and an increase in $\chi$ are observed in $\mathrm{Sm}_{0.75} \mathrm{La}_{0.25} \mathrm{~B}_{6}$. None of the measured curves coincides with the $\chi(T)$ curves calculated for integer-valent Sm ions (see Fig. 1). In addition, the temperature dependence of $\chi(T)$ does not coincide with the $\chi_{\text {cal }}(T)$ curve obtained under the assumption of an algebraic sum of the contributions $\chi\left(\mathrm{Sm}^{3+}\right)$ and $\chi\left(\mathrm{Sm}^{2+}\right)$ in a ratio corresponding to the mean valence. The temperature range of the most signifi-
cant deviation from $\chi_{\text {cal }}(T)$ increases with increasing valence of the Sm ions (among the samples measured, this range is broadest for $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$ ).

The results of the direct measurements of $\chi(T)$ for $\mathrm{SmB}_{6}$ are qualitatively consistent with a calculation of the magnetic susceptibility using the Kramers-Kronig relation from magnetic inelastic neutron scattering spectra. ${ }^{19}$ In this case the absolute values of $\chi(T)$ obtained from integration of the neutron spectra are less than the magnetometric values. The disparities between the absolute values are probably due to the strong anisotropy and unusual form factor of the lowenergy excitation. ${ }^{19}$ The change in the course of $\chi(T)$ for $\mathrm{Sm}(\mathrm{La}) \mathrm{B}_{6}$ may be caused by reorganization of its magnetic excitation spectrum in comparison to $\mathrm{SmB}_{6}{ }^{33}$ for which the temperature dependence of the spectral function has been studied in detail. In particular, for $\mathrm{SmB}_{6}$ the redistribution of the intensity from the region of the inelastic peak with an energy of 14 meV at $T<20 \mathrm{~K}$ into the region of quasielastic scattering at $T>100 \mathrm{~K}$ is responsible for the observed dependence of $\chi(T)$. The growth of the energy of this excitation and the smoothing of its temperature dependence with increasing $x$ in the alloys $\operatorname{Sm}_{1-x} \mathrm{La}_{x 6}$ (Ref. 33) account for the tendency observed in the behavior of $\chi(T)$ for these compounds. As $x \rightarrow 1$, the curves tend to the plot of $\chi(T)$ for the divalent Sm ion. Thus, a simple "mechanical mixture" of heterovalent Sm ions is not observed in any of the compounds investigated, in contrast to, for example, the inhomogeneous mixed-valent system $\mathrm{Sm}_{3} \mathrm{Te}_{4} .{ }^{34}$ The observed differences between the $\chi(T)$ curves of the imperfect samples can occur mainly because of changes in the mean valence, but with conservation of a homogeneous intermediate-valent state.

Let us consider the results of the resistance measurements (see Fig. 2). The temperature dependence of the resistance $R(T)$ is known to be determined mainly by the behavior of the band electrons, their interaction with localized


FIG. 7. Temperature dependence of the frequency difference of longitudinal-acoustic phonons in $\operatorname{Sm}_{0.9} \mathrm{La}_{0.1} \mathrm{~B}_{6}$ in the [ $\xi 00$ ], [ $\left.\xi \xi 0\right]$, and [ $\xi \xi \xi]$ directions for $\xi=0.35(\bigcirc), 0.45(\square)$, and $0.25(\triangle)$; the curves were drawn by eye.
moments, the presence of impurity levels, etc. As was noted above, samarium hexaboride has a narrow gap $\approx 50 \mathrm{~K}$. The nonlinear portion of the plots of $\ln [R(T) / R(290 \mathrm{~K})]=f(1 / T)$ at $T>35 \mathrm{~K}$ is most probably due to the temperature dependence of the carrier mobility. The deviation of the temperature dependence from a straight line (Fig. 2) at low temperatures ( $T<6 \mathrm{~K}$ ) is due to a change in the type of conduction. Hopping conduction probably becomes decisive at these temperatures. In a polycrystal hopping conduction begins to play an appreciable role at higher temperatures, probably because of the lower degree of purity and the imperfect nature of the crystal, as was recently convincingly demonstrated in Ref. 35. To account for the deviation of $R(T)$ from an exponential law at $T<3 \mathrm{~K}$, Bat'ko et al. ${ }^{36}$ proposed a model based on the appearance of a fine structure in the hybridization gap, which is associated with the presence of a donor or acceptor impurity and lattice defects in the sample.

The character of the temperature behavior of the resistance of nonstoichiometric $\operatorname{Sm}_{0.8} \mathrm{~B}_{6}$ over the entire temperature range investigated (a linear segment (see Fig. 2) at low temperatures and a sharp decrease in resistance when the temperature is increased) is similar to the behavior of a typical extrinsic semiconductor. There are two segments corresponding to different types of conduction: intrinsic conduction with $E_{a} \approx 20 \mathrm{~K}$ and impurity conduction due to the high concentration of defects (samarium vacancies), which introduce additional states located several degrees ( $2-4 \mathrm{~K}$ ) above the upper edge of the filled band. These states also specify the type of conduction at low temperatures, specifically the hopping type of conduction. The activation gap in the electron density of states is still observed in the samples of $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$, but its magnitude is reduced in comparison to the gap in stoichiometric $\mathrm{SmB}_{6}$.

The introduction of $25 \%$ lanthanum into $\mathrm{SmB}_{6}$, which produces a number of defects close to the number in $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$, is sufficient to cause the radical change from a semiconductor type of resistance to a metallic type. It is noteworthy that the change in the character of the $R(T)$
curve of $\mathrm{Sm}_{0.75} \mathrm{La}_{0.25} \mathrm{~B}_{6}$ can be attributed either to disappearance of the gap or the appearance of additional electrons upon doping with $\mathrm{La}^{3+}$.

If there is a gap in the electron density of states, the thermal excitation of electrons through the gap should lead to the appearance of a contribution to the specific heat resembling a Schottky anomaly. The latter can be observed in the electronic contribution to the specific heat of $\mathrm{SmB}_{6}$ and, in its time, was one of the pieces of evidence for the existence of a gap. Apart from the contribution of the gap to $C_{\mathrm{el}}(T)$, there should also be a contribution associated with the state of the localized $f$ electrons in the Sm ions, which was not analyzed in previous studies. In intermediate-valent samarium hexaboride the $f$ electrons have a ground state, which is a singlet, and a first excited state, which is a triplet. ${ }^{21}$ It follows from magnetic inelastic neutron scattering measurements that the characteristic energy of the lowenergy excitation corresponding to the transition between these states is approximately $14 \mathrm{meV} .{ }^{19}$ Such an excitation spectrum makes a contribution to the specific heat with a maximum at $T \approx 55 \mathrm{~K}$. After this contribution is taken into account, a component of the specific heat associated only with excitation through the gap remains $\left(C_{\mathrm{el}}^{*}(T)\right.$ in the inset in Fig. 3b). Thus, the results of the specific heat measurements convincingly confirm the presence of a gap in the electron density of states. Its width can be roughly estimated using a simple two-level model, and is approximately 60 K . This value is consistent with the width of the gap in the electron density of states obtained from the resistance measurements.

The situation in $\mathrm{Sm}_{0.8} \mathrm{La}_{0.2} \mathrm{~B}_{6}$ is more complicated: the specific heat data are qualitatively similar to the results for $\mathrm{SmB}_{6}$, and in this respect they differ from the resistance data. It follows from the magnetic inelastic neutron scattering measurements that the characteristic scale of the lowenergy excitation associated with the new state of the Sm ion is roughly 25 meV in $\mathrm{Sm}_{0.8} \mathrm{La}_{0.2} \mathrm{~B}_{6}{ }^{33}$ The corresponding state makes a contribution to the specific heat at about 110 K , which is significantly higher than the temperatures reached in our experiments. After the contribution from the excited state of the $f$ electrons is subtracted from $C_{\mathrm{el}}(T)$, a contribution to the specific heat which is probably due mainly to the gap remains (see the inset in Fig. 3b). It would seem that despite the course of the temperature dependence of the resistance characteristic of metals, the gap is maintained in the doped sample of $\mathrm{Sm}_{0.8} \mathrm{La}_{0.2} \mathrm{~B}_{6}$. In addition, the lack of any evidence for a gap in the temperature dependence of the resistance may be related to the presence of additional electrons introduced by the La ions, which 'shunt'" the gap in the kinetic measurements. The additional states are manifested by a change in the type of conduction, by the presence of an additional contribution to the specific heat at $T<15 \mathrm{~K}$, and by an appreciable increase in the value of $\gamma$ (see Fig. 4).

The anomaly is also maintained in the plot of $C_{\mathrm{el}}(T)$ for the nonstoichiometric sample (see Fig. 3b). The lack of inelastic neutron scattering data for $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$ precludes evaluation of the specific heat component associated with excitations of $f$ electrons. However, an investigation of the magnetic excitations in $\mathrm{Sm}_{0.5} \mathrm{Ba}_{0.5} \mathrm{~B}_{6}$ disclosed the dis-
appearance of the peak characteristic of $\mathrm{SmB}_{6}$ at 14 meV and the appearance of a low-temperature feature of the magnetic type at about 9 meV , which vanishes when the temperature is raised slightly (at $T=12 \mathrm{~K}$ ). ${ }^{37}$ Since nonstoichiometry with respect to the samarium ions leads to an increase in the valence of Sm , as does their replacement by Ba ions $\left(v\left(\mathrm{Sm}_{0.5} \mathrm{Ba}_{0.5} \mathrm{~B}_{6}\right) \approx 2.7\right)$, it would seem that in $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$ a similar excitation, which is responsible for the intermediate-valent state of the Sm ion, appears at an energy appreciably smaller than 14 meV and produces a contribution to the electronic component of the specific heat only at $T<25 \mathrm{~K}$. In this case the component $C_{\mathrm{el}}(T)$ for $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$ at $T=30-35 \mathrm{~K}$ is mostly likely associated with the gap. Thus, the result obtained is consistent with the conclusion following from the resistance measurements. The additional charge carriers that appear in the case of doping by trivalent La ions are not present in $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$, and 'shunting' of the gap does not occur: the gap in the electron density of states is also maintained when there is a $20 \%$ samarium deficiency.

Despite the sharp rise observed in the plot of $C / T$ $=f\left(T^{2}\right)$ as $T \rightarrow 0$ (see Fig. 4) for $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$, this compound should probably not be classified as a heavy-fermion material. In fact, the value of the magnetic susceptibility (which is an order of magnitude smaller in $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$ than in heavyfermion compounds) and the temperature dependence of the resistance do not correspond to the behavior of heavyfermion systems. The rise observed can be attributed either to the presence of a low-energy excitation of the samarium ion or to the appearance of additional electron states caused by vacancies in the samarium sublattice in $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$. These vacancy-related states can be responsible for the appearance of a segment with a linear dependence of the resistance at $T<10 \mathrm{~K}$ (see Fig. 2). However, it should be noted that an alternative interpretation is possible in principle. More specifically, the possibility of the formation of a heavy-fermion state due to the partial delocalization of $f$ electrons in compounds with a small number of free electrons was advanced in Ref. 38 in connection with the results of investigations of mixed-valent compounds of the type $\mathrm{Sm}_{3} \mathrm{X}_{4}$, which are also characterized by a large value of $\gamma$ in the absence of free carriers.

Let us examine the results of the thermal-expansion measurements (see Fig. 5). It is usually assumed that the anomaly in the electronic component $\alpha_{\mathrm{el}}(T)$ of intermediatevalent systems is caused by variation of the valence of the RE ion, which is a function of temperature. ${ }^{39-41}$ Under such an assumption, in the case of a linear relation between the variation of the valence and the variation of the lattice constant, we can write

$$
\begin{equation*}
\frac{d \ln a}{d T}=\frac{d \ln a}{d n_{f}} \frac{d n_{f}}{d T}=\mathrm{const} \cdot \frac{d n_{f}}{d T}, \tag{3}
\end{equation*}
$$

where $a$ is the lattice constant and $n_{f}$ is the population of the $f$ subshell of the Sm ion. In this case the area $S$ under the anomaly of the electronic component of the thermal expansion coefficient specifies the change in valence as a function of the change in temperature $[\Delta v(\Delta T)]$, and the position of
the extremum corresponds to the temperature at which the largest change in the valence related to the effective temperature of the valence fluctuations ${ }^{39}$ occurs, i.e.

$$
\begin{align*}
& S=\int_{T_{1}}^{T_{2}} \text { const } \cdot \frac{d n_{f}}{d T} d T=\text { const } \cdot \Delta v,  \tag{4}\\
& S=k \Delta v \tag{5}
\end{align*}
$$

where $k$ is a proportionality factor. The value $k=0.39$ was obtained on the basis of measurements of the valence of the Sm ion in $\mathrm{SmB}_{6}$ at $T=295$ and 12 K by x-ray absorption spectroscopy ${ }^{14}(\Delta v=0.08)$. Knowing the area under the anomaly of $\alpha_{\mathrm{el}}(T)$ and assuming that $k$ varies only slightly in response to doping, we can calculate the temperature variation of the valence of the Sm ion in $\mathrm{Sm}_{0.8} \mathrm{~B}_{6}$ and $\mathrm{Sm}_{0.9} \mathrm{La}_{0.1} \mathrm{~B}_{6}$. The calculation of the corresponding temperature variations of the valence for $\mathrm{Sm}_{0.9} \mathrm{La}_{0.1} \mathrm{~B}_{6}$ gives $\Delta v(300-4 \mathrm{~K}) \approx 0.1$ (the increase in $\Delta v(300-4 \mathrm{~K})$ in the lanthanum-doped sample is consistent with the result in Ref. 14), and when the stoichiometry is violated $\left(\mathrm{Sm}_{0.8} \mathrm{~B}_{6}\right)$, the valence decreases by $\Delta v(300-4 \mathrm{~K}) \approx 0.04$.

In accordance with the Grüneisen relation, the thermal expansion coefficient is proportional to the specific heat. This relationship can be generalized not only to lattice excitations, but also to electron and other excitations. Then, if $C_{\mathrm{el}}(T)$ contains a contribution associated with the presence of a gap, it should also be manifested in $\alpha_{\mathrm{el}}(T)$. At the same time, the anomalies in the thermal expansion coefficient and the specific heat probably cannot be attributed to the presence of a gap in the electron density of states alone, as was suggested in Ref. 42, since the contribution associated with the $f$-electron excitation spectrum must be taken into account when the electronic components are considered. In addition, the spectrum of lattice excitations of valence-unstable systems may differ from the spectra for the isostructural compounds devoid of $f$ electrons, ${ }^{17}$ which are usually used to take into account the lattice component of the specific heat and the thermal expansion coefficient. Different components of certain properties can be manifested to different degrees. In fact, an examination of the results for all the compounds investigated reveals that, despite the qualitative similarity between the temperature dependences (the existence of extrema and their displacement toward lower temperatures in the nonstoichiometric sample and toward higher temperatures when samarium is replaced by lanthanum, see Figs. 3b and 5), the temperature at the maximum of the electronic component of the specific heat and the temperature at the minimum of $\alpha_{\mathrm{el}}(T)$ for the same compound differ significantly. Therefore, $\alpha_{\mathrm{el}}(T)$ is determined not just by the contribution from the gap in the systems under consideration. The anomaly in the electronic component $\alpha_{\text {el }}(T)$ should also reflect features of the magnetic spectrum of the intermediatevalence compound, primarily changes in the state of the $f$ subshell. In this context we must point out the existence of a correlation between the temperature behavior of the electronic contribution to the thermal expansion coefficient and the magnetic component of the inelastic scattering spectrum of $\mathrm{Sm}_{1-x} \mathrm{La}_{x} \mathrm{~B}_{6}$. First, the position of the $\alpha_{\mathrm{el}}(T)$ anomaly coincides with the temperature at which the low-energy ex-
citation discovered in the magnetic component of the scattering for $\mathrm{SmB}_{6}$ and $\mathrm{Sm}_{0.9} \mathrm{La}_{0.1} \mathrm{~B}_{6}$ (Ref. 33) is significantly suppressed. Second, both the minimum of $\alpha_{\mathrm{el}}(T)$ and the lowenergy excitation of $\mathrm{SmB}_{6}$ are shifted very sharply toward higher energies when only $10 \%$ of the Sm atoms are replaced by La. The latter finding is probably attributable to disruption of the coherency in the Sm sublattice, which plays a definite role in shaping the magnetic excitation spectrum. ${ }^{33}$ The significant role of the coherency of the RE sublattice was also noted when the thermal expansion of the compounds $\mathrm{Ce}_{1-x}(\mathrm{Y}, \mathrm{La})_{x} \mathrm{Ni}$ was investigated. For example, the position and height of the maximum of the temperature dependence of the electronic component of the thermal expansion coefficient for CeNi deviated from the systematic dependence on concentration. This deviation was associated with the additional contribution to the electronic component of the thermal expansion coefficient due to the $\mathrm{Ce}-\mathrm{Ce}$ interaction, which is suppressed as a result of doping (when the RE sublattice is disordered. ${ }^{43}$

Thus, the results obtained suggest that the electronic component of the thermal expansion coefficient in intermediate-valence systems is governed not only by the change in valence, which depends on temperature, ${ }^{39}$ but also by the spectral characteristics of the ground state of the $f$ subshell.

As a final step, let us discuss the measurements of the phonon spectra of $\mathrm{Sm}_{1-x} \mathrm{La}_{x} \mathrm{~B}_{6}$. As was noted above, lanthanum doping did not lead to significant changes in the phonon spectrum of $\mathrm{SmB}_{6}$ and the features of the dispersion curves (see Fig. 6). Therefore, it can be stated that the excitonic model ${ }^{17}$ proposed for the spectra of lattice vibrations in $\mathrm{SmB}_{6}$ is probably valid as a whole for diluted systems. It must be emphasized that the exciton state of the samarium ion is extremely stable and does not vanish even after considerable violation of the perfection of the lattice.

The increase in the phonon frequencies with decreasing temperature (see Fig. 7) can be caused either by the presence of a gap in the electron density of states or by variation of the valence of the Sm ion with temperature. The latter cause seems more likely to us. On the one hand, the temperature ranges for variation of the frequencies of the acoustic branches and the existence of anomalies in the macroscopic properties associated with the intermediate-valent state of the samarium ions coincide ( $2<T<100 \mathrm{~K}$ ). On the other hand, lanthanum doping causes an increase in the lattice constant, which should have led to some softening of the phonon spectrum. As follows from the measurements of samples of $\mathrm{Sm}_{1-x} \mathrm{La}_{x} \mathrm{~B}_{6}$ at room temperature, doping led to an increase in the frequencies of the acoustic phonons (see Fig. 6). Therefore, the observed changes in the phonon spectrum may be associated with a decrease in valence. In particular, on the basis of this study the increase in the phonon energy with decreasing temperature (Fig. 7) is most probably attributable to the decrease in valence detected in measurements of the $L_{\text {III }}$ absorption edge. ${ }^{14}$

## 5. CONCLUSION

Violation of the perfection of the Sm sublattice leads to significant transformation of the microscopic and macro-
scopic properties of compounds based on $\mathrm{SmB}_{6}$. In this case the homogeneous intermediate-valent state of the Sm ion is maintained as a whole in all the compounds investigated, although the mean valence of the Sm ion and the width of the energy gap in the electron density of states vary somewhat. It has been shown in this work that consideration of the reorganization of the $f$-electron excitation spectrum upon variation of the valence is important for understanding the transformation of the physical properties of the compounds investigated.
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#### Abstract

We propose an approach to describing the density of fluctuation states in a disordered solid solution with a strong perturbation introduced by isoelectronic substitution in the range of attraction-center concentrations below the threshold of percolation along the sites of a disordered sublattice. To estimate the number of localized states we use the results of lattice percolation theory. We describe a method for distinguishing, within the continuum percolation theory, among the various 'radiating'" states of the fluctuation-induced tail, states that form the luminescence band at weak excitation. We also establish the position of the band of radiating states in relation to the absorption band of the excitonic ground state and the mobility edge of the system. The approach is used to describe the optical spectra of the solid solution $\mathrm{ZnSe}_{1-c} \mathrm{Te}_{c}$, which at low Te concentrations can be interpreted as a system with strong scattering. We take into account the exciton-phonon interaction and show that the calculated and observed luminescence spectra of localized excitons are in good agreement with each other. © 1999 American Institute of Physics. [S1063-7761(99)02003-X]


## 1. INTRODUCTION

Wide-gap solid solutions of the II-VI groups are being actively used in manufacturing heterostructures. It is well known that the changes in the optical characteristics of a solid solution in relation to those of the compounds forming that solution is determined chiefly by two effects: the concentration variation of the band gap and the smearing of the gap edge due to the formation of a fluctuation-induced tail of localized states.

In the absence of long-range order, the description of the spectrum of the electronic states of a crystal is an important problem of the physics of disordered systems and has remained in the fore for many years. Reviews of earlier work that cover the main directions of research in this field can be found in Refs. 1-4. A separate case is that of very low concentrations of impurity atoms, $c \ll 1$, where the perturbation at a lattice site exceeds a critical value and leads to formation of split-off states. This problem is examined by Koster and Slater ${ }^{5}$ (see also the results of more recent work in Refs. 6 and 7) for electronic states and by Lifshitz ${ }^{8}$ for the oscillation problem. For finite concentrations, attempts to solve for the spectrum of impurity states were made in the coherent potential approximation by Elliott et al. ${ }^{9}$ and by using more complex approaches. ${ }^{10,11}$ Disordered solid solutions of crystals form a group of systems for which allowance of the statistics of lattice-site occupation is critical to the understanding of the localization-energy distributions of what is known as the tail fluctuation states. In this connection, considerable attention has been paid to random-potential studies (a potential whose statistics is that of Gaussian white
noise ${ }^{12-14}$ ). This, however, does not correspond to the physical nature of solid solutions. ${ }^{15}$ Some aspects of tail fluctuation states with the atoms of two species distributed at random over the lattice sites have been examined in Refs. 16 and 17.

In this paper we develop a systematic approach to calculating the density of fluctuation states of disordered solid solutions to describe the optical absorption and luminescence spectra of such solutions for the case in which the perturbation of electronic states introduced by the substituting atoms cannot be considered small and a localization state can be formed by a few substituting atoms (the strong scattering limit). The case of weak scattering was examined in Refs. 18 and 19.

In Sec. 2 we find the density of localized states by using a three-dimensional two-component model described by the one-band Hamiltonian with diagonal disorder. This type of disorder emerges as a result of random occupation of the sites of a crystal lattice by atoms of two species, e.g., $A$ and $B$. We also use the continuum variant of this model. Here we limit ourselves to the region of low concentrations of $A$ atoms, which are attraction centers, $c<p_{c}$, where $p_{c}$ is the critical concentration in the problem of percolation along the sites of the sublattice of the substituting atoms. When there is strong scattering in solid solutions with diagonal disorder, fluctuation states may be formed by individual substituting atoms and by relatively small clusters of such atoms, which form when the atoms are randomly distributed.

In Sec. 3 we calculate the contour of the phononless luminescence band. Within the given problem, the possibility
of optical recombination is limited by the exciton lifetime in relation to the transitions (tunneling) into low-lying states belonging to the tail of fluctuation states, with the transitions accompanied by phonon emission. To describe luminescence we must find the energy distribution of isolated states, i.e., states for which the channels of such relaxation are either closed or barely exist. The restriction here is due to the finiteness of the tunneling radius. Of the total number of tail states only those are isolated for which the distance to neighboring states is greater than this radius. Generally, the problem of finding the energy distribution of spatially isolated states belongs to the quantum percolation theory. ${ }^{2-4,20-29}$ Isolated states in lattice models were studied in Refs. 30-36. If the finiteness of the tunneling radius is taken into account, one can employ the continuum theory of percolation over overlapping spheres. ${ }^{30-36}$ Using the results of this theory, we can divide fluctuation states into states of single (noninteracting) clusters, states of superclusters (complexes consisting of interacting clusters), and percolation cluster states. We assume all along that the states of single clusters and the ground states of superclusters are spatially isolated.

Knowing the distribution of states among superclusters makes it possible to establish the position of the phononless luminescence band in relation to the peak in the phononless absorption band of the excitonic ground state and the mobility edge.

In Sec. 4 we describe the effect of the interaction of excitons and acoustic and optical phonons on the absorption and luminescence spectra of localized excitons. In the concentration range of interest to us, we assume that an electron interacts with the hole density distribution averaged over the fluctuation-induced well. The preliminary results of allowing for the exciton-phonon interaction can be found in Ref. 37.

Section 5 discusses the results of numerical calculations of the absorption and luminescence spectra for the solid solution $\mathrm{ZnSe}_{1-c} \mathrm{Te}_{c}$ at $c=0.15$, which at such a concentration may serve as a good model of systems with strong scattering. There we also compare the contours of the calculated and observed luminescence bands.

## 2. SPECTRUM OF FLUCTUATION STATES

In the model developed in this paper we assume that the macroscopic volume of the solid solution consists of $N$ crystal lattice sites occupied at random by two species of atoms, $A$ and $B$. The average numbers of $A$ and $B$ atoms are, respectively, $N_{A}=c N$ and $N_{B}=(1-c) N$, where $c$ is the concentration of $A$ atoms. The one-band Hamiltonian of this system can be written

$$
\begin{equation*}
H=-\sum_{\mathbf{n}, \mathbf{m}} \Psi_{\mathbf{n}} W_{\mathbf{m}}\left(\Psi_{\mathbf{n}+\mathbf{m}}-\Psi_{\mathbf{n}}\right)+\sum_{\mathbf{n}} E_{\mathbf{n}} \Psi_{\mathbf{n}}^{2} \tag{1}
\end{equation*}
$$

where $\Psi_{\mathbf{n}}$ is assumed real. The diagonal element $E_{\mathbf{n}}$ takes the value $E_{A}$ if the site is occupied by an $A$ atom and the value $E_{B}$ in the opposite case. In the limits $c=0$ and $c=1$ the Hamiltonian (1) reduces to the Hamiltonian of a perfect crystal consisting of $B$ or $A$ atoms. Here all $E_{\mathbf{n}}$ are replaced
by $E_{\mathbf{n}}=E_{A}$ or $E_{\mathbf{n}}=E_{B}$. In the plane wave representation, the matrix element of the Hamiltonian in this case becomes $H_{q}^{\alpha}=\varepsilon_{q}+E_{\alpha}$, where $\alpha$ is either $A$ or $B$, and

$$
\begin{equation*}
\varepsilon_{q}=W_{0}-W_{q} \tag{2}
\end{equation*}
$$

is the dispersion of the electron band.

### 2.1. The Green's function representation

The Green's function of a perfect crystal $A$ or $B$ is

$$
\begin{equation*}
G_{\mathbf{n m}}^{\alpha}(\boldsymbol{\epsilon})=\left\{\boldsymbol{\epsilon} \mathbf{I}-\mathbf{H}^{\alpha}\right\}_{\mathbf{n m}}^{-1}=\frac{1}{N} \sum_{\mathbf{q}} \frac{\exp \left\{i \mathbf{q} \cdot\left(\mathbf{R}_{\mathbf{n}}-\mathbf{R}_{\mathbf{m}}\right)\right\}}{\boldsymbol{\epsilon}-\boldsymbol{\varepsilon}_{\mathbf{q}}-E_{\alpha}} \tag{3}
\end{equation*}
$$

where $\mathbf{R}_{\mathbf{n}}$ is the radius vector of the lattice site $\mathbf{n}$. When the lattice sites are occupied at random by atoms of two species, the Green's function for each realization depends on the composition and arrangement of the atoms:

$$
\begin{equation*}
G_{\mathbf{n m}}(\omega)=\left\{\omega \mathbf{I}-\mathbf{H}^{v c}-\boldsymbol{\Delta}_{\mathrm{nm}}^{-1}\right. \tag{4}
\end{equation*}
$$

where I is the identity matrix, and the matrices $\mathbf{H}^{v c}$ and $\boldsymbol{\Delta}$ are

$$
\begin{equation*}
H_{\mathbf{n m}}^{U c}=W_{\mathbf{n}-\mathbf{m}}-\left(W_{0}-E_{G}\right)_{\mathbf{n}} \delta_{\mathbf{n m}}, \quad \Delta=\Delta_{\mathbf{n}} \delta_{\mathbf{n m}}, \tag{5}
\end{equation*}
$$

with $E_{G}$ the edge of the band considered.
The position of the bottom of the band of the solid solution in the virtual crystal approximation is related to the average value of $E_{\mathbf{n}}$ at the site:

$$
\begin{equation*}
\langle E\rangle_{G}=c E_{A}+(1-c) E_{B} . \tag{6}
\end{equation*}
$$

The energy $\omega$ is also measured from the band bottom $E_{G}$, with $\omega$ positive for localized states. The diagonal matrix elements of the potential $\Delta$ can be written

$$
\begin{equation*}
\Delta_{\mathbf{n}}=E_{\mathbf{n}}-E_{G} \tag{7}
\end{equation*}
$$

where the value of $\Delta_{\mathbf{n}}$ also depends on the concentration of the solid solution.

The solution of the eigenvalue problem for the crystal Hamiltonian when the atoms of the two species occupy fixed but disordered positions can be obtained by diagonalizing a matrix of rank $N$, each row in which has the form

$$
\begin{equation*}
\omega_{\Lambda} \varphi_{\Lambda}^{\mathbf{\Delta}}(\mathbf{n})+\sum_{\mathbf{m}}\left(H_{\mathbf{n m}}^{v c}-\Delta_{\mathbf{n}} \delta_{\mathbf{n m}}\right) \varphi_{\Lambda}^{\mathbf{\Delta}}(\mathbf{m})=0 . \tag{8}
\end{equation*}
$$

The spectrum of the disordered system can be found as a result of averaging, i.e., by summing the spectra corresponding to different realizations with weight factors equal to the probabilities of each realization. Of interest from the standpoint of physics here is the imaginary part of the Green's function averaged over all possible variants of occupation of the sites by atoms.

The expression for the density of states for a fixed set of values of $\Delta_{\mathbf{n}}$ and fixed values of quantum numbers, which we denote by $\Lambda$, has the form

$$
\begin{align*}
\rho_{\Delta, \Lambda}(\omega)= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} d \tau_{\Lambda} \sum_{\mathbf{n}}\left|\varphi_{\Lambda}^{\Delta}(\mathbf{n})\right|^{2} \\
& \times \exp \left\{-i\left[\omega \mathbf{I}-\mathbf{H}^{v c}-\Delta\right]_{\Lambda \Lambda} \tau_{\lambda}\right\}, \tag{9}
\end{align*}
$$

where

$$
\begin{align*}
{\left[\omega \mathbf{I}-\mathbf{H}^{v c}-\Delta\right]_{\Lambda \Lambda}=} & \sum_{\mathbf{n}, \mathbf{m}} \varphi_{\Lambda}^{\Delta}(\mathbf{n})\left[\omega \delta_{\mathbf{n m}}+H_{\mathbf{n m}}^{v c}\right. \\
& \left.-\Delta_{\mathbf{n}} \delta_{\mathbf{n m}}\right] \varphi_{\Lambda}^{\Delta}(\mathbf{m}) \tag{10}
\end{align*}
$$

The total average density of states can be written as a sum over all $\Lambda$ and all realizations of $\Delta$ with allowance for their weight factors $P_{\Delta}$ :

$$
\begin{align*}
\rho(\omega)= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} \sum_{\Delta} P_{\Delta} \sum_{\Lambda} d \tau_{\Lambda} \sum_{\mathbf{n}}\left|\varphi_{\Lambda}^{\Delta}(\mathbf{n})\right|^{2} \\
& \times \exp \left\{-i\left[\omega \mathbf{I}+\mathbf{H}^{v c}-\boldsymbol{\Delta}\right]_{\Lambda \Lambda} \tau_{\Lambda}\right\} . \tag{11}
\end{align*}
$$

Consequently, we must consider all possible variants of lattice occupation and for each variant find the eigenvalues and eigenfunctions. Integration with respect to $\tau_{\Lambda}$ in (11) can be carried out in general form, which yields an expression for $\rho(\omega)$ :

$$
\begin{equation*}
\rho(\omega)=\sum_{\Delta} P_{\Delta} \sum_{\Lambda} \sum_{\mathbf{n}}\left|\varphi_{\Lambda}^{\mathbf{\Delta}}(\mathbf{n})\right|^{2} \delta\left(\omega-\omega_{\Lambda}^{\mathbf{\Delta}}\right) . \tag{12}
\end{equation*}
$$

Here we denote the eigenvalue of Eq. (8) for a fixed set of $\Lambda_{\mathbf{n}}$ by $\omega_{\Lambda}^{\boldsymbol{\Delta}}$. For bound states the functions $\varphi_{\Lambda}^{\boldsymbol{\Delta}}$ can always be normalized to unity.

The above formula is a rigorous definition of the density of states of the disordered system described by Hamiltonian (1), i.e., a two-component solid solution $A_{c} B_{1-c}$.

### 2.2. Fluctuation states of clusters. Sum rules

In this paper we examine a situation in which the concentration of $A$ atoms is lower than the critical value for the problem of percolation along the sites of the anion sublattice: $c<p_{c} \approx 0.2$. Under this condition, the $A$ atoms can form only finite clusters. If the perturbation introduced by a cluster consisting of $n$ atoms of the species $A$ exceeds a critical value and splits off a state from the bottom of the virtual-crystal band, all higher-order clusters will also split off localized states from the bottom.

For the zeroth approximation we assume that the wave functions of individual clusters do not overlap and examine the resulting spectrum of the split-off states. Within this approach the medium outside a cluster is described by the virtual crystal approximation. In this approximation the spectrum of the density of states is a set of delta-function peaks corresponding to the individual clusters. Next we allow for composition fluctuations in lowest-order perturbation theory. Finally, we apply a variation procedure to determine the most-probable fluctuations. As a result the individual peaks become smeared and the structure in the spectrum of the density of states is smoothed out. At the same time, the structural features of the spectrum can be observed at very low concentrations.

### 2.2.1. Isolated cluster approximation

For any cluster in the approximation we can write the equation of motion as

$$
\begin{equation*}
\left\{\mathbf{I}+\mathbf{g}^{v c}(\omega) \boldsymbol{\Delta}\right\}_{\mathbf{n m}} \varphi_{\Lambda}^{\boldsymbol{\Delta}}(\mathbf{m})=0 \tag{13}
\end{equation*}
$$

where $\mathbf{n}$ and $\mathbf{m}$ run through the values corresponding to the coordinates of the sites occupied by clusters, and $\mathbf{g}^{v c}(\omega)$ is the fragment of the Green's function matrix limited to the region that is occupied by the cluster. Using the approach developed in the theory of impurity lattice dynamics, ${ }^{38}$ we find the eigenvalues and eigenfunctions of the matrix $\left[\mathbf{g}^{v c}(\omega) \Delta\right]$ with rank equal to the cluster size, i.e., we solve the equation

$$
\begin{equation*}
\sum_{\mathbf{m} \in \mathscr{C}_{s t, \kappa}}\left[\mathbf{g}^{v c}(\omega) \Delta\right]_{\mathbf{n}, \mathbf{m}} \Phi^{\sigma}(\mathbf{m}, \omega)=\lambda^{\sigma}(\omega) \Phi^{\sigma}(\mathbf{n}, \omega) \tag{14}
\end{equation*}
$$

where the sum is over sites occupied by clusters. The resulting eigenfunctions constitute a complete orthonormal set:

$$
\begin{equation*}
\sum_{\sigma} \Phi^{\sigma}(\mathbf{m}, \omega) \Phi^{\sigma}(\mathbf{n}, \omega)=\delta_{\mathbf{n m}} \tag{15}
\end{equation*}
$$

Using these eigenfunctions and eigenvalues, we can write the matrix $\left\{\mathbf{I}+\mathbf{g}^{v c}(\omega) \Delta\right\}^{-1}$ in the form

$$
\begin{equation*}
\left\{\mathbf{I}+\mathbf{g}^{v c}(\omega) \Delta\right\}_{\mathbf{n m}}^{-1}=\sum_{\sigma} \frac{\Phi^{\sigma}(\mathbf{n}, \omega) \Phi^{\sigma}(\mathbf{m}, \omega)}{1-\lambda_{\sigma}(\omega)} \tag{16}
\end{equation*}
$$

In the given approximation a localized state splits off if at least one $\sigma$ has a positive value $\omega=\omega_{\mathrm{loc}}>0$ at which

$$
\begin{equation*}
\lambda_{\sigma}\left(\omega_{\mathrm{loc}}\right)=1 \tag{17}
\end{equation*}
$$

The state with the nodeless wave function always splits off first; such a state has the deepest value of the localization energy and provides the greatest contribution to optical processes.

The wave functions of the split-off localized states normalized to unity are, respectively,

$$
\begin{align*}
& \phi^{\sigma}(\mathbf{n})= \sum_{\mathbf{m} \in \mathscr{C}}^{s t, \kappa} \\
& G_{\mathbf{n}, \mathbf{m}}^{v c}(\omega) \Phi_{\mathbf{m}}^{\sigma}(\omega)  \tag{18}\\
& \times\left|\sum_{\mathbf{n}, \mathbf{m} \in \mathscr{C}_{s t, \kappa}} \Phi_{\mathbf{n}}^{\sigma} G_{\mathbf{n}, \mathbf{m}}^{\prime v c}(\omega) \Phi_{\mathbf{m}}^{\sigma}\right|^{-1 / 2}
\end{align*}
$$

where $G_{\mathbf{n}, \mathbf{m}}^{\prime v c}(\omega)=\partial G_{\mathbf{n}, \mathbf{m}}^{v c}(\omega) / \partial \omega$, and the sum is over sites occupied by clusters.

Suppose that the probability that a cluster consisting of $s$ atoms of species $A$ and having a perimeter of $t$ atoms of species $B$ appears is

$$
\begin{equation*}
g_{s t} c^{s}(1-c)^{t}, \tag{19}
\end{equation*}
$$

where $g_{s t}$ is the number of clusters having the same number of atoms of species $A$ and the same number of atoms of species $B$ at the perimeter, but different spatial configurations. Allowing only for nodeless states, instead of the expression (11) for the total average density of states we can write

$$
\begin{equation*}
\rho(\omega)=\sum_{s} \sum_{\kappa=1}^{g_{s t}} \sum_{\mathbf{n}}\left|\Phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} c^{s}(1-c)^{t} \delta\left(\omega-\omega_{\mathrm{loc}}^{s t, \kappa}\right) \tag{20}
\end{equation*}
$$

Here we have numbered the eigenfunctions and eigenvalues according to their membership in the cluster. The overall density of the states that have split off from bottom of the band of the virtual crystal per site is

$$
\begin{equation*}
\mathscr{N}(0)=\int_{0}^{E_{L}} \rho(\omega) d \omega=\sum_{s t, \kappa} g_{s t} c^{s}(1-c)^{t}=\sum_{s} n_{s}(c), \tag{21}
\end{equation*}
$$

i.e., it coincides with the total number of clusters per site. ${ }^{39}$ To calculate the number of states whose localization energy exceeds $\omega$, we must replace the lower limit of integration in (21) with this quantity and begin summation on the righthand side of this expression with cluster sizes $s$ that lead to the emergence of a state with a localization energy equal to $\omega$. The maximum number of split-off states of all types cannot exceed the number of attraction centers, i.e., cannot exceed the quantity

$$
\begin{equation*}
N_{A}=N \sum_{s=1}^{\infty} n_{s}(c) s . \tag{22}
\end{equation*}
$$

This estimate works in the strong scattering limit.
Sums of type (21) rapidly converge over the entire range of concentrations. Since the functions $n_{s}(c)$ are known for many lattices, at least for several small values of $s$, the resulting sum rule (21) can be used to estimate the number of states that have split off the bottom of the exciton band of the crystal. For instance, for an fcc lattice, de Gennes et al. ${ }^{20,21}$ found that

$$
\begin{align*}
& n_{1}(c)=c(1-c)^{12}, \quad n_{2}(c)=12 c^{2}(1-c)^{18} \\
& n_{3}(c)=c^{3}\left[24(1-c)^{23}+126(1-c)^{24}\right] \tag{23}
\end{align*}
$$

Our estimates of the probability of the emergence of a cluster consisting of four atoms yield

$$
\begin{equation*}
n_{4}(c) \approx 10^{3} c^{4}(1-c)^{30} \tag{24}
\end{equation*}
$$

These functions can be used along with the sum rule (21) to estimate the number of states that form below the bottom of the band of a virtual crystal. All further information can be obtained if we know, at least approximately, the dependence of the localization energy on the number of $A$ atoms in the cluster. This makes it possible to evaluate the value and behavior of the total density of states and the nature of variation of the density of states.

### 2.2.2. Effect of fluctuations on cluster states. Perturbation theory

Up to this point we have assumed that the clusters are surrounded by a homogeneous medium, or a virtual crystal. To assess the role of fluctuations, we plug the solutions (18) into the expression (11) and find the first nonvanishing correction to the density of states for which the deviation from the virtual crystal approximation is responsible. As a result we obtain

$$
\begin{align*}
\rho(\omega)= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} d \tau \sum_{s} \sum_{\kappa=1}^{g_{s t}} \sum_{\mathbf{n}}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} c^{s}(1-c)^{t} \\
& \times \exp \left\{-i\left(\omega-\omega_{\mathrm{loc}}^{s t, \kappa}\right) \tau\right\} \\
& \times\left\langle\exp \left\{-i \sum_{\mathbf{n} \ni \mathscr{母}_{s t, \kappa}} \Delta_{\mathbf{n}}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} \tau\right\}\right\rangle, \tag{25}
\end{align*}
$$

where the angle brackets indicate averaging over all possible realizations of occupation of the entire lattice except for a single specified cluster, and summation in the exponent of the exponential function is over the lattice sites that lie outside the cluster. When the occupation of the states is a random process, each is occupied by an $A$ atom with probability $c$ and a $B$ atom with probability $1-c$. Bearing in mind that the exponential being averaged becomes a product of individual exponentials, each of which is averaged independently, we find that

$$
\begin{align*}
& \left\langle\exp \left\{-i \sum_{\mathbf{n} \ni \mathscr{C}_{s t, \kappa}} \Delta_{\mathbf{n}}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} \tau\right\}\right\rangle \\
& \\
& =\prod_{\mathbf{n} \ni \mathscr{C}_{s t, \kappa}}^{N}\left\{c \exp \left(-i \Delta_{A}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} \tau\right)\right.  \tag{26}\\
& \left.\quad+(1-c) \exp \left(-i \Delta_{B}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} \tau\right)\right\},
\end{align*}
$$

where

$$
\begin{align*}
& \Delta_{A}=E_{A}-E_{G}=-(1-c) \Delta, \\
& \Delta_{B}=E_{B}-E_{G}=c \Delta,  \tag{27}\\
& \Delta=E_{B}-E_{A}>0 .
\end{align*}
$$

The averaged expression for the density of states can be written

$$
\begin{align*}
\rho(\omega)= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} d \tau \sum_{s} \sum_{\kappa=1}^{g_{s t}} \sum_{\mathbf{n}}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} c^{s}(1-c)^{t} \\
& \times \exp \left\{i\left(\omega-\omega_{\mathrm{loc}}^{s t, \kappa}\right) \tau+\sum_{\mathbf{n} \in \mathscr{C}_{s t, \kappa}} \ln \left[R_{\mathbf{n}}(\tau)\right]\right\}, \tag{28}
\end{align*}
$$

where

$$
\begin{align*}
R_{\mathbf{n}}(\tau)= & c \exp \left[i \Delta(1-c)\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} \tau\right] \\
& +(1-c) \exp \left[-i \Delta c\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} \tau\right] . \tag{29}
\end{align*}
$$

Confining ourselves to the first nonvanishing cumulant, we arrive at an expression for the density of states,

$$
\begin{align*}
\rho(\omega)= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} d \tau \sum_{s} \sum_{\kappa=1}^{g_{s t}} \sum_{\mathbf{n}}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} c^{s}(1-c)^{t} \\
& \times \exp \left\{i\left(\omega-\omega_{\mathrm{loc}}^{s t, \kappa}\right) \tau-\frac{\gamma_{s t, \kappa}^{2} \tau^{2}}{2}\right\}, \tag{30}
\end{align*}
$$

where

$$
\gamma_{s t, \kappa}^{2}=\sum_{\mathbf{n} \ni \mathscr{C}_{s t, \kappa}} c(1-c) \Delta^{2}\left[\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2}\right]^{2},
$$

with the sum in the last expression being taken over the lattice sites outside the given cluster. Evaluating the integral with respect to $\tau$, we obtain

$$
\begin{align*}
\rho(\omega)= & \sum_{s} \sum_{\kappa=1}^{g_{s t}} \sum_{\mathbf{n}}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} c^{s}(1-c)^{t} \frac{1}{\sqrt{2 \pi \gamma_{s t, \kappa}^{2}}} \\
& \times \exp \left\{-\frac{\left(\omega-\omega_{\mathrm{loc}}^{s t, \kappa}\right)^{2}}{2 \gamma_{s t, \kappa}^{2}}\right\} . \tag{31}
\end{align*}
$$

This expression differs from (20) in that the localization energy of each cluster is determined to within $\gamma_{s t, \kappa}$. If the localization energies and $\gamma_{s t, \kappa}$ prove to be of the same order, the total number of states that have split off the bottom of the band of the virtual crystal is smaller than when fluctuations were ignored [Eq. (21)], i.e.,

$$
\begin{equation*}
\mathscr{N}(0)=\int_{0}^{E_{L}} \rho(\omega) d \omega \leqslant \sum_{s} n_{s}(c) . \tag{32}
\end{equation*}
$$

This result is limited to the range of applicability of the perturbation theory, i.e., the lower the cluster concentration and the higher the localization energy of the cluster states that provide the leading contribution to the density of states, the better the result of using perturbation theory techniques.

### 2.2.3. Effect of fluctuations on cluster states. Variational approach

We now consider the problem of calculating the density of states by the variational method. A new element in this problem is the great diversity of clusters that split off states from the band bottom. This means we cannot select a variational wave function in a unique manner. For further calculations it is convenient to pass from the Fourier integral (30) to the density of states expressed in terns of the Laplace transform:

$$
\begin{align*}
\rho(\omega)= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} d \tau \sum_{s} \sum_{\kappa=1}^{g_{s t}} \sum_{\mathbf{n}}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} c^{s}(1-c)^{t} \\
& \times \exp \left\{-i\left(\sum_{\mathbf{n m}} \phi_{\mathbf{n}}^{s t, \kappa}\left[H_{\mathbf{n m}}^{v c}+\omega \delta_{\mathbf{n m}}\right] \phi_{\mathbf{m}}^{s t, \kappa}\right)\right. \\
& \left.\times\left(\tau-i \theta_{s t, \kappa}\right)+\sum_{\mathbf{n} \ni \mathscr{C}_{s t, \kappa}} \ln \left[R_{\mathbf{n}}\left(\tau-i \theta_{s t, \kappa}\right)\right]\right\} . \tag{33}
\end{align*}
$$

The variational problem in the independent-cluster approximation reduces to a set of independent nonlinear equations of motion for bound states of clusters, each of which has the form

$$
\begin{equation*}
\sum_{\mathrm{nm}}\left[H_{\mathrm{nm}}^{v c}+\omega \delta_{\mathrm{nm}}\right] \phi_{\mathrm{m}}^{s t, \kappa}+U_{s t, \kappa}(\mathbf{n}) \phi_{\mathbf{n}}^{s t, \kappa}=0 . \tag{34}
\end{equation*}
$$

For each cluster the potential energy within the cluster can be specified uniquely and does not vary. The most probable configuration corresponds to the case in which the potential energy $U_{s t, \kappa}(\mathbf{n})$ of the cluster $s t, \boldsymbol{\kappa}$ is taken in the form

$$
U_{s t, \kappa}(\mathbf{n})= \begin{cases}\Delta_{\mathbf{n}}, & \mathbf{n} \in \mathscr{C}_{s t, \kappa}  \tag{35}\\ -\frac{\partial \ln R_{\mathbf{n}}\left(-i \theta_{s t, \kappa}\right)}{\partial \theta_{s t, \kappa}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2}}, & \mathbf{n} \ni \mathscr{C}_{s t, \kappa}\end{cases}
$$

where the matrix element $\Delta_{\mathbf{n}}$ has the value $[-(1-c) \Delta]$ at sites $s$ and the value $c \Delta$ at sites $t$, and

$$
\begin{align*}
& -\frac{\partial \ln R_{\mathbf{n}}\left(-i \theta_{s t, \kappa}\right)}{\partial \theta_{s t, \kappa}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2}} \\
& \quad=-(1-c) \Delta\left[1-\frac{\exp \left(-\Delta \theta_{s t, \kappa}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2}\right)}{c+(1-c) \exp \left(-\Delta \theta_{s t, \kappa}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2}\right)}\right] \tag{36}
\end{align*}
$$

Thus, the variational procedure yields the most probable configuration of fluctuations outside the cluster. Note that the self-consistent solutions of the equations for the bound states yield the functions $\phi_{\mathbf{n}}^{s t, \kappa}$ and, at the same time, fix the values of the free parameters of the Laplace transform, $\theta_{s t, \kappa}$. By expanding $\ln \left[R_{\mathbf{n}}\left(\tau-i \theta_{s t, \kappa}\right)\right]$ in (33) in a power series in $\tau$ and keeping the terms up to the second order in $\tau$ we can reduce the integral in (33) to a Gaussian integral. We then integrate and transform the resulting expression via the equation of motion (34). What we obtain is an expression for the density of states,

$$
\begin{align*}
\rho(\omega)= & \sum_{s} \sum_{\kappa=1}^{g_{s t}} \sum_{\mathbf{n}}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2} c^{s}(1-c)^{t} \frac{1}{\sqrt{2 \pi \gamma_{s t, \kappa}^{2}(\omega)}} \\
& \times \exp \left\{\sum _ { \mathbf { n } \in \mathscr { C } _ { s t , \kappa } } \left[\ln \left(\frac{c}{c+p(\mathbf{n})}\right)^{c+p(\mathbf{n})}\right.\right. \\
& \left.\left.\times\left(\frac{1-c}{1-c-p(\mathbf{n})}\right)^{1-c-p(\mathbf{n})}\right]\right\}, \tag{37}
\end{align*}
$$

where $p(\mathbf{n})=-U_{s t, \kappa}(\mathbf{n}) / \Delta$,

$$
\begin{align*}
& \gamma_{s t, \kappa}^{2}(\omega)=\frac{m_{2}}{\left[\sum_{\mathbf{n}}\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2}\right]^{2}},  \tag{38}\\
& m_{2}=\Delta^{2} \sum_{\mathbf{n}}\left[\left|\phi_{\mathbf{n}}^{s t, \kappa}\right|^{2}\right]^{2}[c+p(\mathbf{n})][1-c-p(\mathbf{n})], \tag{39}
\end{align*}
$$

with $\Delta=\left|E_{B}-E_{A}\right|$. The local values of concentration of atoms that are centers of attraction and repulsion are described by the expressions $[c+p(\mathbf{n})]$ and $[1-c-p(\mathbf{n})]$, respectively.

For each value of $s$, the above formula for the density of states describes a set of $g_{s t}$ bands whose shape near the peak is close to Gaussian. As we move away from the peak, each band acquires the Urbach shape. In the limit of low attraction-center concentrations the expression (37) for the density of states describes structural features that are due to the minimum-size clusters.

### 2.2.4. Approximate description of the $\rho$ vs. $\omega$ dependence

To describe the behavior of $\rho(\omega)$ near the mobility edge and below, we assume that in the zeroth approximation all states with localization energy $\omega_{j}$ exceeding a certain value $\omega_{0}$ can be assumed localized and reasonably independent. The value $\omega_{0}$ measured from $E_{G}$ must be chosen in such a way that the total number of states whose energy exceeds this value,

$$
\begin{equation*}
\mathscr{N}\left(\omega_{0}\right)=\int_{\omega_{0}}^{E_{L}} \rho(\omega) d \omega \tag{40}
\end{equation*}
$$

with $E_{L}$ the Lifshits limit for the solid solutions, meets the condition

$$
\begin{equation*}
\mathscr{N}\left(\omega_{0}\right) a^{3} \ll 1 \tag{41}
\end{equation*}
$$

Here $a \approx \sqrt{\hbar^{2} / 2 M \omega_{0}}$ is the characteristic length of exponential decay of the wave function of an isolated well outside the well. In what follows, the value $\omega_{0}$ acts as the limit of the applicability range of the theory and constitutes an important parameter that can be used in varying $\rho(\omega)$ near the mobility edge.

To calculate $\rho(\omega)$, we use the effective mass approximation and the Halperin-Lax proposal concerning the possibility of using an average wave function to describe localized states. ${ }^{12,13}$ We examine fluctuation wells whose strength exceeds that of a compact cluster needed to form a localized state of depth $\omega_{0}$. Using the approach developed in Refs. 16-18, we obtain

$$
\begin{align*}
\rho(\omega) \sim & \frac{1}{v_{0} \sqrt{2 \pi \gamma^{2}(\omega)}} \exp \left\{\int \frac { d ^ { 3 } r } { v _ { 0 } } \left[\ln \left(\frac{c}{c+p(r)}\right)^{c+p(r)}\right.\right. \\
& \left.\left.\times\left(\frac{1-c}{1-c-p(r)}\right)^{1-c-p(r)}\right]\right\} \tag{42}
\end{align*}
$$

where

$$
\begin{align*}
& \gamma^{2}(\omega)=\frac{m_{2}}{\left[\int \frac{d^{3} r}{v_{0}} \varphi_{\mathrm{tr}}^{2}(r)\right]^{2}}  \tag{43}\\
& m_{2}=\Delta^{2} \int \frac{d^{3} r}{v_{0}} \varphi_{\mathrm{tr}}^{4}(r)[c+p(r)][1-c-p(r)] \tag{44}
\end{align*}
$$

and $v_{0}=V / N$ is the volume per atom in the lattice, with $\Delta=\left|E_{B}-E_{A}\right|$. The local values of the concentration of atoms that are attraction and repulsion centers are described by the expressions $[c+p(r)]$ and $[1-c-p(r)]$. Here we use the quantity $p(r)$, which is the measure of deviation of the attraction center concentration from the average value. In this case the self-consistent potential well $U_{\text {tr }}(r)$ can be described by the formula

$$
\begin{equation*}
U_{\mathrm{tr}}(r)=-\Delta p(r) \tag{45}
\end{equation*}
$$

where
$p(r)= \begin{cases}1-c, & r \leqslant R_{0}, \\ (1-c)\left[1-\frac{\exp \left(-t \varphi_{\mathrm{tr}}^{2} \Delta\right)}{c+(1-c) \exp \left(-t \varphi_{\mathrm{tr}}^{2} \Delta\right)}\right], & r>R_{0},\end{cases}$
and

$$
\begin{align*}
R_{0}= & \sqrt{\frac{\hbar^{2}}{2 M\left[(1-c) \Delta-\omega_{0}\right]}} \\
& \times\left[\pi-\arctan \sqrt{\frac{(1-c) \Delta-\omega_{0}}{\omega_{0}}}\right] \tag{47}
\end{align*}
$$

can be found by solving the equation

$$
\begin{equation*}
\left\{-\frac{\hbar^{2}}{2 M} \nabla^{2}+\omega-U_{\mathrm{tr}}(r)\right\} \varphi_{\mathrm{tr}}(r)=0 . \tag{48}
\end{equation*}
$$

To estimate the absolute value of the density of states, we find the proportionality factor in (42) by calculating the total density of states and matching the value at $\omega \approx \omega_{0}$ with the total density of states found by employing the sum rule (32) and Eqs. (23) and (24). The resulting density of states is given in Sec. 5.

## 3. PHONONLESS ABSORPTION AND LUMINESCENCE BANDS

To describe a phononless absorption band we employ the method developed in Ref. 18. Optical absorption near the ground state of an exciton in a perfect crystal is described by the spectral density of the state for a zero wave vector:

$$
\begin{equation*}
\alpha_{1 s}(\omega)=\frac{v_{0}}{\pi}\left|\psi_{1 s}(0)\right|^{2} \operatorname{Im} G_{00}\left(\omega-E_{1 s}-i \delta\right), \tag{49}
\end{equation*}
$$

where

$$
G_{\mathbf{k} \mathbf{k}}\left(\omega-E_{1 s}\right)=\frac{1}{\omega-\hbar^{2} \mathbf{k}^{2} / 2 M-E_{1 s}-i \delta} .
$$

Here $E_{1 s}$ and $\psi_{1 s}(r=0)$ are, respectively, the eigenvalue and eigenfunction of the exciton's ground state. As before, the origin of energy coincides with the bottom of the band of the $1 s$ state of the exciton, $E_{G}$, so that $E_{\Lambda=1 s}=0$.

The imaginary part of the one-particle Green's function is the diagonal matrix element obtained as a result of performing a double Fourier transform and averaging over the configurations of the imaginary part of the Green's function (4). Generally, the result can be written

$$
\begin{equation*}
\left\langle\operatorname{Im} G_{\mathbf{k k}}(\omega)\right\rangle=\frac{\tau_{\mathbf{k k}}(\omega)}{\left[\omega-\hbar^{2} \mathbf{k}^{2} / 2 M-\Delta_{\mathbf{k} \mathbf{k}}(\omega)\right]^{2}+\tau_{\mathbf{k k}}^{2}(\omega)}, \tag{50}
\end{equation*}
$$

where $\tau_{\mathbf{k k}}(\omega)$ and $\Delta_{\mathbf{k k}}(\omega)$ are related through a dispersion law, which ensures correct normalization of the expression for the spectral density. In the region of localized states, where condition (41) is met, these two functions are the imaginary and real parts of the configuration average of the scattering matrix. ${ }^{41,42}$ If only one localized state is formed in each fluctuation well, the relationship between $\tau_{\mathbf{k k}}(\omega)$ and $\rho(\omega)$ is

$$
\begin{equation*}
\tau_{\mathbf{k k}}(\omega)=\frac{6 v_{0}}{\pi^{3}} \Delta^{2} \sqrt{\omega / \Delta}\left(\frac{E_{\mathrm{cr}}}{\Delta}\right)^{3 / 2}\left|I_{1}(\mathbf{k})\right|^{2} \rho(\omega) \tag{51}
\end{equation*}
$$

where $\rho(\omega)$ is given by (42) with allowance for the proportionality factor found by using the sum rule (32), and

$$
\begin{equation*}
I_{1}(\mathbf{k})=\left(\frac{2 M \omega}{\hbar^{2}}\right)^{3 / 2} \frac{1}{(2 \pi)^{3}} \int d^{3} r \exp (i \mathbf{k r}) \varphi_{\mathrm{tr}}(\mathbf{r}) \tag{52}
\end{equation*}
$$

where at $k=0$ we have

$$
\begin{equation*}
\int d^{3} r \varphi_{\mathrm{tr}}(\mathbf{r})=\frac{\Delta}{\omega} \int d^{3} r \varphi_{\mathrm{tr}}(\mathbf{r}) p(\mathbf{r}) \tag{53}
\end{equation*}
$$

since $p(\mathbf{r})$ describes the configuration of the fluctuation well and is related to $\varphi_{\mathrm{tr}}(\mathbf{r})$ through Eqs. (45) and (48). Equation (51) makes it possible to find the imaginary part of the scattering matrix $\tau_{\mathbf{k k}}(\omega)$ in the region of interest.

Finding the function $\Delta_{\mathbf{k k}}(\omega)$ is more complicated since we must know $\tau_{\mathbf{k k}}(\omega)$ over a broad section of the spectrum. Knowing $\tau_{\mathbf{k} \mathbf{k}}(\omega)$, we can calculate $\Delta_{\mathbf{k} \mathbf{k}}(\omega)$ via the dispersion relation. In contrast to $\tau_{\mathbf{k k}}(\omega)$, which for $\omega>\omega_{0}$ varies exponentially, the real part of the scattering matrix, $\Delta_{\mathbf{k k}}(\omega)$, decreases slowly (by a power law) with increasing $\omega$, tending in the limit of large $\omega$ to zero as $1 / \omega$. Hence, to approximately describe the spectral density within a relative narrow energy range near its peak, we can replace $\Delta_{\mathbf{k k}}(\omega)$ with the constant value $\Delta_{\mathbf{k k}}^{0}$. As a result, at $k \approx 0$ we have

$$
\begin{equation*}
\left\langle\operatorname{Im} G_{00}(\omega)\right\rangle \approx \frac{\tau_{00}(\omega)}{\left[\omega-\Delta_{00}^{0}\right]^{2}+\tau_{00}^{2}(\omega)}, \tag{54}
\end{equation*}
$$

where $\Delta_{00}^{0}$ is chosen is such a way that the calculated position of the peak in the $1 s$-stateband in the absorption spectrum coincides with the experimental value.

### 3.1. Basic characteristics of the solid solution $\mathrm{ZnSe}_{1-c} \mathrm{Te}_{c}$ and estimates of the parameters of the problem

To compare our results with the experimental data we selected the solid solution $\mathrm{ZnSe}_{1-c} \mathrm{Te}_{c}$. The perturbation introduced by Te atoms is strong enough for a localized state to form on a cluster consisting of two or more Te atoms. ${ }^{40}$

The experimentally measured concentration dependence of the band gap of the solid solution,

$$
\begin{equation*}
\mathscr{E}_{G}(c)=c \mathscr{E}_{G}^{A}+(1-c) \mathscr{E}_{G}^{B}-\Delta \mathscr{E}_{G}(c) \tag{55}
\end{equation*}
$$

can be characterized by the bowing $\Delta \mathscr{E}_{G}(c)$, i.e., the deflection from a simple linear interpolation between the limits $\mathscr{E}_{G}^{A}$ and $\mathscr{E}_{G}^{B}$. The development of the electronic theory of solid solutions is closely related to studying the nonlinear dependence of the band gap on concentration (the bowing effect). ${ }^{43-48}$ While in the earlier work devoted to explaining the bowing the observed effect was related to the effective averaging of the parameters of the electron Hamiltonian and/or the scattering off single-site fluctuations, recent studies in this field ${ }^{46-48}$ show that the nature of the perturbation of the electronic states introduced by isoelectronic substitution is more complicated, and that to explain the observed effect one must allow for structural changes in the lattice that are due to the variation in the length of bonds between the substituting anion and the neighboring cations. According to the data in Refs. 46-49, band gap variations result from a self-consistent transformation of the electronic states initiated by the chemical and structural perturbations introduced by isoelectronic substitution.

A detailed analysis of this dependence ${ }^{40,50}$ for the $\mathrm{ZnSe}_{1-c} \mathrm{Te}_{c}$ system shows that the bowing $\Delta \mathscr{E}_{G}(c)$ consists of two terms,

$$
\begin{equation*}
\Delta \mathscr{E}_{G}(c)=\Delta \mathscr{E}_{1}(c)+\Delta \mathscr{E}_{2}(c), \tag{56}
\end{equation*}
$$

and that the two terms display different concentrationdependent behavior. The larger of the two is the symmetric part of the bowing, which is described by the formula $\Delta \mathscr{E}_{1}(c)=b_{1} c(1-c)$. The peak value of this term is about 0.25 eV at $c=0.5$, which is comparable to the difference of the band gaps of ZnSe and ZnTe crystals ( 2.82 and 2.39 eV , respectively ${ }^{51}$ ). The component $\Delta \mathscr{E}_{2}(c)$, which is asymmetric with respect to $c=0.5$, reaches its peak value of approximately 0.1 eV at $c \approx 0.15$.

Both the absorption and luminescence of the solid solution $\mathrm{ZnSe}_{1-c} \mathrm{Te}_{c}$ (see Refs. 37, 40, 50, and 52-55) point to the formation of fluctuation-induced tails of localized states of excitons, tails that decrease exponentially with increasing depth of the band gap, $\propto \exp \left(-\omega / \varepsilon_{U}\right)$. The Urbach parameter $\varepsilon_{U}$ reaches its peak value of approximately 0.025 eV at $c \approx 0.15$, and its variation with concentration almost coincides, over a broad range, with the asymmetric part of the bowing function. ${ }^{50}$ This points to $\Delta \mathscr{E}_{2}(c)$ and the fluctuation-induced tail beingn of similar origin and makes it possible to link these two characteristics with the composition fluctuation responsible for the splitting off of localized states.

The large value of the bowing and the substantial smearing of the band edge by the fluctuation-induced tails suggest that the solid solution $\mathrm{ZnSe}_{1-c} \mathrm{Te}_{c}$ is a system in which the perturbation of the electronic states of the valence band where Te is substituted for Se is strong at least in the range of Te concentrations $c \leqslant 0.30$. This is corroborated by the fact that the tail of the fluctuation states in the lowconcentration region $c \approx 0.01$ has structural features ${ }^{37,40,50,52-55}$ that are due to the localized states of small-sized clusters consisting of two or three Te atoms. As the Te concentration increases and the average level of the potential decreases, the size of the perturbation introduced by each Te atom also decreases systematically.

Another feature of the solid solution $\mathrm{ZnSe}_{1-c} \mathrm{Te}_{c}$, which sets it apart from other compounds of the given type, is the strong exciton-phonon interaction, which in the concentration range $c \leqslant 0.30$ leads in the luminescence spectra to structureless bands ${ }^{40,50,52,53}$ with a halfwidth of approximately 0.1 eV . The larger value of the constant of Fröhlich interaction with LO phonons in the solid solution as compared to the values of that constant in the original ZnSe and ZnTe crystals corroborates the fact that in the given concentration range electron localization is fairly strong, as a result of which electron-vibrational transitions involving phonons whose wave vectors occupy a sizable portion of the Brillouin zone become possible.

Both $\Delta$ and $\Delta / E_{\text {cr }}$ become the parameters whose values determine the Urhach energy $\varepsilon_{U}$. To find the values of these parameters we used the experimental values of the Urbach energies obtained from absorption coefficient measurements. ${ }^{40,52}$ The values were $\Delta \approx 1 \mathrm{eV}$ and $\Delta / E_{\text {cr }}$ $\approx 0.8$.

The values of these parameters of the Hamiltonian can also be estimated by examining the concentration dependence of the shift of the peak of the exciton ground state (Eq. (55)). In the one-band model, the nonlinear contribution $\Delta E_{1}(c)$ is the first correction to the position of the bottom of
the valence band due to scattering of single-site fluctuations, and can be expressed in terms of the same parameters as the Urbach energy $\varepsilon_{U}$. We know that in general such an estimate does not guarantee good agreement between theoretical and experimental data. However, if the parameters $\Delta$ and $\Delta / E_{\text {cr }}$ of the model Hamiltonian are selected to achieve the best agreement with the observable values of Urbach energies, the internal consistency of the model suggests that the fluctuation shift of the band edge, equal to

$$
\begin{equation*}
\Delta E_{1}(c)=\Delta^{2} G_{\mathbf{n n}}^{v c}(0) c(1-c) \tag{57}
\end{equation*}
$$

satisfies the inequality $\Delta E_{1} \leqslant \Delta \mathscr{E}_{1}$, where $\Delta \mathscr{E}_{1}(c)$ is the experimental value of the band-gap bowing. The validity of this inequality follows from the fact that the calculated shift $\Delta E_{1}$ pertains to the valence band, due to which the tail emerges, while the observed value of $\Delta \mathscr{E}_{1}$ also contains a conduction-band contribution, which usually has the opposite sign and increases the bowing. In the lattice variant of the model, the critical value of the single-site perturbation potential is linked to the electron Green's function through the relationship

$$
\begin{equation*}
G_{\mathbf{n n}}^{v c}(0)=\frac{1}{E_{\mathrm{cr}}} \tag{58}
\end{equation*}
$$

Thus, we see that the symmetric part of the shift can be expressed in terms of the same parameters as the Urbach energy.

The quantity $\Delta E_{1}(c)$ is not directly related to the formation of localized states, which means that in all calculations it is convenient to carry out an additional renormalization of the energy origin, eliminating this quantity from calculations of localization energies. In the effective mass approximation the shift of the band bottom, which is due to single-site fluctuations, also needs to be renormalized. ${ }^{14}$

With allowance for renormalization, the asymmetric part of the bowing, $\Delta \mathscr{E}_{2}(c)$, can be found from the experimental data to be the position of the peak of the observed absorption band with respect to the bottom of the band of the virtual crystal (Eq. (56)) after the symmetric part of the bowing, $\Delta \mathscr{E}_{1}(c)$, has been subtracted. Separation of the concentration shift of the band-gap edge, $\Delta \mathscr{E}_{G}$, into $\Delta \mathscr{E}_{1}(c)$ and $\Delta \mathscr{E}_{2}(c)$ makes it possible to accurately establish only the maximum value of $\Delta \mathscr{E}_{1}(c)$. On the other hand, when only one band is responsible for the formation of a density-of-states tail (in our case we assume that this is the valence band), the value of $\Delta \mathscr{E}_{2}(c)$ obtained from experiments and the value of $\Delta E_{2}(c)$ found from calculations in the one-band model coincide to high accuracy:

$$
\begin{equation*}
\Delta E_{2}(c)=\Delta \mathscr{E}_{2}(c) \tag{59}
\end{equation*}
$$

Since $\Delta E_{2}(c)$ is related to the same fluctuations that lead to the formation of localized states, the concentration dependence $\Delta E_{2}(c)$ has the form

$$
\begin{equation*}
\Delta E_{2}(c) \sim \varepsilon_{U} \sim \frac{\Delta(1-c)}{\ln (1 / c)}\left(\frac{\Delta(1-c)}{E_{\mathrm{cr}}}\right)^{3 / 2} \tag{60}
\end{equation*}
$$

### 3.2. Phononless luminescence band

The above reasoning assumes that fluctuation-induced potential wells, which lead to exciton localization, are clusters of atoms of the narrow-band component of the solid solution, with diagonal disorder being responsible for producing fluctuation states in the given model. When the atoms of two species are distributed at random, the fluctuationinduced potential wells are also distributed at random over the crystal volume. This, however, is true only for states whose localization energy is high enough. As we approach the mobility edge, an ever greater fraction of states belongs not to a separate cluster but to complexes of clusters, or superclusters. In this section we develop an approach to the luminescence problem that is based on the analogy between percolation along fluctuation states and the classical theory of percolation along overlapping spheres.

### 3.2.1. Classification of localized states

Enclosing each potential well in which there is a state with an energy $\omega>\omega_{0}$ in a sphere of radius $R_{\text {int }}$ $>\sqrt{\hbar^{2} / 2 M \omega_{0}}$ whose value is a parameter of the problem, we use the theory of percolation along overlapping spheres to calculate such characteristics of tail states as the average number of complexes (superclusters), $\left\langle n_{s}\right\rangle$, consisting of $s$ overlapping spheres. We assume that the state belonging to a given potential well is isolated in space if the volume $4 \pi R_{\mathrm{int}}^{3} / 3$ of the sphere contains no other potential wells with a localization energy higher that the energy of localization in the given well. Concerning the problem in question, we can say that $\left\langle n_{1}\right\rangle$ is the number of isolated localizing potential wells, $\left\langle n_{2}\right\rangle$ is the number of clusters consisting of pair wells, and so on.

If we use the well-known expression for $\left\langle n_{1}\right\rangle$ (see Refs. 30-35), we arrive at

$$
\begin{equation*}
\left\langle n_{1}(\omega)\right\rangle \approx \exp \left(-\left[R_{\mathrm{int}} / \overline{r(\omega)}\right]^{3}\right) \equiv \exp \{-2 \mathscr{P}(\omega)\} \tag{61}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{r(\omega)}=\left(\frac{3}{4 \pi} \frac{1}{\mathscr{N}(\omega)}\right)^{1 / 3} \tag{62}
\end{equation*}
$$

and $\left\langle n_{1}(\omega)\right\rangle \equiv\left\langle n_{1}(\mathscr{N}(\omega))\right\rangle$. The concentration $\mathscr{N}(\omega)$ of potential wells with a localization energy limited on the one side by $\omega$ and on the other by the Lifshits limit is determined by a formula of type (40). The function $\mathscr{P}(\omega)$ is the density of localized excitons in units of the first virial coefficient. The data of various researchers on the critical value of density for percolation along spheres are collected in Ref. 34. Such values lie in the range $1.17 \geqslant \mathscr{P}_{\text {cr }}^{\mathrm{cl}} \leqslant 1.40$. Equations (61) and (62) show that in our case the critical value $\mathscr{P}\left(\omega_{\mathrm{ME}}\right)$ depends on the parameter $R_{\text {int }}$ introduced earlier and the total density at the percolation threshold, $\mathscr{N}\left(\omega_{\mathrm{ME}}\right)$.

The dependence of $\left\langle n_{s}\right\rangle$ on the concentration of spheres for $s=2-5$ was obtained in Ref. 34 as a power series in the concentration. To be able to use these functions near the percolation threshold, we derived the following extrapolations of the series obtained in Ref. 34 for $s=2,3,4$ :

$$
\left\langle n_{2}(\omega)\right\rangle=\mathscr{P}(\omega) \exp \{-3.073 \mathscr{P}(\omega)\},
$$

$$
\begin{align*}
& \left\langle n_{3}(\omega)\right\rangle=1.375 \mathscr{P}^{2}(\omega) \exp \{-4.09 \mathscr{P}(\omega)\},  \tag{63}\\
& \left\langle n_{4}(\omega)\right\rangle=2.1842 \mathscr{P}^{3}(\omega) \exp \{-5.084 \mathscr{P}(\omega)\} .
\end{align*}
$$

A series expansion of these expressions in powers of $\mathscr{P}(\omega)$ leads to results that to high accuracy coincide with the series found in Ref. 34. Moreover, it is possible to estimate the accuracy of the extrapolation for the function $\left\langle n_{2}(\omega)\right\rangle$ if one uses the results of the numerical calculations of the function $P_{3}\left(p_{\text {norm }}\right)$ done in Ref. 30. The function $P_{3}\left(p_{\text {norm }}\right)$ is the probability of a potential well selected at random belonging to a supercluster whose size $s>3$, with $P_{3}\left(p_{\text {norm }}\right)$ linked to $\left\langle n_{2}(\omega)\right\rangle$ by the relationship $P_{3}\left(p_{\text {norm }}\right)=1-\left\langle n_{1}\right\rangle-2\left\langle n_{2}\right\rangle$, and to $p_{\text {norm }}$ linked to $\mathscr{P}(\omega)$ by the relationship $p_{\text {norm }}$ $=\mathscr{P}(\omega) / 8$. A comparison of $P_{3}\left(p_{\text {norm }}\right)$ with calculations done in Ref. 30 showed good agreement in the most important region, $0.3>p_{\text {norm }}>0.1$, i.e., near the mobility edge.

### 3.2.2. Lifetimes of localized states

Let us examine the simplest situation in which a localized state can either recombine and emit a phonon or go to another state with a lower energy, transferring several phonons to the lattice. Here we ignore the interaction between two or more excited excitons, assuming all along that the occupation of the states is close to zero due to the weakness of excitation. Using the classification of localized states according to their membership in superclusters of different sizes, we claim that states belonging to single wells can only recombine. The states belonging to pair superclusters ( $s$ $=2$ ) are of two types: one (the lower) at absolute zero can also only recombine, while the second (the upper) can go to to the lower and emit phonons in the process. Obviously, the total concentration of states that can only recombine is

$$
\begin{equation*}
\mu_{0}(\omega) \equiv \mu_{\mathrm{rad}}(\omega)=\left\langle\sum_{s=1}^{\infty} n_{s}(\omega)\right\rangle, \tag{64}
\end{equation*}
$$

where $n_{s}(\omega)$ is the number of superclusters consisting of $s$ potential wells with a localization energy $\geqslant \omega$ per well, and the angle brackets indicate averaging over all possible realizations of a supercluster of the given size.

In the adopted model, $\mu_{\mathrm{rad}}(\omega)$ is the fraction of states for which the total lifetime is equal to the radiative time:

$$
\begin{equation*}
\tau^{(0)} \equiv \tau_{\mathrm{rad}} \tag{65}
\end{equation*}
$$

we assume that this quantity is independent of the localization energy. The other supercluster states have lifetimes limited by decay processes involving phonon emission. For instance, the upper states of pair clusters and the second states of clusters of larger size (supercluster states are numbered according to their decreasing localization energy) have only one feasible decay channel. The number of decay channels involving phonon emission increases with the number of the state in a supercluster. To simplify matters, we assume that the lifetime of a state depends only on the number of decay channels for the given state and is independent of the supercluster configuration. Then to a state with number $s \geqslant 1$ the corresponding total lifetime is

$$
\begin{equation*}
\tau^{(s-1)}=\frac{\tau_{\mathrm{dec}}^{(s-1)} \tau_{\mathrm{rad}}}{\tau_{\mathrm{dec}}^{(s-1)}+\tau_{\mathrm{rad}}} \tag{66}
\end{equation*}
$$

where the superscript ( $s-1$ ) indicates the number of decay channels and $\tau_{\text {dec }}^{(s-1)}$ denotes the lifetime against transitions to the lower states of the supercluster. By analogy with (64), the number of states with $s$ decay channels is

$$
\begin{equation*}
\mu_{s}(\omega)=\left\langle\sum_{k=s+1}^{\infty} n_{k}(\omega)\right\rangle . \tag{67}
\end{equation*}
$$

To a first approximation, $\mu_{\text {rad }}$ can be written

$$
\begin{align*}
\mu_{\mathrm{rad}} \approx & \left\langle n_{1}(\omega)+n_{2}(\omega)+\cdots\right\rangle=\exp \{-2 \mathscr{P}(\omega)\} \\
& +\mathscr{P}(\omega) \exp \{-3.073 \mathscr{P}(\omega)\}+\cdots, \tag{68}
\end{align*}
$$

and for the fraction of states with only one relaxation channel, $\mu_{1}$, we have

$$
\begin{align*}
\mu_{1} \approx & \left\langle n_{2}(\omega)+n_{3}(\omega)+\cdots\right\rangle=\mathscr{P}(\omega) \exp \{-3.073 \mathscr{P}(\omega)\} \\
& +1.375 \mathscr{P}^{2}(\omega) \exp \{-4.09 \mathscr{P}(\omega)\}+\cdots . \tag{69}
\end{align*}
$$

To high accuracy, the sums (64) and (67) are determined by their lower limit, ${ }^{36}$ i.e., by a small number of leading terms, which are given in (68) and (69). They are well-defined at low concentrations, in the critical region $|\delta / \mathscr{N}(\omega)|$ $\equiv\left|1-\mathscr{N}(\omega) / \mathscr{N}\left(\omega_{\mathrm{ME}}\right)\right| \ll 1$, and at concentrations exceeding the critical, although in the latter two regions they are exponentially small. The approach described in Ref. 36 makes it possible, in the critical region, to represent the singular parts of the sums (64) and (67) as $|\delta \mathscr{N}(\omega)|^{\nu D+1}$, where $D$ is the dimensionality of the system, and $\nu$ is the critical index of the order parameter, with $\nu$ depending on $D$. At $D=3$ we have $\nu \approx 0.87$, which leads to negligible singular parts of these sums in the critical region.

### 3.3. Contour of the phononless luminescence band

The steady-state concentration of occupied states for a continuous and relatively weak band-to-band excitation is proportional to the density of states for a given energy and lifetime of the states. Allowing for the fact that the contribution of each occupied state to the spectral density of radiation coincides with the contribution of the $1 s$ state to the absorption coefficient, we can represent the phononless luminescence band in the form

$$
\begin{equation*}
I_{1 s}^{0}(\omega) \sim \alpha_{1 s}^{0}(\omega) P(\omega) \tau_{\mathrm{rad}} \tag{70}
\end{equation*}
$$

where

$$
\begin{equation*}
P(\omega)=\sum_{s=1}^{\infty} \frac{\mu_{(s-1)}(\omega) \tau^{(s-1)}}{\tau_{\mathrm{rad}}} \equiv \sum_{s=1}^{\infty} P^{(s-1)}(\omega) \tag{71}
\end{equation*}
$$

yields the total relative occupancy of the states (with the localization energy $\omega$ ) belonging to superclusters of different sizes. Allowance for the first two terms in $P(\omega)$, which means that only isolated clusters and ground states of superclusters with $s=2$ are taken into account, yields

$$
\begin{align*}
I^{0}(\omega) \sim & \alpha_{1 s}^{0}(\omega) \tau_{\mathrm{rad}}[\exp \{-2 \mathscr{P}(\omega)\} \\
& +\mathscr{P}(\omega) \exp \{-3.073 \mathscr{P}(\omega)\}] \tag{72}
\end{align*}
$$

which is independent of nonradiative relaxation times. Higher-order terms that are also independent of the nonradiative relaxation rate emerge due to the ground states of superclusters of larger sizes. Moreover, all superclusters beginning with $s=2$ provide contributions that depend on nonradiative relaxation times. For instance, the first correction for which the second state of the supercluster with $s=2$ is responsible can be written

$$
\begin{align*}
& \alpha_{1 s}^{0}(\omega) P^{(1)}(\omega) \tau_{\mathrm{rad}} \\
& \quad \approx \alpha_{1 s}^{0}(\omega)\left\langle n_{2}(\omega)\right\rangle \tau^{(1)}=\alpha_{1 s}^{0}(\omega) \mathscr{P}(\omega) \\
& \quad \times \exp \{-3.073 \mathscr{P}(\omega)\} \frac{\tau_{\mathrm{dec}} \tau_{\mathrm{rad}}}{\tau_{\mathrm{dec}}+\tau_{\mathrm{rad}}} . \tag{73}
\end{align*}
$$

This expression shows that the role played by the correction depends on the ratio of $\tau_{\text {dec }}$ and $\tau_{\text {rad }}$.

In all cases the minimum-sized superclusters provide the leading contributions, while the higher-order terms provide only small corrections both in the low concentration region $\mathscr{N}(\omega) / \mathscr{N}\left(\omega_{\mathrm{ME}}\right) \ll 1$, because the number of such corrections is proportional to the degree of concentration $\mathscr{P}(\omega)$, which increases with supercluster size, ${ }^{34}$ and near the mobility edge, because of the more rapid exponential decrease in higher-order terms.

## 4. ELECTRON-PHONON INTERACTION

The electron-phonon interaction has an additional effect on the shape of the absorption and luminescence spectra because absorption and luminescence is accompanied by emission of both acoustic and optical phonons.

To describe the interaction between excitons and LO and LA phonons, we can use our previous results. ${ }^{18,19}$ The absorption coefficient and the luminescence intensity at absolute zero with allowance for interaction with phonons can be written

$$
\begin{equation*}
\alpha_{1 s}(\omega)=\int_{0}^{\infty} d z \alpha_{1 s}^{0}(\omega+z) F(z) \tag{74}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{1 s}(\omega)=\int_{-\infty}^{0} d z I_{1 s}^{0}(\omega-z) F(z), \tag{75}
\end{equation*}
$$

respectively. Here

$$
\begin{align*}
F(\omega)= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} d t \exp \left[i \omega t+\sum_{q} \frac{\left|H_{\Phi \Phi}(\mathbf{q})\right|^{2}}{\Omega_{q}^{2}}\right. \\
& \left.\times\left(\exp \left(-i \Omega_{q} t\right)-1\right)\right] \tag{76}
\end{align*}
$$

yields the density of electron-vibrational states of the wing.
When the scattering is strong, a localized exciton consists of a hole localized in the random potential of the solid solution and an electron bound to the hole by Coulomb interaction. Corresponding to this model is the wave function

$$
\begin{equation*}
\Phi=\phi_{\mathrm{tr}}(\mathbf{R}) \psi_{1 s}(\xi), \tag{77}
\end{equation*}
$$



FIG. 1. Results of calculations: curve 1 , the density of states $\rho(\omega)$; curve 2, the total density of states $\mathscr{N}(\omega)$; curve 3 , the density of 'radiating', states $\mathscr{N}^{r s}(\omega)$; and curve 4, the total density of radiating states $\rho^{r s}(\omega)$ of the fluctuation tail of the solid solution $\mathrm{ZnSe}_{1-c} \mathrm{Te}_{c}$ at $c=0.15$. The denotes estimates of the total density of states by the sum rule. The zero in energy corresponds to the position of the bottom of the band of the virtual crystal with allowance for the symmetric part $\Delta E_{1}(c)$ of the bowing. The vertical dotted line indicates the position of the mobility edge $\omega_{\mathrm{ME}}$ (see the text).
where $\phi_{\mathrm{tr}}(\mathbf{R})$ describes the state of a particle localized by the random potential of the solid solution, and $\psi_{1 s}(\xi)$ is the wave function of the ground state in the Coulomb potential. The argument $\mathbf{R}$ of $\phi_{\text {tr }}$ represents in this case the radius vector of the hole, $\mathbf{R}=\mathbf{r}_{h}$, while the argument $\xi$ of $\psi_{1 s}$ represents the radius vector of the electron, $\xi=\mathbf{x}_{e}$.

We write the exciton-phonon interaction Hamiltonian as $H(\mathbf{q})=H_{\mathrm{LO}}(\mathbf{q})+H_{\mathrm{LA}}(\mathbf{q})$, where $\mathbf{q}$ labels the wave vectors of the phonons, and each term is the sum of the electron and hole Hamiltonians: $H_{\mathrm{LO}, \mathrm{LA}}(\mathbf{q})=H_{\mathrm{LO}, \mathrm{LA}}^{e}(\mathbf{q})+H_{\mathrm{LO}, \mathrm{LA}}^{h}(\mathbf{q})$. The matrix elements of the exciton-phonon Hamiltonian can be expressed as follows: ${ }^{56,57}$

$$
\begin{equation*}
H_{\Phi \Phi}^{\alpha}(\mathbf{q})=\left[\mathscr{F}_{e, q}^{\alpha} \exp i\left(\mathbf{q} \cdot \mathbf{r}_{\mathbf{e}}\right)+\mathscr{F}_{h, q}^{\alpha} \exp i\left(\mathbf{q} \cdot \mathbf{r}_{\mathbf{h}}\right)\right]_{\Phi \Phi}, \tag{78}
\end{equation*}
$$

where the label $\alpha$ indicates the interaction mechanism. Since each exponential function in (78) depends only on one argument, we have

$$
\begin{align*}
H_{\Phi \Phi}^{\alpha}(\mathbf{q})= & \mathscr{F}_{e, q}^{\alpha}\left[\exp i\left(\mathbf{q} \cdot \mathbf{r}_{e}\right)\right]_{1 s 1 s} \\
& +\mathscr{F}_{h, q}^{\alpha}\left[\exp i\left(\mathbf{q} \cdot \mathbf{r}_{h}\right)\right]_{\phi_{\mathrm{tr}} \phi_{t r}} . \tag{79}
\end{align*}
$$

The functions $\mathscr{F}_{e, q}^{\alpha}$ and $\mathscr{F}_{h, q}^{\alpha}$ can be found, for example, in Ref. 56.

In calculating the spectra $\alpha_{1 s}(\omega)$ and $I_{1 s}(\omega)$ we allowed for the Fröhlich interaction with LO phonons and for the deformation and piezoelectric interactions with LA phonons. The main parameters of the solid solution needed in calculations (the effective electron and hole masses and the constants of the deformation potential and of the piezoelectric and Fröhlich interactions) were obtained via linear interpolation between their values for ZnSe and ZnTe (see Ref. 58).

## 5. RESULTS OF CALCULATIONS AND DISCUSSION

Calculated values of the density of fluctuation states, $\rho(\omega)$, and the total density of states, $\mathscr{N}(\omega)$, are depicted in Fig. 1. The total density of states is the total number of states


FIG. 2. Results of calculations: curve 1 , the contour of the phononless absorption band $\alpha_{1 s}^{0}(\omega)$; curve 2 , the relative total density of states $\mathscr{N}(\omega) / \mathscr{N}\left(\omega_{\mathrm{ME}}\right)$; curve 3 , the fraction $P(\omega)$ of radiative states; curve 4 , the phononless luminescence band $I_{1 s}^{0}(\omega)$; and curves 5 and 6 , the absorption band $\alpha_{1 s}(\omega)$ and the luminescence band $I_{1 s}^{0}(\omega)$ of the $1 s$ state with allowance for the interaction with phonons. The dot-dash curves represent the components of the contour of the luminescence band responsible for the interaction with LO phonons, and the $\bigcirc$ represents the luminescence spectrum of $\mathrm{ZnSe}_{1-c} \mathrm{Te}_{c}$ at $c=0.15$ and $T=2 \mathrm{~K}$.
with energies exceeding $\omega$, calculated on the basis of $\rho(\omega)$ via Eqs. (42)-(48). The proportionality factor in (42) and the parameter $\omega_{0}$ must be selected in such a way that the total density determined via the sum rule (32) coincides with the value calculated from $\rho(\omega)$ at $\omega=\omega_{0}$. The value $\omega_{0}$ was found to be $0.098 \pm 0.005 \mathrm{eV}$, which places it in the range between the values of the localization energy for clusters with the number of Te atoms equaling $s=3$ and $s=4$. The localization energy for the clusters were estimated in the approximation of effective mass and spherical potential well of appropriate sizes. The total density of states for clusters, denoted by - in Fig. 1, was calculated by the sum rule (32). The procedure yields values of the density of states, depicted in Fig. 1, in the region where $\omega \geqslant \omega_{0}$ and makes it possible to extrapolate this function into the region where $\omega \leqslant \omega_{0}$. Figure 1 also depicts the density of 'radiating', states, $\rho^{r s}(\omega)$ $=\rho(\omega) P(\omega)$, with $P(\omega)$ defined in (71), and the total density of states $\mathscr{N}^{r s}(\omega)$ as functions of the localization energy $\omega$.

Figure 2 depicts the results of calculations of the contour of the phononless absorption and luminescence bands of the excitonic ground state for the solid solution $\mathrm{ZnSe}_{1-c} \mathrm{Te}_{c}$ at $c=0.15$. The position of the mobility edge (the dotted vertical line in Fig. 2) and the theoretical parameter $R_{\text {int }}$ (introduced in Sec. 3.B.1) were selected in such a way that the shift of the peak in the luminescence band in relation to the peak in the absorption band corresponds to the observed quantity. In our calculations we used $\mathscr{P}\left(\omega_{\mathrm{ME}}\right)=1.4$, which corresponds to the value obtained by Haan and Zwanzig ${ }^{34}$ for the critical concentration in the classical problem of overlapping spheres.

The contour of the phononless luminescence band in Fig. 2 shows that only a relatively small number of fluctuation states, lying in the region of small absorption-coefficient values, determines the luminescence process. The peak in the distribution of these radiating states is shifted in relation to


FIG. 3. Experimental data on concentration bowing of the band gap, $\Delta \mathscr{C}_{G}(c)$ (■). Curve 1 , the approximation of $\Delta \mathscr{E}_{G}(c)$ by Eq. (80), which is a combination of the functions (57) and (60), at $b_{1}=1.0 \mathrm{eV}$ and $b_{2}=0.3 \mathrm{eV}$; curve 2, the maximum possible value of the symmetric part of the bowing, $\Delta \mathscr{E}_{1}(c)$; curve 3 , the asymmetric part of the bowing, $\Delta \mathscr{E}_{2}(c)$; and curve 4 , the estimate of $\Delta \mathscr{E}_{1}(c)$ made by Eq. (57).
the absorption peak toward the red part of the spectrum even when the interaction with lattice vibrations is ignored, which is reasonably consistent with the existing experimental data on disordered systems. The interaction with phonons leads to additional Stokes shifts of the absorption and emission bands in opposite directions. Figure 2 depicts the results of allowing for the effect of the exciton-phonon interaction on the position and shape of the luminescence band and the experimental spectrum of the solid solution $\mathrm{ZnSe}_{1-c} \mathrm{Te}_{c}$ at $c=0.15$. In our calculations we assumed the localizedexciton wave function to be the product of the wave function of a localized hole and the electron Coulomb wave function. Since in this concentration range the excitonic binding energy $E_{\text {ex }}(c)$ is much lower than the localization energy for the radiating states, the electron has not enough time to adiabatically follow the motion of the hole and, therefore, interacts with the hole distribution averaged over the fluctuationinduced well. Satisfactory agreement with the experimental curve is achieved when one allows for ten LO repetitions; the decomposition of the contour of the luminescence band into components is also shown in Fig. 2.

Figure 3 presents the experimental data on the concentration dependence of the band-gap bowing, $\Delta \mathscr{E}_{G}(c)$, the separation of the experimentally measured shift of the peak, $\Delta \mathscr{E}_{G}(c)$, into $\Delta \mathscr{E}_{1}(c)$ and $\Delta \mathscr{E}_{2}(c)$ according to the formula

$$
\begin{equation*}
\Delta \mathscr{E}_{G}(c)=b_{1} c(1-c)+b_{2} \frac{(1-c)^{5 / 2}}{\ln (1 / c)} \tag{80}
\end{equation*}
$$

and the estimate of $\Delta E_{1}(c)$ by (57) with the values of the parameters listed in this paper. Clearly, the resulting value of $\Delta E_{1}(c)$ obeys the earlier discussed inequality $\Delta E_{1} \leqslant \Delta \mathscr{E}_{1}$. Here the position of the peak in the absorption band, calculated at $c=0.15$ with allowance for the interaction with phonons, is approximately 0.1 eV and is also in good agreement with the observed value of $\Delta \mathscr{E}_{2}(c)$.

In conclusion we note that the proposed approach to describing the spectrum of fluctuation states of a disordered solid solution with diagonal disorder and a narrow-gap com-
ponent concentration below the percolation threshold for a disordered sublattice can be generalized to two-dimensional systems and to other types of percolation.

The classification of localized states according to their membership in superclusters may also prove useful for disordered systems in which the density of fluctuation states is three-dimensional while the statistics of the superclusters is two-dimensional. Such a situation may occur, say, in the case of quantum wells formed by a solid solution if the wells are wide enough to accommodate three-dimensional fluctuation clusters but not wide enough to accommodate threedimensional superclusters.
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A molecular-dynamics model of the behavior of a vacancy in the chain of an equilibrium polymer crystal (the 'collective atom"' approximation for polyethylene) is developed for the first time. It is shown that a defect of this type in a polymer crystal has a soliton mobility, as opposed to vacancies in crystals of low-molecular substances. © 1999 American Institute of Physics. [S1063-7761(99)02103-4]

## 1. INTRODUCTION

In order to predict the relaxation, plastic, and durability characteristics and the melting temperature of crystals it is necessary to consider localized mobile defects or deviations from the ideal structure. Point structural defects (such as vacancies or inclusions) are responsible for the relaxation properties of solids. Their inability to undergo directed motion is why relaxation processes are slow in low-molecular crystals. Because the properties of polymer crystals are highly anisotropic (the atoms in a polymer chain are bonded to one another by chemically covalent bonds, while the intermolecular interaction is through weak van der Waals forces), vacancies with breaking of interchain covalent bonds are essentially immobile. However, these crystals can contain other, specifically polymer, point defects, which are not caused by breaking of intrachain bonds, but by a deformation of a chain which is localized in a small portion of the chain.

The idea of such defects arose in polymer crystal physics after the observation of anomalously rapid dielectric relaxation of oxidized polyethylene. ${ }^{1}$ An analysis of a number of possible molecular mechanisms for this process ${ }^{2}$ showed that the most probable mechanism was the propagation of localized regions of twisting (by $180^{\circ}$ ) along the chains with stretching (over a half period of the chain) extending on the order of a few tens of periods in the absence of conformational changes. A quasi-one dimensional approximation for immobile neighboring chains (see Ginzburg et al. ${ }^{3}$ and the references cited there) can be used to describe this kind of defect as a soliton-type topological excitation, ${ }^{4}$ i.e., a localized nonlinear wave propagating at a constant near-sonic speed along the chain which changes its state after it passes and can, thereby, cause rapid relaxation in the crystal.

An approximate analytic description of static point defects in polyethylene has been proposed ${ }^{5}$ and they have been studied numerically ${ }^{6}$ using the techniques of molecular mechanics. However, these papers do not touch on the question of the mobility of the defects and, therefore, their contribution to relaxation in these crystals. Recently a numerical so-
lution has been obtained for the problem of the propagation of near-sonic solitons in a polyethylene chain surrounded by immobile neighboring chains. ${ }^{7}$ Only one paper ${ }^{8}$ contains a molecular-dynamics study of the behavior of point twist defects in polyethylene crystals (with mobile molecules in the first coordination sphere) for a 'collective atom'' model (the $\mathrm{CH}_{2}$-groups are replaced by point particles). Unfortunately, the use of an initially nonequilibrium sample crystal structure led, as will be shown below, to unjustified conclusions regarding the nonsoliton nature of the mobility of this defect in the crystal.

The purpose of this paper is to study the type of mobility of point structural defects in the framework of a moleculardynamics model for a polymer crystal with chains of the simplest type (plane trans-zigzag in the collective atom approximation, Fig. 1a). The equilibrium configuration of a crystal of this type is found in advance (Figs. 1b and 1c). Here we limit ourselves to analyzing vacancies (Fig. 2a), the simplest defects which can exist in a polymer crystal chain. We also study the dependence of the defect behavior on the crystal structure.

## 2. NUMERICAL MODEL OF POLYMER CRYSTALS

We have taken the following model for a polymer crystal $^{9}$ (polyethylene with collective atoms; see Fig. 1a): the chains consist of plane trans-zigzags; the bonds between the atoms (point particles of mass $m$ ) are absolutely rigid of length $l_{0}$; the deformation energies of the valence $\left(\theta_{n}\right)$ and conformational $\left(\phi_{n}\right)$ angles are given by

$$
\begin{aligned}
& U_{3}\left(\theta_{n}\right)=\frac{1}{2} K_{\theta}\left(\theta_{n}-\theta_{0}\right)^{2}, \\
& U_{4}\left(\phi_{n}\right)=\alpha+\beta \cos \phi_{n}+\gamma \cos 3 \phi_{n}
\end{aligned}
$$

and, atoms separated by more than two neighbors or belonging to different chains interact through the potential

$$
U(r)= \begin{cases}U_{L J}(r)-U_{L J}(R), & r \leqslant R \\ 0, & r>R\end{cases}
$$




C

FIG. 1. Model of a polymer crystal (polyethylene with collective atoms): (a) chain parameters and local atomic coordinates; (b) two types of mutual locations of neighboring chains in a crystal (the lengths of the dashed lines are slightly less than the equilibrium distance for a van der Waals potential), and (c) the possible equilibrium configurations for packing of plane zigzags: (1) stable and (2) unstable (shown here is the plane of a transverse cross section of the molecules; the arrows denote the direction from the nearest atoms of the molecule under the plane to the nearest above the plane; the thick lines represent the bonds between molecules of type 1 in b and the thin lines, those of type 2 in b).
where $U_{L J}(r)=4 \varepsilon\left[(\sigma / r)^{12}-(\sigma / r)^{6}\right]$ is the Lennard-Jones potential with a minimum at $r_{0}=2^{1 / 6} \sigma$. The numerical values of the constants employed here are listed in Table I.

We have taken periodic boundary conditions for the crystal in all three directions. The cells of the computational


FIG. 2. A vacancy in a polymer crystal chain: (a) the shape of the defect (the dotted box represents the defect region) and (b) the longitudinal displacements of atoms from the equilibrium position (A) in molecules with a defect (upper curve) and in molecules in the first coordination sphere (lower curve).

TABLE I. Parameters of the model crystal.

| Parameter | Value | Ref. | Parameter | Value | Ref. |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $m$ | 14 a.m.u. | - | $\beta$ | $1.675 \mathrm{~kJ} / \mathrm{mole}$ | 10 |
| $l_{0}$ | $1.53 \AA$ | 10 | $\gamma$ | $6.695 \mathrm{~kJ} / \mathrm{mole}$ | 10 |
| $\theta_{0}$ | $113^{\circ}$ | 10 | $\varepsilon$ | $0.4937 \mathrm{~kJ} / \mathrm{mole}$ | 11 |
| $K_{\theta}$ | $331.37 \mathrm{~kJ} / \mathrm{mole}$ | 10 | $\sigma$ | $3.8 \AA$ | 11 |
| $\alpha$ | $8.370 \mathrm{~kJ} / \mathrm{mole}$ | 10 | $R=2 r_{0}$ | $8.531 \AA$ | - |

grid were chosen to have the shape of a rectangular parallelepiped. The corresponding classical first order Lagrange equations were solved numerically using a Berle leap-frog algorithm ${ }^{12}$ taking note of the limitations imposed by the rigid bonds. ${ }^{13}$

The periodic boundary conditions make it possible to follow the soliton dynamics in the direction along the axis of the molecules for an unlimited time and to avoid introducing unphysical boundary conditions such as a rigidly attached second coordination sphere in the plane of the transverse cross section. In order to keep a soliton from interacting with itself, the number of molecules in the grid cell was chosen so that the image of each molecule lies no closer than its fourth coordination sphere, while the length of the molecule for a soliton extending on the order of 35 chain periods (c) was assumed to be 200 c (two $\mathrm{CH}_{2}$ groups fall within a single period).

## 3. EQUILIBRIUM CRYSTAL CONFIGURATION OF A POLYETHYLENE CRYSTAL IN THE COLLECTIVE ATOM MODEL

When the chains are packed in a (mechanically) equilibrium configuration, they can have two kinds of mutual positions (Fig. 1b). The first is stable (1) and is roughly a factor of two more favorable energetically than the second (2), which is unstable (a saddle point). Since the projected length of a molecule on its perpendicular cross sectional plane is $l_{\perp}=0.843 \AA$ and the van der Waals radius $r_{0}=4.265 \AA$ $\approx 5 l_{\perp}$, the packing of the molecules in the crystal will be close to cylindrical. Two different (mechanically) equilibrium configurations are conceivable (Fig. 1c). Both have a monoclinic cell and similar energies (each atom has six van der Waals bonds with atoms of other chains). The second, however, is unstable and stratifies into two domains, both of which correspond to the first configuration. The parameters $a$ and $b$ of the stable structure depend on the cutoff radius $R$. Table II lists some theoretical estimates of these constants (the length of the dotted lines in Fig. 1b equals the van der Waals radius) and data relating to the relaxation of samples

TABLE II. The parameters $a$ and $b(\AA)$ for the equilibrium crystalline configuration with different cutoff radii $R$.

| Parameter | $R=r_{0}$ (est.) | $R=1.8 r_{0}$ | $R=2 r_{0}$ |
| :--- | :---: | :---: | :---: |
| $a$ | 4.265 | 3.998 | 3.980 |
| $b$ | 8.618 | 7.994 | 7.966 |

with different $R$. The period along the molecular axis is always equal to $c=2.554 \AA$. The density of the sample is $\rho=1.155 \mathrm{~g} / \mathrm{cm}^{3}$.

Molecular-dynamics modelling of a polyethylene crystal in the collective atom approximation has shown that there is no local minimum in the potential energy for an orthorhombic structure for any such cell parameters. The numerical simulation yields a minimum of this sort only for a model of polyethylene in which the $\mathrm{CH}_{2}$ group is modelled by three spatially separated force centers. Thus, an orthorhombic structure in polyethylene can exist only because of the presence of lateral groups, and not of the shape of the chain skeleton.

## 4. THEORETICALLY EXPECTED CHARACTER OF THE VACANCY DYNAMICS IN A POLYMER CRYSTAL CHAIN

We shall show that the simplest description of the dynamics of a vacancy in a chain of a polymer crystal in the approximation of immobile neighbors can be reduced to a sine-Gordon equation for the transverse displacement $u$ of the atoms in the chain. (See Fig. 1a.)

In fact, the effective potential of the matrix is obtained by calculating the crystal energy with all the molecules fixed but one, which moves along the axis. In the stable equilibrium configuration of the crystal it can be approximated to within two percent by two harmonics:

$$
\begin{equation*}
V(u)=A\left[1-\cos \left(\frac{2 \pi}{c} u\right)\right] \tag{1}
\end{equation*}
$$

with $A=0.274 \mathrm{~kJ} / \mathrm{mole}$.
The condition of rigid bonds determines the relationship among the longitudinal and transverse displacements, $u$ and $v$, of the atoms. (See Fig. 1a.) Going to the continuum approximation in the system lagrangian (justified by the relative weakness of the intermolecular interaction) and neglecting the dispersion and nonlinearity owing to the intramolecular interactions (a more accurate continuum description can be found elsewhere ${ }^{14}$ ), we obtain a sine-Gordon equation with $K=K_{\theta}\left(2 \tan \left(\theta_{0} / 2\right)\right)^{2}$ for the longitudinal displacement $u(z, t)$ :

$$
m u_{t t}-K u_{z z}+A\left(\frac{2 \pi}{c}\right)^{2} \sin \left(\frac{2 \pi}{c} u\right)=0
$$

Here $K$ is the rigidity parameter of the chain, so that the sound speed $v_{s}=\sqrt{K / m}$, while $A$ characterizes the height of the barrier between two neighboring positions of the atoms in the matrix potential (1).

The sine-Gordon equation has well known soliton solutions corresponding to vacancies:

$$
\begin{equation*}
u(z, t)=\frac{c}{2 \pi} 4 \arctan \exp \left(\frac{z-v t}{L}\right) \tag{2}
\end{equation*}
$$

where $v$ is the soliton velocity $\left(v<v_{s}\right)$, $L$ $=L_{0} \sqrt{1-\left(v / v_{s}\right)^{2}}$, and $L_{0}=(c / 2 \pi) \sqrt{K / A}$ is the half width of a motionless defect, which is larger the more rigid the chain is relative to the matrix. For our values of the constants (Table I), we have $v_{s} \approx 14.76 \mathrm{~km} / \mathrm{s}$ and $L_{0} \approx 35(c / 2)$.


FIG. 3. Vacancy dynamics in an equilibrium crystal: curves 1 and 2 illustrate the conservation of low and medium ( 0.1 and 0.45 times the sound speed) velocities of defects in a chain surrounded by mobile neighbors; curve 3 , the slowing down of fast ( 0.9 times the sound speed) defects with a transition to stationary soliton motion at a lower velocity ( $\sim 0.6$ times the sound speed).

Therefore, a vacancy (without breaking of covalent bonds, Fig. 2a) can move along the chain with a near sonic velocity, maintaining its localization and without disrupting the crystal structure outside the region of the defect. This means that at velocities not too close to that of sound, the vacancy dynamics should be those of a soliton. (When $v \rightarrow v_{s}$ it is no longer possible to neglect either the discreteness or the intramolecular nonlinearity; solitons are narrow.) This conclusion, however, is based on a quasi-one dimensional approximation for the immobile neighboring chains. Now our goal is to study the vacancy dynamics in a crystal where all the chains are mobile.

## 5. RESULTS OF A MOLECULAR-DYNAMIC SIMULATION OF THE BEHAVIOR OF VACANCIES IN A POLYMER CRYSTAL

This system is characterized by the following time scales: the transit time for sound over one chain period $\approx 1.7 \cdot 10^{-2} \mathrm{ps}$, the soliton width $\approx 1.22 \mathrm{ps}$, and the period of the oscillations of the atoms in a chain in the potential of neighboring chains $\approx 1.39 \mathrm{ps}$.

In the molecular-dynamics simulation, for one of the molecules in a crystal that had relaxed and cooled to a temperature of 0.1 K we specified atomic displacements and velocities in accordance with the approximate analytic formula (2) and followed the evolution of the defect for a long time (on the order of hundreds of picoseconds). Almost instantly the soliton acquired a shape exactly consistent with the crystalline environment. In a sample with mobile neighbors, the presence of a vacancy in one chain causes nonuniformities to appear in all the chains within the first coordination sphere, i.e., 'shadows" (see Fig. 2b) which accompany the defect even when it moves. In the numerical simulation we tracked the velocity $v_{m}$ of the center of mass of a chain with a defect, which rescales to the vacancy velocity $v_{\text {vac }}=-(N / 2) v_{c m}$ (where $N$ is the number of atoms in the chain). 'Imbedding' a defect in a crystal excites (for both mobile and immobile neighbors) thermal vibrations of the atoms (up to a sample temperature of several K), so rapid oscillations are superimposed on the true vacancy velocity which have nothing to do with it (Fig. 3).

We now describe the results of simulating the evolution of vacancies with initial velocities of $0.9,0.45$, and 0.1 times that of sound ( $13.2,6.6$, and $1.5 \mathrm{~km} / \mathrm{s}$ ) in a stably equilibrium crystal (Fig. 1c, frame 1). If the neighboring molecules are fixed, defects with all three of these velocities move smoothly along the chain with their velocities essentially unchanged for at least 100 ps . Over this time, they can cover 5186,2593 , and 576 chain periods, respectively. When all the molecules are mobile, the dynamics of the two slowest defects is the same (Fig. 3). Only for the fastest defect does the velocity fall off slowly, decreasing to $\approx 0.6$ times the sound speed ( $9 \mathrm{~km} / \mathrm{s}$ ) over 400 ps . Therefore, the mobility of the surrounding chains does not affect the behavior of vacancies moving at low and medium velocities, but slows down the faster defects to medium velocities without changing their soliton-type dynamics.

This slowing down is not caused by the radiation of energy by the defect into the chain along which it moves owing to effects of the discreteness which show up at higher defect velocities: ${ }^{15}$ for $v=0.9 v_{s}$ the half width $L$ of the solitons is still quite large $L \approx 15(c / 2)$ [Eq. (2)]. Evidently, the reason for the slowing down of fast defects in a crystal is their more intense interaction with the mobile molecules of neighboring chains. This effect has not been observed before and requires separate theoretical and numerical study.

Note that the configuration of the crystalline environment has no effect on the character of the dynamics of a defect in a chain if the neighboring chains are immobile, but changes it fundamentally when the neighboring chains are mobile. Specifically, in nonequilibrium or unstable structures (e.g., a nonequilibrium orthorhombic structure in the collective atom model of polyethylene ${ }^{8}$ or an unstable monoclinic structure; Fig. 1c, frame 2) which require rotation of chains for relaxation, a vacancy will be slowed down rapidly. For example, in the latter case a vacancy with an initial speed of $4.6 \mathrm{~km} / \mathrm{s}$ is stopped over a time on the order of 10 ps , having
covered about 100 chain periods. The onset of this kind of slowing down was apparently observed in Ref. 8 and served as the basis for the unjustified claim that the twisting defect dynamics did not exhibit soliton behavior. In a molecule at the boundary between two domains in a relaxed stratifying sample (Fig. 1c, frame 2), point defects are also slowed down and change the structure of the boundary between the domains.

Therefore, in an equilibrium polymer crystal, vacancies caused by localized tensile deformation of the chain have a soliton-type mobility.

This work was supported by the Russian Fund for Fundamental Research (Grants 98-03-33366a and 97-0217825a).
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# Dependence of exchange interactions on chemical bond angle in a structural series: cubic perovskite-rhombic orthoferrite-rhombohedral hematite 
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Mössbauer spectroscopy is used to study the hyperfine magnetic fields at tin ${ }^{119} \mathrm{Sn}$ ions introduced as an isomorphic impurity in the lattices of the orthoferrites $\mathrm{RFeO}_{3}$. The large reduction in the field $H_{h f}^{\mathrm{Sn}}(4.2 \mathrm{~K})$ observed when R is changed from La to Lu correlates with the drop in the Néel point and indicates that the exchange interactions are decreasing over this series. A crystal chemical analysis of the structural series with the general formula $\mathrm{ABO}_{3}$ shows that the ideal structure of cubic perovskite can be converted to a rhombohedral hematite-corundum structure by simple rotation of the $\left[\mathrm{BO}_{6}\right]$ octahedra if the $\mathrm{B}-\mathrm{O}$ interionic distances remain unchanged. The rhombic distortions are associated with a reduction in the $\mathrm{B}-\mathrm{O}-\mathrm{B}$ bond angle from $\theta=180^{\circ}$ in perovskite to $\sim 132^{\circ}$ in hematite. The rare earth orthoferrites $\mathrm{RFeO}_{3}$ follow the same mechanism for structural transformations and the $\mathrm{LaFeO}_{3}-\mathrm{LuFeO}_{3}$ series occupies an intermediate position $\left(157^{\circ}>\theta>142^{\circ}\right)$ between the extreme members of the series mentioned above. A reduction in the bond angle leads to weakening of the $\mathrm{Fe}-\mathrm{O}-\mathrm{Fe}$ exchange interaction, which shows up as a drop in the Néel temperature and in the hyperfine magnetic field at the nucleus. An analysis of theoretical models shows that for a suitable choice of the exchange and transfer parameters, the angular variation in the parameters of the exchange interaction is described fairly well by the Moskvin theory over a rather wide range of angles $\theta$. The contributions to the fields $H_{h f}^{\mathrm{Sn}}$ and $H_{h f}^{\mathrm{Fe}}$ from the $t_{2 g^{-}}$and $e_{g}$-orbitals of neighboring paramagnetic ions in the orthoferrites and orthochromites are examined.
© 1999 American Institute of Physics. [S1063-7761(99)02203-9]

## 1. INTRODUCTION

The rare earth orthoferrites $\mathrm{RFeO}_{3}$ ( R is a rare earth element) have a distorted perovskite crystal structure. ${ }^{1}$ All the $\mathrm{Fe}^{3+}$ ions are crystallographically equivalent and lie in an octahedral oxygen environment. Each iron ion is surrounded by six $\mathrm{Fe}^{3+}$ ions and the $\mathrm{Fe}-\mathrm{O}-\mathrm{Fe}$ bond angle is close to $180^{\circ} .^{2}$ This results in a strong negative indirect $\mathrm{Fe}^{3+}-\mathrm{O}-\mathrm{Fe}^{3+}$ exchange interaction, which causes the formation of two magnetic sublattices whose moments are almost antiparallel. The small angle between the moments of these sublattices produces a small ferromagnetic moment. ${ }^{3,4}$ The rare earth elements become magnetically ordered only at very low temperatures, and for $T>10 \mathrm{~K}$ they have no effect on the basic magnetic properties of the orthoferrites.

Unusual behavior of the Néel temperature $T_{N}$ has been observed in the $\mathrm{RFeO}_{3}$ series from $\mathrm{R}=\mathrm{La}$ to $\mathrm{R}=\mathrm{Lu}:{ }^{5} T_{N}$ falls by almost 120 K , even though the dimensions of the unit cell decrease so the $\mathrm{Fe}-\mathrm{O}-\mathrm{Fe}$ exchange bond length should also decrease. Usually this leads to a strengthening of the exchange interaction and, therefore, to a rise in $T_{N}$. Note, for example, that in the series of rare earth ferrites with a garnet $\mathrm{R}_{3} \mathrm{Fe}_{5} \mathrm{O}_{12}$ structure, $T_{N}$ is independent of the atomic number of the rare earth element and is almost constant for all the rare earth elements. ${ }^{6-8}$ A diminution in the exchange interactions as R is varied from La to Lu has also been observed in Mössbauer studies of the rare earth orthoferrite series $\mathrm{RFeO}_{3}$ doped with the tin isotope ${ }^{119} \mathrm{Sn} .{ }^{9}$

In this paper we perform a crystal chemical analysis of the structural series $\mathrm{ABO}_{3}$, which includes cubic perovskite, the rhombic orthoferrites, and rhombohedral hematite (corundum). It is shown that the structural transformations in this series can be described in terms of a unified mechanism and, for fixed $\mathrm{B}-\mathrm{O}$ interionic distances, are determined exclusively by the change in the angle $\theta$ of the $\mathrm{B}-\mathrm{O}-\mathrm{B}$ chemical bond. Mössbauer spectroscopy at $T=4.2 \mathrm{~K}$ is used to measure the hyperfine magnetic field at tin $\mathrm{Sn}^{4+}$ ions $\left(H_{h f}^{\mathrm{Sn}}\right)$ implanted as measurement probes in the iron sublattice of the $\mathrm{RFeO}_{3}$ orthoferrites. These observations are used to explain the unusual magnetic properties of the rare earth orthoferrites. Theoretical models for the angular dependence of the exchange interaction in the $\mathrm{RFeO}_{3}$ orthoferrites and $\mathrm{RCrO}_{3}$ orthochromites are examined. An attempt is made to apply the theory to a wider range of angles $\theta$ based on the experimental data.

## 2. CRYSTAL CHEMICAL ANALYSIS OF THE STRUCTURAL SERIES CUBIC PEROVSKITE-RHOMBIC ORTHOFERRITES-RHOMBOHEDRAL HEMATITE (CORUNDUM)

The rhombic orthoferrites $\mathrm{RFeO}_{3}$ (space group ${ }^{1}$ Pbnm) are usually attributed to the perovskite-like structures obtained as a result of all the possible distortions of the cubic $\mathrm{CaTiO}_{3}$ perovskite lattice (space group ${ }^{10} \mathrm{Pm} 3 \mathrm{~m}$ ) on replacing the Ca cations by R and Ti by Fe . These distortions can
change the crystal symmetry. A transition from the cubic perovskite structure to a rhombic structure in the rare earth orthoferrites has been established experimentally. ${ }^{10,11} \mathrm{RMO}_{3}$ compounds with $\mathrm{M}=\mathrm{Cr}, \mathrm{Sc}, \mathrm{V}, \mathrm{Ga}$, and Al also have this type of structure. ${ }^{12-16}$ It is interesting to note that the deformation which develops for the rhombic distortions has almost no effect on the oxygen octahedron surrounding the iron ions, while the coordination polyhedron of the $\mathrm{R}^{3+}$ cations is significantly distorted. The average interatomic $\mathrm{Fe}-\mathrm{O}$ and $\mathrm{O}-\mathrm{O}$ distances are essentially constant for the entire rare earth series $\mathrm{RFeO}_{3}$, at 2.011 and $2.844 \AA$, respectively. ${ }^{10} \mathrm{As}$ R is changed, only the mutual positions of the oxygen octahedra change and this leads to a change in the angle of the $\mathrm{Fe}-\mathrm{O}-\mathrm{Fe}$ valence bond. The deviation from cubic symmetry increases as the $\mathrm{R}^{3+}$ ionic radius decreases; it is smallest in $\mathrm{LaFeO}_{3}$ and greatest in $\mathrm{LuFeO}_{3}$.

Based on the available crystal chemical data, we may assume that there is a single mechanism for the structural changes in the series cubic perovskite-rhombic orthoferritesrhombohedral hematite-corundum (general formula $\mathrm{ABO}_{3}$ ). Here we shall show by purely geometric arguments, that there is an analogy in the structural models for cubic perovskite and rhombohedral hematite (corundum) and one phase can be transformed into the other only through a certain rotation of the $\left[\mathrm{BO}_{6}\right]$ octahedra about one another. During these rotations, the most important distortions take place in the $\{111\}$ planes for the cubic model and in the basis plane for the hexagonal (rhombohedral) model. Figure 1 shows structural diagrams of the extreme phases in this series, perovskite (Fig. 1a) and hematite (Fig. 1b), constructed for ideal [ $\mathrm{BO}_{6}$ ] octahedra. A atoms, shown here in only one place, occupy all the empty spaces. The patterns of the structure which are formed by the upper facets of the $\left[\mathrm{BO}_{6}\right]$ octahedra of the lower layer and the lower facets of the $\left[\mathrm{BO}_{6}\right]$ octahedra of the upper layer are distinguished in Figs. 1a and 1 b. Each of the two "stages" of the octahedral layer is represented by three isolated octahedra, while both 'stages'" form a six-member ring in the infinite layer of octahedra. The spheres shown in Figs. 1a and 1b (to the left) illustrate the dense packing of the large A ions in the plane grids.

Ideal perovskite $\mathrm{ABO}_{3}$ can be represented as the densest packing of O and A atoms. (In the ideal case $\mathrm{O}=\mathrm{A}$ with the general formula $\mathrm{BO}_{4}$.) In the case $\mathrm{O}=\mathrm{A}$, shown on the left of Fig. 1a, dense packing occurs with a packing index of 0.7405 (packing or filling coefficient): $q=\left[\Sigma\left(V_{a t}\right)_{i}\right] / \Omega$, where $\left(V_{a t}\right)_{i}=(4 / 3) \pi r_{i}^{3}$ is the volume of a single atom and $\Omega$ is the cell volume. For the densest packing, $q=74.05 \%$. B atoms occupy $1 / 4$ of the octahedral voids (on the right of Fig. 1a), while the remaining octa- and tetrahedral voids remain unoccupied. The $\left[\mathrm{BO}_{6}\right]$ octahedra with common vertices form the simplest octahedral skeleton with A atoms in its voids.

Figure 1 b shows the other extreme end of the series, rhombohedral hematite $\alpha-\mathrm{Fe}_{2} \mathrm{O}_{3}$ (corundum $\mathrm{Al}_{2} \mathrm{O}_{3}$ ). Here the customary densest packing of oxygen atoms is realized, with $1 / 3$ of the octahedral voids occupies by iron atoms. There are two possible ways to fill the remaining octahedral voids with $A$ atoms (in this case iron atoms, since $A=B=F e$ for hematite). In the first, that third of the octahedral voids


FIG. 1. Two dimensional lattices of the densest oxygen packing in a cubic perovskite structure (a) and in a rhombohedral hematite-corundum structure (b). The structural schemes of the final phases constructed from ideal $\left[\mathrm{BO}_{6}\right]$ octahedra are shown here. The octahedra illustrate the pattern of the structure and lie above and below the lattice layer. (See text.)
which form common boundaries with $\left[\mathrm{FeO}_{6}\right]$ are filled, while the second is enantiomorphic (a mirror reflection) to the first.

The transition of perovskite into hematite and the resulting distortions can be imagined by comparing Figs. 1a and 1 b . The perovskite cubic skeleton can be regarded as the result of a symmetrizing of the skeleton of the $\left[\mathrm{BO}_{6}\right]$ octahedra during densest oxygen packing of rhombohedral hematite. Since the rhombic distortions of the unit cells of perovskite-like structures are assumed to be negligible and the $\mathrm{B}-\mathrm{O}$ distances hardly change, it seems, at first glance, that the changes in the $\mathrm{B}-\mathrm{O}-\mathrm{B}$ bond angle $\theta$ should also be small. However, an elementary geometrical analysis (see Figs. 1a and 1b) that this is not so. $\theta=180^{\circ}$ for ideal perovskite (i.e., when the ratio of the ionic radii $r_{A} / r_{O}=1$ ). At the other extreme of the series (hematite), in the ideal case of dense packing (i.e., for $r_{\mathrm{A}} / r_{\mathrm{O}}=0.414$ and $r_{\mathrm{B}} / r_{\mathrm{A}}=1$ ) this angle is $2 \arcsin \sqrt{5 / 6}=13141^{\prime}$. This estimate coincides with the experimental value of $\theta \approx 132^{\circ}$ in hematite. ${ }^{17}$ Note that the transition from a hematite-corundum structural type to a perovskite structure has been observed experimentally in $\mathrm{InGaO}_{3}$ under high pressure. ${ }^{18}$


According to the proposed mechanism, for the intermediate members of the rare earth orthoferrite series, $\theta$ should lie somewhere between $180^{\circ}$ and $132^{\circ}$. (See Fig. 2.) Unfortunately, a geometric analysis cannot be used to determine how $\theta$ varies with the ionic radius $r_{\mathrm{A}}$. However, assuming a linear variation $\theta=f\left(r_{\mathrm{A}} / r_{\mathrm{O}}\right)$, it is easy to make an approximate estimate of the ranges of variation in $\theta$ for the rare earth orthoferrites. (See Fig. 2). We found that from lanthanum orthoferrite ( $r_{\mathrm{La}} / r_{\mathrm{O}} \approx 0.765$ ) to lutecium orthoferrite ( $r_{\mathrm{Lu}} / r_{\mathrm{O}} \approx 0.588$ ) the angle $\theta$ varies from $\sim 158^{\circ}$ to $\sim 140^{\circ}$. This estimate for the extreme members of the series is in good agreement with the experimental values of these angles. ${ }^{10}$

## 3. EXPERIMENT

We prepared a series of semicrystalline samples of the rare earth orthoferrites $\left(\mathrm{R}_{1-z} \mathrm{Ca}_{z}\right)\left[\mathrm{Fe}_{1-z} \mathrm{Sn}_{z}\right] \mathrm{O}_{3}$ with $\mathrm{R}=\mathrm{La}$, $\mathrm{Pr}, \mathrm{Nd}, \mathrm{Sm}, \mathrm{Gd}, \mathrm{Tb}, \mathrm{Ho}, \mathrm{Er}, \mathrm{Yb}, \mathrm{Lu}$, and Y, in which the $\mathrm{Fe}^{3+}$ iron ions were partially $(z=0.05)$ replaced by $\mathrm{Sn}^{4+}$ ions. Here in order to maintain the neutrality of the molecules, rare earth $\mathrm{R}^{3+}$ ions were replaced by the doubly valent $\mathrm{Ca}^{2+}$ ion. In order to increase the accuracy of the Mössbauer studies, the tin was enriched in the isotope ${ }^{119} \mathrm{Sn}$ to $95 \%$. X-ray analysis showed that all the samples are in a single phase, have a distorted perovskite-type structure (space group Pbnm), and are isostructural with the orthoferrite $\mathrm{GdFeO}_{3} .{ }^{1}$

The Mössbauer absorption spectra of the ${ }^{119} \mathrm{Sn}$ nuclei were taken on an electrodynamic system in a constant acceleration regime. The $\mathrm{Ca}^{119 m} \mathrm{SnO}_{3}$ gamma-ray source was kept at room temperature. The measurements were done at temperatures ranging from 4.2 K to the Néel point. Several control measurements of the Móssbauer spectra of ${ }^{57} \mathrm{Fe}$ were also made.

At low temperatures magnetic hyperfine splitting is observed in the Mössbauer spectra of ${ }^{119} \mathrm{Sn}$ owing to the Zeeman interaction of the tin nuclei with the effective magnetic field $H_{h f}^{\mathrm{Sn}}$. This field develops because of the transfer of spin density from the paramagnetic $\mathrm{Fe}^{3+}$ ions to the diamagnetic $\mathrm{Sn}^{4+}$ ion. ${ }^{19-22}$ The transfer occurs along the $\mathrm{Fe}-\mathrm{O}-\mathrm{Sn}$ chain with the participation of an intermediate oxygen ion. In terms of its physical nature, this interaction is analogous to
the indirect $\mathrm{Fe}-\mathrm{O}-\mathrm{Fe}$ exchange interaction and the field $H_{h f}^{\mathrm{Sn}}$ is referred to as the supertransferred hyperfine magnetic field ${ }^{23-25}$ or the indirect hyperfine interaction field $H_{h f}^{\mathrm{Sn}} \cdot{ }^{26}$

A calculation of the hyperfine interaction showed that over all the compositions there are no quadrupole shifts to within the limits of error. The isomeric chemical shifts relative to the source are zero (for equal temperatures of the source and absorber). No special studies of the temperature shifts were made. The magnitude of the magnetic field $H_{h f}^{\mathrm{Sn}}$ at a tin nucleus in the $\mathrm{RFeO}_{3}$ lattice depends strongly on the rare earth element. At $T=4.2 \mathrm{~K}$ it has a maximum of $257 \pm 1$ kOe for $\mathrm{R}=\mathrm{La}$ and falls to $161 \pm 1 \mathrm{kOe}$ for $\mathrm{R}=\mathrm{Lu}$. The Mössbauer spectra remain well resolved over the entire temperature range up to the Néel point $T_{N}$. $T_{N}$ was defined by the magnetic field's going to zero at the tin nucleus. Figure 3 shows the variation in $T_{N}$ and $H_{h f}^{\mathrm{Sn}}$ in the series from $\mathrm{LaFeO}_{3}$ to $\mathrm{LuFeO}_{3}$. The clear analogy between these curves is confirmation of a direct relationship between the exchange interaction and spin density transfer from a magnetic to a diamagnetic atom and indicates a correlation of the quantities $T_{N}$


FIG. 3. The Néel temperature $T_{N}$ and the hyperfine magnetic field $H_{h f}^{\mathrm{Sn}}$ at the tin nuclei at $T=4.2 \mathrm{~K}$ as functions of the atomic number of the rare earth elements in the orthoferrites $\left(\mathrm{R}_{0.95} \mathrm{Ca}_{0.05}\right)\left[\mathrm{Fe}_{0.95} \mathrm{Sn}_{0.05}\right] \mathrm{O}_{3}$.


FIG. 4. Illustrating the overlapping of the atomic orbitals of a diamagnetic cation, anion, and paramagnetic cation: (a) for a bond angle $\theta=180^{\circ}$, so the interaction through the $e_{g}-p_{\sigma}$-orbitals predominates; (b) for a bond angle $\theta<180^{\circ}$; besides the $\sigma$-bonds, the $\pi$-bonds also participate in the exchange interaction. The dotted curves represent the unfilled $e_{g}$-orbital of the $\mathrm{Cr}^{3+}$ ion.
and $H_{h f}^{\mathrm{Sn}}$ with the $\mathrm{Fe}-\mathrm{O}-\mathrm{Fe}(\mathrm{Sn})$ exchange bond angle.

## 4. ANGULAR DEPENDENCE OF $H_{h f}$ AND $T_{N}$ IN THE RARE EARTH ORTHOFERRITES

A number of authors have attempted to obtain an analytic expression for the angular dependence of the supertransferred field $H_{h f}$ in crystals with various structures. Zavadskiĭ, et al. ${ }^{25,27}$ were among the first to obtain this dependence for a spinel and orthoferrite structure based on the molecular orbital technique including only bonding orbits. It was assumed that in a pure (undoped by diamagnetic ions) crystal, the field $H_{h f}$ develops as a result of the transfer of spin density to a central $\mathrm{Fe}^{3+}(\uparrow)$ ion from surrounding $\mathrm{Fe}^{3+}$ $(\downarrow)$ ions. This takes place through the following mechanism: $2 p$-orbitals of oxygen are polarized as a result of charge transfer to unoccupied $3 d$-orbitals of $\mathrm{Fe}^{3+}(\downarrow)$ and overlap with occupied $3 d$-orbitals of these ions (Fig. 4). This, in turn, leads to the transfer of $2 p$-electrons into the empty $4 s$-shell of $\mathrm{Fe}^{3+}(\uparrow)$ ions and overlap of the polarized $2 p$-orbits with the inner $s$-shells of the core of this ion. The following expression for $H_{h f}^{\mathrm{Fe}}$ at a central iron ion was obtained: ${ }^{27}$

$$
\begin{align*}
H_{h f}^{\mathrm{Fe}}= & 525 N^{4} k\left[-\sum_{n=1}^{3} S_{n s} \varphi_{n s}(0)+a_{4} \varphi_{4 s}(0)\right]^{2} \\
& \times\left\{\left(A_{\sigma}^{2}-A_{\pi}^{2}\right) \cos ^{2} \theta+A_{\pi}^{2}\right\} . \tag{1}
\end{align*}
$$

Here $S_{n s}$ are the overlap parameters of the oxygen orbitals with the inner $s$-shells of iron for the $\mathrm{O}^{2-}-\mathrm{Fe}^{3+}(\uparrow)$ pair, $a_{4}$ is the transfer integral for a $2 p$-electron of oxygen into the outer $4 s$-shell of iron, $\varphi_{n s}(0)$ are the wave functions of the $\mathrm{Fe}^{3+}$ ion, $A_{\sigma}^{2}$ and $A_{\pi}^{2}$ are the covalence parameters of the $\mathrm{Fe}-\mathrm{O}$ bond, which characterize the number of unpaired spins (the fraction of unpaired spin density) in the $2 p$-shell of $\mathrm{O}^{2-}$ formed as a result of transfer of $2 p$-electrons of $\mathrm{O}^{2-}$ into empty $3 d$-orbitals of $\mathrm{Fe}^{3+}(\downarrow)$ ions $\left(A_{\sigma, \pi}=\left(B_{\sigma, \pi}+S_{\sigma, \pi}\right)\right.$, where $B_{\sigma, \pi}$ and $S_{\sigma, \pi}$ are, respectively, the $\left.\mathrm{O}^{2-}-\mathrm{Fe}^{3+}(\downarrow)\right)$ transfer and overlap parameters, $k$ is the number of iron ions surrounding a central cation, and $N$ is a normalization constant. Therefore, the cofactor in curly brackets characterizes the transfer of $2 p$-electrons of the ligand into empty $3 d$-shells of the surrounding ions, while the cofactor in square brackets characterizes the transfer of unpaired spin density into the outer $s$-shell of the central ion and the overlap of unpaired $2 p$-electrons with inner $n s$-electrons of the central cation.

The above mechanism for the interaction of two paramagnetic $\mathrm{Fe}-\mathrm{O}-\mathrm{Fe}$ ions can also be applied to the interaction between paramagnetic and diamagnetic $\mathrm{Fe}-\mathrm{O}-\mathrm{Sn}$ ions
(Fig. 4a). Extending Eq. (1) to the case of an impurity tin ion with an outer $5 s$-shell in the orthoferrite matrix, we can, by analogy with Ref. 27, write

$$
\begin{align*}
H_{h f}^{\mathrm{Sn}}= & 525 N^{4} k\left[-\sum_{n=1}^{4} S_{n s} \varphi_{n s}(0)+a_{5} \varphi_{5 s}(0)\right]^{2} \\
& \times\left\{\left(A_{\sigma}^{2}-A_{\pi}^{2}\right) \cos ^{2} \theta+A_{\pi}^{2}\right\} . \tag{2}
\end{align*}
$$

Here $\varphi_{n s}(0)$ are the $s$-wave functions of tin, and $S_{n s}$ and $a_{5}$ are the overlap and transfer parameters, respectively, for $\mathrm{O}^{2-}-\mathrm{Sn}^{4+}$. The covalence parameters $A_{\sigma}^{2}$ and $A_{\pi}^{2}$ are generally independent of the $\mathrm{Fe}^{3+}-\mathrm{O}^{2-}$ interionic separation. In the $\mathrm{RFeO}_{3}$ orthoferrites, however, this distance is essentially unchanged when $R$ goes from La to Lu. This follows from structural data ${ }^{10}$ and is also confirmed by the constancy of the isomeric shift in this series, as found by Mössbauer studies on ${ }^{57} \mathrm{Fe}$ nuclei. ${ }^{27}$ It may also be assumed that the $\mathrm{Fe}^{3+}-\mathrm{O}^{2-}$ distances do not change for small amounts of substitution of iron by tin. (This is confirmed by our data on the isomeric shifts for the ${ }^{119} \mathrm{Sn}$ and ${ }^{57} \mathrm{Fe}$ nuclei.) Thus, we shall assume that $A_{\sigma}^{2}$ and $A_{\pi}^{2}$ are constant and the same as the corresponding quantities for the pure orthoferrites.

Unfortunately, the difficulty of theoretically estimating the parameters of the $\mathrm{O}^{2-}-\mathrm{Sn}^{4+}$ interaction makes it impossible to perform any sort of accurate calculation of the absolute magnitudes of the field $H_{h f}^{\mathrm{Sn}}$. However, based on experimental data, we can attempt to estimate the ratio of $A_{\sigma}^{2}$ and $A_{\pi}^{2}$. Since the first cofactor in Eq. (2) can be regarded as constant for fixed $\mathrm{Sn}-\mathrm{O}$ distances, Eq. (2) can be written in the form

$$
\begin{equation*}
H_{h f}^{\mathrm{Sn}}=K\left\{\left(A_{\sigma}^{2}-A_{\pi}^{2}\right) \cos ^{2} \theta+A_{\pi}^{2}\right\} \tag{3}
\end{equation*}
$$

Then the ratio $A_{\pi}^{2} / A_{\sigma}^{2}$ can be calculated by plotting the experimental $H_{h f}^{\mathrm{Sn}}=f\left(\cos ^{2} \theta\right)$ curve (Fig. 5). If we write Eq. (3) in the form

$$
H_{h f}^{\mathrm{Sn}}=a_{0}+a_{1} x, \text { where } x=\cos ^{2} \theta
$$

then it is easy to see that $A_{\pi}^{2} / A_{\sigma}^{2}=a_{0} /\left(a_{0}+a_{1}\right)$. A computer analysis of the $H_{h f}^{\mathrm{Sn}}=f\left(\cos ^{2} \theta\right)$ curve for the orthoferrites (see Fig. 5, curve 1 ) yields the values $a_{0}=-102$ and $a_{1}=421$. Thus, $A_{\pi}^{2} / A_{\sigma}^{2} \simeq-0.32$.

On the other hand, the Neel temperature $T_{N}$ is determined by the same set of covalence parameters and ${ }^{27}$

$$
\begin{equation*}
T_{N} \sim A_{\sigma}^{2}\left\{2 A_{\pi}^{2}+\left(A_{\sigma}^{2}-2 A_{\pi}^{2}\right) \cos ^{2} \theta\right\} . \tag{4}
\end{equation*}
$$



FIG. 5. Plots of $H_{h f}^{\mathrm{Sn}}=f\left(\cos ^{2} \theta\right)$ for the orthoferrites (data from this paper) and orthochromites (field values from Ref. 33). Also shown is the field for $\mathrm{Cr}_{2} \mathrm{O}_{3}$ from Ref. 30 .

Thus the experimental $T_{N}=f\left(\cos ^{2} \theta\right)$ curve can be used to make an independent estimate of the ratio $A_{\pi}^{2} / A_{\sigma}^{2}$ if we write Eq. (4) in the form $T_{N}=b_{0}+b_{1} x$, where $x=\cos ^{2} \theta$ and $A_{\pi}^{2} / A_{\sigma}^{2}=b_{0} / 2\left(b_{0}+b_{1}\right)$.

Figure 6 shows a plot of $T_{N}=f\left(\cos ^{2} \theta\right)$ which we have constructed for values of $T_{N}$ obtained from the temperature dependence of the fields $H_{h f}^{\mathrm{Sn}}$ for our tin-doped orthoferrite samples (curve 2). As a comparison, the same dependence is shown for pure rare earth orthoferrites ${ }^{5}$ (curve 1). An analysis of these data shows that $A_{\pi}^{2} / A_{\sigma}^{2}=0.19 \pm 0.01$ for the pure orthoferrites, in accordance with the value obtained in Ref. 27 , and $A_{\pi}^{2} / A_{\sigma}^{2}=0.20 \pm 0.01$ for the doped samples. Therefore, to within the experimental error the values of $A_{\pi}^{2} / A_{\sigma}^{2}$ are the same for the pure and doped samples. This confirms our assumption that for low doping $A_{\sigma}^{2}$ and $A_{\pi}^{2}$ are constant, although $T_{N}$ changes significantly.


FIG. 6. Plots of $T_{N}=f\left(\cos ^{2} \theta\right)$ for the orthoferrites and orthochromites. Curve 1 is $T_{N}$ for the pure orthoferrites. ${ }^{5}$ Curve 2 is our data for tin-doped orthoferrites. Curve 3 is $T_{N}$ for the orthochromites. ${ }^{13}$


FIG. 7. Calculated (curves) and experimental (points) variation in the field $H_{h f}^{\mathrm{Sn}}$ (at $T=4.2 \mathrm{~K}$ ) with the cosine of the exchange bond angle. The calculated curves are (1) our data for the orthoferrites, including hematite, and (2) our calculation for the orthochromites, including $\mathrm{Cr}_{2} \mathrm{O}_{3}$.

The values of $A_{\pi}^{2} / A_{\sigma}^{2}$ for the pure orthoferrites obtained by various authors from experimental data differ by several times, ranging from $A_{\pi}^{2} / A_{\sigma}^{2} \approx 0.16^{28}$ to $A_{\pi}^{2} / A_{\sigma}^{2} \approx 0.38$. ${ }^{29}$ Therefore, our result from data on $T_{N}$ lies well within the range of published data. However, our value of $A_{\pi}^{2} / A_{\sigma}^{2}$ $\simeq-0.32$ obtained from data on the fields $H_{h f}^{\mathrm{Sn}}$ at tin nuclei is negative, which conflicts with reality, since $A_{\sigma}^{2}>0$ and $A_{\pi}^{2}>0$. In addition, the field $H_{h f}^{\mathrm{Sn}}$ in the orthoferrites should be positive over the entire range of angles $\theta$ examined here, since $A_{\sigma}^{2}>A_{\pi}^{2}$. In addition, in describing the experimental dependence of the field with Eq. (3), we obtain $H_{h f}^{\mathrm{Sn}}$ $=-102 \mathrm{kOe}$ for $\theta=90^{\circ}$.

Moskvin, et al. ${ }^{26}$ have explained this conflict. They showed that including only the binding $p$-orbits of oxygen, as done in Ref. 27, may lead to an inaccurate result. In general, the contributions from the $2 s$-orbits of oxygen must be included along with the $2 p$-orbitals. Here the contribution of the $2 s$-electrons, alone, to the field $H_{h f}^{\mathrm{Sn}}$ is independent of the exchange coupling angle $\theta$, while the contribution of the $2 p$-electrons remains proportional to $\cos ^{2} \theta$ for a $\sigma$-bond and to $\sin ^{2} \theta$ for a $\pi$-bond. However, there are overlapping $s p$-terms which make a contribution proportional to $\cos \theta$, only in a $\sigma$-bond. Then the angular dependence of the field $H_{h f}^{\mathrm{Sn}}$ is more precisely given by ${ }^{26}$

$$
\begin{equation*}
H_{h f}^{\mathrm{Sn}}=\alpha+\beta \cos \theta+\gamma \cos ^{2} \theta \tag{5}
\end{equation*}
$$

Here the sign of the field should be positive over the entire range of angles $\theta$, since the contributions to $H_{h f}^{\mathrm{Sn}}$ from $s-d$-exchange and from overlapping $s p$-terms are positive and increase as $\theta \rightarrow 180^{\circ}$. However, the resulting field $H_{h f}^{\mathrm{Sn}}$ should pass through a minimum within the interval $90^{\circ}<\theta$ $<180^{\circ}$ when $\cos \theta=-\beta / 2 \gamma$.

Our experimental $H_{h f}^{\mathrm{Sn}}=f(\cos \theta)$ curve for the orthoferrites is shown in Fig. 7, along with the curves calculated using Eq. (5). The experimental data on the orthoferrites are very well fit by the theoretical curve 1 for $140^{\circ}<\theta<160^{\circ}$ with the following parameters:
$\alpha=+949 \mathrm{kOe}, \quad \beta=+2487 \mathrm{kOe}$, and $\gamma=+1889 \mathrm{kOe}$.

This curve passes through a minimum at $\cos \theta=-0.658$ $\left(\theta \approx 132^{\circ}\right)$. The field at the minimum is $H_{h f}^{\mathrm{Sn}} \approx+130 \mathrm{kOe}$, i.e., throughout the entire range of angles $H_{h f}^{\mathrm{Sn}}$ is positive. The curve with parameters $\alpha=+8 \mathrm{kOe}, \beta=+241.5 \mathrm{kOe}$, and $\gamma=+551 \mathrm{kOe}$ obtained in Ref. 26 provides an inferior approximation to the experimental data. Our analysis has shown that this curve should also have a minimum at $\cos \theta$ $=-0.2191$, shifted toward smaller angles. However, at the minimum point, the field $H_{h f}^{\mathrm{Sn}}$ becomes negative, at $H_{h f}^{\mathrm{Sn}}$ $=-18.45 \mathrm{kOe}$. This contradicts the condition $H_{h f}^{\mathrm{Sn}}>0$ and appears to indicate that the fit to the experimental data in Ref. 26 is not sufficiently accurate.

## 5. EXTENDING THE RANGE OF ANGLES TO $\boldsymbol{\theta}=132^{\circ}$ AND $\theta=180^{\circ}$

The range of angles $\theta$ corresponding to the series of rare earth orthoferrites can be extended by invoking data on the rhombic hematite $\alpha-\mathrm{Fe}_{2} \mathrm{O}_{3}$. As shown in Sec. 2, the character of the distortions in hematite and the orthoferrites is identical and the $\mathrm{Fe}-\mathrm{O}$ distances are essentially the same (1.98 and $2.01 \AA$, respectively); hence, the transfer and overlap parameters can be assumed to be close. For the theoretical analysis we have used the values of $H_{h f}^{\mathrm{Sn}}$ for hematite obtained by Fabrichnyi. ${ }^{30}$ It turns out that the experimental point for $\alpha-\mathrm{Fe}_{2} \mathrm{O}_{3}$, with astonishing accuracy, lies at the minimum of the parabola corresponding to the curve $H_{h f}^{\mathrm{Sn}}=f(\cos \theta)$ according to Eq. (5) for the orthoferrites with the parameters $\alpha, \beta$, and $\gamma$ given above (Fig. 7, curve 1). Therefore, the theory of Moskvin, et al. ${ }^{26}$ give a fully satisfactory description of the experimental data over a wide range of angles $\theta$ when the parameters $\alpha, \beta$, and $\gamma$ are properly selected.

An attempt can be made to extend the range of angles to $\theta \rightarrow 180^{\circ}$ by invoking data on the fields $H_{h f}^{\mathrm{Sn}}$ in the compound $\mathrm{MnO}:{ }^{119} \mathrm{Sn} .{ }^{31}$ The antiferromagnetic material MnO has a face centered cubic NaCl structure where the $\mathrm{Mn}-\mathrm{O}-\mathrm{Mn}$ angles are $180^{\circ}$. In a doped sample the magnetic moments of the $12 \mathrm{Mn}^{2+}$ cations nearest to the $\mathrm{Sn}^{4+}$ ion (with $90-{ }^{\circ}$ ree $\mathrm{Mn}-\mathrm{O}-\mathrm{Sn}$ bonds) are completely compensated. Thus the total contribution to the field $H_{h f}^{\mathrm{Sn}}$ from the straight $\mathrm{Mn}-\mathrm{Sn}$, indirect $90-{ }^{\circ}$ ree $\mathrm{Mn}-\mathrm{O}-\mathrm{Sn}$, and dipole interactions is equal to zero here. The field $H_{h f}^{\mathrm{Sn}}$ is created by six $\mathrm{Mn}^{2+}$ ions with identically directed spins through the $180-^{\circ} \mathrm{Mn}-\mathrm{O}-\mathrm{Sn}$ exchange interaction. However, although the electron shell of $\mathrm{Mn}^{2+}\left(3 d^{5}-t_{2 g}^{3} e_{g}^{2}\right)$ is the same as that of the $\mathrm{Fe}^{3+}$ ion, and the angle $\theta=180^{\circ}$ is more favorable for transfer of the spin density through $e_{g}-p_{\sigma}$-bonds, the field $H_{h f}^{\mathrm{Sn}}$ in MnO equals ${ }^{30}$ 230 kOe and does not exceed that in $\mathrm{LaFeO}_{3}$. This is evidently related to an increase in the interionic distances in manganese oxide $(\mathrm{Mn}-\mathrm{O}=2.222 \AA)$ compared to those in the orthoferrites ( $\mathrm{Fe}-\mathrm{O}=2.010 \AA$ ), which correlates with an increase in the radius of the paramagnetic ion $\left[r\left(\mathrm{Mn}^{2+}\right)\right.$ $\left.=0.80 \AA, r\left(\mathrm{Fe}^{3+}\right)=0.64 \AA\right]$. The ${ }^{\circ}$ ree of covalency of the bond and the exchange interactions are reduced as the cationanion distance is increased, and this also reduces spin density transfer to the diamagnetic cation. The field $H_{h f}^{\mathrm{Sn}}$ extrapolated to $\theta=180^{\circ}$ according to the data on the orthoferrites (Fig. 5) should be $\sim 350 \mathrm{kOe}$, which is roughly $30 \%$ greater than that in MnO . This indicates that increasing the cation-anion dis-
tance by about $10 \%$ reduces, by $\sim 30 \%$, the covalence effects responsible for inducing the field $H_{h f}^{\mathrm{Sn}}$. These estimates are in good agreement with similar estimates for a spinel structure ${ }^{32}$ and indicate that the above theoretical ideas are applicable to a wide range of angles.

## 6. THE ANGULAR DEPENDENCE OF $H_{h f}$ AND $\boldsymbol{T}_{N}$ IN THE RARE EARTH ORTHOCHROMITES

A similar analysis of the angular dependence of the field $H_{h f}^{\mathrm{Sn}}$ can be carried out for the rare earth orthochromites $\mathrm{RCrO}_{3}$ by drawing on the experimental data of Moskvin, et al. ${ }^{33}$ When R is changed from La to Lu in the orthochromites, rhombic distortions analogous to those in the orthoferrites take place, with a change in the $\mathrm{Cr}-\mathrm{O}-\mathrm{Cr}$ bond angle. Since $A_{\pi}^{2}>A_{\sigma}^{2}$, it is to be expected that the field $H_{h f}^{\mathrm{Sn}}$ should have a maximum for $\theta=90^{\circ}$ and decrease with increasing $\theta$. Transfer of oxygen $2 p$-electrons into unfilled $e_{g}$-orbitals of chromium can occur for both spin orientations $(\downarrow)$ and $(\uparrow)$, so that here $A_{\sigma}^{2}$ represents the difference $\left(A_{\sigma} \downarrow\right)^{2}-\left(A_{\sigma} \uparrow\right)^{2} .{ }^{33}$ However, transfer of $p$-electrons with $(\uparrow)$ spin predominates because of the intraatomic polarization by the "Hund"' interaction with the $t_{2 g}$-electrons of the $\mathrm{Cr}^{3+}$ ion, which have a ( $\uparrow$ ) spin. This leads to a negative (relative to the direction of the magnetic moment of the $\mathrm{Cr}^{3+}$ ion) spin density on the $2 p_{\sigma}$-orbitals of oxygen. Thus, the resulting value of $A_{\sigma}^{2}$ should be negative and for angles close to $180^{\circ}$, where the $\sigma$-bond plays a fundamental role, we should expect the sign of $H_{h f}^{\mathrm{Sn}}$ to change.

Besides the experimental data for the rare earth orthochromites, Fig. 7 includes the field $H_{h f}^{\mathrm{Sn}}$ for chromium oxide $\mathrm{Cr}_{2} \mathrm{O}_{3}{ }^{30}$ As for $\alpha-\mathrm{Fe}_{2} \mathrm{O}_{3}$, the oxide $\mathrm{Cr}_{2} \mathrm{O}_{3}$ has a corundumhematite crystal structure and, according to our ideology, can be regarded as an extreme member of the series $\mathrm{RCrO}_{3}-\mathrm{Cr}_{2} \mathrm{O}_{3}$. A computer analysis shows that all the experimental data can be fit satisfactorily to Eq. (5) (Curve 2 of Fig. 7) with the parameters

$$
\alpha=+250 \mathrm{kOe}, \quad \beta=-17 \mathrm{kOe}, \quad \gamma=-244 \mathrm{kOe} .
$$

Therefore, in the orthochromites the contribution proportional to $\cos \theta$ is negligibly small, since here the $\pi$-bonds are dominant. Thus, the experimental data give a satisfactory fit to the straight line $H_{h f}^{\mathrm{Sn}}=a_{0}+a_{1} x$, where $x=\cos ^{2} \theta$ (Fig. 5, curve 2). These data yielded $a_{0}=240 \pm 4 \mathrm{kOe}$ and $a_{1}$ $=-254 \pm 4 \mathrm{kOe}$. Therefore, for the chromites we have $A_{\pi}^{2} / A_{\sigma}^{2}=-22 \pm 10$. Since $A_{\pi}^{2}$ is positive, $A_{\sigma}^{2}=\left(A_{\sigma} \downarrow\right)^{2}$ $-\left(A_{\sigma} \uparrow\right)^{2}$ is negative, as is to be expected. Extrapolation to $\theta=180$ indicates a sign shift in the field $H_{h f}^{\mathrm{Sn}}$ at $\theta \sim 167^{\circ}$ (see Fig. 5) and gives $H_{h f}^{\mathrm{Sn}}\left(\theta=180^{\circ}\right)=-10 \pm 4 \mathrm{kOe}$.

Using the values of the fields $H_{h f}^{\mathrm{Sn}}\left(180^{\circ}\right)=-10 \pm 4 \mathrm{kOe}$ and $H_{h f}^{\mathrm{Sn}}\left(90^{\circ}\right)=240 \pm 5 \mathrm{kOe}$ obtained from this analysis, we have tried to estimate the absolute magnitudes of $A_{\pi}^{2}$ and $A_{\sigma}^{2}$. Equation (2) gives
$H_{h f}^{\mathrm{Sn}}\left(180^{\circ}\right)=525 N^{4} k\left[-\sum_{n=1}^{4} S_{n s} \varphi_{n s}(0)+a_{5} \varphi_{5 s}(0)\right]^{2} A_{\sigma}^{2}$,
$H_{h f}^{\mathrm{Sn}}\left(90^{\circ}\right)=525 N^{4} k\left[-\sum_{n=1}^{4} S_{n s} \varphi_{n s}(0)+a_{5} \varphi_{5 s}(0)\right]^{2} A_{\pi}^{2}$.
Setting $k=6$ and using the values of $a_{5}, S_{n s}$, and $\varphi_{n s}$ given in Refs. 28 and 34, on comparing the computational and experimental data, we found $A_{\pi}^{2}=+6.5 \pm 0.5 \%$ and $A_{\sigma}^{2}=-0.3 \pm 0.1 \%$.

The published absolute values of $A_{\pi}^{2}$ and $A_{\sigma}^{2}$ for the orthochromites, as well as their ratio, differ greatly among the different papers. For example, $A_{\pi}^{2}=2.7 \pm 0.6 \%$ and $A_{\sigma}^{2}$ $=-2.2 \pm 0.6 \%\left(A_{\pi}^{2} / A_{\sigma}^{2} \approx-1\right)$ in Ref. 28, while $A_{\pi}^{2}=4 \%$ and $A_{\sigma}^{2}=-0.7 \%\left(A^{2} \pi / A_{\sigma}^{2} \approx-6\right)$ according to Ref. 34. For the orthochromites with an iron impurity it was found that $A_{\pi}^{2}=9.6 \%$ and $A_{\sigma}^{2}=-3.8 \%\left(A_{\pi}^{2} / A_{\sigma}^{2}=-2.5\right){ }^{33}$ Therefore, our value of $A_{\sigma}^{2}$ is somewhat high and that of $A_{\pi}^{2}$ is low compared to the published data. This may be because in Eq. (2) we have neglected the contribution of the $s$-electrons, as well as that of the exchange $s-d$-interaction.

We have also tried to determine the ratio $A_{\pi}^{2} / A_{\sigma}^{2}$ for the orthochromites using the $T_{N}=f\left(\cos ^{2} \theta\right)$ curve (see Fig. 6). By analogy with Ref. 27, for the orthochromites we can write $T_{N} \sim A_{\pi}^{2}\left\{2 A_{\sigma}^{2}+\left(A_{\pi}^{2}-2 A_{\sigma}^{2}\right) \cos ^{2} \theta\right\}$. Rewriting this expression in the form $T_{N}=b_{0}+b_{1} x$, where $x=\cos ^{2} \theta$, we obtain $A_{\pi}^{2} / A_{\sigma}^{2}=2\left(b_{0}+b_{1}\right) / b_{0}$. An analysis of the $T_{N}=f\left(\cos ^{2} \theta\right)$ curve constructed from the experimental data of Ref. 35 (see Fig. 6, curve 3) yields $A_{\pi}^{2} / A_{\sigma}^{2}=-2.4 \pm 0.5$. This value agrees better with the published data ${ }^{29,34}$ than the value obtained from $H_{h f}^{\mathrm{Sn}}$. This evidently means that the simplified theory of Ref. 27 does not describe correctly the mechanism by which the field $H_{h f}$ is induced, a point that shows up especially for diamagnetic ions, at whose nuclei the magnetic field is entirely determined by covalence effects and is not "screened" by a strong field from the moments of its own electron shell (as happens, for example, in the iron ion).

## 7. PARTIAL CONTRIBUTIONS TO THE FIELD $H_{h f}^{S n}$ FROM THE $T_{2 g}$ - AND $e_{g}$-ORBITALS

Based on the experimental data and our earlier studies, ${ }^{36}$ we have calculated the field $H_{h f}^{\mathrm{Sn}}$ induced by a single nearest paramagnetic cation $\left(H_{r e d}^{\mathrm{Sn}}\right)$ and constructed the dependence of this field on the exchange angle $\theta$. In a crude approximation for the orthoferrites and orthochromites, this curve is linear for angles $140^{\circ}<\theta<160^{\circ}$. Thus, we can try to estimate the angular variation in the partial contributions to the field $H_{r e d}^{\mathrm{Sn}}$ from the $t_{2 g}$ - and $e_{g}$-orbitals of the paramagnetic cation in the following way.

For the orthoferrites $\mathrm{RFeO}_{3}(\mathrm{Sn})$ :

$$
\begin{aligned}
& \Delta \theta=\theta(\mathrm{R}=\mathrm{La})-\theta(\mathrm{R}=\mathrm{Lu}) \approx+15^{\circ} \\
& \Delta H_{r e d}^{\mathrm{Sn}}=H_{r e d}^{\mathrm{Sn}}(\mathrm{La})-H_{r e d}^{\mathrm{Sn}}(\mathrm{Lu})=+16 \mathrm{kOe}
\end{aligned}
$$

The $\mathrm{Fe}^{3+}$ ion has a $t_{2 g}^{3} e_{g}^{2}$ electron configuration. A change in $\theta$ by one degree, produces an increment in the
field $H_{r e d}^{\mathrm{Sn}}$ created by the combined $t_{2 g^{-}}$and $e_{g}$-orbitals of the paramagnetic cation with the participation of the oxygen $p_{\sigma^{-}}$ and $p_{\pi}$-orbitals of

$$
\begin{equation*}
\left(\Delta H_{r e d}^{\mathrm{Sn}} / \Delta \theta\right)=+1.07 \mathrm{kOe} \cdot \mathrm{deg}^{-1} \tag{6}
\end{equation*}
$$

For the orthochromites $\mathrm{RCrO}_{3}$, we have

$$
\Delta \theta=\theta(\mathrm{La})-\theta(\mathrm{Lu}) \approx+13^{\circ},
$$

$$
\Delta H_{r e d}^{\mathrm{Sn}}=-8.33 \mathrm{kOe}
$$

The $\mathrm{Cr}^{3+}$ ion has a $t_{2 g}^{3} e_{g}^{0}$ electron configuration. Thus, the angular variation in the field created by a single paramagnetic cation owing to the $t_{2 g}$ - and $p_{\pi}$-orbitals is given by

$$
\begin{equation*}
\left(\Delta H_{r e d}^{\mathrm{Sn}} / \Delta \theta\right)=-0.64 \mathrm{kOe} \cdot \mathrm{deg}^{-1} \tag{7}
\end{equation*}
$$

Then, assuming that the $\mathrm{Fe}-\mathrm{O}$ and $\mathrm{Cr}-\mathrm{O}$ ) interionic distances are close, from Eqs. (6) and (7) we obtain the angular variation in the field owing to the $e_{g}$ - and $p_{\sigma^{-}}$-orbitals,

$$
\begin{equation*}
\left(\Delta H_{r e d}^{\mathrm{Sn}} / \Delta \theta\right)=+1.71 \mathrm{kOe} \cdot \mathrm{deg}^{-1} \tag{8}
\end{equation*}
$$

As noted above, a supertransferred magnetic field $H_{h f}$ is present at the nuclei of the iron ions $\left(H_{h f}^{\mathrm{Fe}}\right)$, as well as at the nuclei of the diamagnetic atoms, and in the series of rare earth orthoferrites and orthochromites its magnitude varies in manner analogous to the field $H_{h f}^{\mathrm{Sn}}$. Thus, in $\mathrm{RFeO}_{3}$ the absolute magnitude of the field $H_{h f}^{\mathrm{Fe}}$ at the iron nuclei decreases from $\mathrm{R}=\mathrm{La}$ to $\mathrm{R}=\mathrm{Lu}$ by roughly 15 kOe (from 565.9 kOe in $\mathrm{LaFeO}_{3}$ to 550.5 kOe in $\mathrm{LuFeO}_{3}{ }^{5}$ ), while in iron-doped $\mathrm{RCrO}_{3}$, it increases by 9 kOe (from 510 to $519 \mathrm{kOe}^{33}$ ). This behavior of the field at the nucleus of the paramagnetic $\mathrm{Fe}^{3+}$ ion is also explained by a change in the contribution to the field from the indirect hyperfine interaction, $H_{h f}^{\mathrm{Fe}}$, as the $\mathrm{Fe}-\mathrm{O}-\mathrm{Fe}$ exchange bond angle is reduced. ${ }^{27,33}$ The angular dependence of the field $H_{h f}^{\mathrm{Fe}}$ is adequately described by Eqs. (1). An estimate of the angular variation of the partial contributions from the $t_{2 g^{-}}$and $e_{g}$-orbitals to the field $H_{h f}^{\mathrm{Fe}}$ in the same range of angles as for $H_{h f}^{\text {Sn }}$ yields
$\left(\Delta H_{r e d}^{\mathrm{Sn}} / \Delta \theta\right)=+0.33 \mathrm{kOe} \cdot \mathrm{deg}^{-1}$ for the $e_{g}$-orbitals, $\left(\Delta H_{r e d}^{\mathrm{Sn}} / \Delta \theta\right)=-0.115 \mathrm{kOe} \cdot \mathrm{deg}^{-1}$ for the $t_{2 g}$-orbitals,
$\left(\Delta H_{r e d}^{\mathrm{Sn}} / \Delta \theta\right)=+0.21 \mathrm{kOe} \cdot \mathrm{deg}^{-1}$ for the $\left(t_{2 g}\right.$
$+e_{g}$ )-orbitals.
These estimates may be useful, for example, in planning experiments on exchange interactions at high pressures.

## 8. CONCLUSION

A crystal chemical analysis of the structural series with the general formula $\mathrm{ABO}_{3}$ has shown that the ideal cubic perovskite structure can undergo a transformation into a rhombohedral hematite-corundum structure by simple rotation of the $\left[\mathrm{BO}_{6}\right]$ octahedra if the $\mathrm{B}-\mathrm{O}$ distances are fixed. The rhombic distortions are associated with a reduction in the $\mathrm{B}-\mathrm{O}-\mathrm{B}$ bond angle from $\theta=180^{\circ}$ in perovskite to $\sim 132^{\circ}$ in hematite. The rare earth orthoferrites $\mathrm{RFeO}_{3}$ are subject to the same structural transformation mechanism and the series $\mathrm{LaFeO}_{3}-\mathrm{LuFeO}_{3}$ occupies an intermediate position $(157>\theta$
$>142^{\circ}$ ) between the extreme members of the series. A reduction in the bond angle $\theta$ leads to a weakening of the $\mathrm{Fe}-\mathrm{O}-\mathrm{Fe}$ exchange interaction, which shows up as a drop in the Néel temperature and in the magnitude of the hyperfine magnetic field at the nucleus.

Paramagnetic ions have an intrinsic magnetic moment which usually induces a strong field at their nuclei. Thus, subtle effects involving spin density transfer to a given ion from its neighbors are "screened'" by the field from the intrinsic electron cloud. This difficulty is absent in the case of diamagnetic ions. Probe nuclei of diamagnetic tin ions have a greater sensitivity to the geometry of the exchange bonds and serve as a useful instrument for studying spin density delocalization and transfer. In addition, it turns out that in the oxide systems the absolute magnitudes of the supertransferred fields $H_{h f}$ for tin ions are several times those for iron ions. This large difference in the fields $H_{h f}$ at the nuclei of iron and tin appears to be related to the greater covalency of the $\mathrm{Sn}-\mathrm{O}$ bonds compared to the $\mathrm{Fe}-\mathrm{O}$ bonds.

An analysis of the theoretical models has shown that, with a suitable choice of the exchange and transfer parameters, Moskvin's model ${ }^{26}$ provides a fairly good description of the variation in the exchange interaction parameters over a wide range of angles $\theta$.
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This paper describes the design and experimental testing of a high-sensitivity hot-electron bolometer based a film of normal metal, exploiting the Andreev reflection from superconductor boundaries, and cooled with the help of a superconductor-insulator-normal metal junction. At the measured thermal conductivity, $G \approx 6 \times 10^{-12} \mathrm{~W} / \mathrm{K}$, and a time constant of $\tau=0.2 \mu \mathrm{~s}$, and a temperature of 300 mK , the estimated noise-equivalent power $\mathrm{NEP}=5 \times 10^{-18} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$, assuming that temperature fluctuations are the major source of noise. At a temperature of 100 mK , the thermal conductivity drops to $G \approx 7 \times 10^{-14} \mathrm{~W} / \mathrm{K}$, which yields $\mathrm{NEP}=2 \times 10^{-19} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$ at a time constant of $\tau=5 \mu \mathrm{~s}$. The microbolometer has been designed to serve as a detector of millimeter and FIR waves in space-based radio telescopes. © 1999 American Institute of Physics. [S1063-7761(99)02303-3]

## 1. INTRODUCTION

A normal-metal hot-electron bolometer (NHEB) using the Andreev reflection from superconductor boundaries was first described by Nahum et al. ${ }^{1,2}$ It demonstrated a very high voltage responsivity at operating temperatures of about 100 mK . The bolometer was based on a normal-metal film connected to two superconducting electrodes. A current induced by a microwave signal was transmitted via the electrodes to the film and increased the electron gas temperature in the normal metal. An important point is that electrons cannot impart their thermal energy to the electrodes owing to the Andreev reflection at the superconductor-normal metal interface. Electrons can give up their energy to the lattice, but, at temperatures below 1 K , electron-phonon coupling is inefficient, so the heat transfer from heated electrons to the lattice is very low. This weak coupling is characterized by thermal conductivity $G$ and results in a considerable increase in energy engendered by low incident power, i.e., the electron heating effect is fairly large. Changes in the electron temperature are detected using an additional superconductor-insulator-normal metal (SIN) junction, where the normal metal is the heated normal-metal film (Fig. 1). The shape of the current-voltage characteristic of a SIN junction depends on the electron temperature in the normalmetal film. A dc bias current is fed to the junction, and changes in the voltage are measured, i.e., an output signal $\Delta V(T)$, which is linear over a wide range of incident power. One important feature of such a bolometer is the equality between the thermal time constant $\tau$ and the time $\tau_{\mathrm{e}-\mathrm{ph}}$ of electron-phonon relaxation. The typical values $\tau=10 \mu \mathrm{~s}$ at 100 mK and $\tau=0.4 \mu \mathrm{~s}$ at 300 mK are much shorter than the time constant required for most practical applications. ${ }^{1,3}$

Since the main application domain of high-sensitivity

FIR detectors is space-based radio astronomy, NHEB detectors operated at a temperature of 300 mK , which can be obtained in relatively simple and small ${ }^{3} \mathrm{He}$ cryostats, show much promise. Conditions imposed by the European Space Agency on bolometric detectors for future IR and FIR spacebased astronomical facilities were listed in the tender announcement (Ref. 3). The required detector should operate at a temperature of 300 mK and have a noise-equivalent power $\mathrm{NEP}<1 \times 10^{-17} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$ at a time constant $\tau<1 \mathrm{~ms}$.

There are three sources of noise contributing to the bolometer NEP:

$$
\begin{equation*}
\mathrm{NEP}=\left[4 k_{B} T_{e}^{2} G+\frac{V_{j}^{2}}{S^{2}}+\frac{V_{n}^{2}}{S^{2}}\right]^{1 / 2}, \tag{1}
\end{equation*}
$$

where $T_{e}$ is the electron temperature in the absorber, $G$ $=d P / d T$ is the heat sink thermal conductivity under operating conditions, $S=d V / d P=(d V / d T) G^{-1}$ is the detector response, $V_{j}$ characteriz es voltage fluctuations in the SIN junction, and $V_{n}$ is the measure of voltage noise in the amplifier. The first term on the right describes temperature fluctuations in the absorbing material and determines the fundamental noise minimum in the device at a given temperature. This equation clearly shows that $G$ leads to a low value of NEP in such a bolometer.

We have suggested a technique for decreasing NEP using a well-known method ${ }^{4}$ of decreasing the electron temperature $T_{e}$ in the bolometer absorbing material with essentially no change in the actual lattice temperature of $300 \mathrm{mK} .{ }^{5}$ In this device, the balance between electron heating by phonons and cooling due to the tunnel junction is controlled by tuning the bias voltage to the energy gap, which allows one to get rid of electrons with higher energies (Fig. 2).


FIG. 1. Microbolometer structure. SIN is the junction biased by a low dc voltage. The voltage across the junction depends on how the currentvoltage characteristic is flattened by thermal noise, which is a measure of the temperature in the normal-metal absorber (shaded region).

According to preliminary estimates, ${ }^{5}$ the full thermal conductivity $G$ cannot be reduced by electron cooling, because another channel of heat supply is added. The electron cooling can upgrade the NHEB parameters by decreasing $T_{e}$ in the first term on the right of Eq. (1) and increasing the temperature response $d V / d T$, which yields higher $S$ in the second and third terms of NEP. ${ }^{5}$

## 2. POWER DETECTION

We have developed and manufactured several versions of NHEB, including those with additional SIN junctions for cooling. First we built a microbolometer with a single tunnel junction for measuring the electron temperature in the absorbing material. ${ }^{6}$ The absorber and superconducting electrodes were fabricated using direct electron-beam lithography and the shadow evaporation technique at different angles. Superconducting aluminum electrodes 40 nm thick were fabricated first and oxidized in an atmosphere of oxygen at a pressure of $4 \times 10^{-2}$ mbar for two minutes to form a tunnel barrier. Then we deposited 3 nm of chromium and 35 nm of silver to fabricate an absorbing film $6 \mu \mathrm{~m}$ long and $0.25 \mu \mathrm{~m}$ wide. Then two superconducting lead electrodes with a thickness of 120 nm were fabricated using additional


FIG. 2. Configuration of a microbolometer with electron cooling. The two low-resistance SIN junctions ( C 1 and C 2 ) are biased by a dc voltage and reduce the effective electron temperature in the absorber normal-metal film (shaded area). The two high-resistance SIN junctions (M1 and M2) are biased by a low dc current and used in measurements of the electron temperature.


FIG. 3. Current-voltage characteristics of the SIN junction measured at various temperatures and zero signal current, and at two signal currents and an ambient temperature of 30 mK .
lithography and subsequent etching. The in situ ion etching prior to film deposition was used to remove oxides and contaminants on the interfaces between normal-metal and superconducting films.

The current-voltage characteristics of the detector SIN junction were measured at various temperatures and incident powers (Fig. 3). The resistance of the shorter device ( $l$ $=6 \mu \mathrm{~m}$ ) was $12 \Omega$. The voltage $V$ as a function of signal current $I_{\text {abs }}$ in the absorber at a constant bias current was measured at a constant temperature in two devices of lengths differing by a factor of two. The curves of $V(I)$ for the two devices are very similar (Fig. 4). The derivative $d V / d I_{\text {abs }}$ is directly associated with the curve shape and can be expressed in terms of the temperature response, reciprocal thermal conductivity, and derivative $d P / d I_{\text {abs }}$ :

$$
\frac{d V}{d I_{\mathrm{abs}}}=\frac{d V}{d P} \frac{d P}{d I_{\mathrm{abs}}}=\frac{d V}{d T}\left(\frac{d P}{d T}\right)^{-1} \frac{d P}{d I_{\mathrm{abs}}}
$$

One can derive from Joule's formula

$$
P=P_{\mathrm{Joule}}=I_{\mathrm{abs}}^{2} R \rightarrow \frac{d P}{d I_{\mathrm{abs}}}=2 R I_{\mathrm{abs}} .
$$



FIG. 4. Voltage across a SIN junction at a constant bias current $I_{\text {bias }}$ as a function of the current across the absorber for two devices with lengths of 6 $\mu \mathrm{m}$ (curves 1) and $12 \mu \mathrm{~m}$ (curves 2) at an ambient temperature of 30 mK .


FIG. 5. Absorbed power as a function of $T^{5}-T_{\mathrm{ph}}^{5}$, where $T$ is the electron temperature derived from measurements of $V\left(I_{\text {bias }}, T\right)$ and $T_{\mathrm{ph}}=30 \mathrm{mK}$ is the substrate temperature, assumed to equal that of the substrate holder. The straight line described by the equation $P=1.55 \times 10^{-10}\left(T^{5}-T_{\text {ph }}^{5}\right)$ corresponds to Eq. (2).

The reciprocal thermal conductivity can be derived from the expression for the heat exchange in the case of electron heating:

$$
\begin{equation*}
P_{\mathrm{e} \rightarrow \mathrm{ph}}=\Sigma U\left(T_{\mathrm{e}}^{5}-T_{\mathrm{ph}}^{5}\right) \rightarrow \frac{d P}{d T}=5 \Sigma U T^{4} \tag{2}
\end{equation*}
$$

where $\Sigma$ is the characteristic parameter of the material, and, supposing that the equilibrium condition holds, we have $P_{\text {Joule }}=P_{\text {e-ph }}$. After substituting the latter expression, we have

$$
\begin{equation*}
\frac{d V}{d I_{\mathrm{abs}}}=\frac{d V}{d T}\left(\frac{2 I_{\mathrm{abs}} R}{5 \Sigma T^{4} U}\right) \propto \frac{R}{U} . \tag{3}
\end{equation*}
$$

The coincidence of the $I V$ curves of the different devices indicates that the increase in the dissipated power $P$ owing to the higher resistance $R$ is almost completely offset by the increase in the thermal conductivity due to the larger volume $U$, i.e., there is no significant thermal flux through the superconductor-normal metal interface. This provides direct evidence in favor of the Andreev reflection. Then the func-
tion $V\left(I_{\text {abs }}\right)$ was used in calculating $V(P)$. The highest slope of the power-voltage characteristic at the optimal bias current $I_{\text {bias }}=0.3 \mathrm{nA}$ is $S_{\max }=|d V / d P|=3 \times 10^{7} \mathrm{~V} / \mathrm{W}$. By combining the characteristics $V\left(I_{\text {bias }}, T\right)$ and $V\left(I_{\text {bias }}, P\right)$, one can calculate $P\left(T_{\mathrm{e}}\right)$ (Fig. 5).

By comparing experimental data with calculations by Eq. (2), one can determine the material parameter $\Sigma \approx 3$ $\times 10^{-9} \mathrm{nW} \cdot \mathrm{K}^{-5} \cdot \mu \mathrm{~m}^{-3}$, whence follows the thermal conductivity $G \approx 6 \times 10^{12} \mathrm{~W} / \mathrm{K}$ at 300 mK . This parameter is half that derived from the data reported by Nahum and Martinis. ${ }^{2}$ This difference is due to the smaller absorber volume in our case. The temperature fluctuation component in NEP [Eq. (1)] derived from our measurements of $G$ is about 5 $\times 10^{-18} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$, which is considerably lower than the parameter of future bolometers for space-based telescopes required by the European Space Agency. ${ }^{3}$ At 100 mK the thermal conductivity decreases appreciably, to $G \approx 7 \times 10^{-14} \mathrm{~W} / \mathrm{K}$. This value of $G$ contributes a temperature fluctuation component to NEP of $2 \times 10^{-19} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$.

The thermal time constant can be calculated by the formula $\tau=C / G$, where $C$ is the electron specific heat. At the value of $\Sigma$ measured in our experiments, we obtain $\tau$ $\approx 5 T^{-3} \mathrm{~ns}$. At $T=300 \mathrm{mK}$ the time constant $\tau \approx 0.2 \mu \mathrm{~s}$, and at $T=100 \mathrm{mK}$ it is $\tau \approx 5 \mu \mathrm{~s}$, which is much better than usual requirements.

At ambient temperatures of 100 mK and below, the NHEB sensitivity did not improve significantly. The reason is the quality of the detector tunnel junction, whose currentvoltage characteristic shape changes with temperature above 300 mK . This property might be due to the thermal processing during the second lithographic process.

## 3. ELECTRON COOLING

Using the same technology, we have fabricated an NHEB with four tunnel junctions (see Fig. 2, and Figs. 6 and 7). In this case, the absorber is a copper film 40 nm thick, $0.25 \mu \mathrm{~m}$ wide, and $7 \mu \mathrm{~m}$ long. In order to cool electrons efficiently, the resistance of each cooling junction should be


FIG. 6. Electron micrograph of a microbolometer with an electron microrefrigerator fabricated by the shadow evaporation technique at different angles. The upper horizontal strip is made of copper and acts as an absorber. The darker layer is aluminum, the two larger and two smaller junctions are fabricated where the absorber strip overlaps oxidized aluminum electrodes fabricated in a separate lithographic process.


FIG. 7. View of a device with a planar log-periodic antenna designed for a frequency band of 100 to 1000 GHz .
of order $1 \mathrm{k} \Omega$. At the same time, the resistances of detector junctions should be much higher than $10 \mathrm{k} \Omega$ in order to minimize the bias current. These two conditions were satisfied by fabricating junctions of very different areas $\left(0.2 \mu \mathrm{~m}^{2}\right.$ for the large and $0.01 \mu \mathrm{~m}^{2}$ for the small junctions). As a result, the ratio between the normal resistances of the junctions is more than 20 , although the latter parameter can be affected by edge oxidation, which has more impact on small junctions than on large.

In order to demonstrate the effect of electron cooling, we have measured voltage variation across the detector junction at a constant bias current as a function of the voltage across the large junctions. Then the resulting values were calibrated for different temperatures in the cryostat, where the large junctions were not connected to a dc bias source.

The resulting curves measured at various initial temperatures $T_{\mathrm{ph}}=T_{e}$ at $V=0$ are plotted in Fig. 8. Both the cooling effect and its unexpected suppression at temperatures below 400 mK and 250 mK , respectively, have been detected. One reason for this behavior might be the trivial heating by the


FIG. 8. Electron temperature $T_{\mathrm{e}}$ in the absorber as a function of the voltage applied to the two large $\operatorname{SIN}$ junctions ( $R_{n}^{\mathrm{C} 1}+R_{n}^{\mathrm{C} 2}=625 \Omega+645 \Omega$ ) at various initial temperatures. Parameter $T_{e}$ is derived from measurements of the voltage variations across the two small junctions $\left(R_{n}^{\mathrm{M} 1}+R_{n}^{\mathrm{M} 2}=62 \mathrm{k} \Omega\right.$ $+116 \mathrm{k} \Omega$ ) biased by a small dc current using a calibration curve obtained in a dedicated experiment.
current conducted between the tunnel junctions. In order to check out this assumption, we fabricated large junctions separated by only $0.5 \mu \mathrm{~m}$, but this modification had little effect on device characteristics.

## 4. CONCLUSIONS

We have developed, manufactured, and tested bolometers using hot electrons in small normal-metal films, exploiting the Andreev reflection from superconductor boundaries. Experiments with absorbers of different lengths confirmed that the thermal conductivity is largely determined by electron-phonon coupling, and there is no thermal conductivity through the interface between superconductors and normal metals. The measured thermal conductivity in the microbolometer with the short absorber is $6 \times 10^{-12} \mathrm{~W} / \mathrm{K}$ and $7 \times 10^{-14} \mathrm{~W} / \mathrm{K}$ at 300 mK and 100 mK , respectively. These values correspond to time constants $\tau=0.2 \mu$ s and $\tau$ $=5 \mu \mathrm{~s}$ and noise-equivalent powers $\mathrm{NEP}=5 \times 10^{-18}$ $\mathrm{W} / \mathrm{Hz}^{1 / 2}$ and $\mathrm{NEP}=2 \times 10^{-19} \mathrm{~W} / \mathrm{Hz}^{1 / 2}$, if temperature fluctuations are considered to be the major source of noise. These characteristics, especially the time constants, are considerably better than those of conventional superconducting bolometers. ${ }^{7}$ Our experiments support the concept of electron cooling in such bolometers using additional SIN junctions, which enables one to reduce the noise-equivalent power and use a less complicated cooling system.
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We consider a two-dimensional system of particles localized on randomly distributed sites of a square lattice with anisotropic transition matrix elements between localized sites. The diagram and replica methods are used. The conductivity of a system in different limits of local sites and particles densities is calculated. The model is relevant to the problem of strong nonmagnetic impurities in superconductors with $d_{x^{2}-y^{2}}$ symmetry of the order parameter. © 1999 American Institute of Physics. [S1063-7761(99)02403-8]

## 1. INTRODUCTION

We examine a system of randomly distributed impurities at a sites of a two-dimensional square lattice. An impurity potential generates a localized state with a strongly anisotropic (cross-shaped) wave function. The conductivity is produced by due to hopping of particles between local states on the same vertical or horizontal lines. This picture can be realized in two-dimensional $d_{x^{2}-y^{2}}$-wave superconductors, where local bound quasiparticle states can arise in the presence of unitary impurities. ${ }^{1}$ The wave functions of the local states are strongly anisotropic, with exponential decay in all directions except $\varphi_{n}=(2 n+1) \pi / 4$, where the wave function is proportional to $r^{-1}$.

A similar anisotropy has a wave function of bound states in the vortex core in $d$-wave superconductors. ${ }^{2}$ The wave function in the vicinity of gap nodes at large distances has the form

$$
|\Psi|^{2} \propto\left|\varphi-\varphi_{n}\right| \exp \left(-2\left|\varphi-\varphi_{n}\right| r / \xi\right)
$$

with a maximum value $|\Psi|^{2} \propto \xi / 2 r$ in the directions $\varphi-\varphi_{n}$ $\simeq \xi / 2 r \rightarrow 0$.

We will consider the following tight-binding Hamiltonian:

$$
\begin{equation*}
H=\sum_{i, j} t\left(\mathbf{r}_{j}-\mathbf{r}_{i}\right) \psi^{+}\left(\mathbf{r}_{i}\right) \psi\left(\mathbf{r}_{j}\right) \rho\left(\mathbf{r}_{i}\right) \rho\left(\mathbf{r}_{j}\right) \tag{1}
\end{equation*}
$$

where $\psi^{+}\left(\mathbf{r}_{i}\right), \psi^{+}\left(\mathbf{r}_{j}\right)$ are creation and annihilation operators, $\rho\left(\mathbf{r}_{i}\right)$ is the density of impurities, equal to 1 at the impurity sites, and to 0 otherwise. The transition matrix element has a cross-shaped configuration

$$
\begin{equation*}
t(\mathbf{r})=\left(\delta_{x, 0}+\delta_{y, 0}\right) f(r) \tag{2}
\end{equation*}
$$

with

$$
f(r)=J\left(\frac{a}{r}\right)^{\gamma} \exp (-\kappa r)
$$

and $a$ is the lattice constant.

The plan of this article is as follows. In Sec. 2 we consider the case of low impurity density. In Sec. 3 we calculate the conductivity in the case of high impurity density. Results are discussed in the Conclusion.

## 2. LOW DENSITY

We consider now the limit of low impurity concentration $(c \ll 1)$. In an external electromagnetic field we substitute in (1)

$$
t\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right) \rightarrow t\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right) \exp \left[i e \int_{\mathbf{r}_{i}}^{\mathbf{r}_{j}} \mathbf{A}(\mathbf{r}, t) d \mathbf{r}\right] .
$$

The electric current is defined as usual with the Hamiltonian (1) by varying over a gauge-invariant vector potential $\mathbf{A}$

$$
\begin{align*}
j_{\alpha}(t)= & -i e \sum_{i, j}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)_{\alpha} t_{i j} \Psi_{i}^{+}(t) \Psi_{j}(t) \rho_{i} \rho_{j} \\
& \times \exp \left(i e \mathbf{A}(t)\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)\right) \tag{3}
\end{align*}
$$

where $t_{i j}=t\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)$. Since we will calculate $j(\omega)$, we assume that the potential $\mathbf{A}$ depends only on time $t$. Using the equation for the Green function $G\left(t_{1}, \mathbf{r}_{1}, t_{2}, \mathbf{r}_{2}\right)$

$$
\begin{align*}
\frac{\partial}{\partial t_{1}} G\left(t_{1}, \mathbf{r}_{1}, t_{2}, \mathbf{r}_{2}\right)= & -i\left\langle T \frac{\partial \Psi(1)}{\partial t_{1}} \Psi^{+}(2)\right\rangle \\
& -i \delta\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \delta\left(t_{1}-t_{2}\right) \tag{4}
\end{align*}
$$

we obtain after Fourier transformation in the linear $\mathbf{A}$ approximation

$$
\begin{aligned}
j_{\alpha}(\omega)= & \frac{e^{2}}{c} \sum_{i, j} t_{i, j}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)_{\alpha}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)_{\beta} A_{\beta}(\omega) \\
& \times \int \frac{d \Omega}{2 \pi} G\left(\Omega, \mathbf{r}_{j}, \mathbf{r}_{i}\right) e^{i \Omega \alpha}-\frac{e^{2}}{c}
\end{aligned}
$$

$$
\times \sum_{i, j, k, l} t_{i, j} t_{k, l}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)_{\alpha}\left(\mathbf{r}_{k}-\mathbf{r}_{l}\right)_{\beta} A_{\beta}(\omega)
$$

$$
\begin{equation*}
\times \int \frac{d \Omega}{2 \pi} G\left(\omega+\Omega, \mathbf{r}_{j}, \mathbf{r}_{k}\right) G\left(\Omega, \mathbf{r}_{l}, \mathbf{r}_{i}\right) e^{i \Omega \alpha} \tag{5}
\end{equation*}
$$

The summation in Eq. (5) is taken over impurity sites, and $\alpha \rightarrow+0$. In order to evaluate (5) in the lowest order with respect to the concentration, we examine the case of two randomly located sites. The Green function is found easily:

$$
\begin{align*}
& G\left(\omega, \mathbf{r}_{i}, \mathbf{r}_{i}\right)=\frac{\omega+\mu}{(\omega+\mu)^{2}-t_{i, j}^{2}}, \\
& G\left(\omega, \mathbf{r}_{i}, \mathbf{r}_{j}\right)=\frac{t_{1,2}}{(\omega+\mu)^{2}-t_{i, j}^{2}}, \tag{6}
\end{align*}
$$

where $\mu$ is the chemical potential. Substituting (6) into (5), we obtain in the case when the sites are located on the same horizontal chain

$$
\begin{align*}
j_{x}(\omega) & =\frac{e^{2}}{2 c}\left(x_{1}-x_{2}\right)^{2} t_{1,2} \frac{\omega^{2}}{(\omega+i \alpha)^{2}-4 t_{1,2}^{2}} A_{x}(\omega) \\
& =Q(\omega) A_{x}(\omega) \tag{7}
\end{align*}
$$

A similar equation can be derived for the case of nonzero temperature. The result differs only by the Fermi filling factor. After averaging over impurity sites we obtain for the conductivity $\sigma(\omega)=i Q(\omega) / \omega$

$$
\begin{align*}
\sigma(\omega)= & \frac{\pi e^{2}}{4} c^{2} L \int x^{2} t(x)\left[n_{F}(\omega-\mu)\right. \\
& \left.-n_{F}(-\omega-\mu)\right] \delta(\omega-2 t(x)) d x \\
= & \frac{\pi e^{2}}{8} c^{2} L \frac{x_{0}^{2} t\left(x_{0}\right)\left[n_{F}(\omega-\mu)-n_{F}(-\omega-\mu)\right]}{\left|t^{\prime}\left(x_{0}\right)\right|} \tag{8}
\end{align*}
$$

where $n_{F}$ is the Fermi distribution function, and $2 t\left(x_{0}\right)$ $=\omega$.

Substituting $t(x)$ from (2) we get

$$
\begin{align*}
& \frac{\omega}{2 J}=\frac{\exp \left(-\kappa x_{0}\right)}{x_{0}^{\gamma}},  \tag{9}\\
& \sigma(\omega)=\frac{\pi e^{2}}{8} c^{2} L \frac{x_{0}^{3}\left[n_{F}(\omega-\mu)-n_{F}(-\omega-\mu)\right]}{\gamma+\kappa x_{0}} \tag{10}
\end{align*}
$$

In the limit of low frequency we have the following asymptotic behavior:

$$
\begin{align*}
& \text { 1. } \kappa=0, \quad x_{0}=(2 J / \omega)^{1 / \gamma}: \\
& \omega \gtrdot>T, \quad \sigma(\omega) \propto \omega^{-3 / \gamma},  \tag{11}\\
& \omega \ll T, \quad \sigma(\omega) \propto \omega^{-3 / \gamma+1} ;  \tag{12}\\
& \text { 2. } \kappa \neq 0, \quad \kappa x_{0} \sim \log (2 J / \omega): \\
& \omega \gtrdot>T, \quad \sigma(\omega) \propto \log ^{2}(2 J / \omega),  \tag{13}\\
& \omega \ll T, \quad \sigma(\omega) \propto \omega \log ^{2}(2 J / \omega) . \tag{14}
\end{align*}
$$

## 3. HIGH DENSITY

### 3.1. Green function

In case of high density of impurities we assume that the distribution function of impurities is a Gaussian with variance $g$ :

$$
\begin{equation*}
\rho\left(\mathbf{r}_{i}\right)=c+\delta \rho\left(\mathbf{r}_{i}\right), \quad\left\langle\delta \rho\left(\mathbf{r}_{i}\right) \delta \rho\left(\mathbf{r}_{j}\right)\right\rangle_{\rho}=g^{2} \delta_{i j} \tag{15}
\end{equation*}
$$

where $\langle\ldots\rangle_{\rho}$ denotes the average over possible impurity configurations. We assume that the concentration $c \leqslant 1$.

The one-particle Green function for the arbitrary impurity distribution is usually defined in terms of a functional integral as

$$
\begin{align*}
G\left(E, \mathbf{r}, \mathbf{r}^{\prime}\right) & =\left[E-t_{i j} \rho\left(\mathbf{r}_{i}\right) \rho\left(\mathbf{r}_{j}\right)\right]_{\mathbf{r}, \mathbf{r}^{\prime}}^{-1} \\
& =i \frac{\int D \bar{\psi} D \psi \psi(\mathbf{r}) \bar{\psi}\left(\mathbf{r}^{\prime}\right) \exp (i S)}{\int D \bar{\psi} D \psi \exp (i S)}, \tag{16}
\end{align*}
$$

where

$$
\begin{align*}
& S=S_{0}+S_{1}  \tag{17}\\
& i S_{0}=i \sum_{\mathbf{r}} \bar{\psi}(\mathbf{r}) E \psi(\mathbf{r}),  \tag{18}\\
& i S_{1}=-i \sum_{\mathbf{r}_{1} \mathbf{r}_{2}} \bar{\psi}\left(\mathbf{r}_{1}\right) t\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \rho\left(\mathbf{r}_{1}\right) \rho\left(\mathbf{r}_{2}\right) \psi\left(\mathbf{r}_{2}\right) . \tag{19}
\end{align*}
$$

Introducing an additional integration over new fermion fields $\chi, \bar{\chi}$ in order to eliminate the second order terms $\rho \rho$, we get

$$
\begin{align*}
\exp \left(i S_{1}\right)= & \int D \bar{\chi} D \chi \exp \left\{i \sum \bar{\chi}\left(\mathbf{r}_{1}\right) t^{-1}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \chi\left(\mathbf{r}_{2}\right)\right. \\
& -i c \sum_{\mathbf{r}}[\bar{\chi}(\mathbf{r}) \psi(\mathbf{r})+\bar{\psi}(\mathbf{r}) \chi(\mathbf{r})] \\
& \left.-i \sum_{\mathbf{r}} \delta \rho(\mathbf{r})[\bar{\chi}(\mathbf{r}) \psi(\mathbf{r})+\bar{\psi}(\mathbf{r}) \chi(\mathbf{r})]\right\} \frac{1}{Z} \tag{20}
\end{align*}
$$

where

$$
\begin{align*}
& Z=\int D \bar{\chi} D \chi \exp \left\{i \sum_{\mathbf{r}_{1}, \mathbf{r}_{2}} \bar{\chi}\left(\mathbf{r}_{1}\right) t^{-1}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \chi\left(\mathbf{r}_{2}\right)\right\},  \tag{21}\\
& t^{-1}(\mathbf{r})=\frac{1}{V} \sum_{\mathbf{k}} \varepsilon^{-1}(\mathbf{k}) e^{i \mathbf{k r}},  \tag{22}\\
& \varepsilon(\mathbf{k})=\sum_{\mathbf{r}} t(\mathbf{r}) e^{i \mathbf{k r}}=-J \ln \left[\left(\kappa^{2}+4 \sin ^{2} \frac{k_{x} a}{2}\right)\right. \\
& \left.\quad \times\left(\kappa^{2}+4 \sin ^{2} \frac{k_{y} a}{2}\right)\right] . \tag{23}
\end{align*}
$$

The Green function in terms of the new two-component field $\varphi$,

$$
\begin{array}{ll}
\varphi_{1}(\mathbf{r})=\psi(\mathbf{r}), & \varphi_{2}(\mathbf{r})=\chi(\mathbf{r}) \\
\bar{\varphi}_{1}(\mathbf{r})=\bar{\psi}(\mathbf{r}), & \bar{\varphi}_{2}(\mathbf{r})=\bar{\chi}(\mathbf{r}), \tag{24}
\end{array}
$$

reads

$$
\begin{equation*}
\hat{G}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=-i\left\langle\hat{\varphi}\left(\mathbf{r}_{1}\right) \otimes \hat{\bar{\varphi}}\left(\mathbf{r}_{2}\right)\right\rangle, \tag{25}
\end{equation*}
$$

where $\hat{\bar{\varphi}}(\mathbf{r})=\left[\bar{\varphi}_{1}(\mathbf{r}), \bar{\varphi}_{2}(\mathbf{r})\right]$, and angle brackets are defined as

$$
\begin{equation*}
\langle\ldots\rangle=\frac{\int D \bar{\psi} D \psi D \bar{\chi} D \chi(\ldots) \exp \left(i S_{\mathrm{eff}}\right)}{\int D \bar{\psi} D \psi D \bar{\chi} D \chi \exp \left(i S_{\mathrm{eff}}\right)} \tag{26}
\end{equation*}
$$

with

$$
i S_{\mathrm{eff}}=i \sum_{\mathbf{r}} \hat{\hat{\varphi}}(\mathbf{r})\left(\begin{array}{cc}
E & -c-\delta \rho(\mathbf{r})  \tag{27}\\
-c-\delta \rho(\mathbf{r}) & t^{-1}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)
\end{array}\right) \hat{\varphi}(\mathbf{r})
$$

The equation for the Green function after averaging over impurities in the Born approximation reads

$$
\begin{equation*}
\hat{G}(\mathbf{k})=\hat{G}^{0}(\mathbf{k})+\hat{G}^{0}(\mathbf{k}) \hat{\Sigma}(\mathbf{k}) \hat{G}(\mathbf{k}) \tag{28}
\end{equation*}
$$

with the bare Green function

$$
\left[\hat{G}^{0}(\mathbf{k})\right]^{-1}=\left[\begin{array}{ll}
E & -c  \tag{29}\\
-c & \varepsilon^{-1}(\mathbf{k})
\end{array}\right]
$$

and the self-energy $\hat{\Sigma}$ obtained by summing diagrams without intersections

$$
\begin{equation*}
\hat{\Sigma}(\mathbf{k})=g^{2} a^{2} \int \frac{d \mathbf{k}_{1}}{(2 \pi)^{2}} \sigma^{x} \hat{G}\left(\mathbf{k}_{1}\right) \sigma^{x} \tag{30}
\end{equation*}
$$

The solution of Eqs. (28) and (30) is

$$
\begin{gather*}
\Sigma(\mathbf{k})=\left(\begin{array}{ll}
A & C \\
C & B
\end{array}\right),  \tag{31}\\
\hat{G}(\mathbf{k})=\frac{1}{[1+\varepsilon(\mathbf{k}) R](E-A)-(c+i C)^{2} \varepsilon(\mathbf{k})} \\
\quad \times\left[\begin{array}{cc}
1+\varepsilon(\mathbf{k}) B & -i(c+i C) \varepsilon(\mathbf{k}) \\
-i(c+i C) \varepsilon(\mathbf{k}) & \varepsilon(\mathbf{k})(E-A)
\end{array}\right] \tag{32}
\end{gather*}
$$

where

$$
\begin{gathered}
A=g^{2} a^{2} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \frac{(E-A) \varepsilon(\mathbf{k})}{[1+\varepsilon(\mathbf{k}) B](E-A)-(c+i C)^{2} \varepsilon(\mathbf{k})}, \\
B=-g^{2} a^{2} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \frac{1-\varepsilon(\mathbf{k}) B}{[1+\varepsilon(\mathbf{k}) B](E-A)-(c+i C)^{2} \varepsilon(\mathbf{k})}, \\
i C=g^{2} a^{2} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \frac{(c+i C) \varepsilon(\mathbf{k})}{[1+\varepsilon(\mathbf{k}) B](E-A)-(c+i C)^{2} \varepsilon(\mathbf{k})} .
\end{gathered}
$$

In the limit $g^{2} \ll 1$, we obtain

$$
\begin{align*}
& A^{R, A}= \pm i \frac{\gamma}{2}, \quad B^{R, A}=\mp i \frac{c^{2}}{E^{2}} \frac{\gamma}{2}, \quad C^{R, A}= \pm i \frac{c}{E} \frac{\gamma}{2},  \tag{33}\\
& \gamma=2 \pi g^{2} a^{2} \frac{E^{2}}{c^{4}} \nu\left(\frac{E}{c^{2}}\right), \tag{34}
\end{align*}
$$

where $\nu(\varepsilon)$ is the density of states of the pure model $(c=1$, $g=0$ ):

$$
\begin{equation*}
\nu(\varepsilon)=\int \frac{d \mathbf{k}}{(2 \pi)^{2}} \delta[\varepsilon-\varepsilon(\mathbf{k})] \tag{35}
\end{equation*}
$$

Taking into account that $A \ll E, B E \ll 1, C \ll c$, we find for the Green function in the limit $g^{2} \ll 1$

$$
\begin{align*}
\hat{G}^{R, A}(\mathbf{k})= & \frac{1}{E-c^{2} \varepsilon(\mathbf{k}) \pm i \gamma\left[1+3\left(c^{2} / E\right) \varepsilon(\mathbf{k})\right] / 2} \\
& \times\left(\begin{array}{cc}
1 & c \varepsilon(\mathbf{k}) \\
c \varepsilon(\mathbf{k}) & \varepsilon(\mathbf{k}) E
\end{array}\right) \tag{36}
\end{align*}
$$

where $G^{R}$ and $G^{A}$ are the retarded and advanced Green functions.

### 3.2. Drude formula

The conductivity in our case is defined as in Sec. 1 in terms of the four-particle correlation function

$$
\begin{align*}
\sigma_{E}(\omega)= & \frac{e^{2}}{2 \pi} \int \frac{d \mathbf{k}_{1}}{(2 \pi)^{2}} \frac{d \mathbf{k}_{2}}{(2 \pi)^{2}} v_{\alpha}\left(\mathbf{k}_{1}\right) v_{\alpha}\left(\mathbf{k}_{2}\right) K_{E \omega} \\
& \times\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; \mathbf{k}_{2}, \mathbf{k}_{1}\right), \tag{37}
\end{align*}
$$

where $E$ is taken at the Fermi level,

$$
\begin{align*}
& K_{E \omega}\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; \mathbf{k}_{2}, \mathbf{k}_{1}\right) \\
& \quad=\frac{1}{V} \sum_{\mathbf{x}, \mathbf{y}, \mathbf{z}, \mathbf{t}} \exp \left(i \mathbf{k}_{1}(\mathbf{x}-\mathbf{y})\right) \exp \left(i \mathbf{k}_{2}(\mathbf{z}-\mathbf{t})\right) \\
& \quad \times\left\langle\rho_{x} \rho_{y} \rho_{z} \rho_{t} G_{11}^{R}\left(\mathbf{y}, \mathbf{z}, E+\frac{\omega}{2}\right) G_{11}^{A}\left(\mathbf{t}, \mathbf{x}, E-\frac{\omega}{2}\right)\right\rangle_{\rho} \tag{38}
\end{align*}
$$

and

$$
\begin{equation*}
v_{\alpha}(\mathbf{k})=\frac{\partial \varepsilon(\mathbf{k})}{\partial k_{\alpha}} \tag{39}
\end{equation*}
$$

Inserting the solution (36) into (37), we find in the lowest approximation

$$
\begin{align*}
\sigma_{E}(\omega)= & \frac{e^{2}}{2 \pi} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} v_{\alpha}^{2}(\mathbf{k}) G_{11}^{R}\left(\mathbf{k}, E+\frac{\omega}{2}\right) \\
& \times G_{11}^{A}(\mathbf{k}, E-\omega / 2)=\frac{e^{2} c^{6}}{2 \pi}\left(\frac{J}{B}\right)^{2} \frac{A(E)}{B(E)}, \tag{40}
\end{align*}
$$

where
$A(E)=\int_{\varepsilon(\mathbf{k})=E / c^{2}} \frac{d l_{\mathbf{k}}}{v(\mathbf{k})} v_{x}^{2}(\mathbf{k}), \quad B(E)=\int_{\varepsilon(\mathbf{k})=E / c^{2}} \frac{d l_{\mathbf{k}}}{v(\mathbf{k})}$,
$v(\mathbf{k})=\sqrt{v_{x}^{2}(\mathbf{k})+v_{y}^{2}(\mathbf{k})}$, and $d l_{\mathbf{k}}$ is the element of length of the Fermi surface.

The conductivity can be expressed in terms of a particle density defined by

$$
\begin{equation*}
n_{0}(E)=a^{2} \int_{-\pi / a}^{\pi / a} d k_{x} \int_{-\pi / a}^{\pi / a} d k_{y} \theta\left(\frac{E}{c^{2}}-\varepsilon(\mathbf{k})\right) \tag{42}
\end{equation*}
$$

We obtain in the low and high density limits

$$
\sigma= \begin{cases}\frac{e^{2} c^{6}}{g^{2}} \frac{n_{0}}{32 \pi \log ^{2} 2}, & \text { for } n_{0} \ll 1,  \tag{43}\\ \frac{e^{2} c^{6}}{g^{2}} \frac{1-n_{0}}{4 \kappa^{4} \log ^{2} \kappa}, & \text { for } 1-n_{0} \ll 1 .\end{cases}
$$

The asymptotic behavior in the intermediate range $0<n_{0}$ $<1$ is

$$
\begin{equation*}
\sigma=2 \pi^{4} \frac{e^{2} c^{6}}{g^{2}} \frac{1}{\left(1-n_{0}\right)^{2} \log \left[1 /\left(1-n_{0}\right)\right]}, \tag{44}
\end{equation*}
$$



FIG. 1. Diffusion vertex.
with maximum value

$$
\begin{equation*}
\sigma_{\max } \sim \frac{1}{\kappa^{8 / 3} \log \kappa} \tag{45}
\end{equation*}
$$

reached at $1-n_{0} \sim \kappa^{4 / 3}$.

### 3.3. Perturbation corrections

To go beyond the quasiclassical approximation we include contributions to the conductivity from 'diffusionladder' and 'crossed-ladder'" or 'cooperon'" vertices. ${ }^{3,4}$ The additional term is

$$
\begin{align*}
\delta \sigma_{E}(\omega)= & \frac{e^{2} c^{4}}{2 \pi} \int \frac{d \mathbf{k}_{1}}{(2 \pi)^{2}} \frac{d \mathbf{k}_{2}}{(2 \pi)^{2}} v_{\alpha}\left(\mathbf{k}_{1}\right) v_{\alpha}\left(\mathbf{k}_{2}\right) \\
& \times G_{1 a}^{R}\left(\mathbf{k}_{1}\right) G_{c 1}^{R}\left(\mathbf{k}_{2}\right) G_{1 b}^{A}\left(\mathbf{k}_{2}\right) G_{d 1}^{A}\left(\mathbf{k}_{1}\right) \\
& \times K_{a c ; b d}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right), \tag{46}
\end{align*}
$$

where for the 'diffusion'" vertex contribution we obtain (see Fig. 1)
$K_{a c ; b d}^{(D)}=g^{2} \sigma_{a c}^{x} \sigma_{b d}^{x}$

$$
\begin{equation*}
+g^{2} \int \frac{d \mathbf{l}}{(2 \pi)^{2}} \sigma_{a a_{1}}^{x} G_{a_{1} c_{1}}^{R}(\mathbf{l}) K_{c_{1} c ; b b_{1}}^{(D)} G_{b_{1} d_{1}}^{A}(\mathbf{l}) \sigma_{d_{1} d}^{x} \tag{47}
\end{equation*}
$$

The solution of this equation does not depend on $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$. Therefore the contribution of the 'diffusion"' vertex to the conductivity is equal to zero because

$$
\begin{equation*}
\int \frac{d \mathbf{k}_{1}}{(2 \pi)^{2}} v_{\alpha}\left(\mathbf{k}_{1}\right) G_{1 a}^{R}\left(\mathbf{k}_{1}\right) G_{d 1}^{A}\left(\mathbf{k}_{1}\right)=0 \tag{48}
\end{equation*}
$$

Now we consider the 'cooperon'" vertex contribution. The vertex $K^{(C)}$ obeys the equation (see Fig. 2)

$$
\begin{align*}
K_{a c ; b d}^{(C)}(\mathbf{q})= & g^{2} \sigma_{a c}^{x} \sigma_{b d}^{x}+g^{2} \int \frac{d \mathbf{l}}{(2 \pi)^{2}} \sigma_{a e}^{x} \sigma_{b g}^{x} G_{e a_{1}}^{R}(\mathbf{l}) G_{g b_{1}}^{A} \\
& \times(\mathbf{q}-\mathbf{l}) K_{a_{1} c ; b_{1} d}^{(C)}(\mathbf{q}), \tag{49}
\end{align*}
$$

where $\mathbf{q}=\mathbf{k}_{1}+\mathbf{k}_{2}$.
Using the Green function from (36) we can rewrite this equation:

$$
\begin{equation*}
K_{a c ; b d}^{(C)}-\frac{1}{4} b(\omega, k) \sigma_{a e}^{x} \sigma_{b g}^{x} \tau_{e a_{1}} \tau_{g b_{1}} K_{a_{1} c ; b_{1} d}^{(C)}=g^{2} \sigma_{a c}^{x} \sigma_{b d}^{x}, \tag{50}
\end{equation*}
$$

where

$$
\begin{equation*}
b=1+\frac{1}{4 \gamma}\left(i \omega-D k^{2}\right), \quad D=\frac{c^{4} \bar{v}_{x}^{2}}{4 \gamma}, \tag{51}
\end{equation*}
$$

and

$$
\hat{\tau}=\left(\begin{array}{cc}
\exp (\theta) & 1  \tag{52}\\
1 & \exp (-\theta)
\end{array}\right)
$$

where $\exp (\theta)=c / E$.
We seek a solution of (50) in the form

$$
\begin{equation*}
K_{a c ; b d}^{(C)}=g^{2} \sum_{\mu \nu} \sigma_{a b}^{\mu} \sigma_{c d}^{\nu} K^{\mu \nu} \tag{53}
\end{equation*}
$$

where $\mu, \nu \in\{0, x, y, z\}$, and $K^{\mu \nu}$ satisfies

$$
\begin{equation*}
K^{\mu \nu}-b(\omega, k) \sum_{\lambda=0, x, y, z} \Lambda_{\mu \lambda} K^{\lambda \nu}=\frac{1}{2} g_{c}^{\mu \nu}, \tag{54}
\end{equation*}
$$

with

$$
\hat{\Lambda}=\frac{1}{2}\left(\begin{array}{cccc}
\cosh ^{2} \theta & \cosh \theta & 0 & \sinh \theta \cosh \theta  \tag{55}\\
\cosh \theta & 1 & 0 & \sinh \theta \\
0 & 0 & 0 & 0 \\
-\sinh \theta \cosh \theta & -\sinh \theta & 0 & -\sinh ^{2} \theta
\end{array}\right)
$$

and

$$
\hat{g}_{c}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{56}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)
$$

A solution of (54) can be found in terms of matrices $U, B$ :

$$
\begin{equation*}
K^{\mu \nu}=U_{\mu M} B_{L N}\left(U^{-1}\right)_{N \nu} \tag{57}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(U^{-1}\right)_{M \mu} \Lambda_{\mu \nu} U_{\nu N}=z_{M} \delta_{M N}, \tag{58}
\end{equation*}
$$



$$
\begin{equation*}
B_{M N}=\frac{1}{1-b(\omega, k) z_{M}}\left(U^{-1}\right)_{M \mu} g^{\mu \nu} U_{\nu N} . \tag{59}
\end{equation*}
$$

The eigenvalues $z_{M}$ and matrix $U$ are

$$
\begin{align*}
& z_{0}=1, \quad z_{1}=0, \quad z_{2}=0, \quad z_{3}=0,  \tag{60}\\
& \hat{U}=\left(\begin{array}{cccc}
\frac{1}{\sqrt{2}} \cosh \theta & \frac{1}{\sqrt{2}} \cosh \theta & -i \sinh \theta & 0 \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0 \\
0 & 0 & 0 & 1 \\
-\frac{1}{\sqrt{2}} \sinh \theta & -\frac{1}{\sqrt{2}} \sinh \theta & i \cosh \theta & 0
\end{array}\right) . \tag{61}
\end{align*}
$$

We see from (51) and (60) that the eigenmode with $N=1$ only has singular behavior for $\omega, k \rightarrow 0$. Substituting solutions (60), (59), (57), (54), and (53) into (46) we obtain a logarithmically divergent correction to the conductivity:

$$
\begin{equation*}
\delta \sigma=-\frac{e^{2}}{2 \pi^{2}} \int \frac{d q}{q} \tag{62}
\end{equation*}
$$

We consider the problem in detail in the next section using field-theoretic methods for diffusion mode interactions.

### 3.4. Field-theoretic description

Quantum corrections to the conductivity can be described in terms of a diffusion modes interactions. To derive an effective Lagrangian we make use of a replica method. Conductivity properties are determined by the densitydensity correlation function

$$
\begin{equation*}
K(\omega)=\left\langle G_{E+\omega / 2}^{R}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) G_{E-\omega / 2}^{A}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)\right\rangle, \tag{63}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{G}^{(R, A)}(E)=\left[E \pm i \delta-t_{i j} \rho\left(\mathbf{r}_{i}\right) \rho\left(\mathbf{r}_{j}\right)\right]^{-1} \tag{64}
\end{equation*}
$$

and angle brackets denote impurity averaging.
Integrating over anticommuting Grassmann variables $\kappa^{*}, \kappa$ we can write

$$
\begin{align*}
& G_{E+\omega / 2}^{R}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) G_{E-\omega / 2}^{A}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \\
& =-\frac{\int D \kappa^{*} D \kappa \kappa_{1}\left(\mathbf{r}_{1}\right) \kappa_{1}^{*}\left(\mathbf{r}_{2}\right) \kappa_{N+1}\left(\mathbf{r}_{1}\right) \kappa_{N+1}^{*}\left(\mathbf{r}_{2}\right) \exp (i S)}{\int D \kappa^{*} D \kappa \exp (i S)} \tag{65}
\end{align*}
$$

where

$$
\begin{align*}
i S= & i \sum_{\mathbf{r}_{1}, \mathbf{r}_{2}} \sum_{n=1}^{2 N} \kappa_{n}^{*}\left(\mathbf{r}_{1}\right)\left\{\left[E+(\omega+i \delta) \lambda_{n}\right] I_{\mathbf{r}_{1}, \mathbf{r}_{2}}\right. \\
& \left.-t_{\mathbf{r}_{1}, \mathbf{r}_{2}} \rho\left(\mathbf{r}_{1}\right) \rho\left(\mathbf{r}_{2}\right)\right\} \kappa_{n}\left(\mathbf{r}_{2}\right),  \tag{66}\\
\lambda_{n}= & \left\{\begin{aligned}
1, & n \leqslant N, \\
-1, & n>N,
\end{aligned}\right. \tag{67}
\end{align*}
$$

and $N$ is the number of replicas.
The quadratic term $\rho \rho$ can be transformed with the help of the additional Grassmann fields $\nu^{*}, \nu$

$$
\begin{align*}
& \exp \left\{-i \sum_{\mathbf{r}_{1}, \mathbf{r}_{2}} \sum_{n=1}^{2 N} t\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \rho\left(\mathbf{r}_{1}\right) \rho\left(\mathbf{r}_{2}\right) \kappa_{n}^{*}\left(\mathbf{r}_{1}\right) \kappa_{n}\left(\mathbf{r}_{2}\right)\right\} \\
& =\int D \nu^{*} D \nu \exp \left\{i \sum_{\mathbf{r}_{1}, \mathbf{r}_{2}} \sum_{n=1}^{2 N} t^{-1}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \nu^{*}\left(\mathbf{r}_{1}\right)\right. \\
& \quad \times \nu\left(\mathbf{r}_{2}\right)-i \sum_{\mathbf{r}} \sum_{n=1}^{2 N} \rho(\mathbf{r}) \\
& \left.\quad \times\left[\nu_{n}^{*}(\mathbf{r}) \kappa_{n}(\mathbf{r})+\kappa_{n}^{*}(\mathbf{r}) \nu_{n}(\mathbf{r})\right]\right\}\left[\int D \nu^{*} D \nu\right. \\
& \left.\quad \times \exp \left\{i \sum_{\mathbf{r}_{1}, \mathbf{r}_{2}} \sum_{n=1}^{2 N} t^{-1}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \nu^{*}\left(\mathbf{r}_{1}\right) \nu\left(\mathbf{r}_{2}\right)\right\}\right]^{-1} . \tag{68}
\end{align*}
$$

It is convenient to define spinors $\Psi, \chi$ :

$$
\begin{align*}
& \sqrt{2} \Psi_{n}=\binom{\Psi_{n 1}}{\Psi_{n 2}}=\binom{\kappa_{n}^{*}}{\kappa_{n}}, \quad \sqrt{2} \bar{\Psi}_{n}=\binom{-\kappa_{n}}{\kappa_{n}^{*}},  \tag{69}\\
& \sqrt{2} \chi_{n}=\binom{\chi_{n 1}}{\chi_{n 2}}=\binom{\nu_{n}^{*}}{\nu_{n}}, \quad \sqrt{2} \bar{\chi}_{n}=\binom{-\nu_{n}}{\nu_{n}^{*}}, \tag{70}
\end{align*}
$$

or

$$
\bar{\Psi}=(C \Psi)^{T}, \quad \bar{\chi}=(C \chi)^{T}, \quad C=\delta_{m n}\left(\begin{array}{cc}
0 & -1  \tag{71}\\
1 & 0
\end{array}\right)
$$

where $C$ is the charge conjugation matrix. The same relations hold between the original and Fourier components

$$
\begin{align*}
& \bar{\Psi}_{n i}(p)=C_{i j} \Psi_{n i}(-p), \quad \Psi_{n i}(p)=C_{j i} \bar{\Psi}_{n i}(-p),  \tag{72}\\
& \bar{\chi}_{n i}(p)=C_{i j} \chi_{n i}(-p), \quad \chi_{n i}(p)=C_{j i} \bar{\chi}_{n i}(-p) \tag{73}
\end{align*}
$$

where
$\Psi_{n i}(\mathbf{r})=\sum_{\mathbf{p}} \frac{1}{\sqrt{N}} \Psi_{n i}(\mathbf{p}) e^{i \mathbf{p r}}, \quad \chi_{n i}(\mathbf{r})=\sum_{\mathbf{p}} \frac{1}{\sqrt{N}} \chi_{n i}(\mathbf{p}) e^{i \mathbf{p r}}$.

The action (66) takes the form

$$
\begin{align*}
i S= & i\left\{\sum_{\mathbf{r}} \bar{\Psi}(\mathbf{r})\left[E+\left(\frac{\omega}{2}+i \delta\right) \Lambda\right] \Psi(\mathbf{r})\right. \\
& +\sum_{\mathbf{r}_{1}, \mathbf{r}_{2}} \bar{\chi}\left(\mathbf{r}_{1}\right) t^{-1}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \chi\left(\mathbf{r}_{2}\right) \\
& \left.-\sum_{\mathbf{r}}[\bar{\chi}(\mathbf{r}) \Psi(\mathbf{r})+\bar{\Psi}(\mathbf{r}) \chi(\mathbf{r})]\right\} \tag{75}
\end{align*}
$$

where $\Lambda$ is a diagonal matrix consisting of elements $\lambda_{n}$. Introducing new bispinors

$$
\varphi(\mathbf{r})=\binom{\Psi(\mathbf{r})}{\chi(\mathbf{r})}, \quad \bar{\varphi}(\mathbf{r})=(\bar{\Psi}(\mathbf{r}) \bar{\chi}(\mathbf{r}))
$$

we can rewrite the action as

$$
\begin{align*}
i S= & i \sum_{\mathbf{r}_{1}, \mathbf{r}_{2}} \bar{\varphi}\left(\mathbf{r}_{1}\right) G_{0}^{-1}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \varphi\left(\mathbf{r}_{2}\right) \\
& -i \sum_{\mathbf{r}} \delta \rho(\mathbf{r}) \bar{\varphi}(\mathbf{r}) \sigma^{x} \varphi(\mathbf{r}) \tag{76}
\end{align*}
$$

where

$$
G_{0}^{-1}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\left(\begin{array}{cc}
E+\left(\frac{\omega}{2}+i \delta\right) \Lambda & -c  \tag{77}\\
-c & t^{-1}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)
\end{array}\right)
$$

is the bare Green function.
Performing the average over a Gaussian distribution for the randomness we obtain

$$
\begin{align*}
\left\langle\exp \left(i S_{\mathrm{int}}\right)\right\rangle & =\left\langle\exp \left[-i \sum_{\mathbf{r}} \delta \rho(\mathbf{r}) \bar{\varphi}(\mathbf{r}) \sigma^{x} \varphi(\mathbf{r})\right]\right\rangle \\
& =\exp \left\{-\frac{g^{2}}{2} \sum_{\mathbf{r}}\left[\bar{\varphi}(\mathbf{r}) \sigma^{x} \varphi(\mathbf{r})\right]^{2}\right\} \tag{78}
\end{align*}
$$

The order parameter in the localization theory is a traceless tensor proportional to $\langle\Psi \bar{\Psi}\rangle$. Taking into account only long-wavelength fluctuations we can rewrite (78) as

$$
\begin{equation*}
\left\langle\exp \left(i S_{\mathrm{int}}\right)\right\rangle=\exp \left[g^{2} \sum_{\mathbf{r}} \sigma_{a b}^{x} \sigma_{c d}^{x} P_{d a}^{\nu \mu}(\mathbf{r}) P_{b c}^{\mu \nu}(\mathbf{r})\right] \tag{79}
\end{equation*}
$$

where

$$
P_{b c}^{\mu \nu}(\mathbf{r})=\frac{1}{L} \sum_{\mathbf{p}, \mathbf{q}} \varphi_{b}^{\mu}(\mathbf{p}) \bar{\varphi}_{c}^{\nu}(\mathbf{p}+\mathbf{q}) \exp (-i \mathbf{q} \mathbf{r}), \quad \nu=\{n, i\}
$$

Spinors $\varphi$ and $\bar{\varphi}$ are related by charge conjugation (71). This imposes symmetry conditions

$$
\begin{align*}
& {\left[P_{b c}^{\mu \nu}(\mathbf{r})\right]^{*}=P_{c b}^{\nu \mu}(\mathbf{r}), \quad \text { or } P^{+}=P}  \tag{80}\\
& P=C P^{T} C^{T} \tag{81}
\end{align*}
$$

Introducing a Gaussian integration over the $c$-number matrix field $Q$, we obtain

$$
\begin{align*}
\exp \left(i S_{\mathrm{eff}}\right)= & \int D Q \exp \left\{\sum_{\mathbf{r}_{1}, \mathbf{r}_{2}} \bar{\varphi}\left(\mathbf{r}_{1}\right)\right. \\
& \times\left[i G_{0}^{-1}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)+I_{\mathbf{r}_{1} \mathbf{r}_{2}} \frac{\beta}{4} Q\left(\mathbf{r}_{1}\right)\right] \varphi\left(\mathbf{r}_{2}\right) \\
& \left.-\sum_{\mathbf{r}} \frac{\alpha}{4} \operatorname{Tr}\left(Q \sigma^{x} Q \sigma^{x}\right)\right\}\left\{\int D Q\right. \\
& \left.\times \exp \left[-\sum_{\mathbf{r}} \frac{\alpha}{4} \operatorname{Tr}\left(Q \sigma^{x} Q \sigma^{x}\right)\right]\right\}^{-1} \tag{82}
\end{align*}
$$

After integration over the bispinor field $\varphi$ we obtain

$$
\begin{equation*}
i S_{\mathrm{eff}}=\operatorname{Tr} \ln \left[i G_{0}^{-1}+\frac{\beta}{4} Q\right]-\sum_{\mathbf{r}} \frac{\alpha}{4} \operatorname{Tr}\left(Q \sigma^{x} Q \sigma^{x}\right) \tag{83}
\end{equation*}
$$

In the saddle-point approximation we use the equation $\delta S / \delta Q=0$,

$$
\begin{equation*}
\left(i G_{0}^{-1}+\frac{\gamma}{2} Q\right)^{-1}-\frac{\gamma}{2 g^{2}} \sigma^{x} Q \sigma^{x}=0 \tag{84}
\end{equation*}
$$

The solution of this equation to lowest order in $g^{2}$ is

$$
\begin{align*}
& Q_{s p}=\Lambda\left(\cosh \theta-\sigma^{z} \sinh \theta+\sigma^{x}\right) \exp \theta  \tag{85}\\
& E / c=\exp \theta \tag{86}
\end{align*}
$$

with the Green function

$$
G=\frac{1}{E+\Lambda \omega / 2-c^{2} \varepsilon(\mathbf{p})-2 i \gamma \Lambda}\left(\begin{array}{cc}
1 & E / c  \tag{87}\\
E / c & E^{2} / c^{2}
\end{array}\right)
$$

Expanding near the saddle point and using the symmetry of the tensor $Q$, we find

$$
\begin{align*}
i S_{\mathrm{eff}}= & \operatorname{Tr} \ln \left(i G_{0}^{-1}+\frac{\gamma}{2} \delta Q\right)-\frac{\gamma^{2}}{16 g^{2}} \\
& \times \sum_{\mathbf{r}} \operatorname{Tr}\left\{[Q+\delta Q(\mathbf{r})] \sigma^{x}[Q+\delta Q(\mathbf{r})] \sigma^{x}\right\} \tag{88}
\end{align*}
$$

Taking Fourier transforms, Eq. (88) reads

$$
\begin{align*}
i \delta S_{\text {eff }}= & -\frac{\gamma^{2}}{16 g^{2}} \frac{1}{L} \sum_{\mathbf{q}}\left\{\operatorname{Tr}\left[\delta Q(\mathbf{q}) \sigma^{x} \delta Q(-\mathbf{q}) \sigma^{x}\right]\right. \\
& -g^{2} \int \frac{d \mathbf{p}}{(2 \pi)^{2}} \operatorname{Tr}[G(\mathbf{p}) \delta Q(\mathbf{q}) G(\mathbf{p}+\mathbf{q}) \\
& \left.\times \delta Q(-\mathbf{q})]+\operatorname{Tr}\left[\frac{i \omega \gamma}{4}\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \delta Q(\mathbf{q})\right]\right\} \tag{89}
\end{align*}
$$

Due to the symmetry of the $Q$ we can write the variation $\delta q$ as

$$
\begin{equation*}
\delta Q_{b c}=Q_{\alpha} \sigma_{b c_{1}}^{\alpha} \sigma_{c_{1} c}^{x} \tag{90}
\end{equation*}
$$

where all matrices $Q_{\alpha}$ are real. Inserting the relation (90) into (89), we find, taking into account only low-energy transverse $(Q \delta Q+\delta Q Q=0)$ modes,

$$
\begin{align*}
\delta S_{\mathrm{eff}}= & -\frac{\gamma^{2}}{8 g^{2}} \sum_{\alpha, \beta}\left[\delta_{\alpha \beta}-\frac{b_{0}}{8} \operatorname{Tr}\left(\sigma^{\beta} \sigma^{x} \tau \sigma^{\alpha} \sigma^{x} \tau\right)\right] \\
& \times Q_{\alpha} Q_{\beta}+Q_{\alpha} T_{\alpha}, \tag{91}
\end{align*}
$$

where

$$
\begin{align*}
b_{0}= & 1-\frac{D k^{2}}{4 \gamma}, \quad D=\frac{c^{4} \bar{v}_{x}^{2}}{4 \gamma}, \quad \tau=\cosh \theta+\sigma^{z} \sinh \theta+\sigma^{x} \\
& T_{\alpha}=\operatorname{Tr}\left[\frac{i \omega}{2} \Lambda\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \sigma^{\alpha} \sigma^{x}\right] \tag{92}
\end{align*}
$$

After diagonalization we obtain

$$
\begin{align*}
i S_{\text {eff }}= & \frac{1}{L} \sum_{\mathbf{k}} \operatorname{Tr}\left\{-\frac{\gamma D k^{2}}{32 g^{2}} q_{1}(\mathbf{k}) q_{1}(-\mathbf{k})\right. \\
& -\frac{\gamma}{8 g^{2}} \sum_{l=2,3,4} \operatorname{Tr}\left[q_{l}(\mathbf{k}) q_{l}(-\mathbf{k})\right] \\
& \left.+\frac{i \omega \gamma}{16 g^{2}} \Lambda U_{\alpha l} q_{l}(\mathbf{k})\right\} \tag{93}
\end{align*}
$$

where

$$
\begin{align*}
& Q_{\alpha}=U_{\alpha l} q_{l},  \tag{94}\\
& U_{\alpha l}=\left(\begin{array}{cccc}
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0 \\
\frac{1}{\sqrt{2}} \cosh \theta & \frac{1}{\sqrt{2}} \cosh \theta & -i \sinh \theta & 0 \\
-\frac{i}{\sqrt{2}} \sinh \theta & -\frac{i}{\sqrt{2}} \sinh \theta & -\cosh \theta & 0 \\
0 & 0 & 0 & 1
\end{array}\right)_{(05)} \tag{95}
\end{align*}
$$

We see that the action (93) consists of only one diffusion type mode $(l=1)$. Taking into account only these modes and neglecting interactions with other higher-energy modes, we obtain the well-known action of the nonlinear $\sigma$ model,

$$
\begin{equation*}
S=\frac{1}{t} \int d \mathbf{r}\left[\operatorname{Tr}(\nabla Q)^{2}-\widetilde{\omega} \operatorname{Tr}(\Lambda Q)\right] \tag{96}
\end{equation*}
$$

where

$$
\widetilde{\omega}=\frac{\gamma}{16 g^{2}} \frac{\omega}{D}, \quad \frac{1}{t}=\frac{\gamma}{16 g^{2}} D .
$$

The renormalization group equations for this case were studied in Ref. 5. In the limit $N \rightarrow 0$, we see that in lowest order

$$
\begin{align*}
& \frac{d t}{d \ln k}=\frac{t^{2}}{8}  \tag{97}\\
& \frac{d \ln \widetilde{\omega}}{d \ln k}=0 . \tag{98}
\end{align*}
$$

Since the conductivity $\sigma$ is proportional to the diffusion constant $D$, equations (97) and (98) determine the frequency and system length dependence of the conductivity. In particular, we have from (98) that $\sigma(\omega) \propto D \propto \omega$ for small $\omega$.

## 4. CONCLUSIONS

We have investigated a two-dimensional model with a new type of disorder due to a random distribution of local states with strongly anisotropic overlaps of wave functions. This type of disorder, described by a quadratic impurity density Hamiltonian (1), was not considered previously. The conductivity of the system was calculated in the limits of low
(Sec. 2) and high densities (Sec. 3) of local states. Since perturbation theory leads to divergent terms ("Cooperon', vertices) we used the field theoretic description in terms of a diffusion mode interaction. Introducing an additional integration over fermion field and performing the average over impurities with the help of a replica trick, we obtained the action of the nonlinear $\sigma$ model. Renormalization group equations for this model determine the behavior of the diffusion constant and the conductivity. We have shown that this type of disorder leads to weak localization phenomena in the high density limit, as in the usual two-dimensional case. ${ }^{6}$

As mentioned in the Introduction, a similar picture can be realized in nontrivial superconductors. A strong scattering impurity potential produces a resonant or marginally bound state inside the gap in a $d$-wave superconductor. The wave function of the impurity bound state is highly anisotropic, with $1 / r$ decay along the nodes of the gap, and, an exponential, angle-dependent decay range otherwise. A finite concentration of impurities leads to an formation of the narrow quasiparticle band. If we simplify a picture and take into account scattering processes of quasiparticles inside this band only, we obtain our model. We note that our consideration is applicable only in the case of strong unitary impurities producing local bound states. Opposite cases of weak impurity scattering with different types of disorder were studied in Refs. 7 and 8.
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Changes in the magnetic moment of crystalline $\mathrm{FeBO}_{3}$ when an antiferromagnetic resonance is excited in it are studied. This done using a SQUID magnetometer in combination with a microwave spectrometer. At temperatures $T>15 \mathrm{~K}$ a reduction in the total magnetic moment of the sample is observed when an antiferromagnetic resonance is excited in it. At liquid helium temperatures, an induced rise in the sample magnetic moment was observed. This type of magnetization of the sample can be explained qualitatively if it is assumed that under antiferromagnetic resonance excitation conditions, magnetoelastic modes with high wave numbers are excited along with magnons. Efficient excitation of magnetoelastic modes under antiferromagnetic resonance conditions is confirmed by the experimental observation of a size effect in thin, high quality single crystal slabs of $\mathrm{FeBO}_{3}$. © 1999 American Institute of Physics. [S1063-7761(99)02503-2]

## 1. INTRODUCTION

The electron spin resonance of antiferromagnetic $\mathrm{FeBO}_{3}$ is studied in this paper. In these experiments simultaneous measurements were made of the microwave power absorbed by the sample and the accompanying change in the total magnetic moment of the sample.

The change in the sample magnetic moment is a result of all the nonequilibrium perturbations of the sample caused directly by the microwave pumping, as well as by 'secondary" quasiparticles created through relaxation of the primaries. A simultaneous analysis of the microwave power absorbed by the sample and the corresponding change $\delta M$ in the sample magnetic moment yields information on the nature of the quasiparticles that are excited and on their relaxation mechanism.

Since the measured $\delta M$ is an integral quantity, this analysis is effective for materials with a known excitation spectrum. For magnetically ordered substances measurements have been made for compounds with well studied excitation spectra, such as nickel ferrite ${ }^{1}$ and iron yttrium garnet, ${ }^{2}$ as well as antiferromagnetic materials with an easyplane magnetic anisotropy $\left(\mathrm{CoCO}_{3}, \mathrm{FeBO}_{3}\right.$, and $\left.\mathrm{MnCO}_{3}\right)$, in which magnons, nuclear magnons, and magnetoelastic oscillations are excited. ${ }^{3-7}$

The properties of $\mathrm{FeBO}_{3}\left(T_{N}=348 \mathrm{~K}\right)$, an antiferromagnetic material with a easy-plane magnetic anisotropy, have been well studied and are, to a great extent, determined by a magnetoelastic interaction. The magnetoelastic interaction causes coupling of magnetic and elastic excitations. Thus, the normal modes (quasimagnons and quasiphonons) contain elastic, as well as magnetic components. The quasimagnon spectrum includes an additional gap, while the qua-
siphonon branch acquires a dependence on the magnitude of the static magnetic field. The calculated spectra of the low frequency branch of the quasimagnons $\left(\omega_{k}\right)$ and of the acoustic branch of the quasiphonons $\left(\Omega_{k}\right)$ for a infinite crystal (which makes it possible to restrict the analysis to the magnetoelastic coupling of magnons and phonons with equal wave vectors) are given by ${ }^{8-10}$

$$
\begin{align*}
& \omega_{k}=\gamma\left[H\left(H+H_{D}\right)+H_{\Delta}^{2}+(\alpha k)^{2}\right]^{1 / 2},  \tag{1}\\
& \Omega_{k}=c_{e} k \cdot\left[1-\left(\gamma H_{\Delta} \xi / \omega_{k}\right)^{2}\right]^{1 / 2}, \tag{2}
\end{align*}
$$

where $H$ is a static magnetic field directed in the easy plane of the crystal; $\gamma=g \mu_{B} / \hbar=17.8 \times 10^{9} \mathrm{~s}^{-1} \mathrm{kOe}^{-1}$ is the gyromagnetic ratio; $H_{D} \simeq 100 \mathrm{kOe}$ is the Dzyaloshinskii field; $\gamma H_{\Delta}$ is the magnetoacoustic gap in the spin wave spectrum ( $H_{\Delta} \simeq 1.9 \mathrm{kOe}$ ); and, $\alpha \simeq 0.8 \times 10^{-5} \mathrm{kOe} \cdot \mathrm{cm}$ is a phenomenological exchange constant that is proportional to the exchange field $H_{E}=2.6 \times 10^{6} \mathrm{Oe}$. The sound speed $c_{e}$ and the coefficient $\xi$, which describes the efficiency of the linear interaction between the magnons and phonons, depend on the direction of the wave vector and the polarization of the quasiphonons. The values of the constants are specified for low temperatures, far from $T_{N}$.

Figure 1a shows spectra of quasimagnons and quasiphonons with wave vectors directed along the $C_{3}$ axis of the crystal and with the polarization of the quasiphonons parallel to $\mathbf{H}$. For such quasiphonons, $c_{e} \simeq 4.8$ $\times 10^{5} \mathrm{~cm} \mathrm{~s}^{-1}$ and $H_{\Delta} \xi \simeq 2 \mathrm{kOe}$. (The values of all elastic and magnetoelastic constants of $\mathrm{FeBO} \mathrm{O}_{3}$ can be found, for example, in Ref. 11). In Fig. 1b we have plotted, as a function of the wave vector, the amount by which the magnetic


FIG. 1. (a) Spectra of quasimagnons and quasiphonons with wave vectors directed along the $C_{3}$ axis of a crystal and with the quasiphonons polarized parallel to $\mathbf{H}$. (b) The magnitudes of the changes in the sample magnetic moment during excitation of a single quasimagnon and quasiphonon as functions of the wave vector. The curves were obtained using Eqs. (1)-(3) for a magnetic field $H=200$ Oe.
moment of the sample is reduced by excitation of a single quasimagnon $\omega_{k}$ or quasiphonon $\Omega_{k}$, as obtained from (1) and (2) using the formula

$$
\begin{equation*}
\mu_{k}=-\partial \varepsilon_{k} / \partial H \tag{3}
\end{equation*}
$$

where $\varepsilon_{k}=\hbar \omega_{k} / 2 \pi$ for the quasimagnons or $\varepsilon_{k}=\hbar \Omega_{k} / 2 \pi$ for the quasiphonons. ( $\hbar$ is Planck's constant.)

## 2. SAMPLES AND TECHNIQUE

The excitation spectrum of $\mathrm{FeBO}_{3}$ is sensitive to the internal stresses of the crystal. ${ }^{12}$ Thus, the samples, grown in the form of thin slabs ( $20-150 \mu \mathrm{~m}$ thick), were examined by x-ray diffraction topography (the Lang method) at a wavelength corresponding to the Mo $K_{\alpha 1}$ line. The samples which yielded a uniform image without block segments and dislocations were selected. These samples were placed in envelopes of cigarette paper and attached to them at two 'points." The samples prepared in this fashion were fastened by the end of the envelope to the loop of a coaxial line or in a cavity. This method of attaching the samples was used in order to avoid the deformations caused by gluing them directly. The thick samples were glued at the end of the crystal.

An apparatus consisting of a combination of a SQUID magnetometer and a microwave spectrometer ${ }^{6,7}$ was constructed for measuring the change ( $\delta M$ ) in the magnetic moment of the sample when it was acted on by the microwave magnetic field. Figure 2 is a sketch of the apparatus. An outer vessel filled with liquid helium contained the SQUID magnetometer cell, a differential flux transformer, and a superconducting solenoid operated in short circuit. The sample and a system for delivering the microwave power were located inside an inner Dewar flask. The inner Dewar flask was metallic in order to prevent the microwaves' acting directly on the SQUID magnetometer cell. The inner Dewar flask was filled with helium as a heat exchanger gas or with liquid nitrogen or helium. The working range of fields in the apparatus was 0-450 Oe. The apparatus made it possible to measure changes in the magnetic moment of a sample with an accuracy of $5 \times 10^{-7} \mathrm{Oe} \cdot \mathrm{cm}^{3}$.

A microwave magnetic field was created at the sample either by a loop which served as the load of a coaxial line or in coaxial (at frequencies of $7-10 \mathrm{GHz}$ ) or helical (0.5-1.2 GHz ) cavities.

Using a coaxial line loaded with a loop makes it possible to excite microwaves over a wide range of frequencies in a single experiment. The amplitude of the field at the sample,
however, depends on the frequency and it is difficult to determine its magnitude in this experimental setup.

IN order to obtain quantitative results, a set of resonators was used. By measuring the power passing through the cavity and reflected from it, as well as its parameters, one can determine the microwave power absorbed by the sample and estimate the magnitude of the microwave magnetic field at the sample.

In all the experiments the microwave field $\mathbf{h}$ and the static field $\mathbf{H}$ were mutually perpendicular and lay in the easy magnetization plane of the crystal.

## 3. EXPERIMENTAL RESULTS

Figure 3 shows the results of measuring $\delta M$ when a microwave magnetic field produced by a loop load on a coaxial line is applied to a sample. The abscissa is a voltage proportional to the frequency of the microwave generator operating with frequency wobble. It is clear that the magnetic moment of the sample is sensitive to the microwave interaction at low frequencies and in the range $7-10 \mathrm{GHz}$. The existence of a large number of peaks in this curve is related to the excitation of resonances in the waveguide line. It is natural to relate the low frequency response (Fig. 3a) to the excitation of magnetoelastic modes. The high frequency peak (Fig. 3b) is close to the antiferromagnetic resonance


FIG. 2. A sketch of the apparatus.


FIG. 3. The change $\delta M$ in the sample magnetic moment when a microwave magnetic field produced by a loop attached to a coaxial line is applied to it. The abscissa is a voltage proportional to the frequency of the microwave generator. The sample magnetic moment is sensitive to microwave pumping at low frequencies (a) and at frequencies of $7-10 \mathrm{GHz}(\mathrm{b})$. The oscillatory character of these curves is caused by the excitation of resonances in the waveguide line. $H=200$ Oe and $T=77 \mathrm{~K}$.
frequency given by Eq. (1). Curves of this sort were measured for different values of the magnetic field $H$ and temperature $T$.

Figure 4 shows plots of $\delta M$ as a function of the static magnetic field for various frequencies at temperatures of 135 and 4.2 K .

At 'high" temperatures the magnetic moment of the sample decreases when it is acted on by a microwave magnetic field (Fig. 4a). The plot of $\delta M$ as a function of the magnetic field has a resonant feature, which shifts to higher fields as the frequency is raised. This behavior is consistent with the spectrum of the antiferromagnetic resonance calculated using Eq. (1). When the temperature is reduced, the resonance shifts to lower fields.

An unexpected result was obtained near the temperature of liquid helium (Fig. 4b). The magnetic moment of the sample increased when a microwave magnetic field was applied to it, both at the low frequencies corresponding to effective excitation of magnetoelastic modes and at frequencies near the antiferromagnetic resonance. The $\delta M(H)$ curve was independent of frequency at low temperatures (to within the accuracy of the experiment) (Fig. 4b).

We should point out, at once, that the temperature dependence of the sample magnetic moment was investigated experimentally. Over the entire range of fields we examined, the sample magnetic moment decreased as the temperature was raised. Thus, trivial overheating of the crystal cannot explain the observed effect.

The fractional change in the total magnetic moment of the sample in all these experiments was less than $5 \times 10^{-4}$. With such weak interactions, $\delta M$ was proportional to the microwave power applied to the sample for the fields and temperatures studied here.

Figure 5 shows $\delta M$ as a function of temperature when microwave fields with frequencies of 730 MHz and 8.5 GHz act on the sample. $\delta M$ changes sign at $T \simeq 8-10 \mathrm{~K}$.

Figure 6 shows the field dependence of the microwave power transmitted through a coaxial cavity tuned to 7.8 GHz . A sample in the form of a thin slab of thickness $114 \mu \mathrm{~m}$ was placed at an antinode of the microwave magnetic field. A number of resonance features can be seen in the plot of the microwave power transmitted through the cavity.

## 4. DISCUSSION

The variation in the magnetic moment of a sample when quasielastic vibrations with frequencies of $0.1-2 \mathrm{GHz}$ are excited in it was studied in an previous paper. ${ }^{7}$ Quasielastic excitations were created in the sample by three different methods: (1) by contact, using a piezoelectric transducer, (2) a variable microwave field at the magnetoelastic resonance frequencies of the crystal, and (3) parametrically, by parallel pumping. All three methods yielded the same field dependences for the variation in the magnetic moment of the sample when quasielastic modes were excited in it. Near the temperature of liquid nitrogen, the total magnetic moment of the sample decreased when nonequilibrium quasielastic vibrations were excited in it. The measured magnitude of $\delta M$ was the same as the estimated value obtained assuming that the secondary quasiparticles do not make a significant contribution to the change in the total magnetic moment or, in other words, that relaxation of the nonequilibrium packet to a thermal level is a one-step process. Near the temperature of liquid helium, magnetization of the sample was observed when quasielastic waves were excited in it. This sort of stimulation of magnetization in a crystal by phonon pumping


FIG. 4. The change $\delta M$ in the magnetic moment of a sample when a microwave magnetic field is applied to it as a function of the magnitude $H$ of the static field for different frequencies and temperatures: (a) $T=135 \mathrm{~K}, \quad \nu$ $=8.00 \mathrm{GHz}$ (hollow circles), 9.23 GHz (solid squares), 10.28 GHz (triangles); $T=32 \mathrm{~K}, \nu$ $=8.00 \mathrm{GHz}$ (solid circles); (b) $T=4.2 \mathrm{~K}, \nu$ $=8.00 \mathrm{GHz}$ (hollow circles), 9.00 GHz (triangles), 11.00 GHz (hollow squares), 12.24 GHz (solid squares), and 1.00 GHz (solid circles). At 'low'' temperatures $\delta M$ is positive, at "high'" temperatures it is negative.


FIG. 5. $\delta M$ as a function of temperature when microwave magnetic fields with frequencies of 730 MHz (solid squares) and 8.5 GHz (hollow squares) are applied to the sample.
in antiferromagnetic materials with a strong magnetoelastic interaction had been predicted theoretically before. ${ }^{13}$ This effect is related to the fact that at low temperatures the relaxation of a nonequilibrium packet of phonons is a multistep process.

It has been shown experimentally ${ }^{14}$ that three-body magnon-phonon interactions (magnon + phonon $=$ magnon) in $\mathrm{FeBO}_{3}$ are the most effective at low temperatures. The characteristic feature of this process is that it does not change the total number of magnons. In the equilibrium state the populations have a Bose-Einstein distribution. When phonon pumping and efficient three-body magnon-phonon interactions are present, the populations of the excitations should relax at different rates. Thus, phonon pumping will cause thermal magnons to be transferred from the bottom of the band to higher frequency regions. As can be seen in Fig. 1, the magnetic moment corresponding to excitation of a single magnon decreases with its frequency, so this kind of redistribution leads to an increase in the total magnetic moment of a sample. Of course, this increase should be less than the reduction in the magnetic moment of the sample owing to the presence of thermal magnons.


FIG. 6. The field dependence of the microwave power transmitted through a coaxial cavity. The sample is in the shape of a thin slab with dimensions $1 \times 1.5 \times 0.114 \mathrm{~mm}^{3}$. The arrows denote the static fields for which a pump frequency of $\nu=7.8 \mathrm{GHz}$ coincides with the frequency of a standing magnetoelastic wave calculated using Eq. (2). The numbers next to the arrows are the numbers of half waves across the sample thickness under the resonance conditions.

In our experiments the calculated reduction in the sample magnetic moment associated with thermally equilibrium excitations was at least 20 times the observed increase in the sample magnetic moment when microwave power was applied to it. The increased efficiency with which the sample was magnetized at low temperatures $T<3 \mathrm{~K}$ (Fig. 5) is apparently a consequence of a drop in the number of thermal magnons (i.e., of the fact that the efficiency of the threeparticle magnon-phonon interaction decreases with temperature ${ }^{14}$ ).

Although the increase in the sample magnetic moment when magnetoelastic modes are excited in it can be explained, it is not possible to explain the increase in the sample magnetic moment when magnetic oscillations are excited in it.

Apparently, for low fields (where the magnetoelastic interaction is most efficient) near the antiferromagnetic resonance frequency it is not the magnon branch which is most efficiently excited, but magnetoelastic modes with large wave vectors. In Fig. 1 we have indicated with an arrow the quasiphonons which we believe are efficiently excited when a microwave magnetic field acts on the sample at a frequency $\omega_{p}$ close to the antiferromagnetic resonance frequency.

The efficiency with which magnetoelastic modes are linearly excited in the sample should, on one hand, decrease with increasing wave number and increase resonantly when the frequencies of the magnon and elastic modes coincide. Thus, we may expect efficient linear excitation of magnetoelastic modes both at low frequencies and near the antiferromagnetic resonance frequency.

The linear excitation of magnetoelastic modes in ferromagnetic materials with finite dimensions under ferromagnetic resonance conditions has been studied theoretically. ${ }^{15}$ It is a complicated matter to distinguish experimentally the absorption of microwave power owing to the excitation of quasimagnon and quasielastic modes, so this effect has apparently not been studied experimentally before.

An experimental confirmation of this hypothesis is the presence of resonance features in the absorption line measured for samples in the form of a thin slab (Fig. 6). For a sample of this shape, the eigenfrequencies of the magnetoelastic vibrations are nonuniformly distributed in frequency. Their density is greatest near the frequencies corresponding to standing magnetoelastic waves in an infinite slab. The calculated values of the static fields for which the pump frequency coincides with the frequency of a standing magnetoelastic wave in an infinite slab of this thickness are indicated by arrows in Fig. 6. The calculations were based on Eq. (2) for the magnetoelastic waves most strongly coupled to the microwave magnetic field. Note that the situation is much more complicated for a finite crystal and the excitation of magnetoelastic modes with other polarizations may be no less efficient.

Nevertheless, the calculated and measured separations between the resonances are in satisfactory agreement. The resonance fields shown in Fig. 6 were obtained through fitting of the slab thickness within a range of one percent. Here the calculated mode number for each of the resonances is determined with an accuracy of $N \pm 3$.

The hypothesis proposed here can be used to make a lower bound estimate of the time for relaxation of the nonequilibrium magnon distribution to thermodynamic equilibrium. To do this we have measured the absolute magnitudes of the microwave power absorbed by the sample and the corresponding change in the magnetic moment. Thus, at a temperature of 4.2 K , when the sample absorbed a microwave power of $P_{a}=30 \mu \mathrm{~W}$ at a frequency of 8 GHz , the magnetic moment of the sample was observed to increase by $7.5 \times 10^{-7} \mathrm{G} \cdot \mathrm{cm} 3$.

The characteristic relaxation time for the nonequilibrium magnon distribution to a thermodynamic equilibrium state can be estimated using the formula

$$
\tau=\frac{\delta M}{\mu} \frac{h \nu}{P_{a}}
$$

where $\mu$ is the characteristic increase in the magnetic moment of the sample when a magnon with frequency $\nu$ is transferred to higher frequencies: $\nu+8 \mathrm{GHz}$. As can be seen from Fig. 1, each act of transferring a magnon with frequency $\nu$ to higher frequencies $\nu+8 \mathrm{GHz}$ leads to an increase in the sample magnetic moment by up to five Bohr magnetons. The power $P_{a}$ absorbed by the sample divided by the energy $h \nu$ of a single excitation is an estimate of the number of transfers per unit time. Substituting the experimental values of $\delta M$ and $P_{a}$, we obtain $\tau \simeq 3 \mu \mathrm{~s}$. This is a lower bound estimate and is only valid when the three-body magnon-phonon process is most efficient.

It is possible that this redistribution of thermal magnons is the reason for the observed 'rigidity' of parametric magnon excitation in $\mathrm{FeBO}_{3} .{ }^{16}$ This is supported by the fact that the rigidity phenomenon can undergo saturation with further application of microwave pumping to the sample $(\mathbf{h} \perp \mathbf{H})$ near the antiferromagentic resonance frequency. ${ }^{16}$ It is interesting that the "rigid" character of the parametric excitation of magnons is recovered roughly $100 \mu$ s after the additional
pumping ceases. ${ }^{16}$ This time is apparently determined by the relaxation time of the magnon system discussed earlier ${ }^{7}$ and in this paper.
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Analytic approaches are developed for integrating the nondiagonalizable Whitham equations for the generation and propagation of nonlinear modulated finite-amplitude waves in dissipationless dispersive media. Natural matching conditions for these equations are stated in a general form analogous to the Gurevich-Pitaevskii conditions for the averaged Kortewegde Vries equations. Exact relationships between the hydrodynamic quantities on different sides of a dissipationless shock wave, an analog of the shock adiabat in ordinary dissipative hydrodynamics and first proposed on the basis of physical considerations by Gurevich and Meshcherkin, ${ }^{4}$ are obtained. The boundaries of a self similar, dissipationless shock wave are determined analytically as a function of the density jump. Some specific examples are considered. © 1999 American Institute of Physics. [S1063-7761(99)02603-7]

## 1. INTRODUCTION

It is well known that the applicability of exact analytic methods in the theory of nonlinear dispersive waves is limited to fully integrable small amplitude approximations to the general, "unintegrable" systems of equations. ${ }^{1}$ These "unintegrable" equations arise naturally in plasma physics, the hydrodynamics of waves on liquid surfaces, magnetohydrodynamics, etc. Many of them have a number of general properties which are independent of the physical nature of the phenomena being described and have an highly characteristic structure. Here are some examples:
(a) Gravitational waves on the surface of a shallow liquid: ${ }^{2}$

$$
\begin{align*}
& \partial_{t} h+\partial_{x}(h u)=0, \\
& \partial_{t} u+u \partial_{x} u+\partial_{x} h+\varepsilon^{2} \partial_{x x x}^{3} h=0 . \tag{1}
\end{align*}
$$

Here $h$ is the depth of the liquid, $u$ is the horizontal component of the velocity, and $\varepsilon$ is a small dispersion parameter (equilibrium depth).
(b) Ion-acoustic waves in a two temperature $\left(T_{e} \gg T_{i}\right)$, collisionless plasma: ${ }^{3-5}$

$$
\begin{align*}
& \partial_{t} \rho+\partial_{x}(\rho u)=0, \\
& \partial_{t} u+u \partial_{x} u+\partial_{x} \varphi=0, \\
& \varepsilon^{2} \partial_{x x}^{2} \varphi=e^{\varphi}-\rho \tag{2}
\end{align*}
$$

Here $\rho$ and $u$ are the ion density and velocity, $\varphi$ is the electric potential, and $\varepsilon$ is the Debye radius.
(c) Magnetosonic waves in a cold plasma moving transverse to a magnetic field: ${ }^{6-8}$

$$
\begin{aligned}
& \partial_{t} \rho+\partial_{x}(\rho u)=0, \\
& \partial_{t} u+u \partial_{x} u+\frac{B}{\rho} \partial_{x} B=0,
\end{aligned}
$$

$$
\begin{equation*}
\varepsilon^{2} \partial_{x}\left(\frac{1}{\rho} \partial_{x} B\right)=B-\rho \tag{3}
\end{equation*}
$$

Here $u$ and $\rho$ are the plasma velocity and density, $B$ is the magnetic field strength, and $\varepsilon=c / \omega_{p}$, where $\omega_{p}$ is the electron plasma frequency.

All these systems of equations are of fourth order with respect to the spatial derivatives and have at least four independent conservation laws. ${ }^{5}$ When the dispersion parameter $\varepsilon$ goes to zero, the systems (1)-(3) transform to the Euler equations of ideal hydrodynamics with different Poisson adiabatic indices $\gamma: \gamma=2$ in the case of Eqs. (1) and (3) and $\gamma=1$ in the case of Eqs. (2). Systems of equations of this type are usually referred to as dispersion-hydrodynamic.

Another common feature of these systems of equations (1)-(3) is that they lack complete integrability properties. As a consequence, one of the few exact results in this area up to now has been just the existence of travelling single phase solutions $f(k x-\omega t)$ of bounded amplitude. If the wave amplitude exceeds a certain critical value $a_{c r}$, a solution in the form of a travelling wave ceases to exist; ${ }^{9}$ then the very description by a single-stream, dispersion hydrodynamics of the type (1)-(3) also ceases to be valid. In this paper we only study single-stream flows with $a<a_{c r}$.

Physically interesting nonlinear solutions of dispersionhydrodynamic equations arise in problems concerning the evolution of smooth perturbations (Fig. 1a). In the initial stage of the evolution of such perturbations, nonlinearity plays a dominant role, leading by some time $t=t_{c}$ to a inversion (breaking) singularity with an infinite derivative (gradient catastrophe). ${ }^{10}$ Because of dispersion, nonlinear oscillations are generated near the inversion point for $t>t_{c}$. ${ }^{5}$ The oscillating region expands with time, occupying an ever larger region of space (Fig. 1b). Since the oscillating zone arises in situations such that a shock wave would develop in ordinary dissipative hydrodynamics, the resulting wave structure is usually called a dissipationless (collisionless)


FIG. 1. Inversion (breaking) of a smooth profile and the formation of a dissipationless shock wave: (a) initial data at the inversion time $t=t_{c}$, (b) oscillatory structure of the shock for $t>t_{c}$, (c) the $x t$ plane for the dissipationless shock problem.
shock wave. ${ }^{9}$ Exact analytic results ${ }^{11-13}$ for completely integrable systems, as well as numerical calculations for nonintegrable systems, ${ }^{4}$ suggest some plausible general ideas regarding the structure of the solutions describing dissipationless shock waves.

1. The solution of the dispersion-hydrodynamic equations in the neighborhood of a dissipationless shock wave can be represented in the form of a modulated single phase travelling wave.
2. In one of the fronts of a dissipationless shock wave, the wave amplitude goes to zero [the linear front $x^{-}(t)$ ] and in the opposite, the wave number [the soliton front $\left.x^{+}(t)\right]$.

This last condition allows us, in Section 3 of this paper, to formulate natural matching conditions for the solution of the modulation equations in the neighborhood of a dissipationless shock with the solutions of the Euler equations of ideal hydrodynamics on the outside. The assumption that the oscillations are quasistationary in the region of the dissipative shock makes it possible to construct a solution using Whitham's method, ${ }^{6,14}$ a generalization of the WKB method to the theory of nonlinear partial differential equations. This method was first applied to dissipationless shocks by Gurevich and Pitaevskii, ${ }^{15}$ who constructed an exact solution of Whitham's equation that ensured continuous matching of the central flow in the oscillatory region (region II in Fig. 1b) to the smooth external flow outside the dissipationless shock wave (regions I and III in Fig. 1b). They made an analytic study ${ }^{15}$ of the case of small initial step perturbations, where
the initial disperison-hydrodynamic equations reduce to the Korteweg-de Vries (KdV) equation. More general solutions of the KdV-Whitham equation have been constructed. ${ }^{16-19} \mathrm{~A}$ key point in these papers is the construction of exact analytic solutions is the diagonalizability of the Whitham equations for the case of the KdV equations, i.e., the existence of Riemann invariants. ${ }^{6,20,22}$ Similar studies have been done on the nonlinear Schrödinger equation with defocussing. ${ }^{23-27}$

The Gurevich-Pitaevskii stability regimes for the KdV equations have been analyzed numerically. ${ }^{28}$ The effect of small dissipative corrections on the structure of the solution to the KdV-Whitham equation has been studied analytically. ${ }^{29,30}$

The existence of a Riemann structure in the Whitham equations is a consequence of the exact integrability of the initial system of equations. We note that, although small dissipative corrections do not destroy the Riemann structure of the modulation system, ${ }^{29,30}$ including them leads to new terms on the right which make the system unintegrable (in the sense of the existence of a general local solution). In this paper we study nonintegrable systems without dissipation. For nonintegrable systems of the type (1)-(3) the modulation equations can be written by formal use of Whitham's recipe, averaging the required number of conservation laws over the period of the single-phase travelling solution $f(k x-\omega t)$. The desired equations describe the slow variation in the local integrals of motion. (The number of such equations equals the differential order of the system with respect to the spatial derivatives.) Slow variation means that the characteristic length of the oscillations is small compared to the size of the oscillatory region. Whitham's recipe has been applied to the systems of Eqs. (2) and (3) in a study ${ }^{5}$ of the asymptotic regimes of a self-similar dissipationless shock wave near its boundaries, the linear $x^{-}(t)$ and soliton $x^{+}(t)$ fronts (see Fig. 1c), whose positions are assumed known.

In this paper we develop analytic approaches to integrating the nondiagonalizable Whitham modulation equations. The principal method for these studies is the method of characteristics, whose applicability does not depend on the diagonalizability properties. Since the problem under study is nonlinear, the behavior of the characteristics is determined by the specific solution being studied, as well as by the structure of the coefficients in the system of equations. In Section 4 we shall show that in the family of solutions for the problem of generating a dissipationless shock wave (we shall call it the inversion problem) along some curves in the $x t$ plane (the fronts of this shock), the general Whitham equations become degenerate, so that the modulation system acquires a local Riemann structure. In addition, it turns out that here the local Riemann invariants transform to solutions of the inversion problem along the characteristics through the 'Whitham'" zone, just as happens with the ordinary Riemann variables in the diagonalizable case. This property makes it possible to:
(1) obtain a relationship between the hydrodynamic variables on both sides of a dissipationless shock, the analog of the shock adiabat in ordinary dissipative hydrodynamics,
(2) formulate and prove a general theorem about a contact flow in dissipationless dispersive hydrodynamics, and
(3) obtain exact analytic expressions for the boundaries of a self-similar dissipationless shock wave in the form of a function of the density jump at its boundaries (Section 5).

The general construction of a study of the nondiagonalizable Whitham equations on a family of solutions to the inversion problem is illustrated with concrete examples, including: a KdV modulation system in hydrodynamic form, which does not use the diagonalizability of the KdVWhitham equations (Section 6), and a modulation system for nonlinear ion-acoustic waves corresponding to Eqs. (2) (Section 7). Exact analytic expressions are found for the boundaries of a self-similar ion-acoustic dissipationless shock. These formulas are in complete agreement with the results of direct numerical calculations. ${ }^{4}$

## 2. HYDRODYNAMIC FORM OF THE MODULATION EQUATIONS

It has been shown ${ }^{5}$ that it is convenient to present the averaged equations which do not have Riemann invariants in the form of a hydrodynamic system of equations for the parameters of the system motion and excited waves: the average density $\bar{\rho} \equiv n$, the average flow velocity $\bar{u} \equiv v$, the energy density in the oscillations $\overline{\rho u}-\bar{\rho} \bar{u}=A^{2}$, and the density of the waves (of the wave number) $k$. Averaging is done on a family of single-phase travelling solutions of the form $f(x$ $-U t$ ), where $U$ is the phase velocity:

$$
\begin{align*}
& \frac{\partial n}{\partial t}+\frac{\partial(n v)}{\partial x}+\frac{\partial A^{2}}{\partial x}=0 \\
& \frac{\partial v}{\partial t}+v \frac{\partial v}{\partial x}+\frac{1}{n} \frac{\partial P(n)}{\partial x}+\frac{\partial E^{2}}{\partial x}=0, \\
& \frac{\partial A^{2}}{\partial t}+\frac{\partial\left(V A^{2}\right)}{\partial x}+A^{2} \frac{\partial v}{\partial x}+E^{2} \frac{\partial n}{\partial x}=0, \\
& \frac{\partial k}{\partial t}+\frac{\partial(k U)}{\partial x}=0 . \tag{4}
\end{align*}
$$

Here

$$
\begin{align*}
& E^{2}=E^{2}\left(n, k, A^{2}\right), \quad V=v+W\left(n, k, A^{2}\right), \\
& U=v+U_{1}\left(n, k, A^{2}\right) \tag{5}
\end{align*}
$$

is a function whose specific form is determined by averaging the conservation laws for the initial equations of dispersive hydrodynamics over the fast oscillations. (For details, see Ref. 5.) In the following, only a few general properties of these functions, which determine the asymptotic properties of the system of Eqs. (4), will be important.

The nonstationary flow described by Eqs. (4) can be divided arbitrarily into two parts: a slow hydrodynamic motion characterized by the variables $n$ and $v(P(n)$ is the ordinary hydrodynamic pressure), and quasistationary nonlinear oscillations with an energy density $A^{2}$ and wave number $k$. These equations, of course, are not independent. The terms $\partial A^{2} / \partial x$ and $\partial E^{2} / \partial x$ in the first two equations describe the effect of the oscillations on the density and velocity of the hydrodynamic flow. On the other hand, the terms $A^{2} \partial v / \partial x$ and
$E^{2} \partial n / \partial x$ in the energy transport equation for the nonlinear waves characterize the effect of changes in the hydrodynamic flow parameters on the oscillations.

We now consider some formal limiting cases.

### 2.1. Zero amplitude waves, $\boldsymbol{A}^{2}=0$

The analysis given in Ref. 5 shows that for $A \rightarrow 0$,

$$
\begin{equation*}
E^{2} \propto A^{2}, \quad V \rightarrow \partial \omega_{0} / \partial k, \quad U \rightarrow \omega_{0} / k \tag{6}
\end{equation*}
$$

Here $\omega=\omega_{0}(k, n, v)$ is the usual linear dispersion relation, in which, however, the constants $\rho_{0}$ and $u_{0}$, relative to which the linearization

$$
\rho=\rho_{0}+\rho_{1} e^{i(k x-\omega t)}, \quad u=u_{0}+u_{1} e^{i(k x-\omega t)}
$$

is carried out, are replaced by the slowly varying parameters $n, v$ of the average flow. The quantities $V$ and $U$, therefore, are converted into the ordinary linear group and phase velocities, which now depend on the hydrodynamic variables $n$ and $v$, as well as on $k$. Equations (4)-(6) imply that the system of Eqs. (4) has the exact reduction

$$
\begin{align*}
& A^{2}=0, \quad \frac{\partial n}{\partial t}+\frac{\partial(n v)}{\partial x}=0, \\
& \frac{\partial v}{\partial t}+v \frac{\partial v}{\partial x}+\frac{1}{n} \frac{\partial P(n)}{\partial x}=0, \quad \frac{\partial k}{\partial t}+\frac{\partial \omega_{0}(k, n, v)}{\partial x}=0 . \tag{7}
\end{align*}
$$

The first two equations of the system of Eqs. (7) are the equations of Euler hydrodynamics and can be obtained from the initial system, which contains high order spatial derivatives, by letting the dispersion parameter approach zero directly. The third equation is the conservation equation for the number of waves; in the present case a zero amplitude is purely formal. Nevertheless, this equation contains important information on the asymptotic behavior of the characteristics of the system of Eqs. (4).

### 2.2. Solitons, $\boldsymbol{k}=\mathbf{0}$

We stipulate at once that in this paper by "solitons'" we mean the formal solutions of the equations of dispersive hydrodynamics in the form of solitary waves. Of course, in the general case these solutions do not have many properties in common with the real solitons in integrable systems, in particular, a collision of 'nonintegrable" solitons is not elastic and is accompanied by radiation. ${ }^{31}$. As $k \rightarrow 0$ we have the following asymptotes. ${ }^{5}$

$$
E^{2} \propto A^{2} \propto k, \quad V-U \propto k .
$$

$\zeta=A^{2} / k=O(1)$ has the significance of the average energy of a single vibration and remains finite as $k$ approaches zero. The equation for $\zeta$, which follows from Eq. (4), has the form
$\frac{\partial \zeta}{\partial t}+U \frac{\partial \zeta}{\partial x}+\zeta\left[\frac{\partial v}{\partial x}+f(k, n, \zeta) \frac{\partial n}{\partial x}\right]+\frac{1}{n} \frac{\partial}{\partial x}[k \zeta(V-U)]=0$,
where

$$
f(k, n, \zeta)=E^{2} / A^{2}=O(1)
$$

Thus, the system of Eqs. (4) has yet another exact reduction:

$$
\begin{align*}
& k=0, \quad \frac{\partial n}{\partial t}+\frac{\partial}{\partial x}(n v)=0 \\
& \frac{\partial v}{\partial t}+v \frac{\partial v}{\partial x}+\frac{1}{n} \frac{\partial P(n)}{\partial x}=0 \\
& \frac{\partial \zeta}{\partial t}+U_{s}(n, v, \zeta) \frac{\partial \zeta}{\partial x}+\zeta\left[\frac{\partial v}{\partial x}+f(0, n, \zeta) \frac{\partial n}{\partial x}\right]=0, \tag{9}
\end{align*}
$$

where

$$
\begin{equation*}
U_{s}(n, v, \zeta)=\lim _{k \rightarrow 0} U \tag{10}
\end{equation*}
$$

It should be noted that, as opposed to the complete system of Eqs. (4), which is of fourth order, the reduced system of Eqs. (7) and (9) consists of three equations. This is evidently a consequence of the merger of two families of characteristics in the linear and soliton limits. In the first case, a multiple velocity coincides with the group velocity $\partial \omega_{0} / \partial k$ and in the second, to the soliton speed $U_{s}$. We emphasize that the system of Eqs. (7) and (9) has at least two Riemann invariants; these are the invariants of ideal Euler hydrodynamics, ${ }^{10}$

$$
\begin{equation*}
\partial_{t} J_{ \pm}+V_{ \pm} \partial_{x} J_{ \pm}=0, \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{ \pm}(n, v)=v \pm \int \frac{c_{s}(n)}{n} d n \tag{12}
\end{equation*}
$$

are the Riemann invariants,

$$
\begin{equation*}
c_{s}^{2}(n)=d P(n) / d n \tag{13}
\end{equation*}
$$

where $c_{s}$ is the sound speed, and

$$
\begin{equation*}
V_{ \pm}(n, v)=v \pm c_{s} \tag{14}
\end{equation*}
$$

are the characteristic velocities. Setting $J_{+}$or $J_{-}$constant [ $J_{ \pm}=$const is the exact solution of the system of Eqs. (11)], it is always possible to diagonalize the remaining system of two equations. It is important that these properties do not depend on the diagonalizability of the complete modulation system. The fact that the Euler equations 'split off'" in the system of Eqs. (4) for $A^{2}=0$ and $k=0$ means that it can be described using a dissipationless shock wave which joins the two Euler regimes.

## 3. NATURAL MATCHING CONDITIONS FOR THE CHARACTERISTICS IN THE INVERSION PROBLEM

Let the solution of the Euler equations with inverted monotonic initial conditions on the right (Fig. 1a),

$$
\begin{equation*}
\rho(x, 0)=\rho_{0}(x), \quad u(x, 0)=u_{0}(x) \tag{15}
\end{equation*}
$$

have the form

$$
\begin{equation*}
\rho=\rho_{e}(x, t), \quad u=u_{e}(x, t) \tag{16}
\end{equation*}
$$

Then, for $t>t_{0}$, where $t_{0}$ is the time of inversion (without limiting the generality, we assume $t_{0}=0$ ), in the $x t$ plane of the solutions of the complete system including the dispersion terms, the oscillatory region is divided by a dissipationless shock (Fig. 1b and 1c) and bounded by the curves $x^{-}(t)$, its trailing edge, and $x^{+}(t)$ its leading edge. The behavior of the averaged quantities in this region is governed by the Whitham equations (4). Outside the region of the dissipationless shock the Euler equations for the variables $\rho$ and $u$ are valid, as before, and have the same Riemann form as Eq. (11):

$$
\begin{equation*}
\partial_{t} r_{ \pm}+W_{ \pm} \partial_{x} r_{ \pm}=0, \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{ \pm}=J_{ \pm}(\rho, u), \quad W_{ \pm}=V_{ \pm}(\rho, u) . \tag{18}
\end{equation*}
$$

We now formulate the boundary conditions for the modulation system (4) which will allow us to match the average flow in the Whitham region to the smooth flow (9) at the (previously unknown) boundaries $x^{ \pm}(t)$. We note, first of all, that the number of characteristics in the outer and inner regions is different, so matching can take place only at points where pairs of families of the characteristics of the Whitham system merge, i.e., for $A^{2}=0$ [Eq. (7)] and for $k=0$ [Eq. (9)]. From the beginning we limit ourselves to the case of negative dispersion, where waves are generated $\left(A^{2} \rightarrow 0\right)$ at the trailing edge and solitons are created $(k \rightarrow 0)$ at the leading edge. (See Refs. 15, 4, and 5).

The $x^{ \pm}(t)$ curves separating the two analytically different regimes are characteristics (in our case the envelops of multiple characteristics, i.e., caustics) on the family of solutions under study, in accordance with the properties of quasilinear hyperbolic systems. ${ }^{32}$ Let us examine the behavior of the characteristics in the Whitham region in more detail. The characteristic equations of the modulation system (4) have the form

$$
\begin{equation*}
\frac{d x}{d t}=V_{i}\left(n, v, k, A^{2}\right), \quad i=1,2,3,4 \tag{19}
\end{equation*}
$$

where the $V_{i}$ are the characteristic (group) velocities or eigenvalues of the matrix of the coefficients of the modulation system (4). We restrict ourselves to the case of real and, generally speaking, different $V_{i}$, which is the hyperbolicity condition. Let $V_{1} \geqslant V_{2} \geqslant V_{3} \geqslant V_{4}$. Then the continuous matching conditions for the characteristics on the caustic surfaces take the following form (see Fig. 2):


FIG. 2. The behavior of the characteristic velocities in a dissipationless shock.

$$
\begin{align*}
& \left.V_{2}(n, v)\right|_{x^{-}}=\left.V_{3}(n, v)\right|_{x^{-}}=\frac{d x^{-}}{d t}, \\
& \left.V_{1}(n, v)\right|_{x^{-}}=W_{+}\left(\rho^{-}, u^{-}\right), \\
& \left.V_{4}(n, v)\right|_{x^{-}}=W_{-}\left(\rho^{-}, u^{-}\right) \tag{20}
\end{align*}
$$

for $x=x^{-}(t)$; and

$$
\begin{align*}
& \left.V_{2}(n, v)\right|_{x^{+}}=\left.V_{1}(n, v)\right|_{x^{+}}=\frac{d x^{+}}{d t}, \\
& \left.V_{3}(n, v)\right|_{x^{+}}=W_{+}\left(\rho^{+}, u^{+}\right) \\
& \left.V_{4}(n, v)\right|_{x^{+}}=W_{-}\left(\rho^{+}, u^{+}\right) \tag{21}
\end{align*}
$$

for $x=x^{+}(t)$, where

$$
\rho^{ \pm} \equiv \rho_{e}\left(x^{ \pm}, t\right), \quad u^{ \pm} \equiv u_{e}\left(x^{ \pm}, t\right)
$$

We shall refer to the problem stated in Eqs. (4), (20), and (21) as the inversion problem. Note that the inversion problem is not posed for the initial system, but for its Whitham equations.

It is impossible not to notice the similarity between the qualitative behavior of the characteristic velocities in the inversion problem (Fig. 2) and the behavior of the Riemann invariants in the solution of the Gurevich-Pitaevskii problem for fully integrable systems. ${ }^{4,25,27}$ The qualitative variation of the characteristics in the $x t$ plane corresponding to the conditions (20) and (21) is shown in Fig. 3.

We now introduce yet another form of the matching conditions (20) and (21). The analysis of this section shows that for $A^{2}=0$ and for $k=0$ the modulation system is degenerate and the Riemann invariants $J_{ \pm}(n, v)$ appear for it. For the problem under consideration, this structure has a local (in the ( $x, t$ ) plane) character, since the corresponding couplings among the quantities are realized in the solution only along the boundaries of the dissipationless shock. Thus, we shall refer to the Riemann variables $J_{ \pm}(n, v)$ as local Riemann invariants.

Conditions (20) and (21) can then be rewritten as matching conditions for the local Riemann invariants of a modulation system with the invariants of the outer Eulerian hydrodynamics $r_{ \pm} \equiv J_{ \pm}(\rho, u)$ at the fronts of the dissipationless shock.

For $x=x^{-}(t)$


FIG. 3. The behavior of the characteristics in a dissipationless shock: (a) the families $d x / d t=V_{1}$ and $d x / d t=V_{2}$, (b) the families $d x / d t=V_{3}$ and $d x / d t$ $=V_{2}$, and (c) the family $d x / d t=V_{4}$.

$$
\begin{equation*}
A^{2}=0,\left.\quad J_{+}\right|_{x^{-}}=\left.r_{+}\right|_{x^{-}},\left.\quad J_{-}\right|_{x^{-}}=\left.r_{-}\right|_{x^{-}} \tag{22}
\end{equation*}
$$

$$
\text { For } x=x^{+}(t)
$$

$$
\begin{equation*}
k=0,\left.\quad J_{+}\right|_{x^{+}}=\left.r_{+}\right|_{x^{+}},\left.\quad J_{-}\right|_{x^{+}}=\left.r_{-}\right|_{x^{+}} \tag{23}
\end{equation*}
$$

We emphasize once again that $J_{ \pm}=J_{ \pm}(n, v)$ are the 'inner'" (Whitham) variables, while $r_{ \pm}=r_{ \pm}(\rho, u)$ are the 'outer', (Euler) variables.

Finally, using Eqs. (12) and (18), we introduce the concept of the conditions (22) and (23) in terms of a continuous matching of the average flow density and velocity.

For $x=x^{-}(t)$

$$
\begin{equation*}
A^{2}=0, \quad n\left(x^{-}, t\right)=\rho^{-}, \quad v\left(x^{-}, t\right)=u^{-} . \tag{24}
\end{equation*}
$$

For $x=x^{+}(t)$

$$
\begin{equation*}
k=0, \quad n\left(x^{+}, t\right)=\rho^{+}, \quad v\left(x^{+}, t\right)=u^{+} . \tag{25}
\end{equation*}
$$

In conclusion, we note that satisfying the matching conditions for the average hydrodynamic flow does not guarantee continuity of the shock wave parameters and their deriva-
tives at the fronts. This latter point does not contradict the physical statement of the problem; mathematically the existence of such discontinuities was possible because the equations are hyperbolic. ${ }^{32}$ Discontinuities develop at the boundaries $x^{ \pm}: 5,15$ the derivatives $\partial A^{2} / \partial x$ and $\partial k / \partial x$ go to infinity at the soliton front (this is the so-called singular discontinuity ${ }^{15}$ ) while $k$, itself (at this point the conservation of the number of waves is violated), and, in general, the derivative $\partial A^{2} / \partial x$ have a discontinuity at the generation point. It should also be kept in mind that the existence of singularities in the solution for the modulation equations is a consequence of the asymptotic character of the Whitham method; in the exact solution (if it exists), there are no singularities.

## 4. TRANSPORT OF THE LOCAL RIEMANN INVARIANTS THROUGH THE WHITHAM ZONE. JUMP CONDITIONS ACROSS A DISSIPATIONLESS SHOCK WAVE AND A THEOREM ON CONTACT FLOW

Let us consider the family of characteristics corresponding to the velocity $V_{4}$ (Fig. 3c). We select a characteristic which intersects the boundary of the dissipationless shock at the points $M$ and $N$. Then, as we shall show, the condition

$$
\begin{equation*}
J_{-}(M)=J_{-}(N) \tag{26}
\end{equation*}
$$

is satisfied for this characteristic; that is, in the solutions to the inversion problem, the local Riemann invariant is carried through the dissipationless shock wave region along "its own' 'characteristic. For diagonal systems the condition (26) is an obvious consequence of the constancy of the corresponding Riemann invariant along the characteristics. In general (the nondiagonalizable case), this relationship is nontrivial and must be justified.

Let us consider some quantity $R$ determined by an ordinary differential equation along an arbitrary smooth curve $\Gamma$, $x=x_{\Gamma}(t)$, joining the points $M$ and $N$ :

$$
\begin{equation*}
D_{\Gamma} R_{4}=f(\Gamma) \tag{27}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
R_{4}(M)=J_{-}(M) \tag{28}
\end{equation*}
$$

The function

$$
\begin{equation*}
f(\Gamma)=\left.\sum_{i=1}^{4} l_{i}^{4}(\mathbf{y})\right|_{\Gamma} D_{\Gamma} u_{i} \tag{29}
\end{equation*}
$$

is specified along $\Gamma$ in the solution of the inversion problem, $y_{i}(x, t)$, which we shall regard as solved here. The operator $D_{\Gamma}$ denotes differentiation along $\Gamma ; \mathbf{l}^{(4)}$ is the left eigenvector of the matrix of coefficients of the modulation equations (1) corresponding to the velocity $V_{4}, \mathbf{y}=\left(n, v, k, A^{2}\right)$. We emphasize that the characteristics $d x / d t=V_{4}$ on both fronts are matched with the Euler characteristics from one and the same family $d x / d t=W_{-}$[See Eqs. (20) and (21)].

It is easy to see that for $A^{2}=0$, Eq. (27) has a general integral that does not depend on the curve $\Gamma$ and this integral is nothing other than the Riemann invariant $J_{-}(n, v) .{ }^{10,32}$ In fact, for $A^{2}=0$, because of the reduction (7), the vector $\mathbf{l}^{(4)}$ transforms into the left eigenvector of the matrix of coeffi-
cients of the Euler system corresponding to the velocity $W_{-}$ (14). Thus, the function $f(\Gamma)$ in this limit coincides with the characteristic form for Euler hydrodynamics and is the total derivative $D_{\Gamma}$, independently of the curve $\Gamma$. ${ }^{32,33}$ A similar statement holds for $k=0$. Thus,

$$
\begin{align*}
& \left.R_{4}\right|_{A^{2}=0}=R(n, v)=J_{-}(n, v)+C^{1},  \tag{30}\\
& \left.R_{4}\right|_{k=0}=R(n, v)=J_{-}(n, v)+C^{2} \tag{31}
\end{align*}
$$

are the integrals of Eq. (27) on the family of solutions of interest to us. It is important that the integrals (30) and (31) are, themselves, local and their values are independent of the global properties of the solution. Thus, the relationship between the constants of integration $C^{1}$ and $C^{2}$ is easily established using the natural requirement that the local integrals (30) and (31) coincide as the width of the dissipationless shock approaches zero. In this case, it is evident that $C^{1}$ $=C^{2} \equiv C$ and Eq. (28) implies that $C=0$. Note that a situation will arise below in which the relationship between the constants of integration is not so trivial. Thus, $R=R(\Gamma)$ is a continuous function of the curve $\Gamma$ and takes the values

$$
\begin{equation*}
R_{4}(M)=J_{-}(M) \text { and } R_{4}(N)=J_{-}(N) \tag{32}
\end{equation*}
$$

at its ends.
Now let the curve $\Gamma$ be the characteristic determined by the equation $d x / d t=V_{4}$ on the solution of this problem. Then the expression on the right hand side of Eq. (27) is the same as the characteristic form ${ }^{14,32,33}$ of the modulation system (4) corresponding to the velocity $V_{4}$, so that

$$
\begin{equation*}
D_{4} R_{4}=0, \tag{33}
\end{equation*}
$$

where

$$
D_{4}=\frac{\partial}{\partial t}+V_{4}(x, t) \frac{\partial}{\partial x}
$$

Now Eq. (26) follows immediately from Eq. (32). We emphasize that, despite the external similarity of Eq. (33) to the Riemann form of the equations for diagonalizable quasilinear systems, $R_{4}(x, t)$ is not, in general, a 'real'' Riemann invariant, since $D_{4}$ is a linear differential operator specified on the solution of the inversion problem. Of course, for diagonalizable systems the dependence on the solution vanishes and $R_{4}$ becomes a local function of the dependent variables $u_{i}$, i.e., is transformed into an ordinary Riemann invariant. The consequence of Eq. (26) and the matching conditions (22) and (23) is a substantial restriction imposed on the invariants of the outer hydrodynamic flow adjacent to the dissipationless shock, specifically,

$$
\begin{equation*}
r_{-}(M)=r_{-}(N) \tag{34}
\end{equation*}
$$

Note that in the above discussion it has been assumed that the integrating factor ensuring the existence of the total derivative $D_{\Gamma}$ on the right hand side of Eq. (28) is equal to unity. This is true for Euler hydrodynamics and, therefore, is satisfied near the boundaries of the dissipationless shock for the Whitham characteristic $d x / d t=V_{4}$ which joins the two Euler regimes. Furthermore, it is easy to show that this statement about the transfer of a local Riemann invariant along a characteristic (through the Whitham zone) can also be gen-


FIG. 4. Typical decay patterns for a discontinuity in dispersive hydrodynamics: (a) rarefaction wave on the left, dissipationless shock on the right, (b) two dissipationless shocks travelling in opposite directions.
eralized to the case of an integrating factor that differs from unity in one or several regions where a local invariant exists. As a result, the rule about the transfer of a local invariant is valid, not only for the characteristics $d x / d t=V_{4}$, but also for characteristics from any other family on which a local Riemann structure exists in several regions of $x t$. This is used in the next section, where the transfer of data along the characteristics $d x / d t=V_{1}$ and $d x / d t=V_{3}$ is exploited. Recall that the condition (34) applies to an arbitrarily chosen characteristic from the family that is being studied. If, however, the flow to the right or left of the dissipationless shock wave is a simple wave or constant, then the invariant $r_{-}$is constant throughout this entire region and, therefore, along the boundary. Then, Eq. (34) yields an equation relating the hydrodynamic variables along both sides of such a dissipationless shock:

$$
\begin{equation*}
r_{-}\left(\rho^{-}, u^{-}\right)=r_{-}\left(\rho^{+}, u^{+}\right) . \tag{35}
\end{equation*}
$$

Therefore, the value of the Riemann invariant for ideal hydrodynamics is transferred through the Whitham zone, even though the Whitham equations, themselves, have no Riemann invariants.

Condition (35) plays the same role in dispersive hydrodynamics as the shock adiabat in ordinary dissipative hydrodynamics. ${ }^{10}$ Note that Eq. (35) applies to waves travelling to the right. Analogous results can be obtained for leftward propagating waves; in that case the invariant $r_{+}$will be conserved on passing through the dissipationless shock. Equation (35) was first proposed ${ }^{4}$ on the basis of physical considerations.

Equation (35) can also be used to formulate a general theorem on contact flows ${ }^{10,32,34}$ in dispersive hydrodynamics. If the flow along one side of a dissipationless shock is constant $\left(\rho=\rho_{0}, u=u_{0}\right)$, then the flow along the other side is a simple wave. In fact, one of the families of characteristics carries the value of "its own', Riemann invariant through the dissipationless shock, and this means that the flow on the other side is a simple wave (or as a special case, is constant).

## 5. DETERMINATION OF THE COORDINATES OF THE FRONTS OF THE DISSIPATIONLESS SHOCK IN THE SELFSIMILAR SOLUTIONS OF THE WHITHAM EQUATIONS

We now turn to one of the most important nonlinear problems of hydrodynamics, the decay of an initial discontinuity. The decay of a discontinuity produces two waves on both sides of it, a dissipative shock and a rarefaction wave, in different combinations depending on the initial data. ${ }^{4,26} \mathrm{~A}$
plateau region in which the flow is constant develops between these waves. ${ }^{1)}$ Figure 4 shows typical pictures of the breakup of a discontinuity. The fact that an arbitrary discontinuity, parametrized by the four constants $\rho^{ \pm}$and $u^{ \pm}$, cannot be "matched" in the case of a single dissipationless shock wave follows from the existence of the additional relation (35), which reduces the number of parameters to three. The desired matching is achieved by introducing two waves travelling in opposite directions. The hydrodynamic quantities on both sides of the wave travelling to the right are related by Eq. (35). For the leftward travelling wave, as noted above, we have the analogous relation

$$
\begin{equation*}
r_{+}\left(\rho^{-}, u^{-}\right)=r_{+}\left(\rho^{+}, u^{+}\right) . \tag{36}
\end{equation*}
$$

Note that one of Eqs. (35) or (36) is automatically satisfied even if one of the waves that develops is a rarefaction wave; in this case it is a consequence of the constancy of the corresponding Riemann invariant of the equations of ideal hydrodynamics. The time evolution of a dissipationless shock obeys the self-similar $(\tau=x / t)$ solutions of the corresponding modulation system. We shall limit ourselves to considering dissipationless shocks travelling to the right. It is not necessary to be interested in the exact structure of the solution in the region of the dissipationless shock, limiting oneself to just the Euler equations, but introducing a discontinuity into them that occupies a finite region in the selfsimilar variables from $\tau^{-}$to $\tau^{+} .{ }^{4} \tau^{-}$and $\tau^{+}$have been determined ${ }^{4}$ as functions of the density jump at a discontinuity for an ion-acoustic dissipationless shock. For an analytic solution of this problem, it turns out that it is enough to know the local Riemann structure and the asymptotic behavior of the characteristics of the modulation system near the fronts of the dissipationless shock. Let, as before, the constant density and velocity in front of the shock be $\rho^{+}$and $u^{+}$and behind it, $\rho^{-}$and $u^{-}$. Without loss of generality, we take $u^{+}=0$, which corresponds to transforming to the moving coordinate system. First of all, we note that a self-similar dissipationless shock is described by solutions of the modulation equations in the form of centered simple waves. This means that the family of characteristics corresponding to the velocity $V_{2}$ forms a fan of straight lines with its center at the point $(0,0)$ and the boundaries of the dissipationless shock, the straight lines $x=\tau^{-} t$ and $x=\tau^{+} t$, represent multiple characteristics (Fig. 5).

The rectilinear characteristics of the outer flow, which correspond to the velocity $V_{+}$, 'punch through'" the front of the dissipationless shock. Then they curve and at the op-


FIG. 5. Characteristics in a centered simple dissipationless shock: (a) the families $d x / d t=V_{2}$ and $d x / d t=V_{3}$, (b) the families $d x / d t=V_{2}$ and $d x / d t=V_{1}$.
posite front they merge with the characteristics from the centered family. An important difference between this special case of simple wave and the general situation described in Section 2, where the boundaries are not characteristics but are envelopes with a multiple characteristic direction at every point. (See Figs. 3a and 3b.) Figure 5 does not show the previously described family of characteristics $d x / d t=V_{4}$, since there are no fundamental changes from the general case (Fig. 3c). (Of course, the characteristics in the outer region become rectilinear.)

For concreteness, we now examine the trailing edge of the shock, $x^{-}=\tau^{-} t$, at which the amplitude goes to zero $\left(A^{2}=0\right)$ and the matching conditions (24) are satisfied ( $v^{-}$ $=u^{-}, n^{-}=\rho^{-}$). As shown in Section 2, the multiple characteristic velocity in this case coincides with the linear group velocity of the generated wave, i.e.,

$$
\begin{equation*}
\omega_{0}^{\prime}\left(k_{0}, u^{-}, \rho^{-}\right)=\tau^{-}, \tag{37}
\end{equation*}
$$

where $k_{0}$ is the wave number from which nonlinear generation takes place at the trailing edge. ${ }^{5}$ Therefore, the problem of determining the coordinate $\tau_{-}$reduces to finding the function $k_{0}\left(u^{-}, \rho^{-}, \rho^{+}\right)$. In order to find $k_{0}$ it is necessary to determine the local Riemann invariant corresponding to the multiple characteristic velocity for $A^{2}=0$, and then equate it to the outer invariant $r_{+}$arriving with the Euler characteristics at the leading edge of the dissipationless shock. We now describe this process in more detail.

The jump condition (35) takes the form $r_{-}\left(\rho^{-}, u^{-}\right)$ $=r_{+}\left(\rho^{+}, 0\right)$ and makes it possible to determine $u^{-}$as a function of $\rho^{+}$and $\rho^{-}$. As a result, we have only two nontrivial parameters $\rho^{+}$and $\rho^{-}$characterizing the self-similar problem. We now consider the system of Eqs. (7), in which we set the hydrodynamic invariant $J_{-}(n, v)$ constant [this invariant is matched with $r_{-}\left(\rho^{+}, \rho^{-}\right)$in the dissipationless shock) (see Eq. (16)], i.e.,

$$
\begin{equation*}
J_{-}(n, v)=r_{-}\left(\rho^{+}, \rho^{-}\right)=\text {const. } \tag{38}
\end{equation*}
$$

The condition (38) automatically ensures matching at the trailing edge and determines the function $n(v)$ in the system of Eqs. (7). The system, itself, then takes the form

$$
\begin{align*}
& \partial_{t} J_{+}(n)+V_{+}(n) \partial_{x} J_{+}(n)=0, \\
& \partial_{t} k+\partial_{x} \omega_{0}(k, n)=0 \tag{39}
\end{align*}
$$

Since Eq. (39) is a second order hyperbolic system, it can always be diagonalized. ${ }^{32}$ One of its Riemann invariants,
$J_{+}(n) \equiv J_{+}(n, v(n))$, has already been pointed out, while the second necessarily exists and can be found in the form $J_{0}$ $=J_{0}(k, n)$. This invariant, according to Section 4 , is transported through the Whitham zone along the characteristic $d x / d t=V_{3}$ (see Fig. 5a), i.e.,

$$
\begin{equation*}
J_{0}\left(k_{0}, \rho^{-}\right)=r_{+}\left(u^{+}=0, \rho^{+}\right) . \tag{40}
\end{equation*}
$$

Equation (40) yields the desired function $k_{0}\left(\rho^{+}, \rho^{-}\right)$. Note that the Riemann invariant is an arbitrary function $f\left(J_{0}\right)$, so in order to determine a specific dependence $J_{0}(k, n)$ in Eq. (40), it is necessary to impose the natural condition

$$
\begin{equation*}
J_{0}(k=0, n)=J_{+}(n) \tag{41}
\end{equation*}
$$

on $J_{0}$, which ensures that these invariants are equal when the width of the dissipationless shock goes to zero. (Recall that $k=0$ at the leading edge, while $J_{0}$ is calculated at the trailing edge, so examining the limit $J_{0}(k \rightarrow 0)$ is equivalent to calculating $J_{0}$ for a dissipationless shock of infinitely small intensity).

The coordinate $\tau^{+}$of the leading edge can be calculated in completely analogous fashion. To do this it is necessary to determine the Riemann invariants of the system of Eqs. (9) with the integral (38), and then to equate the local invariant $J_{s}(n, \zeta)$, corresponding to the velocity $U_{s}$, to the outer invariant $r_{+}\left(u^{-}, \rho^{-}\right)$. (Transport takes place along the characteristic $d x / d t=V_{1}$.) The condition analogous to Eq. (41) for a dissipationless shock of zero intensity has the form

$$
\begin{equation*}
J_{s}(n, \zeta=0)=J_{+}(n) \tag{42}
\end{equation*}
$$

As a result, we obtain the dependence

$$
\begin{equation*}
\zeta_{s}=\zeta_{s}\left(\rho^{-}, \rho^{+}\right) \tag{43}
\end{equation*}
$$

where $\zeta_{s}$ is the value of $\zeta$ at the soliton front $\tau^{+}$.
The self-similar coordinate of the soliton front [see Eq. (21)] is determined by the multiple characteristic of the velocity for $k=0$, which coincides with the soliton velocity $U_{s}$ [Eq. (10) (recall that $\left.v\left(\tau^{+}=u^{+}=0\right)\right]$ :

$$
\begin{equation*}
\tau^{+}=U_{s}\left(\rho^{+}, 0, \zeta_{s}\right) \equiv U_{s}\left(\rho^{-}, \rho^{+}\right) \tag{44}
\end{equation*}
$$

We now proceed to consider some concrete examples.

## 6. THE KORTEWEG-DE VRIES EQUATION

We shall consider the KdV equation in the form

$$
\begin{equation*}
\partial_{t} u+u \partial_{x} u+\partial_{x x x}^{3} u=0 . \tag{45}
\end{equation*}
$$

The modulation system for the KdV equation has a Riemann invariant. ${ }^{6,20}$ The corresponding problem of the decay of the discontinuity

$$
\begin{equation*}
u(0, x)=0, \quad x>0, \quad u(0, x)=1, \quad x \leqslant 0, \tag{46}
\end{equation*}
$$

has been fully studied. ${ }^{15}$ We shall calculate the coordinates of the fronts of the dissipationless shocks, using the general technique described in this section (i.e., without using the Riemann form for the complete modulation system). The matching conditions analogous to the conditions (24) and (25) for the average (averaged over the oscillations) quantity $\eta \equiv \bar{u}$ take the following form:

$$
\begin{equation*}
A^{2}=0, \quad \eta=1 \tag{47}
\end{equation*}
$$

for $\tau=\tau^{-}$, and

$$
\begin{equation*}
k=0, \quad \eta=0 \tag{48}
\end{equation*}
$$

for $\tau=\tau^{+}$. Equation (35) can be regarded as automatically satisfied, since the outer flow in the KdV hydrodynamics is necessarily a simple wave. Let us write down the dispersion relation for the nonlinear KdV waves against the evolving hydrodynamic background $\eta(x, t)$ :

$$
\begin{equation*}
\omega_{0}(k, \eta)=k \eta-k^{3} . \tag{49}
\end{equation*}
$$

Equation (49) makes it possible to obtain a reduction of the modulation system for the linear front that is analogous to Eq. (7) at once:

$$
\begin{equation*}
A^{2}=0, \quad \partial_{t} \eta+\eta \partial_{x} \eta=0, \quad \partial_{t} k+\partial_{x}\left(k \eta-k^{3}\right)=0 . \tag{50}
\end{equation*}
$$

It is easy to find the desired local Riemann invariant from Eq. (50):

$$
\begin{equation*}
J_{0}(k, \eta)=\eta-3 k^{2} / 2 . \tag{51}
\end{equation*}
$$

The role of the hydrodynamic invariant $J_{+}$is played by the variable $\eta$, itself. [See Eq. (39)]. Note that the condition (41) is satisfied, since $J_{0}(0, \eta)=\eta$. Then, we have the equation $J_{0}\left(k_{0}, 1\right)=0$ for $k_{0}$, which gives $k_{0}^{2}=2 / 3$. [See Eq. (40)]. From this we find at once that [see Eq. (37)]

$$
\begin{equation*}
\tau^{-}=\frac{\partial \omega_{0}}{\partial k}\left(\sqrt{\frac{2}{3}}, 1\right)=-1 \tag{52}
\end{equation*}
$$

For the leading (soliton) front we have the following reduction of the KdV modulation system: ${ }^{5}$

$$
\begin{equation*}
k=0, \quad \partial_{t} \eta+\eta \partial_{x} \eta=0, \quad \partial_{t} \zeta+U_{s}(\eta, \zeta) \partial_{x} \zeta+\zeta \partial_{x} \eta=0, \tag{53}
\end{equation*}
$$

where

$$
U_{s}(\eta, \zeta)=\eta+2 \zeta^{2 / 3} / 3
$$

We find the local Riemann invariant that is constant along the soliton front from Eq. (53):

$$
\begin{equation*}
J_{s}(\eta, \zeta)=\eta+\zeta^{2 / 3} \tag{54}
\end{equation*}
$$

Equation (42) is satisfied, since $J_{s}(\eta, 0)=\eta$. Transport of the local Riemann invariant along the family of characteristics $d x / d t=V_{1}$ yields the equation $J_{s}\left(0, \zeta_{s}\right)=1$, which implies that $\zeta_{s}=1$. Then [see Eq. (44)],

$$
\begin{equation*}
\tau^{+}=U_{s}\left(0, \zeta_{s}\right)=2 / 3 \tag{55}
\end{equation*}
$$

The values of $\tau^{ \pm}$found here correspond to the results of Ref. 15.

## 7. NONLINEAR ION-ACOUSTIC WAVES

Let us consider the system of Eqs. (2) describing a nonlinear flow in a nonisothermal plasma. The modulation system of Eqs. (2) has been found in Ref. 5. As noted above, the absence of Riemann invariants for this system means that it is impossible to construct an exact solution of the inversion problem by known methods. Nevertheless, the existence of a local Riemann structure, which ensures generation of a dissipationless shock wave, makes it possible to calculate analytically the coordinates of the fronts of the dissipationless shock.

### 7.1 Trailing edge of an ion-acoustic dissipationless shock

In order to determine the trailing edge of a dissipationless shock wave it is sufficient to know only the linear dispersion relation, which in this case has the form ${ }^{5}$

$$
\begin{equation*}
\omega_{0}(k, v, n)=k\left(v+\gamma^{1 / 2}\right), \tag{56}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=\frac{1}{1+k^{2} / n} . \tag{57}
\end{equation*}
$$

Then we have a system of three equations when $A^{2}=0$ for determining the local Riemann invariant:

$$
\begin{align*}
& \partial_{t} J_{ \pm}+V_{ \pm} \partial_{x} J_{ \pm}=0, \\
& \partial_{t} k+\partial_{x}\left(k\left(v+\gamma^{1 / 2}\right)\right)=0, \tag{58}
\end{align*}
$$

where

$$
\begin{equation*}
J_{ \pm}(n, v)=v \pm \ln n, \quad V_{ \pm}=v \pm 1 . \tag{59}
\end{equation*}
$$

The conditions (22) and (35) fix the invariant $J_{-}$:

$$
\begin{equation*}
v-\ln n=u^{-}-\ln \rho^{-}=-\ln \rho^{+} . \tag{60}
\end{equation*}
$$

Equation (60) implies that

$$
\begin{equation*}
u^{-}=\ln \Delta, \quad v=\ln \left(n / \rho^{+}\right) \tag{61}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta=\rho^{-} / \rho^{+} \tag{62}
\end{equation*}
$$

is the density jump, which is now the only parameter of the problem.

Given Eq. (61), the system of Eqs. (58) now takes the form

$$
\begin{align*}
& \partial_{t} J_{+}+\left[\ln \left(n / \rho^{+}\right)+1\right] \partial_{x} J_{+}=0, \\
& \partial_{t} k+\partial_{x}\left[k\left(\ln \left(n / \rho^{+}\right)+\gamma^{1 / 2}\right)\right]=0, \tag{63}
\end{align*}
$$

where
$J_{+}(n)=2 \ln n-\ln \rho^{+}$.
Diagonalizing the system (63) leads to the following Riemann invariants:

$$
\begin{equation*}
J_{1}=J_{+}(n), \quad J_{2}=\ln n+\ln \gamma+\frac{2}{1+\gamma^{1 / 2}} . \tag{64}
\end{equation*}
$$



FIG. 6. Self-similar boundaries of an ion-acoustic dissipationless shock, $\tau^{-}$ and $\tau^{+}$, as functions of the density jump $\Delta=\rho^{-} / \rho^{+}$.

The local Riemann invariant $J_{0}(k, n)=f\left[J_{2}(k, n)\right]$ is found using the condition (41), which in this case takes the form

$$
\begin{equation*}
f\left(J_{2}(0, n)\right)=J_{+}(n) . \tag{65}
\end{equation*}
$$

Equations (64) and (65) imply that

$$
\begin{equation*}
f(x)=2(x-1)-\ln \rho^{+} \tag{66}
\end{equation*}
$$

Then

$$
\begin{equation*}
J_{0}(k, n)=2\left(\ln n+\ln \gamma+\frac{2}{1+\gamma^{1 / 2}}-1\right)-\ln \rho^{+} . \tag{67}
\end{equation*}
$$

The quantity $\gamma_{0}=1 /\left(1+k_{0}^{2} / \rho^{-}\right)$is determined from condition (40) for the transport of the local Riemann invariant $J_{0}$ along the characteristics $d x / d t=V_{3}$ :

$$
\begin{equation*}
2\left(\ln \rho^{-}+\ln \gamma_{0}+\frac{2}{1+\gamma_{0}^{1 / 2}}-1\right)-\ln \rho^{+}=\ln \rho^{+} . \tag{68}
\end{equation*}
$$

As a result, for the coordinate of the trailing edge,

$$
\begin{equation*}
\tau^{-}=\left.\left(\partial \omega_{0} / \partial k\right)\right|_{n=\rho_{2}, \gamma=\gamma_{0}}=\ln \Delta+\gamma_{0}^{3 / 2} \tag{69}
\end{equation*}
$$

we have the equation

$$
\begin{equation*}
\ln \left[\Delta \cdot\left(\tau_{*}^{-}\right)^{2 / 3}\right]=\frac{\left(\tau_{*}^{-}\right)^{1 / 3}-1}{\left(\tau_{*}^{-}\right)^{1 / 3}+1}, \tag{70}
\end{equation*}
$$

where $\tau_{*}^{-}=\tau^{-}-\ln \Delta$. The function $\tau^{-}(\Delta)$ is shown in Fig. 6 and is fully consistent with the results of a numerical calculation. ${ }^{4}$

### 7.2. Leading front of an ion-acoustic dissipationless shock

Finding the coordinates of the leading front of a selfsimilar ion-acoustic dissipationless shock is ideologically the same as the previous calculations for the trailing edge, but involves some cumbersome calculations. This is because of the complexity of the coefficients of the modulation system (4) for nonlinear ion-acoustic waves in the soliton limit. (See Ref. 5.) Here we present only the final result. The implicit dependence of the coordinate $\tau^{+}$of the leading front on the density jump $\Delta$ at the boundaries of the dissipationless shock is given by

$$
\begin{equation*}
\ln \Delta=\int_{1}^{\tau_{+}} \frac{z-1}{z} \frac{3 a_{-} z-a_{+} z^{-1}+2 a_{-}^{\prime} z^{2}+2 a_{+}^{\prime}}{a_{-} z^{2}+a_{-} z+a_{+} z^{-1}-2 a_{-}-a_{+}} d z \tag{71}
\end{equation*}
$$

where

$$
\begin{align*}
a_{+}(z)= & -z^{1 / 4} \int_{-z^{2} / 2}^{\psi(z)}(z-y)^{1 / 2} \\
& \times\left\{-z+\frac{\exp \left[\left(z^{2}-y^{2}\right) / 2\right]-1}{z-y}\right\}^{-1 / 2} y d y \\
a_{-}(z)= & z^{-1 / 4} \int_{-z^{2} / 2}^{\psi(z)}(z-y)^{1 / 2} \\
& \times\left\{-z+\frac{\exp \left[\left(z^{2}-y^{2}\right) / 2\right]-1}{z-y}\right\}^{-1 / 2} d y . \tag{72}
\end{align*}
$$

The upper limit of integration $\psi(z)$ is specified by the algebraic equation

$$
\begin{equation*}
(-2 \psi)^{1 / 2}-z+\frac{\exp \left(\psi+z^{2} / 2\right)-1}{z}=0 \tag{73}
\end{equation*}
$$

A plot of $\tau^{+}(\Delta)$ constructed using Eqs. (71)-(73) is shown in Fig. 6; this is also in agreement with the numerical calculations. ${ }^{4}$

We thank A. A. Krylov, V. V. Khodorovskiĭ, and A. V. Gurevich for many useful comments. This work was supported by the CRDF foundation (grant RM1-145). G. A. E. also thanks the Russian Fund for Fundamental Research for partial financial support (grant 96-01-01453).

[^15][^16]${ }^{20}$ H. Flaschka, M. G. Forest, and D. W. McLaughlin, Commun. Pure Appl. Math. 33, 739 (1980).
${ }^{21}$ B. A. Dubrovin and S. P. Novikov, Usp. Mat. Nauk 44, 28 (1989).
${ }^{22}$ S. P. Tsarev, Dokl. Akad. Nauk SSSR 282, 534 (1985).
${ }^{23}$ M. G. Forest and J. E. Lee, in C. Dafermos et al., eds., Oscillation Theory Computation and Methods of Compensated Compactness, SpringerVerlag (1986), p. 35.
${ }^{24}$ M. V. Pavlov, Teor. Mat. Fiz. 71, 351 (1987).
${ }^{25}$ A. V. Gurevich and A. L. Krylov, Zh. Éksp. Teor. Fiz. 92, 1684 (1987) [Sov. Phys. JETP 65, 944 (1987)].
${ }^{26}$ G. A. El, V. V. Geogjaev, A. V. Gurevich, and A. L. Krylov, Physica D 87, 186 (1995).
${ }^{27}$ G. A. El and A. L. Krylov, Phys. Lett. A 203, 77 (1995).
${ }^{28}$ V. V. Avilov and S. P. Novikov, Dokl. Akad. Nauk SSSR 294, 325 (1987) [Sov. Phys. Dokl. 32, 366 (1987)].
${ }^{29}$ V. V. Avilov, I. M. Krichever, and S. P. Novikov, Dokl. Akad. Nauk SSSR 295, 345 (1987) [Sov. Phys. Dokl. 32, 564 (1987)].
${ }^{30}$ A. V. Gurevich and L. P. Pitaevskiĭ, Zh. Éksp. Teor. Fiz. 93, 871 (1987) [Sov. Phys. JETP 66, 490 (1987)].
${ }^{31}$ A. E. Kudryavtsev, JETP Lett. 22, 82 (1975).
${ }^{32}$ B. L. Rozhdestvenski1̆ and N. N. Yanenko, Systems of Quasilinear Equations and their Applications in Gas Dynamics [in Russian], Nauka, Moscow (1978).
${ }^{33}$ R. Courant, Partial Differential Equations [Russian translation], Mir, Moscow (1964).
${ }^{34}$ L. V. Ovsyannikov, Lectures on the Foundations of Gas Dynamics [in Russian], Nauka, Moscow (1981).

Translated by D. H. McNeill

# Instability and chaos in nonlinear wave interaction: a simple model 

I. M. Khalatnikov

School of Physics and Astronomy, Raymond and Beverly Sackler Faculty of Exact Sciences, Tel Aviv University, 69978 Tel Aviv, Israel; L. D. Landau Institute for Theoretical Physics, Russian Academy of Sciences, 117940 Moscow, Russia
M. Kroyter*)

School of Physics and Astronomy, Raymond and Beverly Sackler Faculty of Exact Sciences, Tel Aviv University, 69978 Tel Aviv, Israel
(Submitted 7 October 1998)
Zh. Éksp. Teor. Fiz. 115, 1137-1146 (March 1999)
We analyze the stability of a system which contains a harmonic oscillator nonlinearly coupled to its second harmonic, in the presence of a driving force. It is found that there always exists a critical amplitude of the driving force above which a loss of stability appears. The dependence of the critical input power on the physical parameters is analyzed. For a driving force of greater amplitude, chaotic behavior is observed. The generalization to interactions which include higher modes is discussed. © 1999 American Institute of Physics. [S1063-7761(99)02703-1]

## 1. INTRODUCTION

In a series of experiments, the motion of the surface of a superfluid liquid in a cylindrical vessel was studied. This motion was induced by standing waves of second sound propagating in the bulk of the liquid. Above a critical value of the input power, the motion lost stability. ${ }^{5,6}$

To account for this loss of stability we analyzed a model that explained this phenomenon, ${ }^{8}$ and found it to be in good agreement with the experimental results. The model is general enough to account for the loss of stability in other wave systems.

## 2. MODEL

The model consists of two nonlinearly coupled harmonic oscillators, of which one is coupled to an external driving force. First, we justify the use of two oscillators, with frequencies close to $\omega$ and $2 \omega$, for describing the physics of systems such as the one above ( $\omega$ is the frequency of the driving force). We assume that in the linear approximation the free, nondissipative (classical) theory is given by the Hamiltonian

$$
\begin{equation*}
H=\sum_{n=1}^{\infty} \omega_{n} a_{n}^{*} a_{n} \tag{1}
\end{equation*}
$$

where $a_{n}$ is the (complex) amplitude of the $n^{\text {th }}$ mode and $a_{n}^{*}$ is its complex conjugate. Dissipation and the driving force are added subsequently. The modes are the eigenfunctions of the wave equation with the appropriate Sturm-Liouville boundary conditions. We neglect terms higher than cubic in the Hamiltonian, as well as terms which are far from resonance and therefore have small coupling constants. ${ }^{1}$ The Hamiltonian becomes

$$
\begin{equation*}
H=\sum_{n=1}^{\infty} \omega_{n} a_{n}^{*} a_{n}+\sum_{\substack{k+l-m \simeq 0 \\ k, l, m=1}}^{\infty}\left(\lambda_{k, l ; m} a_{k} a_{l} a_{m}^{*}+\text { c.c. }\right), \tag{2}
\end{equation*}
$$

where c.c. stands for complex conjugate, and $\lambda_{k, l ; m}$ $=\lambda_{l, k ; m}$.

We now couple an external driving force to one of the modes. Note that in order to describe a physical problem, attenuation must be added as well. Modes which are not strongly coupled to the excited mode will decay. Again, we assume that to describe the onset of instability, a minimal number of modes is needed. We therefore take the excited mode and the mode with frequency closest to twice the frequency of the first. With a harmonic driving force, the Hamiltonian takes the form

$$
\begin{align*}
H= & \omega_{d} a_{d}^{*} a_{d}+\omega_{2 d} a_{2 d}^{*} a_{2 d}+\left(\lambda a_{d}^{2} a_{2 d}^{*}+\text { c.c. }\right) \\
& +\left(f e^{i \omega t} a_{d}^{*}+\text { c.c. }\right) \tag{3}
\end{align*}
$$

where $\omega$ is the frequency of the driving force, which should be close to $\omega_{d}$ in order to establish resonance.

We use

$$
\begin{equation*}
i \dot{a}_{d}=\frac{\partial H}{\partial a_{d}^{*}} \tag{4}
\end{equation*}
$$

Hamilton's equations in the amplitude formalism, ${ }^{1}$ to derive the equations of motion:

$$
\begin{align*}
& i \dot{a}_{d}=\omega_{d} a_{d}+2 \lambda * a_{d}^{*} a_{2 d}+f e^{i \omega t},  \tag{5}\\
& i \dot{a}_{2 d}=\omega_{2 d} a_{2 d}+\lambda a_{d}^{2} \tag{6}
\end{align*}
$$

The equations are invarant under the transformation

$$
\begin{array}{ll}
a_{d} \rightarrow a_{d} e^{i(\phi+\theta)}, & a_{2 d} \rightarrow a_{2 d} e^{i(\phi-\theta)}, \\
\lambda \rightarrow \lambda e^{i(-\phi-3 \theta)}, & f \rightarrow f e^{i(\phi+\theta)} \tag{7}
\end{array}
$$

It is therefore possible to eliminate two independent phases from the equations, so we can choose $\lambda$ and $f$ to be real.

We now add dissipative terms to the equation in the usual manner. ${ }^{1}$ The equations become

$$
\begin{align*}
& i \dot{a}_{d}=\left(\omega_{d}-i \gamma_{d}\right) a_{d}+2 \lambda a_{d}^{*} a_{2 d}+f e^{i \omega t},  \tag{8}\\
& i \dot{a}_{2 d}=\left(\omega_{2 d}-i \gamma_{2 d}\right) a_{2 d}+\lambda a_{d}^{2} \tag{9}
\end{align*}
$$

where $\gamma$ are the dissipation constants.
The final stage before analyzing the equations is to introduce 'slow variables' to eliminate the time dependence. Under the transformation

$$
a_{d} \rightarrow a_{d} e^{-i \omega t}, \quad a_{2 d} \rightarrow a_{2 d} e^{-2 i \omega t}
$$

the equations become

$$
\begin{align*}
& i \dot{a}_{d}=\left(\Delta_{d}-i \gamma_{d}\right) a_{d}+2 \lambda a_{d}^{*} a_{2 d}+f,  \tag{10}\\
& i \dot{a}_{2 d}=\left(\Delta_{2 d}-i \gamma_{2 d}\right) a_{2 d}+\lambda a_{d}^{2}, \tag{11}
\end{align*}
$$

where $\Delta_{d} \equiv \omega_{d}-\omega$ and $\Delta_{2 d} \equiv \omega_{2 d}-2 \omega$ are the frequency offsets with respect to the driving force.

We note that in deriving the Hamiltonian (3) we have neglected one nonlinear term of the same order with respect to $a_{d}$ as the one that we have kept, namely $\kappa a_{d}^{2} a_{d}^{* 2}$. For systems in which $\kappa \ll \lambda^{2} / \omega$, this term is small, but it turns out that even for $\kappa$ much larger the importance of this term is not crucial. Note that $\omega$ is absent from the equations. From dimensional considerations, $\kappa$ can appear in the equations only as $\kappa \Delta$ or $\kappa \gamma$; this is the term that has to be of order $\lambda^{2}$.

Hereafter we analyze three aspects of the model: stationary solutions, stability, and numerical calculations. For stationary solutions it is easy to verify that the effect of $\kappa$ is merely to renormalize $\Delta_{2 d}$ and $\gamma_{2 d}$. This is the well-known effect of shifting the resonance. ${ }^{2}$ We have seen that $\kappa$ is not of great importance in the stability analysis or in our numerical calculations, even for $\kappa>\lambda^{2} / \Delta_{2 d}, \lambda^{2} / \gamma_{2 d}$. We will not include this term in what follows.

Although the model we use is a very simplified one, it still contains five parameters in addition to the driving force amplitude $f$. Not all the parameters are important. The amplitude $f$ of the driving force is an effective expression which is in fact a function of $\Delta_{d}$; moreover, the driving force couples to all other modes as well, and we may neglect all other couplings only when the one that we are left with is the dominant one. For this to be the case, we must have $\omega$ $\simeq \omega_{d}$, that is, $\Delta_{d}$ must be small compared to all other parameters with dimensions of frequency. The value of $\Delta_{2 d}$ will be dictated by geometry. Both our analytic and our numerical results depend on this assumption. In most physical systems there is a relation between $\gamma_{d}$ and $\gamma_{2 d}$. We shall assume that these two parameters are of the same order of magnitude.

## 3. STATIONARY SOLUTIONS

We begin our analysis by finding the fixed points of the equations, i.e., solving the equations

$$
\begin{equation*}
\left(\Delta_{d}-i \gamma_{d}\right) a_{d}+2 \lambda a_{d}^{*} a_{2 d}+f=0 \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
\left(\Delta_{2 d}-i \gamma_{2 d}\right) a_{2 d}+\lambda a_{d}^{2}=0 . \tag{13}
\end{equation*}
$$

We eliminate $a_{2 d}$ from the second equation, and substitute in the first one to obtain

$$
\begin{align*}
& \left(\Delta_{d}-i \gamma_{d}\right)\left(\Delta_{2 d}-i \gamma_{2 d}\right) a_{d}-2 \lambda^{2} a_{d}\left|a_{d}\right|^{2} \\
& \quad=-\left(\Delta_{2 d}-i \gamma_{2 d}\right) f . \tag{14}
\end{align*}
$$

The equation for $\zeta \equiv 2 \lambda^{2}\left|a_{d}\right|^{2} /\left|\gamma_{d} \gamma_{2 d}-\Delta_{d} \Delta_{2 d}\right|$ then becomes

$$
\begin{equation*}
\left((\zeta \pm 1)^{2}+\beta\right) \zeta=h \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
h \equiv \frac{2\left(\gamma_{2 d}^{2}+\Delta_{2 d}^{2}\right) \lambda^{2}}{\left|\gamma_{d} \gamma_{2 d}-\Delta_{d} \Delta_{2 d}\right|^{3}} f^{2} \tag{16}
\end{equation*}
$$

is the scaled force, and

$$
\begin{equation*}
\beta \equiv\left(\frac{\Delta_{d} \gamma_{2 d}+\Delta_{2 d} \gamma_{d}}{\gamma_{d} \gamma_{2 d}-\Delta_{d} \Delta_{2 d}}\right)^{2} \tag{17}
\end{equation*}
$$

The sign in equation (15) coincides with the sign of $\gamma_{d} \gamma_{2 d}$ $-\Delta_{d} \Delta_{2 d}$.

This equation has either one or three solutions. For a given value of $h$, the equation will have three solutions if and only if
$\gamma_{d} \gamma_{2 d}-\Delta_{d} \Delta_{2 d}<0$,
$0 \leqslant \beta<\frac{1}{3}$,
$\frac{2}{27}\left[1+9 \beta-(1-3 \beta)^{3 / 2}\right] \leqslant h \leqslant \frac{2}{27}\left[1+9 \beta+(1-3 \beta)^{3 / 2}\right]$.

In the following it will be illustrated that when three solutions are present, the middle one is unstable, as expected.

We note that the situation of three solutions is, in a sense, nonphysical. Both $\gamma_{d}$ and $\gamma_{2 d}$ are positive, so we can use (17)-(19) to deduce that

$$
\begin{equation*}
\left(\frac{\gamma_{d}}{\Delta_{d}}\right)^{2}<\left(\frac{\gamma_{2 d}}{\Delta_{2 d}}+\frac{\gamma_{d}}{\Delta_{d}}\right)^{2}<\frac{1}{3} . \tag{21}
\end{equation*}
$$

But this suggests that $\gamma_{d}<\Delta_{d}$, which contradicts our assumptions. In this region of parameters our model is inappropriate.

## 4. STABILITY

To check whether the stationary solutions are stable we linearize the equations around these solutions, and check whether small perturbations grow or decay. To simplify the calculations, we recall the symmetry (7) and use it with $\phi+3 \theta=0$ to redefine the stationary value of the first mode, $a_{d}^{(0)}$, to be real, without altering $\lambda$. The change in $f$ is not important, since $f$ will be absent from the linearized equations. We substitute in the linearized equations:

$$
\begin{equation*}
a_{2 d}^{(0)}=-\frac{\lambda a_{d}^{(0)^{2}}}{\Delta_{2 d}-i \gamma_{2 d}} \tag{22}
\end{equation*}
$$

Stability is now determined by $a_{d}^{(0)}$. Also, to simplify the notation, we use $a_{d}, a_{2 d}$ rather than $\delta a_{d}, \delta a_{2 d}$ for deviations from the stationary solution.

The linearized equations are

$$
\begin{align*}
& i \dot{a}_{d}=\left(\Delta_{d}-i \gamma_{d}\right) a_{d}+2 \lambda\left(a_{d}^{(0)} a_{2 d}-\frac{\lambda a_{d}^{(0)^{2}}}{\Delta_{2 d}-i \gamma_{2 d}} a_{d}^{*}\right),  \tag{23}\\
& i \dot{a}_{2 d}=\left(\Delta_{2 d}-i \gamma_{2 d}\right) a_{2 d}+2 \lambda a_{d}^{(0)} a_{d} ; \tag{24}
\end{align*}
$$

multiplying by $-i$ and separating into real and imaginary parts, we obtain the differential equation:

$$
\begin{align*}
& \frac{d}{d t}\left(\begin{array}{c}
\operatorname{Re}\left(a_{d}\right) \\
\operatorname{Im}\left(a_{d}\right) \\
\operatorname{Re}\left(a_{2 d}\right) \\
\operatorname{Im}\left(a_{2 d}\right)
\end{array}\right) \\
&=\left(\begin{array}{cccc}
-\gamma_{d}-p \gamma_{2 d} & \Delta_{d}+p \Delta_{2 d} & 0 & 2 a_{d}^{(0)} \lambda \\
-\Delta_{d}+p \Delta_{2 d} & -\gamma_{d}+p \gamma_{2 d} & -2 a_{d}^{(0)} \lambda & 0 \\
0 & 2 a_{d}^{(0)} \lambda & -\gamma_{2 d} & \Delta_{2 d} \\
-2 a_{d}^{(0)} \lambda & 0 & -\Delta_{2 d} & -\gamma_{2 d}
\end{array}\right) \\
& \times\left(\begin{array}{c}
\operatorname{Re}\left(a_{d}\right) \\
\operatorname{Im}\left(a_{d}\right) \\
\operatorname{Re}\left(a_{2 d}\right) \\
\operatorname{Im}\left(a_{2 d}\right)
\end{array}\right), \tag{25}
\end{align*}
$$

where $p=2 a_{d}^{(0)^{2}} \lambda^{2} /\left(\gamma_{2 d}^{2}+\Delta_{2 d}^{2}\right)$.
To ensure stability, we require that the real part of all eigenvalues of this matrix be negative. We find the coefficients of the characteristic polynomial $u^{4}+a u^{3}+b u^{2}+c u$ $+d$ to be

$$
\begin{align*}
a= & 2\left(\gamma_{d}+\gamma_{2 d}\right),  \tag{26}\\
b= & -\frac{4 \lambda^{4}}{\gamma_{2 d}^{2}+\Delta_{2 d}^{2}} a_{d}^{(0)^{4}}+8 \lambda^{2} a_{d}^{(0)^{2}} \\
& +\left(\gamma_{d}^{2}+\Delta_{d}^{2}+\gamma_{2 d}^{2}+\Delta_{2 d}^{2}+4 \gamma_{d} \gamma_{2 d}\right),  \tag{27}\\
c= & -\frac{8 \lambda^{4} \gamma_{2 d}}{\gamma_{2 d}^{2}+\Delta_{2 d}^{2}} a_{d}^{(0)^{4}}+8 \lambda^{2}\left(\gamma_{d}+\gamma_{2 d}\right) a_{d}^{(0)^{2}} \\
& +2\left[\left(\gamma_{d}^{2}+\Delta_{d}^{2}\right) \gamma_{2 d}+\left(\gamma_{2 d}^{2}+\Delta_{2 d}^{2}\right) \gamma_{d}\right],  \tag{28}\\
d= & 12 \lambda^{4} a_{d}^{(0)^{4}}+8 \lambda^{2}\left(\gamma_{d} \gamma_{2 d}-\Delta_{d} \Delta_{2 d}\right) a_{d}^{(0)^{2}} \\
& +\left(\gamma_{d}^{2}+\Delta_{d}^{2}\right)\left(\gamma_{2 d}^{2}+\Delta_{2 d}^{2}\right) . \tag{29}
\end{align*}
$$

To ensure that all roots of this polynomial have a negative real part, we use the Routh-Hurwitz criterion: ${ }^{3,4}$

$$
\begin{align*}
& a>0,  \tag{30}\\
& b>0,  \tag{31}\\
& d>0,  \tag{32}\\
& a b c>c^{2}+a^{2} d . \tag{33}
\end{align*}
$$

The condition (30) is trivial for a physical problem. The condition (31) is a quadratic equation in $a_{d}^{(0)^{2}}$, and is easily solved to give

$$
\begin{equation*}
a_{d}^{(0)^{2}}<\frac{\gamma_{2 d}^{2}+\Delta_{2 d}^{2}}{4 \lambda^{2}}\left(4+\sqrt{5+\frac{\gamma_{d}^{2}+\Delta_{d}^{2}+4 \gamma_{d} \gamma_{2 d}}{\gamma_{2 d}^{2}+\Delta_{2 d}^{2}}}\right) . \tag{34}
\end{equation*}
$$

The third condition, (32), is again a quadratic equation in $a_{d}^{(0)^{2}}$
$a_{d}$. , but with a positive rather then negative coefficient of

It is easily seen that for a negative $d$ to occur in the physical region $a_{d}^{(0)^{2}}>0$, we need to have

$$
\begin{equation*}
\gamma_{d} \gamma_{2 d}>\Delta_{d} \Delta_{2 d} \tag{35}
\end{equation*}
$$

When this condition is fulfilled, an unstable region appears when

$$
\begin{equation*}
\beta<\frac{1}{3} . \tag{36}
\end{equation*}
$$

Direct solution of the quadratic equation then shows that the central region of solutions coincides exactly with this unstable region (20). As mentioned above, this region is not physically important.

We combine (26)-(29) and (33), and define

$$
\begin{equation*}
z=\lambda^{2} a_{d}^{(0)^{2}} \tag{37}
\end{equation*}
$$

to obtain the last inequality:

$$
\begin{equation*}
a_{0} z^{4}+a_{1} z^{3}+a_{2} z^{2}+a_{3} z+a_{4}>0 \tag{38}
\end{equation*}
$$

where

$$
\begin{align*}
a_{0}= & \frac{64 \gamma_{d} \gamma_{2 d}}{\left(\gamma_{2 d}^{2}+\Delta_{2 d}^{2}\right)^{2}},  \tag{39}\\
a_{1}= & -\frac{64\left(\gamma_{d}+\gamma_{2 d}\right)^{2}}{\gamma_{2 d}^{2}+\Delta_{2 d}^{2}},  \tag{40}\\
a_{2}= & \frac{32 \gamma_{d} \gamma_{2 d}}{\gamma_{2 d}^{2}+\Delta_{2 d}^{2}}\left(\Delta_{2 d}^{2}-\Delta_{d}^{2}-\left(\gamma_{d}+\gamma_{2 d}\right)^{2}\right),  \tag{41}\\
a_{3}= & \left.16\left(\gamma_{d}+\gamma_{2 d}\right)^{2}\left[\left(\gamma_{d}+\gamma_{2 d}\right)^{2}+\left(\Delta_{d}+\Delta_{2 d}\right)^{2}\right)\right],  \tag{42}\\
a_{4}= & 4 \gamma_{d} \gamma_{2 d}\left[\left(\gamma_{d}+\gamma_{2 d}\right)^{2}+\left(\Delta_{d}+\Delta_{2 d}\right)^{2}\right] \\
& \left.\times\left[\left(\gamma_{d}+\gamma_{2 d}\right)^{2}+\left(\Delta_{d}-\Delta_{2 d}\right)^{2}\right)\right] . \tag{43}
\end{align*}
$$

It is seen that for any parameter value there exists an open neighborhood of zero in which the stationary solution is stable. It is very tedious to solve the inequality for the general case. We solve it for two special cases: one-dimensional geometry, and a cylindrical wave with a large $Q$-factor, both with reflecting boundary conditions.

Recall the assumption $\Delta_{d} \ll \gamma_{d}$. It is natural to assume that $\gamma_{d}$ and $\gamma_{2 d}$ are of the same order of magnitude. In a wide class of cases $\gamma \propto \omega^{2}$, and therefore

$$
\begin{equation*}
\gamma_{2 d} \simeq 4 \gamma_{d} \tag{44}
\end{equation*}
$$

We shall consider this case for both geometries. The value of $\Delta_{2 d}$ is dictated by geometry.

For one-dimensional geometry, the $d^{\text {th }}$ mode is $\cos (d \pi x / L)$, where $L$ is the length of the vessel. This dependence yields

$$
\begin{align*}
\Delta_{2 d}= & \omega_{2 d}-2 \omega=2 \Delta_{d}-\left(2 \omega_{d}-\omega_{2 d}\right)=2 \Delta_{d}-c\left(2 k_{d}\right. \\
& \left.-k_{2 d}\right)=2 \Delta_{d}-c(2 \pi d / L-\pi 2 d / L)=2 \Delta_{d} \tag{45}
\end{align*}
$$

We therefore have for the one-dimensional case

$$
\begin{equation*}
\Delta_{d}, \Delta_{2 d} \ll \gamma_{d}, \quad \gamma_{2 d} . \tag{46}
\end{equation*}
$$

We define

$$
\begin{align*}
& x=z / \gamma_{d}^{2}  \tag{47}\\
& s=\gamma_{2 d} / \gamma_{d} \tag{48}
\end{align*}
$$

We use (46) to derive the inequality

$$
\begin{align*}
& x^{4}-s(1+s)^{2} x^{3}-\frac{1}{2} s^{2}(1+s)^{2} x^{2}+\frac{1}{4} s^{3}(1+s)^{4} x \\
&+\frac{1}{16} s^{4}(1+s)^{4}>0 . \tag{49}
\end{align*}
$$

The solution of this inequality combined with (34) yields the final result,

$$
\begin{equation*}
x<\frac{1}{2}\left(s+s^{2}\right), \tag{50}
\end{equation*}
$$

from which one easily finds an expression for the critical input power:

$$
\begin{equation*}
f_{c}=\frac{3 \gamma_{d}+\gamma_{2 d}}{\lambda} \sqrt{\gamma_{2 d} \frac{\gamma_{d}+\gamma_{2 d}}{2}} \tag{51}
\end{equation*}
$$

or, using (44),

$$
\begin{equation*}
f_{c} \simeq \frac{22}{\lambda} \gamma_{d}^{2} \tag{52}
\end{equation*}
$$

We now substitute $\gamma_{d}=\alpha \omega^{2}$ to obtain

$$
\begin{equation*}
f_{c} \simeq \frac{22 \alpha^{2}}{\lambda} \omega^{4} \tag{53}
\end{equation*}
$$

A full description of the loss of stability for the specific problem can be obtained if we take into account the dependence of $\alpha$ and $\lambda$ on the relevant physical parameters, for example, the temperature.

For a cylindrical vessel of radius $R$, the modes are given by $J_{n}(k r) \cos (n \theta)$, where $J_{n}$ is the $n^{t h}$ Bessel function, and $k=\omega / c$, where $c$ is the wave velocity. The boundary conditions impose the relation $k_{n, m} R=\chi_{n, m}$ where $\chi_{n, m}$ is the $m^{t h}$ zero of $J_{n}^{\prime}(\chi)$. For simplicity we consider here only the $J_{0}$ modes.

The value of $\Delta_{2 d}$ is dictated by the Bessel function asymptotic behavior,

$$
\begin{equation*}
\chi_{m} \equiv \chi_{0, m} \simeq n \pi+\pi / 4, \tag{54}
\end{equation*}
$$

whereupon

$$
\begin{align*}
\Delta_{2 d} & =\omega_{2 d}-2 \omega=2 \Delta_{d}-\left(2 \omega_{d}-\omega_{2 d}\right) \\
& =2 \Delta_{d}-c\left(2 k_{d}-k_{2 d}\right) \simeq 2 \Delta_{d}-\frac{c}{R}\left(2 \chi_{d}-\chi_{2} d\right) \\
& =2 \Delta_{d}-\frac{c}{R}\left(2\left(d \pi+\frac{\pi}{4}\right)-\left(2 d \pi+\frac{\pi}{4}\right)\right) \\
& =2 \Delta_{d}-\frac{\pi c}{4 R} \simeq 2 \Delta_{d}-\frac{\omega_{d}}{4 d+1} . \tag{55}
\end{align*}
$$

Since $\omega_{d}=2 Q \gamma_{d}$, the higher is $Q$, the higher the values of $d$ for which the inequality

$$
\begin{equation*}
\Delta_{2 d} \gg \gamma_{d} \tag{56}
\end{equation*}
$$

holds.
We solve now equation (38) for the case

$$
\begin{equation*}
\Delta_{d} \ll \gamma_{d}, \quad \gamma_{2 d} \ll \Delta_{2 d} \tag{57}
\end{equation*}
$$

We define $s$ as before, but now

$$
\begin{equation*}
x=z / \Delta_{2 d}^{2}, \tag{58}
\end{equation*}
$$

and we obtain

$$
\begin{equation*}
x^{4}-\frac{(1+s)^{2}}{s} x^{3}+\frac{1}{2} x^{2}+\frac{(1+s)^{2}}{4 s} x+\frac{1}{16}>0 . \tag{59}
\end{equation*}
$$

When this condition is combined with (34), we have

$$
\begin{equation*}
x<\frac{1}{4}(v+\sqrt{2 u v}), \tag{60}
\end{equation*}
$$

where $u=(1+s)^{2} / s$ and $v=u-\sqrt{u^{2}-4}$. We use (44) to obtain $x<0.59$. For other values of $s$ there are only small changes in the result. In all cases the critical value is in the range $0.5<x_{0}<0.65$. The maximum is attained at $s=1$, and the minima are at $x=0$ and $x \rightarrow \infty$ (note that $x_{0}(s)$ $\left.=x_{0}(1 / s)\right)$. The critical input power $f_{c}$ can now be calculated:

$$
\begin{equation*}
f_{c}=\frac{2 \Delta_{2 d}^{2} x_{0}^{1.5}}{\lambda} \simeq 0.56 \frac{c^{2}}{\lambda R^{2}} \tag{61}
\end{equation*}
$$

A full description of the loss of stability in this geometry can be obtained if we take into account the dependence of $\lambda$ and $c$ on the relevant physical parameters.

## 5. BEYOND NUMERICAL CALCULATIONS

Some questions arise. Does the system always reach a stationary solution in the stable region? What happens above the stable region? In what way would the theory be modified if we include the full Hamiltonian (2)?

We solved the equation numerically with parameters suitable to describe the cylindrical geometry:

$$
\begin{align*}
& \Delta_{d}=0, \quad \Delta_{2 d}=1500 \\
& \gamma_{d}=30, \quad \gamma_{2 d}=120 \\
& \lambda=5400 \tag{62}
\end{align*}
$$

with initial conditions

$$
\begin{equation*}
a_{d}(t=0)=0, \quad a_{2 d}(t=0)=0 . \tag{63}
\end{equation*}
$$



FIG. 1. The system approaches the fixed point for $f=50$; the position of the fixed point is indicated.

Results for other parameter values may be very similar due to the scaling properties of the equation discussed above.

For small enough values of $f$, the system reaches the stationary solution after wandering in phase space (Fig. 1). For $f \simeq 0.3 f_{c}$ with the initial conditions above, the system escapes the basin of attraction of the fixed point, and instead approaches a limit cycle (Fig. 2). The basin of attraction of the stationary solution shrinks to zero as the instability is approached. This limit cycle is not unique. By choosing various initial conditions, other limit cycles can be approached. In the higher $f$ regime, the behavior is harder to determine.

It is easy to prove that the motion of the system is bounded in phase space, and that the volume in phase space decays exponentially with decay factor $2\left(\gamma_{d}+\gamma_{2 d}\right)$.

A necessary condition for chaos to evolve is that the system be locally unstable. Our analysis shows that the phase of $a_{d}, a_{2 d}$ is irrelevant to this question. Given the parameters, the potentially chaotic regions are defined in the $\left(\left|a_{d}\right|^{2},\left|a_{2 d}\right|^{2}\right)$ plane. Our calculations show that the region

$$
\begin{equation*}
\left|a_{2 d}\right|^{2} \lambda^{2} \gtrdot \gamma^{2}, \Delta^{2} \tag{64}
\end{equation*}
$$

is always locally unstable. The numerical calculations show that when $f$ is increased the system enters this region, bifurcations appear, as in the usual route to chaos. For large enough $f$, chaos will evolve.

In Fig. 3 we see bifurcations at $f=500$. Chaos evolves at $f \simeq 506$, as we see in Fig. 4.

When more modes are added to the system, the behavior changes. The projection of, say, the 3-mode system in the (four-dimensional) phase space of two modes yields, in gen-


FIG. 2. The system approaches a limit cycle for $f=100$, which is below the critical value.


FIG. 3. For $f=500$. One of the limit cycles which bifurcates towards chaos.
eral, trajectories which are very different from the original ones. Yet we argue that the main conclusion does not change. Indeed, if we examine the original set of equations (10) and (11), we note that the transformation

$$
\begin{equation*}
a_{d} \rightarrow \alpha a_{d}, \quad a_{2 d} \rightarrow \alpha a_{2 d}, \quad f \rightarrow \alpha f, \quad \lambda \rightarrow \frac{1}{\alpha} \lambda, \tag{65}
\end{equation*}
$$

which is a generalization of (7), leaves the equations invariant. We could then deduce that $f_{c} \propto 1 / \lambda$. From dimensional considerations, $f$ should be proportional to $\gamma^{2}, \Delta^{2}$. It is seen that for the one-dimensional case, the leading behavior is $f_{c} \propto \gamma^{2}$, while for the high- $Q$ case $f_{c} \propto \Delta_{2 d}^{2}$.

All our calculations were in fact needed just to illustrate that there is only one transition from stability to instability (i.e., no unstable windows), to validate the assumption that the largest constant with frequency dimensions is not absent from the expression for $f_{c}$, and to calculate $x_{0}$. When we add new modes, new constants are added to the system. From (54), we find that for all $j \Delta_{j} \propto c / R$, so these constants do not cause a problem. The same is true for the onedimensional case as for the new $\lambda$ 's if they scale in some way, e.g., if

$$
\begin{equation*}
\lambda_{k, l ; m}=f(T, R, \ldots) h\left(\frac{l}{k}, \frac{m}{k}\right) k^{u}, \tag{66}
\end{equation*}
$$

where $f(T, R, \ldots)$ is any function of all physical parameters but the wavelength, $h(l / k, m / k)$ are constants, and $u$ is an exponent, then the symmetry still holds, and then given that the general picture remains the same, all that we need to change is the value of $x_{0}$. This necessary modification of $x_{0}$, plus the shrinking of basin of attraction, which effectively


FIG. 4. For $f=507$, the system is chaotic.
lowers $x_{0}$, suggests that this part of our calculations is not accurate. Nevertheless, the dependence of the critical input power on all physical parameters remains the same even for the full Hamiltonian (2). There are values of $u, h(l / k, m / k)$ for which other predictions, such as the distribution of the chaotic regions of the 2-mode system, would not be dramatically changed as well. More extensive investigation of this system is therefore highly desirable.
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