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#### Abstract

We study the cooperative two-photon spontaneous decay of an excited atomic system in a microcavity whose size is of the order of several wavelengths of atomic radiation. We show that a thermalized electromagnetic field in the microcavity strongly affects the two-photon cooperative spontaneous emission of radiation. The increase in the rate of spontaneous cooperative decay is due to the presence of a small number of thermalized photons in a microcavity mode. At low temperatures, the two-photon absorption probability is found to be a linear function of the two-photon flux, and photon superbunching is observed. © 1999 American Institute of Physics. [S1063-7761(99)00104-3]


## 1. INTRODUCTION

As is known, an excited atom decays spontaneously when an emitter interacts with the vacuum modes of the electromagnetic field. The spontaneous decay of a single atom in a microcavity differs substantially from decay in free space. Since the microcavity is small (its dimensions exceed the wavelength of the radiation only severalfold), spontaneous decay is facilitated substantially when there is resonance between the atomic transition and a microcavity mode and is hindered appreciably when the atomic transition frequency differs from the resonant frequency. ${ }^{1,2}$ Such behavior of an atom in a microcavity can be explained by the fact that near the transition frequency the rate of spontaneous decay is proportional to the electromagnetic field mode density.

The study of two-photon light generation has attracted much attention. The various aspects of experimental observation and theoretical treatment of spontaneous decay with respect to the dipole-forbidden transition $|2 S\rangle \rightarrow|1 S\rangle$ in hydrogen-like and helium-like atoms are discussed, e.g., in Ref. 3. The first report of an experimental observation of two-photon coherent light generation in which excited Li atoms were used was made by Nikolaus et al. ${ }^{4}$ Recent experiments ${ }^{5}$ involving Rydberg atoms have demonstrated the real possibility of building a two-photon micromaser. Also of interest are the observations of spontaneous and thermally stimulated two-photon transitions in the microwave range of the emission spectrum of the Rb atom in resonance fluorescence. ${ }^{6}$ A theoretical description of cooperative generation of a light pulse in the two-photon spontaneous decay of atoms via dipole-forbidden transitions can be found in Ref. 7, where it is shown that the two-photon superradiance pulse demonstrates interesting quantum behavior in the absorption process. In Refs. 8, attention is also drawn to the properties of superradiance of the two photons generated in the spontaneous decay of two atoms. Two-photon emission and absorption in the presence of a thermalized electromagnetic field in free space is studied in Ref. 9, where an expres-
sion for the time dependence of the half-difference of level populations is derived.

It is well known that the rate of spontaneous decay of Rydberg atoms in microcavities is much higher than in free space. ${ }^{10-13}$ Since in a microcavity the rate of two-photon decay in a three-level cascade system increases substantially, it is of interest to study in such a setting the cooperative emission of radiation by Rydberg atoms in microcavities. In the present paper we study the cooperative decay of an ensemble of such atoms with a cascade pattern of the levels, where at a finite temperature the intermediate level is arbitrarily offset from resonance with a microcavity mode. In this case the intermediate level is essentially vacant, and the fact that it lies between the excited and ground states leads to a sizable increase in the two-photon cooperative transition amplitude. ${ }^{5}$ We derive exact equations for two atoms separated by a distance $r_{21}$ in the microcavity and participating in two-photon cooperative decay. We also study the temporal behavior of these emitters. The cooperative behavior of the concentrated ensemble of emitters in a two-photon decay process is investigated with the quantum fluctuations of the number of excited atoms ignored. We show that a small number of thermalized photons in the microcavity modes increases the cooperative spontaneous decay rate. Since the two-photon absorption probability is proportional to the second-order correlation function, $w \propto\left\langle a^{\dagger} a^{\dagger} a a\right\rangle$, the function is proportional to the two-photon flux (or the number of generated pairs of photons) Moreover, in the cooperative two-photon spontaneous decay process, the second-order correlation function remains greater than the square of the first-order correlation function, which means that pairs of photons are highly correlated. In other words, the generated photons experience superbunching. As the temperature grows, superbunching disappears, and only bunching of the flux of thermalized photons remains.

The plan of the paper is as follows. In Sec. 2 we derive the master equation for an arbitrary operator of the atomic subsystem. For one- and two-atom systems, we obtain exact


FIG. 1. Diagram of one-photon and two-photon transitions. Solid and broken vertical lines designate one-photon cascade and dipole-forbidden transitions, respectively.
equations that allow for quantum fluctuations of the inversion operator. In Sec. 3 we present the solutions for these differential equations, which make it possible to assess electromagnetic field fluctuations.

## 2. INTERACTION OF A THREE-LEVEL EXCITED ATOMIC SYSTEM AND A THERMALIZED ELECTROMAGNETIC FIELD IN A MICROCAVITY

We examine an inverted three-level cascade configuration interacting with the modes of an electromagnetic field in a microcavity (see Fig. 1). Since the microcavity is slightly open, the Hamiltonian of such a system has the form

$$
\begin{align*}
H= & \sum_{k} \hbar \omega_{k} a_{k}^{\dagger} a_{k}+\int_{-\infty}^{\infty} d \omega \hbar \omega b_{\omega}^{\dagger} b_{\omega}+\sum_{\alpha=1}^{3} \sum_{j=1}^{N} \hbar \omega_{\alpha} U_{j \alpha}^{\alpha} \\
& +i \hbar \sum_{k} \int_{-\infty}^{\infty} d \omega \kappa(\omega)\left[b_{\omega} a_{k}^{\dagger}-a_{k} b_{\omega}^{\dagger}\right] \\
& +i \sum_{k} \sum_{j=1}^{N} \sum_{\beta=1}^{2}\left(\mathbf{d}_{3 \beta} \cdot \mathbf{g}_{k}\right)\left(a_{k}^{\dagger} \exp \left\{-i \mathbf{k} \cdot \mathbf{r}_{j}\right\}\right. \\
& - \text { H.c. })\left(U_{j 3}^{\beta}+U_{j \beta}^{3}\right) . \tag{1}
\end{align*}
$$

Here $\hbar \omega_{\alpha}(\alpha=1,2,3)$ is the energy of level $\alpha, \mathbf{d}_{3 \beta}$ is the dipole moment of the transition between levels $|3\rangle$ and $|\beta\rangle$ $(\beta=1,2), a_{k}^{\dagger}\left(a_{k}\right)$ is the Bose creation (annihilation) operator for the electromagnetic field inside the microcavity, $b_{\omega}^{\dagger}\left(b_{\omega}\right)$ is the creation (annihilation) operator outside the cavity, $\mathbf{g}_{k}=\sqrt{2 \pi \hbar \omega_{k} / V} \mathbf{e}_{\lambda}$, with $\mathbf{e}_{\lambda}$ the polarization vector of a photon $(\lambda=1,2)$ of frequency $\omega_{k}$ and $V$ the cavity volume, $\kappa(\omega)$ is the coupling constant between the external modes and the internal modes of the microcavity, $N$ is the number of atoms in the microcavity, and $U_{j \beta}^{3}=c_{j 3}^{\dagger} c_{j \beta}$ is the corresponding transition operator between levels $|3\rangle$ and $|\beta\rangle$ of the $j$ th atom. Here $c_{j 3}^{\dagger}$ and $c_{j \beta}$ are Fermi operators.

In Eq. (1), the first and second terms describe the electromagnetic field inside the cavity, and the third term is the Hamiltonian of a free atomic system. The fourth term accounts for the interaction of the field inside the cavity with the external field and depends on the reflection coefficient of the cavity walls. Since the atoms are inside the cavity, the fourth term corresponds to the interaction of emitters and microcavity modes.

The operators of the atomic subsystem and electromagnetic field obey the commutation relations

$$
\begin{aligned}
& {\left[U_{j \beta}^{\alpha}, U_{l \alpha^{\prime}}^{\beta^{\prime}}\right]=\delta_{j l}\left[\delta_{\beta \beta^{\prime}} U_{j \alpha^{\prime}}^{\alpha}-\delta_{\alpha \alpha^{\prime}} U_{j \beta}^{\beta^{\prime}}\right],} \\
& {\left[a_{k}, a_{k^{\prime}}^{\dagger}\right]=\delta_{k k^{\prime}}, \quad\left[b_{\omega}, b_{\omega^{\prime}}^{\dagger}\right]=\delta\left(\omega-\omega^{\prime}\right) .}
\end{aligned}
$$

Below we study the temporal behavior of an operator of the atomic subsystem, $O(t)$, in the process of spontaneous decay inside the microcavity. Using the Hamiltonian (1), we derive the Heisenberg equation for the average value of the operator $O(t)$ :

$$
\begin{align*}
\frac{d\langle O(t)\rangle}{d t}= & \frac{i}{\hbar} \sum_{\alpha=1}^{3} \sum_{j=1}^{N} \hbar \omega_{\alpha}\left\langle\left[U_{j \alpha}^{\alpha}(t), O(t)\right]\right\rangle \\
& -\sum_{k} \sum_{j=1}^{N} \sum_{\beta=1}^{2} \frac{\mathbf{g}_{k} \cdot \mathbf{d}_{3 \beta}}{\hbar}\left[\left\langlea _ { k } ^ { \dagger } \left[U_{j \beta}^{3}(t)\right.\right.\right. \\
& \left.\left.\left.+U_{j 3}^{\beta}(t), O(t)\right]\right\rangle \exp \left\{-i \mathbf{k} \cdot \mathbf{r}_{j}\right\}+\text { H.c. }\right] . \tag{2}
\end{align*}
$$

The formal solutions for the operators $a_{k}$ and $a_{k}^{\dagger}$ inside the cavity can be obtained from the Heisenberg equations for operators inside and outside the microcavity (see the Appendix):

$$
\begin{equation*}
a_{k}(t)=A_{k}^{f}(t)+a_{k}^{s}(t), \quad a_{k}^{\dagger}(t)=\left[a_{k}(t)\right]^{\dagger}, \tag{3}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{k}^{f}(t)= a_{k}(0) \exp \left\{-i\left[\omega_{k}-i \Gamma\left(\omega_{k}\right)\right] t\right\} \\
&+\int_{-\infty}^{\infty} d \omega \kappa(\omega) b_{\omega}(0) \\
& \times \frac{\exp \{-i \omega t\}-\exp \left\{-i\left[\omega_{k}-i \Gamma\left(\omega_{k}\right)\right] t\right\}}{\Gamma\left(\omega_{k}\right)+i\left(\omega_{k}-\omega\right)},  \tag{4}\\
& a_{k}^{s}(t)=\sum_{j=1}^{N} \sum_{\beta=1}^{2} \frac{\mathbf{d}_{3 \beta} \cdot \mathbf{g}_{k}}{\hbar} \exp \left\{-i \mathbf{k} \cdot \mathbf{r}_{j}\right\} \\
& \times \int_{0}^{t} d \tau \exp \left\{-i\left[\omega_{k}-i \Gamma\left(\omega_{k}\right)\right] \tau\right\} \\
& \times\left[U_{j \beta}^{3}(t-\tau)+U_{j 3}^{\beta}(t-\tau)\right] .
\end{align*}
$$

Clearly, after (3) and (4) have been substituted into Eq. (2), the right-hand side of this equation acquires a dependence ( via $A_{k}^{f}$ ) on the free operators of the electromagnetic field inside and outside the cavity. We examine the decay of an inverted subsystem of Rydberg atoms at finite temperature, so that the modes inside the cavity and those outside it are partially occupied by thermalized photons. Hence, in studying the dynamics of an inverted atomic subsystem, we can eliminate the free operators of the electromagnetic field inside and outside the cavity by the Bogolyubov method: ${ }^{14}$

$$
\begin{aligned}
\frac{d\langle O(t)\rangle}{d t}= & i \sum_{\alpha=1}^{3} \sum_{j=1}^{N} \omega_{\alpha}\left\langle\left[U_{j \alpha}^{\alpha}(t), O(t)\right]\right\rangle \\
& -\sum_{k} \sum_{j, l=1}^{N} \sum_{\beta, \gamma=1}^{2} \frac{\left(\mathbf{g}_{k} \cdot \mathbf{d}_{3 \beta}\right)\left(\mathbf{g}_{k} \cdot \mathbf{d}_{3 \gamma}\right)}{\hbar^{2}} \\
& \times\left[\exp \left\{-i \mathbf{k} \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{l}\right)\right\} \int_{0}^{t} d \tau\right.
\end{aligned}
$$

$$
\begin{align*}
& \times \exp \left\{i\left[\omega_{k}+i \Gamma\left(\omega_{k}\right)\right] \tau\right\}\left([ n ( k ) + 1 ] \left\langle\left(U_{l \gamma}^{3}(t-\tau)\right.\right.\right. \\
& \left.\left.+U_{l 3}^{\gamma}(t-\tau)\right)\left[U_{j \beta}^{3}(t)+U_{j 3}^{\beta}(t), O(t)\right]\right\rangle-n(k) \\
& \times\left\langle[ U _ { j \beta } ^ { 3 } ( t ) + U _ { j 3 } ^ { \beta } ( t ) , O ( t ) ] \left( U_{l \gamma}^{3}(t-\tau)+U_{l 3}^{\gamma}(t\right.\right. \\
& -\tau))\rangle)+ \text { H.c. }] \tag{5}
\end{align*}
$$

Allowing for the Heisenberg equations for the atomic operators, we can write the solution of the equation for the operator $U_{l \gamma}^{3}(t-\tau)$ with respect to $\tau$ in the form

$$
\begin{align*}
U_{l \gamma}^{3}(t-\tau)= & U_{l \gamma}^{3}(t) \exp \left\{-i \omega_{3 \gamma} \tau\right\}+\sum_{k} \sum_{\eta=1}^{2} \frac{\mathbf{g}_{k} \cdot \mathbf{d}_{3 \eta}}{\hbar} \\
& \times \int_{0}^{\tau} d \theta \exp \left(-i \omega_{3 \gamma} \theta\right)\left(a_{k}^{\dagger}(t-\tau+\theta)\right. \\
& \left.\times \exp \left\{-i \mathbf{k} \cdot \mathbf{r}_{l\}}\right\}-\text { H.c. }\right) U_{l \gamma}^{\eta}(t-\tau+\theta) \tag{6}
\end{align*}
$$

Inserting this solution into Eq. (5), we obtain

$$
\begin{align*}
\frac{d\langle O(t)\rangle}{d t}= & i \sum_{j=1}^{N} \sum_{\alpha=1}^{3} \omega_{\alpha}\left\langle\left[U_{j \alpha}^{\alpha}(t), O(t)\right]\right\rangle \\
& -\frac{1}{\hbar^{2}} \sum_{k} \sum_{j, l=1}^{N}\left[\exp \left\{-i \mathbf{k} \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{l}\right)\right\}[1+n(k)]\right. \\
& \times\left(\left(\mathbf{g}_{k} \cdot \mathbf{d}_{31}\right)^{2} \frac{\Gamma\left(\omega_{k}\right)+i\left[\omega_{k}-\omega_{31}\right]}{\Gamma^{2}\left(\omega_{k}\right)+\left[\omega_{k}-\omega_{31}\right]^{2}}\right. \\
& \times\left\langle U_{l 1}^{3}(t)\left[U_{j 3}^{1}(t), O(t)\right]\right\rangle \\
& +\left(\mathbf{g}_{k} \cdot \mathbf{d}_{32}\right)^{2} \frac{\Gamma\left(\omega_{k}\right)+i\left(\omega_{k}-\omega_{23}\right)}{\Gamma^{2}\left(\omega_{k}\right)+\left(\omega_{k}-\omega_{23}\right)^{2}}\left\langle U_{l 3}^{2}(t)\right. \\
& \left.\left.\times\left[U_{j 2}^{3}(t), O(t)\right]\right\rangle\right)-n(k) \exp \left\{-i \mathbf{k} \cdot\left(\mathbf{r}_{j}\right.\right. \\
& \left.\left.-\mathbf{r}_{l}\right)\right\}\left(\left(\mathbf{g}_{k} \cdot \mathbf{d}_{31}\right)^{2} \frac{\Gamma\left(\omega_{k}\right)+i\left(\omega_{k}-\omega_{31}\right)}{\Gamma^{2}\left(\omega_{k}\right)+\left(\omega_{k}-\omega_{31}\right)^{2}}\right. \\
& \times\left\langle\left[U_{j 3}^{1}(t), O(t)\right] U_{l 1}^{3}(t)\right\rangle \\
& +\left(\mathbf{g}_{k} \cdot \mathbf{d}_{32}\right)^{2} \frac{\Gamma\left(\omega_{k}\right)+i\left(\omega_{k}-\omega_{23}\right)}{\Gamma^{2}\left(\omega_{k}\right)+\left(\omega_{k}-\omega_{23}\right)^{2}} \\
& \left.\left.\times\left\langle\left[U_{j 2}^{3}(t), O(t)\right] U_{l 3}^{2}(t)\right\rangle\right)+\mathrm{H.c.}\right]+I^{(4)}, \tag{7}
\end{align*}
$$

where

$$
\begin{aligned}
I^{(4)}= & -\sum_{k_{1}, k_{2}} \sum_{j, l=1}^{N} \sum_{\gamma, \beta, \eta=1}^{2} \frac{\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{3 \beta}\right)\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{3 \gamma}\right)\left(\mathbf{g}_{k_{2}} \cdot \mathbf{d}_{3 \eta}\right)}{\hbar^{3}} \\
& \times\left[\exp \left\{-i \mathbf{k}_{1} \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{l}\right)\right\} \int_{0}^{t} d \tau \exp \left\{i\left[\omega_{k_{1}}+i \Gamma\left(\omega_{k_{1}}\right)\right] \tau\right\}\right. \\
& \times\left([ 1 + n ( k _ { 1 } ) ] \left\langle\left\{\int _ { 0 } ^ { \tau } d \theta \operatorname { e x p } \{ - i \omega _ { 3 \gamma } \theta \} \left[a_{k_{2}}^{\dagger}(t-\tau\right.\right.\right.\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.+\theta) \exp \left\{-i \mathbf{k}_{2} \cdot \mathbf{r}_{1}\right\}-\text { H.c. }\right] U_{l \gamma}^{\eta}(t-\tau+\theta)+\text { H.c. }\right\} \\
& \left.\times\left[U_{j \beta}^{3}(t)+U_{j 3}^{\beta}(t), O(t)\right]\right\rangle-n\left(k_{1}\right)\left\langle\left[ U_{j \beta}^{3}(t)\right.\right. \\
& \left.+U_{j 3}^{\beta}(t), O(t)\right]\left\{\int_{0}^{\tau} d \theta \exp \left\{-i \omega_{3 \gamma} \theta\right\}\right. \\
& \times\left[a_{k_{2}}^{\dagger}(t-\tau+\theta) \exp \left\{-i \mathbf{k}_{2} \cdot \mathbf{r}_{1}\right\}-\text { H.c. }\right] \\
& \left.\left.\left.\left.\times U_{l \gamma}^{\eta}(t-\tau+\theta)+\text { H.c. }\right\}\right\rangle\right)+ \text { H.c. }\right] \tag{8}
\end{align*}
$$

The second term on the right-hand side of (7) accounts for one-photon transitions of type $|2\rangle \rightarrow|3\rangle$ or $|3\rangle \rightarrow|1\rangle$, and the third term accounts for higher-order transitions.

Since we are only interested in two-photon transitions, we ignore one-photon emission by proper selection of the offset of the intermediate level from resonance. More precisely, the offset $\Delta=\left|\omega_{k}-\omega_{23}\right| \quad\left(\Delta=\left|\omega_{k}-\omega_{31}\right|\right)$ must be much greater than the damping factor $\Gamma(k)$ of the microcavity. Hence the only mechanism by which the system can go into the ground state is two-photon decay. Clearly, in this case the level $|3\rangle$ is almost vacant, and we can eliminate it from Eq. (8). As an example, we eliminate it from the first term on the right-hand side of Eq. (8). The result is

$$
\begin{align*}
I_{1}^{(4)}= & \sum_{k_{1}, k_{2}} \sum_{j, l=1}^{N} \sum_{\gamma, \beta, \eta=1}^{2} \frac{\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{3 \beta}\right)\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{3 \gamma}\right)\left(\mathbf{g}_{k_{2}} \cdot \mathbf{d}_{3 \eta}\right)}{\hbar^{3}} \\
& \times \exp \left\{-i \mathbf{k}_{1} \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{l}\right)\right\} \int_{0}^{t} d \tau \exp \left\{i \left[\omega_{k_{1}}\right.\right. \\
& \left.\left.+i \Gamma\left(\omega_{k_{1}}\right)\right] \tau\right\}\left[1+n\left(k_{1}\right)\right] \int_{0}^{\tau} d \theta \exp \left\{-i \omega_{3 \gamma} \theta\right\}\left\langle a_{k_{2}}(t\right. \\
& \left.-\tau+\theta) \exp \left\{i \mathbf{k}_{2} \cdot \mathbf{r}_{1}\right\} U_{l \gamma}^{\eta}(t-\tau+\theta)\left[U_{j \beta}^{3}(t), O(t)\right]\right\rangle . \tag{9}
\end{align*}
$$

Since $U_{j \beta}^{3}(t)=c_{3 j}^{\dagger}(t) c_{j \beta}(t)$, using the solution of the Heisenberg equation for the Fermi operator $c_{3 j}^{\dagger}(t)$,

$$
c_{3 j}^{\dagger}(t)=c_{3 j}^{\dagger}(0) \exp \left\{i \omega_{3} t\right\}
$$

$$
\begin{aligned}
& +\sum_{k_{3}} \sum_{\xi=1}^{2} \frac{\mathbf{d}_{3 \xi} \cdot \mathbf{g}_{k_{3}}}{\hbar} \int_{0}^{t} d \tau_{1} \exp \left\{i \omega_{3} \tau_{1}\right\} \\
& \times\left[a_{k_{3}}\left(t-\tau_{1}\right) \exp \left\{i \mathbf{k} \cdot \mathbf{r}_{j}\right\}-\text { H.c. }\right] c_{j \xi}^{\dagger}\left(t-\tau_{1}\right)
\end{aligned}
$$

we can eliminate it from (9). Inserting this solution into (9) and bearing in mind that $\langle 3| c_{j 3}^{\dagger}(0)=0$ and $c_{j 3}(0)|3\rangle=0$, we immediately obtain

$$
\begin{align*}
I_{1}^{(4)}= & \sum_{k_{1}, k_{2}, k_{3}} \sum_{j, l,=1}^{N} \sum_{\beta, \gamma, \eta, \xi=1}^{2} \\
& \times \frac{\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{3 \beta}\right)\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{3 \gamma}\right)\left(\mathbf{g}_{k_{2}} \cdot \mathbf{d}_{3 \eta}\right)\left(\mathbf{g}_{k_{3}} \cdot \mathbf{d}_{3 \xi}\right)}{\hbar^{4}} \\
& \times \exp \left\{-i \mathbf{k}_{1} \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{l}\right)\right\} \int_{0}^{t} d \tau \exp \left\{i \left[\omega_{k_{1}}\right.\right. \\
& \left.\left.+i \Gamma\left(\omega_{k_{1}}\right)\right] \tau\right\}\left[1+n\left(k_{1}\right)\right] \int_{0}^{\tau} d \theta \exp \left\{-i \omega_{3 \gamma} \theta\right\} \int_{0}^{t} d \tau_{1} \\
& \times \exp \left\{i \omega_{3 \beta} \tau_{1}\right\} \exp \left\{i \mathbf{k}_{2} \cdot \mathbf{r}_{l}-i \mathbf{k}_{3} \cdot \mathbf{r}_{j}\right\}\left\langle a_{k_{2}}(t-\tau+\theta) a_{k_{3}}^{\dagger}(t\right. \\
& \left.\left.-\tau_{1}\right) U_{l \gamma}^{\eta}(t-\tau+\theta)\left[U_{j \beta}^{\xi}\left(t-\tau_{1}\right), O(t)\right]\right\rangle . \tag{10}
\end{align*}
$$

We now ignore terms of order higher than the fourth with respect to the parameters $g_{k} d_{31} / \hbar$ and $g_{k} d_{32} / \hbar$ and write the correlation function as follows:

$$
\begin{aligned}
\left\langle a_{k_{2}}(t-\tau+\theta) a_{k_{3}}^{\dagger}\left(t-\tau_{1}\right)\right\rangle \approx & \delta_{k_{2} k_{3}}\left[1+n\left(k_{2}\right)\right] \\
& \times \exp \left\{i \omega_{k_{2}}\left(\tau-\theta-\tau_{1}\right)\right\} \\
& \times \exp \left\{-\Gamma\left(\omega_{k_{2}}\right)\left|\tau-\theta-\tau_{1}\right|\right\} .
\end{aligned}
$$

Next we use an integral representation of the exponentials:

$$
\begin{gathered}
\exp \left\{i \omega_{k_{2}}\left(\tau-\theta-\tau_{1}\right)\right\} \exp \left\{-\Gamma\left(\omega_{k_{2}}\right)\left|\tau-\theta-\tau_{1}\right|\right\} \\
=\frac{1}{\pi} \int_{-\infty}^{\infty} d \omega^{\prime} \frac{\Gamma\left(\omega_{k_{2}}\right) \exp \left\{i \omega^{\prime}\left(\tau-\theta-\tau_{1}\right)\right\}}{\left(\omega^{\prime}-\omega_{k_{2}}\right)^{2}+\Gamma^{2}\left(\omega_{k_{2}}\right)}, \\
\exp \left\{i\left[\omega_{k_{1}}+i \Gamma\left(k_{1}\right)\right] \tau\right\}=\frac{1}{\pi} \int_{-\infty}^{\infty} d \omega^{\prime \prime} \frac{\Gamma\left(\omega_{k_{1}}\right) \exp \left\{i \omega^{\prime \prime} \tau\right\}}{\left(\omega^{\prime \prime}-\omega_{k_{1}}\right)^{2}+\Gamma^{2}\left(\omega_{k_{1}}\right)}
\end{gathered}
$$

Then Eq. (10) becomes

$$
\begin{align*}
I_{1}^{(4)} \approx & \sum_{k_{1}, k_{2}} \sum_{j, l=1}^{N} \sum_{\beta, \gamma, \eta, \xi=1}^{2} \\
& \times \frac{\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{3 \beta}\right)\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{3 \gamma}\right)\left(\mathbf{g}_{k_{2}} \cdot \mathbf{d}_{3 \eta}\right)\left(\mathbf{g}_{k_{2}} \cdot \mathbf{d}_{3 \xi}\right)}{\pi^{2} \hbar^{4}} \\
& \times \exp \left\{-i\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right) \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{l}\right)\right\}\left[1+n\left(k_{1}\right)\right] \\
& \times\left[1+n\left(k_{2}\right)\right] \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d \omega^{\prime} d \omega^{\prime \prime} \\
& \times \frac{\Gamma\left(\omega_{k_{2}}\right)}{\Gamma^{2}\left(\omega_{k_{2}}\right)+\left(\omega^{\prime}-\omega_{k_{2}}\right)^{2}} \frac{\Gamma\left(\omega_{k_{1}}\right)}{\Gamma^{2}\left(\omega_{k_{1}}\right)+\left(\omega^{\prime \prime}-\omega_{k_{1}}\right)^{2}} \\
& \times\left\langle U_{l \gamma}^{\eta}(t)\left[U_{j \beta}^{\xi}(t), O(t)\right]\right\rangle I_{1}^{\prime}\left(\omega^{\prime}, \omega^{\prime \prime}\right) . \tag{11}
\end{align*}
$$

Here the function $I_{1}^{\prime}\left(\omega^{\prime}, \omega^{\prime \prime}\right)$ can be expressed in terms of temporal integrals, and for long time intervals, $t \rightarrow \infty$, we can write

$$
\begin{aligned}
I_{1}^{\prime}\left(\omega^{\prime}, \omega^{\prime \prime}\right)= & \int_{0}^{t} d \tau \exp \left\{i\left(\omega^{\prime}+\omega^{\prime \prime}-\omega_{\eta \gamma}\right) \tau\right\} \int_{0}^{\tau} d \theta \\
& \times \exp \left\{-i\left(\omega^{\prime}+\omega_{3 \eta}\right) \theta\right\} \int_{0}^{t} d \tau_{1} \\
& \times \exp \left\{i\left(\omega_{3 \xi}-\omega^{\prime}\right) \tau_{1}\right\} \\
\approx & \frac{\pi \delta\left(\omega^{\prime}+\omega^{\prime \prime}-\omega_{\eta \gamma}\right)}{\left(\omega_{3 \eta}+\omega^{\prime}\right)\left(\omega_{3 \xi}-\omega^{\prime}\right)}
\end{aligned}
$$

After integration over time, the integrals with respect to $\omega^{\prime}$ and $\omega^{\prime \prime}$ in Eq. (11) can easily be evaluated:

$$
\begin{aligned}
I_{1}^{\prime \prime}= & \frac{1}{\pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d \omega^{\prime} d \omega^{\prime \prime} I_{1}^{\prime}\left(\omega^{\prime}, \omega^{\prime \prime}\right) \\
& \times \frac{\Gamma\left(\omega_{k_{1}}\right)}{\Gamma^{2}\left(\omega_{k_{1}}\right)+\left(\omega^{\prime \prime}-\omega_{k_{1}}\right)^{2}} \frac{\Gamma\left(\omega_{k_{2}}\right)}{\Gamma^{2}\left(\omega_{k_{2}}\right)+\left(\omega^{\prime}-\omega_{k_{2}}\right)^{2}} \\
\approx & \frac{1}{\left(\omega_{31}-\omega_{k_{1}}\right)\left(\omega_{32}+\omega_{k_{1}}\right)} \frac{2 \Gamma}{\left(\omega_{k_{1}}+\omega_{k_{2}}-\omega_{21}\right)^{2}+(2 \Gamma)^{2}} .
\end{aligned}
$$

In final form the expression for $I_{1}^{(4)}$ is

$$
\begin{align*}
I_{1}^{(4)} \approx & \sum_{k_{1}, k_{2}} \sum_{j, l=1}^{N} \frac{\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{31}\right)\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{32}\right)\left(\mathbf{g}_{k_{2}} \cdot \mathbf{d}_{31}\right)\left(\mathbf{g}_{k_{2}} \cdot \mathbf{d}_{32}\right)}{\hbar^{4}\left(\omega_{31}-\omega_{k_{1}}\right)\left(\omega_{32}-\omega_{k_{2}}\right)} \\
& \times \exp \left\{-i\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right) \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{l}\right)\right\}\left[1+n\left(k_{1}\right)\right] \\
& \times\left[1+n\left(k_{2}\right)\right]\left\langle U_{l 1}^{2}(t)\left[U_{j 2}^{1}(t), O(t)\right]\right\rangle \\
& \times \frac{2 \Gamma}{\left(\omega_{k_{1}}+\omega_{k_{2}}-\omega_{21}\right)^{2}+(2 \Gamma)^{2}} . \tag{12}
\end{align*}
$$

In deriving Eq. (12) we used the rotating wave approximation and assumed that $\Gamma\left(\omega_{k_{1}}\right) \approx \Gamma\left(\omega_{k_{2}}\right)=\Gamma, \omega_{31}-\omega_{k_{1}} \gtrdot \Gamma$, and $\omega_{32}+\omega_{k_{1}} \gg$. Reasoning in the same manner, we can derive an equation describing the behavior of atoms interacting with a thermalized electromagnetic field in a microcavity:

$$
\begin{aligned}
\frac{d\langle O(t)\rangle}{d t}= & i \omega_{21} \sum_{j=1}^{N}\left\langle\left[R_{z j}, O(t)\right]\right\rangle \\
& +\frac{1}{\hbar^{4}} \sum_{k_{1}, k_{2}} \sum_{j, l=1}^{N}\left[\frac{\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{31}\right)\left(\mathbf{g}_{k_{2}} \cdot \mathbf{d}_{32}\right)}{\omega_{23}-\omega_{k_{2}}}\right. \\
& \left.-\frac{\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{32}\right)\left(\mathbf{g}_{k_{2}} \cdot \mathbf{d}_{31}\right)}{\omega_{31}-\omega_{k_{2}}}\right]^{2}\left[\left[1+n\left(k_{1}\right)+n\left(k_{2}\right)\right]\right. \\
& \times\left(\exp \left\{-i\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right) \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{l}\right)\right\}\right. \\
& \times \frac{\left\langle R_{l}^{+}\left[R_{j}^{-}, O(t)\right]\right\rangle}{i\left(\omega_{k_{1}}+\omega_{k_{2}}-\omega_{21}+2 i \Gamma\right)}+\exp \left\{i \left(\mathbf{k}_{1}\right.\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.\left.+\mathbf{k}_{2}\right) \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{l}\right)\right\} \frac{\left\langle\left[R_{j}^{+}, O(t)\right] R_{l}^{-}\right\rangle}{i\left(\omega_{k_{1}}+\omega_{k_{2}}-\omega_{21}-2 i \Gamma\right)}\right) \\
& +n\left(k_{1}\right) n\left(k_{2}\right)\left(\exp \left\{-i\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right) \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{l}\right)\right\}\right. \\
& \times \frac{\left\langle R_{l}^{+}\left[R_{j}^{-}, O(t)\right]\right\rangle}{i\left(\omega_{k_{1}}+\omega_{k_{2}}-\omega_{21}+2 i \Gamma\right)}+\exp \left\{i ( \mathbf { k } _ { 1 } + \mathbf { k } _ { 2 } ) \cdot \left(\mathbf{r}_{j}\right.\right. \\
& \left.\left.\left.\left.-\mathbf{r}_{l}\right)\right\} \frac{\left\langle\left[R_{j}^{+}, O(t)\right] R_{l}^{-}\right\rangle}{i\left(\omega_{k_{1}}+\omega_{k_{2}}-\omega_{21}-2 i \Gamma\right)}\right)\right] \tag{13}
\end{align*}
$$

where the operators $R_{j}^{+}=U_{j 1}^{2}, R_{j}^{-}=U_{j 2}^{1}$, and $R_{z j}=\left(U_{j 2}^{2}\right.$ $\left.-U_{j 1}^{2}\right) / 2$ satisfy the commutation relations for spin operators. ${ }^{7}$

To study the time dependence of the operators of the atomic subsystem, we write the following system of equations:

$$
\begin{align*}
& \frac{d\left\langle R_{z j}\right\rangle}{d t}=-\frac{2}{\hbar^{4}} \sum_{k_{1}, k_{2}} \sum_{j, l=1}^{N} \gamma_{\mathrm{eff}}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) \exp \left\{-i\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right) \cdot\left(\mathbf{r}_{j}\right.\right. \\
&\left.\left.-\mathbf{r}_{l}\right)\right\}\left[1+n\left(k_{1}\right)+n\left(k_{2}\right)\right]\left\langle R_{l}^{+}(t) R_{j}^{-}(t)\right\rangle \\
&-\frac{4}{\hbar^{2}} \sum_{k_{1}, k_{2}} \gamma_{\mathrm{eff}}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) n\left(k_{1}\right) n\left(k_{2}\right)\left\langle R_{z j}(t)\right\rangle,  \tag{14}\\
& \frac{d\left\langle R_{i}^{+}(t) R_{m}^{-}(t)\right\rangle}{d t}= \frac{2}{\hbar^{4}} \sum_{k_{1}, k_{2}} \sum_{l=1}^{N} \gamma_{\mathrm{eff}}^{0}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)\left[\left[1+n\left(k_{1}\right)\right.\right. \\
&\left.+n\left(k_{2}\right)\right]\left(\exp \left\{i\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right) \cdot\left(\mathbf{r}_{m}-\mathbf{r}_{l}\right)\right\}\right. \\
& \times \frac{\left\langle R_{i}^{+}(t) R_{z m}(t) R_{l}^{-}(t)\right\rangle}{i\left(\omega_{k_{1}}+\omega_{k_{2}}-\omega_{21}-2 i \Gamma\right)} \\
&-\exp \left\{-i\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right) \cdot\left(\mathbf{r}_{i}-\mathbf{r}_{l}\right)\right\} \\
&\left.\left.\times \frac{\left\langle R_{l}^{+}(t) R_{z i}(t) R_{m}^{-}(t)\right\rangle}{i\left(\omega_{k_{1}}+\omega_{k_{2}}-\omega_{21}+2 i \Gamma\right)}\right)\right]
\end{align*}
$$

where
$\gamma_{\mathrm{eff}}^{0}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=\left[\frac{\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{31}\right)\left(\mathbf{g}_{k_{2}} \cdot \mathbf{d}_{32}\right)}{\omega_{23}-\omega_{k_{2}}}-\frac{\left(\mathbf{g}_{k_{1}} \cdot \mathbf{d}_{32}\right)\left(\mathbf{g}_{k_{2}} \cdot \mathbf{d}_{31}\right)}{\omega_{31}-\omega_{k_{2}}}\right]^{2}$,
$\gamma_{\mathrm{eff}}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=\gamma_{\mathrm{eff}}^{0}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) \frac{2 \Gamma}{(2 \Gamma)^{2}+\left(\omega_{k_{1}}+\omega_{k_{2}}-\omega_{21}\right)^{2}}$.
Next we limit ourselves to one microcavity mode. We study the kinetics of one, two, or more atoms and take into account the quantum fluctuations in the case of one or two atoms and ignore these fluctuations if the number of atoms is greater than two.

We begin with one atom in the microcavity. Equations (14) yield an equation for the population of the atomic subsystem:

$$
\begin{equation*}
\frac{d\left\langle R_{z}(t)\right\rangle}{d t}=-\frac{1}{\tau_{0}^{(b)}}\left\langle R^{+} R^{-}\right\rangle-\frac{1}{\tau^{(b)}}\left\langle R_{z}\right\rangle, \tag{15}
\end{equation*}
$$

where

$$
\frac{1}{\tau_{0}^{(b)}}=\frac{4 g^{4} d_{0}^{4}}{\Gamma \Delta^{2} \hbar^{4}}(1+2 n), \quad \frac{1}{\tau^{(b)}}=\frac{8 g^{4} d_{0}^{4} n^{2}}{\Gamma \Delta^{2} \hbar^{4}}(1+2 n)
$$

With the initial condition $\left\langle R_{z}(t=0)\right\rangle=1 / 2$ we have

$$
\begin{equation*}
\left\langle R_{z}(t)\right\rangle=\frac{1}{2}\left[1-\frac{a+1}{a}\left(1-\exp \left\{-\frac{a t}{\tau_{0}^{(b)}}\right\}\right)\right], \tag{16}
\end{equation*}
$$

where

$$
a=1+\frac{\tau_{0}^{(b)}}{\tau^{(b)}}=1+\frac{2 n^{2}}{1+2 n} .
$$

In the case of two atoms separated by a distance $r_{21}$ $=\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|$, the system of equations (14) leads to a complete set of equations for the variables $Z(t)=\left\langle R_{z 1}(t)\right\rangle$ $+\left\langle R_{z 2}(t)\right\rangle, \quad Y(t)=\left\langle R_{2}^{+}(t) R_{1}^{-}(t)\right\rangle+\left\langle R_{1}^{+}(t) R_{2}^{-}(t)\right\rangle, \quad$ and $X(t)=\left\langle R_{z 1}(t) R_{z 2}(t)\right\rangle:$

$$
\begin{align*}
\frac{d}{d \tau}\left[\begin{array}{l}
Z(\tau) \\
Y(\tau) \\
X(\tau)
\end{array}\right]= & {\left[\begin{array}{ccc}
-a & -\cos \theta & 0 \\
\cos \theta & -1 & 4 \cos \theta \\
-0.5 & 0.5 a \cos \theta & -2 a
\end{array}\right] } \\
& \times\left[\begin{array}{c}
Z(\tau) \\
Y(\tau) \\
X(\tau)
\end{array}\right]+\left[\begin{array}{c}
-1 \\
0 \\
0
\end{array}\right], \tag{17}
\end{align*}
$$

where $\tau=t / \tau_{0}^{(b)}$, and $\theta=\mathbf{k}_{0} \cdot \mathbf{r}_{21}$. The characteristic equation of this new system of equations is

$$
\begin{aligned}
\lambda^{3}+ & (3 a+1) \lambda^{2}+\left(3 a+2 a^{2}-2 a \cos ^{2} \theta+\cos ^{2} \theta\right) \lambda \\
& +2 a^{2}-2 \cos ^{2} \theta-2 a^{2} \cos ^{2} \theta+2 a \cos ^{2} \theta=0
\end{aligned}
$$

Note that this equation can easily be solved by Cramer's method, but in view of the awkwardness of that method we limit ourselves to the approximation $\alpha \approx 1$, which corresponds to a small number of thermalized photons in the microcavity mode. Allowing for the initial conditions $Z(t=0)$ $=1, Y(t=0)=0$, and $X(t=0)=0.25$, we obtain in this approximation the following solution of the system of equations (17):

$$
\begin{align*}
Z(\tau)= & -\frac{4 p^{2}}{1-p^{2}} \exp \{-2 \tau\}+\frac{1-p}{1+p} \exp \{-(1-p) \tau\} \\
& +\frac{1+p}{1-p} \exp \{-(1+p) \tau\}-1 \\
Y(\tau)= & -\frac{4 p^{2}}{1-p^{2}} \exp \{-2 \tau\}-\frac{1-p}{1+p} \exp \{-(1-p) \tau\} \\
& +\frac{1+p}{1-p} \exp \{-(1+p) \tau\} \tag{18}
\end{align*}
$$

$$
\begin{aligned}
X(\tau)= & \frac{1+p^{2}}{1-p^{2}} \exp \{-2 \tau\}-\frac{1-p}{2(1+p)} \exp \{-(1-p) \tau\} \\
& -\frac{1+p}{2(1-p)} \exp \{-(1+p) \tau\}+0.25
\end{aligned}
$$

where $p=\cos \theta$.
When the number of atoms is large, the process of cooperative two-photon decay becomes appreciably stronger. If we ignore fluctuations in the number of particles when the number of atoms is large $(N \gg 1)$, we can easily obtain for the atomic inversion operator

$$
\begin{equation*}
\frac{d\left\langle R_{z}(t)\right\rangle}{d t}=-\frac{1}{\tau^{(b)}}\left\langle R_{z}\right\rangle-\frac{1}{\tau_{0}^{(b)}}\left(j(j+1)-\left\langle R_{z}\right\rangle^{2}+\left\langle R_{z}\right\rangle\right), \tag{19}
\end{equation*}
$$

where $j=N / 2$. The solution of this equation is

$$
\left\langle R_{z}(t)\right\rangle=\frac{1+q}{2}-\frac{c}{2} \tanh \left[\frac{1}{2 \tau_{r}}\left(t-t_{0}\right)\right],
$$

where $\tau_{r}=\tau_{0}^{(b)} / c$ is the time of cooperative spontaneous decay of the ensemble of atoms,

$$
t_{0}=\tau_{r} \ln \frac{N-(1+q-c)}{(1+q+c)-N}
$$

is the time lag of the pulse of collective emission of a pair of photons in the microcavity, $q=\tau_{0}^{(b)} / \tau^{(b)}$, and $c$ $=\sqrt{(1+q)^{2}+4 j(j+1)}$.

The Dicke equation (19) describing two-photon cooperative spontaneous decay implies that a thermalized field affects not only the Einstein coefficient $1 / \tau^{(b)}$ corresponding to stimulated decay but also the rate of two-photon spontaneous decay, $1 / \tau_{0}^{(b)}$. Clearly, a thermalized field facilitates the process of cooperative two-photon decay [see the expression for $1 / \tau_{0}^{(b)}$ after Eq. (15)]. This constitutes one of the main differences between two-photon dipole-forbidden emission and one-photon cascade cooperative spontaneous emission. Obviously, two-photon cooperative spontaneous emission prevails over stimulated thermalized transition only if $N(1$ $+2 n)>n^{2}$. These estimates suggest that when $n<1$, the term $1 / \tau^{(b)}$, which corresponds to induced decay, is negligible in comparison to the term $1 / \tau_{0}^{(b)}$, which corresponds to spontaneous decay. Indeed, at $n=0.3$ we have

$$
\frac{1}{\tau^{(b)}}=\frac{8 g^{4} d_{0}^{4}}{\Gamma \Delta^{2} \hbar^{4}} \times 0.3^{2} \ll \frac{1}{\tau_{0}^{(b)}}=\frac{4 g^{4} d_{0}^{4}}{\Gamma \Delta^{2} \hbar^{4}}[1+2 \times 0.3]
$$

To conclude this section, we note that with properly selected (by experiments). Rydberg atoms and microcavity mode, the one-photon cascade process can be neglected in comparison to two-photon spontaneous decay. To quench the one-photon cascade transition, the rate of loss of photons from the microcavity, $\Gamma$, must be smaller than the offset from resonance, $\Delta=\left|\omega_{c}-\omega_{23}\right|\left(\Delta=\left|\omega_{c}-\omega_{31}\right|\right)$, so that $\Gamma^{2} \ll \Delta^{2}$ (here $\omega_{c}$ is the microcavity mode frequency). Bearing in mind the condition for applicability of the Born-

Markov approximation in second-order perturbation theory, $\Gamma>N / \tau_{0}^{(b)}$, we obtain the following lower and upper bounds on the photon loss rate:

$$
\begin{equation*}
\frac{4 g^{4} d_{0}^{4} N}{\Delta^{2} \hbar^{4}}(1+2 n)<\Gamma^{2} \ll \Delta^{2} \tag{20}
\end{equation*}
$$

Our model can be experimentally implemented for the $\left|n^{\prime} S\right\rangle \rightarrow\left|\left(n^{\prime}-1\right) S\right\rangle$ transition with an intermediate level $\left|\left(n^{\prime}-1\right) P\right\rangle$ and with allowance for (20). Since we wish to account for the effect of the heat bath on two-photon spontaneous decay, we examine the experimental model of excitation for Rb atoms with $n^{\prime}=40$ (Ref. 5). The average number $n$ of thermalized photons in the microcavity mode at $T=4 \mathrm{~K}$ is of order $n \approx 0.79$. In the notation of Ref. 5, the conditions (20) become

$$
\frac{4 \Omega_{i f}^{4} N(1+2 n)}{\Delta^{2}}<\Gamma^{2} \ll \Delta^{2}
$$

Then, with the values of the matrix element $\Omega_{\text {if }}$ and the offset $\Delta$ obtained in Ref. 5, we easily establish that

$$
1.6 \times 10^{7} N(1+2 \times 0.79)<\Gamma^{2} \ll 1.5 \times 10^{15},
$$

i.e., the inequalities in (20) hold. Note that in this case the rate of collective two-photon spontaneous decay is 2.6 times the rate of two-photon decay in the absence of thermalized photons in the cavity mode (i.e., at $T=0$ ).

## 3. DEPENDENCE OF ELECTROMAGNETIC FIELD FLUCTUATIONS ON ATOMIC INVERSION DYNAMICS

In the absence of atoms inside the microcavity, we can calculate the fluctuations of the electromagnetic field operators:

$$
\delta_{0}^{2}=\left\langle a^{\dagger 2} a^{2}\right\rangle-\left\langle a^{\dagger} a\right\rangle^{2}=n^{2} .
$$

It would be interesting to find the fluctuations in the number of photons of the electromagnetic field that are generated by the excited atomic system in the process of two-photon emission in the microcavity. To do this we introduce a function that accounts for fluctuations of the electromagnetic field in relation to thermalized fluctuations:

$$
\begin{equation*}
\delta_{r}^{2}=\delta^{2}-\delta_{0}^{2} \tag{21}
\end{equation*}
$$

where $\delta^{2}=\left\langle a^{\dagger 2}(t) a^{2}(t)\right\rangle-\left\langle a^{\dagger}(t) a(t)\right\rangle^{2}$.
Since experimenters often monitor the dynamics of the population difference of the atomic subsystem in the microcavity, ${ }^{10}$ in this section we express the electromagnetic field fluctuations $\delta_{r}^{2}$ in terms of the kinetics of atomic population inversion. To simplify this problem, we can eliminate the virtual levels $c_{j 3}^{\dagger}(t)$ and $c_{j 3}(t)$ from the Hamiltonian (1), since as noted in Sec. 2, these levels are almost vacant. After this is done, we obtain a formula for the effective Hamiltonian describing the interaction of the atomic subsystem and a single microcavity mode at $T \neq 0$ :

$$
\begin{align*}
H^{\mathrm{eff}=} & \hbar \omega_{21} R_{z}+\hbar \omega_{c} J_{z}+2 \hbar \chi\left(J^{+} R^{-}+R^{+} J^{-}\right) \\
& +\int_{-\infty}^{\infty} d \omega \hbar \omega b_{\omega}^{\dagger} b_{\omega}+i \hbar \\
& \times \int_{-\infty}^{\infty} d \omega \kappa(\omega)\left(b_{\omega} a^{\dagger}-a b_{\omega}^{\dagger}\right) \tag{22}
\end{align*}
$$

where $\chi=2 g^{2} d_{31} d_{32} / \Delta \hbar^{2}$. The operators $J^{+}=a^{\dagger} / 2, J^{-}$ $=a^{2} / 2$, and $J_{z}=\left(a^{\dagger} a+1 / 2\right) / 2$ belong to the $\mathrm{SU}(1,1)$ algebra and satisfy the commutation relations

$$
\left[J^{+}, J^{-}\right]=-2 J_{z}, \quad\left[J_{z}, J^{ \pm}\right]= \pm J^{ \pm}
$$

Let $G^{(1)}(t)=\left\langle a^{\dagger}(t) a(t)\right\rangle$. Then

$$
\begin{align*}
\frac{d G^{(1)}(t)}{d t} & =\frac{d\left\langle a^{\dagger}(t) a(t)\right\rangle}{d t} \\
& =\left\langle\frac{d a^{\dagger}(t)}{d t} a(t)+a^{\dagger}(t) \frac{d a(t)}{d t}\right\rangle \tag{23}
\end{align*}
$$

Inserting the Heisenberg equation of the operators of the cavity's electromagnetic field into Eq. (23), we obtain

$$
\begin{align*}
\frac{d G^{(1)}(t)}{d t}= & 4 i \chi\left\langle R^{+}(t) J^{-}(t)-J^{+}(t) R^{-}(t)\right\rangle \\
& -2 \Gamma\left\langle a^{\dagger}(t) a(t)\right\rangle+\int_{-\infty}^{\infty} d \omega \kappa(\omega) \\
& \times\left\langle b_{\omega}^{\dagger}(0) a(t)\right\rangle \exp \{i \omega t\}+\int_{-\infty}^{\infty} d \omega \kappa(\omega) \\
& \times\left\langle a^{\dagger}(t) b_{\omega}(0) \exp \{-i \omega t\}\right. \tag{24}
\end{align*}
$$

Eliminating the heat-bath operators, we obtain the following equation for the first-order correlation function:

$$
\begin{aligned}
\frac{d G^{(1)}(t)}{d t}= & -2 \Gamma G^{(1)}(t)+4 i \chi\left\langle R^{+}(t) J^{-}(t)\right. \\
& \left.-J^{+}(t) R^{-}(t)\right\rangle+2 \Gamma n
\end{aligned}
$$

In the Born-Markov approximation $d G^{(1)}(t) / d t \ll \Gamma G^{(1)}(t)$, we can express the function $G^{(1)}(t)$ in terms of the atomic inversion operator:

$$
\begin{equation*}
G^{(1)}(t)=n-\frac{1}{\Gamma} \frac{d\left\langle R_{z}(t)\right\rangle}{d t} \tag{25}
\end{equation*}
$$

Reasoning along the same lines, we find the second-order correlation function $G^{(2)}(t)=\left\langle a^{\dagger 2}(t) a^{2}(t)\right\rangle$ :

$$
\begin{align*}
\frac{d G^{(2)}(t)}{d t} & =\frac{d\left\langle a^{\dagger 2}(t) a^{2}(t)\right\rangle}{d t} \\
& =\left\langle\frac{d a^{\dagger 2}(t)}{d t} a^{2}(t)+a^{\dagger 2}(t) \frac{d a^{2}(t)}{d t}\right\rangle \tag{26}
\end{align*}
$$

Taking into account the Heisenberg equation for the operator $a^{\dagger 2}(t)$,

$$
\begin{align*}
\frac{d a^{\dagger 2}}{d t}= & 4 i \omega_{c} J^{+}-4 \Gamma J^{+}+8 i \chi R^{+} J_{z} \\
& +\int_{-\infty}^{\infty} d \omega \kappa(\omega) b_{\omega}^{\dagger}(0) a^{\dagger}(t) \exp \{i \omega t\} \tag{27}
\end{align*}
$$

and inserting it into Eq. (26) in the Born-Markov approximation $d G^{(2)}(t) / d t \ll \Gamma G^{(2)}(t)$, we find that $G^{(2)}(t)$ and $G^{(1)}(t)$ are linked through the relationship

$$
\begin{equation*}
G^{(2)}(t)=\frac{4 i \chi}{\Gamma}\left[\left\langle R^{+} J_{z} J^{-}\right\rangle-\left\langle R^{-} J^{+} J_{z}\right\rangle\right]+2 n G^{(1)}(t) \tag{28}
\end{equation*}
$$

Now, weakening the correlation functions

$$
\left\langle R^{+} J_{z} J^{-}\right\rangle \approx\left\langle R^{+} J^{-}\right\rangle\left\langle J_{z}\right\rangle, \quad\left\langle R^{-} J^{+} J_{z}\right\rangle \approx\left\langle R^{-} J^{+}\right\rangle\left\langle J_{z}\right\rangle
$$

for a large number of excited atoms and noting that

$$
\left\langle J_{z}(t)\right\rangle=\frac{1}{2}\left[G^{(1)}(t)+\frac{1}{2}\right]=\frac{1}{2}\left[n+\frac{1}{2}-\frac{1}{\Gamma} \frac{d\left\langle R_{z}(t)\right\rangle}{d t}\right],
$$

we can express the second-order correlation function in terms of the atomic subsystem inversion operator:

$$
\begin{equation*}
G^{(2)}(t)=2 n^{2}-\left[3 n+\frac{1}{2}\right] \frac{1}{\Gamma} \frac{d\left\langle R_{z}(t)\right\rangle}{d t}+\left[\frac{1}{\Gamma} \frac{d\left\langle R_{z}(t)\right\rangle}{d t}\right]^{2} \tag{29}
\end{equation*}
$$

Note that since the two-photon absorption probability $w \propto\left\langle a^{\dagger 2} a^{2}\right\rangle=G^{(2)}(t)$, at low-temperatures it is proportional to the two-photon flux $\Phi_{0}$ :

$$
w \propto \frac{d\left\langle R_{z}(t)\right\rangle}{d t} \propto \Phi .
$$

We note that the probability $w$ also depends on the square of the two-photon flux, but this dependence is ignored in our approximation. Note that for one-photon superradiance, the function $G^{(2)}$ is proportional to the square of the one-photon flux, or $\Phi^{2}$. This occurs because $\alpha^{\dagger} \sim R^{+}$for one-photon emission, while for two-photon emission we have $a^{\dagger 2} \sim R^{+}$. Hence

$$
w \propto\left\langle R^{+2} R^{-2}\right\rangle \propto\left\langle\left[\frac{d R_{z}}{d t}\right]^{2}\right\rangle
$$

for one-photon superradiance, and

$$
w \propto\left\langle R^{+} R^{-}\right\rangle \propto \frac{d\left\langle R_{z}\right\rangle}{d t}
$$

for two-photon superradiance.
Now we can easily derive a formula for the relative fluctuations of the electromagnetic field inside the microcavity:

$$
\begin{equation*}
\delta_{r}^{2}=-\left(n+\frac{1}{2}\right) \frac{1}{\Gamma} \frac{d\left\langle R_{z}(t)\right\rangle}{d t} \tag{30}
\end{equation*}
$$

This implies that in each decay event, photons are generated in pairs and the emission intensity becomes proportional to $N^{2}$, while the second-order correlation function for the photons remains much greater than the square of the


FIG. 2. Dependence of $\delta_{r}^{2} / \delta_{0}^{2}$ on $t / \tau_{r}$ at $N=1500, \Delta / 2 \pi=39 \mathrm{MHz}, \Gamma=2$ $\times 10^{6} \mathrm{~s}^{-1}, \omega_{c} / 2 \pi=68.4 \mathrm{GHz}$, and $\Omega=7 \times 10^{5} \mathrm{~s}^{-1}$.
first-order correlation function. In this case, at low temperatures and for large numbers of atoms, we can speak of photon superbunching, i.e. $\delta_{r}^{2} / \delta_{0}^{2} \gg 1$ (Fig. 2).

## 4. CONCLUSION

The main object of this paper was to study the cooperative two-photon spontaneous decay of excited Rydberg atoms in a microcavity in the presence of a thermalized field. We have found that a thermalized electromagnetic field boosts two-photon spontaneous emission and that this emission prevails over stimulated emission. Moreover, we have studied electromagnetic field fluctuations generated by the excited atomic subsystem in relation to fluctuations of the thermalized field in the microcavity. Finally, we have established, in the Born-Markov approximation, that these fluctuations are linear functions of the generated two-photon flux.

## APPENDIX

We show how to eliminate the operators of the thermalized electromagnetic field and the electromagnetic field of the microcavity so as to obtain Eq. (5). We start by writing the Heisenberg equations for the operators of the electromagnetic field,

$$
\begin{align*}
\frac{d a_{k}(t)}{d t}= & -i \omega_{k} a_{k}(t)+\int_{-\infty}^{\infty} d \omega \kappa(\omega) b_{\omega}(t) \\
& +\sum_{j=1}^{N} \sum_{\beta=1}^{2} \frac{\mathbf{g}_{k} \cdot \mathbf{d}_{3 \beta}}{\hbar} \exp \left\{-i \mathbf{k} \cdot \mathbf{r}_{j}\right\} \\
& \times\left[U_{j \beta}^{3}(t)+U_{j 3}^{\beta}(t)\right], \tag{A1}
\end{align*}
$$

and of the thermalized electromagnetic field,

$$
\begin{align*}
b_{\omega}(t)= & b_{\omega}(0) \exp \{-i \omega t\} \\
& -\sum_{k} \int_{0}^{t} d \tau \exp \{-i \omega \tau\} a_{k}(t-\tau) \kappa(\omega) \tag{A2}
\end{align*}
$$

Substituting (A2) into (A1), we obtain the Markov approximations of the equations for the operators of the electromagnetic field of the microcavity:

$$
\begin{align*}
\frac{d a_{k}(t)}{d t}= & -\sum_{k^{\prime}}\left(i \omega_{k^{\prime}} \delta_{k k^{\prime}}\right. \\
& \left.+\int_{0}^{\infty} d \omega \kappa^{2}(\omega) \frac{\varepsilon+i\left(\omega_{k^{\prime}}-\omega\right)}{\varepsilon^{2}+\left(\omega_{k^{\prime}}-\omega\right)^{2}}\right) a_{k^{\prime}}(t) \\
& +\int_{-\infty}^{\infty} d \omega \kappa(\omega) b_{\omega}(0) \exp \{-i \omega t\} \\
& +\sum_{j=1}^{N} \sum_{\beta=1}^{2} \frac{\mathbf{g}_{k} \cdot \mathbf{d}_{3 \beta}}{\hbar} \exp \left\{-i \mathbf{k} \cdot \mathbf{r}_{j}\right\}\left[U_{j \beta}^{3}(t)+U_{j 3}^{\beta}(t)\right] . \tag{A3}
\end{align*}
$$

If we ignore the contribution of adjacent modes to the redistribution of frequencies and to microcavity losses, we obtain

$$
\tilde{\omega}_{k}=\omega_{k}-P \int_{-\infty}^{\infty} d \omega \frac{|\kappa(\omega)|^{2}}{\omega-\omega_{k}}, \quad \Gamma\left(\omega_{k}\right)=\pi\left|\kappa\left(\omega_{k}\right)\right|^{2} .
$$

In this approximation, the formal solution for the operators of the microcavity's electromagnetic field is

$$
\begin{equation*}
a_{k}(t)=A_{k}^{f}(t)+a_{k}^{s}(t), \quad a_{k}^{\dagger}(t)=\left[a_{k}(t)\right]^{\dagger} . \tag{A4}
\end{equation*}
$$

Here

$$
\begin{aligned}
A_{k}^{f}(t)= & a_{k}(0) \exp \left\{-i\left[\omega_{k}-i \Gamma\left(\omega_{k}\right)\right] t\right\}+\int_{-\infty}^{\infty} d \omega \kappa(\omega) b_{\omega}(0) \\
& \times \frac{\exp \{-i \omega t\}-\exp \left\{-i\left[\omega_{k}-i \Gamma\left(\omega_{k}\right)\right] t\right\}}{\Gamma\left(\omega_{k}\right)+i\left(\omega_{k}-\omega\right)}, \\
a_{k}^{s}(t)= & \sum_{j=1}^{N} \sum_{\beta=1}^{2} \frac{\mathbf{d}_{3 \beta} \cdot \mathbf{g}_{k}}{\hbar} \exp \left\{-i \mathbf{k} \cdot \mathbf{r}_{j}\right\} \int_{0}^{t} d \tau \exp \left\{-i\left[\omega_{k}\right.\right. \\
& \left.\left.\quad-i \Gamma\left(\omega_{k}\right)\right] \tau\right\}\left[U_{j \beta}^{3}(t-\tau)+U_{j 3}^{\beta}(t-\tau)\right],
\end{aligned}
$$

where we have introduced the notation $\tilde{\omega}_{k}=\omega_{k}$.
Note that the solutions (A4) take into account all corollaries of the quantum regression theorem. Indeed, for the free parts of the operators $a_{k}(t)$ and $a_{k}^{\dagger}(t-\tau)$ we can derive the expressions

$$
\begin{aligned}
\left\langle A_{k}^{f \dagger}(t-\tau) A_{k}^{f}(t)\right\rangle= & \int_{-\infty}^{\infty} d \omega|\kappa(\omega)|^{2} \\
& \times \exp \{-i \omega \tau\} \frac{\left\langle b_{\omega}^{\dagger}(0) b_{\omega}(0)\right\rangle}{\Gamma^{2}\left(\omega_{k}\right)+\left(\omega-\omega_{k}\right)^{2}} \\
= & n(k) \exp \left\{-i \omega_{k} \tau-\Gamma|\tau|\right\},
\end{aligned}
$$

where $n(k)$ is the average number of photons in the $k$ th mode of the microcavity.

Now, inserting (A4) into Eq. (2), we can eliminate $A_{k}^{f \dagger}(t)$ and $A_{k}^{f}(t)$ (by employing the Bogolyubov lemma ${ }^{14}$ ). Since

$$
\begin{aligned}
\left\langle a_{k}^{\dagger}(0) B(t)\right\rangle & =n\left(\omega_{k}\right)\left\langle\left[B(t), a_{k}^{\dagger}(0)\right]\right\rangle, \\
\left\langle b_{\omega}^{\dagger}(0) B(t)\right\rangle & =n(\omega)\left\langle\left[B(t), b_{\omega}^{\dagger}(0)\right]\right\rangle,
\end{aligned}
$$

we can express the correlation function $\left\langle A_{k}^{f \dagger}(t) B(t)\right\rangle$ in terms of $a_{k}^{s \dagger}(t)$ :

$$
\left\langle A_{k}^{f \dagger}(t) B(t)\right\rangle=n\left(\omega_{k}\right)\left\langle\left[a_{k}^{s \dagger}(t), B(t)\right]\right\rangle,
$$

where we have put $n(\omega) \approx n\left(\omega_{k}\right)$.
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#### Abstract

This paper uses an integrable model to study an asymptotic solution describing the transformation of energy occurring in stimulated Raman scattering. The model allows for motion of populations and for the nonlinear Stark effect. Initial conditions leading to a radiative solution are discussed. The boundary conditions reflect the injection into the medium of highpower pulses of constant-amplitude pump and Stokes fields. It is shown that the radiative asymptotic behavior of this problem in the limit of weak medium excitation and in the limit of rapidly varying intense fields is determined by the kernels of Marchenko equations that are proportional to functions depending only on a self-similar variable. Analytic solutions are found for these cases. Detailed numerical calculations carried out for weak fields corroborate the analytic results. The role of the soliton part of the continuous spectrum of the problem is also studied. It is found that a high-power soliton of the Stokes field can be generated at the leading edge of a wave packet. © 1999 American Institute of Physics. [S1063-7761(99)00204-8]


## 1. INTRODUCTION

Stimulated Raman scattering (SRS) of light has been studied for a long time (see, e.g., Ref. 1), but the interest in the problem is unflagging, which is due to the universality and relative simplicity of realizing this phenomenon in experiments. When high-power pump and Stokes fields are injected into the medium, packets of pulses are generated in the SRS process. The study of the nature and characteristics of such pulses is important for practical reasons.

An analysis of the SRS model often encounters analytical difficulties, which emerge when one wishes to describe the behavior of dense packets of pulses with many degrees of freedom. Some of these difficulties can be overcome by using models that are exactly solvable or are close to integrable. The most detailed information about the evolution of fields in nonlinear media can be extracted by the inverse scattering method (ISM). ${ }^{2}$ As is known, the Maxwell-Bloch equations that describe SRS in one-dimensional media are integrable by $\mathrm{ISM}^{3,4}$ for physical initial and boundary conditions. The evolution equations of the SRS model are similar to those of other physical models, for instance, the model of four-wave mixing in a medium with a Kerr nonlinearity, which in turn formally coincides with the "uniaxial'" chiral model on the $O_{3}$ group, and the like. ${ }^{5}$ In view of this, the analysis and the methods of solution used in the SRS model are also interesting from a theoretical standpoint.

In models with strong nonlinearities, such as the Maxwell-Bloch equations of one-particle interaction of a field and a two-level medium and the SRS mode, the radiative part of the solution can provide the main contribution to the interaction dynamics. The radiative solution describes, for instance, the quasi-self-similar asymptotic behavior of a long laser amplifier. ${ }^{6}$ In the work of Gabitov, Manakov,

Mikhaĭlov, Novokshenov, and Zakharov, the inverse scattering method is used to find related self-similar asymptotes of the SRS model ${ }^{7,8}$ and the Maxwell-Bloch equations for media with nondegenerate ${ }^{9,10}$ and degenerate ${ }^{11}$ one-particle transitions. Gabitov et al. ${ }^{9}$ studied the mixed boundary-value problem for the Maxwell-Bloch equations in a two-level medium for a one-particle transition.

Mathematically, the Chu-Scott model, ${ }^{12}$ which was used in Refs. 8, 13, and 14 to describe SRS, is equivalent to the Maxwell-Bloch equations for a two-level single-particle laser amplifier. ${ }^{15}$ The boundary conditions for the Chu-Scott model, corresponding to injection into the medium of pump and Stokes fields with constant amplitudes, were studied by Kaup and Menyuk. ${ }^{13,14}$ However, in these papers no analytic solutions describing the asymptotic behavior were found.

The present paper is a study of SRS in a two-level medium. A totally integrable model is adopted. The model describes changes in level populations, pump depletion, and the nonlinear Stark effect. We examine the boundary conditions corresponding to injection into a sample end of wave packets of the pump and Stokes fields with arbitrary (but constant) amplitudes, and the physical initial conditions for the density matrix of the medium that lead to a contribution of the real spectrum into the asymptotic behavior. We also establish, for the general case, the Marchenko equations and the approximate asymptotic expression for the kernel corresponding to radiative asymptotic behavior. The explicit form of the radiative solution of the Marchenko equations will be found for the limit of weak medium excitation and for the limit of rapid energy exchange between strong fields and the medium. Computer simulation, done in the limit of weak medium excitation, is used to test the analytic results.

The analytic solutions found for the above boundary conditions and describing radiative asymptotic behavior is
also new for the Chu-Scott model ${ }^{13}$ and hence for the mathematically identical model of a laser amplifier. ${ }^{6}$ The proposed method of finding the radiative asymptotic behavior and the analytic results can applied to other models of nonlinear physics, such as the chiral field model and the model of the interaction of two polarized waves propagating in a two-level medium with a Kerr nonlinearity. ${ }^{5,16}$

Generally, when high-power pulses of the Stokes and pump fields are injected into the medium, in addition to accounting for the real spectrum one must account for the 'soliton'" part of the spectrum. We find that for an infinitely long steplike pulse, a part of the continuous spectrum may emerge in the 'soliton', region of the spectral plane. For physical applications it is often important to establish the conditions required for the formation of a pulse with a highpower leading edge. An analysis of the dependence of the dynamics of a soliton packet on the initial conditions generated in such a problem makes it possible to find the conditions under which a soliton with the largest amplitude and the shortest duration forms at the leading edge of the packet.

The plan of the paper is as follows. Section 2 is devoted to the statement of the problem. In Sec. 3 we discuss the ISM equations and find an approximate asymptotic expression for the kernel of the Marchenko equations. In Sec. 4 we use the inverse scattering method to study the case of weak excitation of the medium. We find a radiative solution describing asymptotic solutions for arbitrary values of the pump- and Stokes-field amplitudes and the boundary of the sample. The analytic results are then compared with numerical calculations. Section 5 is devoted to the case of rapidly varying fields. We find the explicit form of the analytic solution describing radiative asymptotic behavior. In Sec. 6 we use the analytic results to explain the anomalies in the shape of Stokes-field pulses, anomalies observable in real experiments. In Sec. 7 we study the dynamics of a soliton packet that may be generated in the system. Finally, in the Appendix we establish the dependence of the constant-amplitude pump- and Stokes-fields on time and on slowly varying initial data.

## 2. BASIC EQUATIONS

We assume that the pump field and the Stokes field with amplitudes $E_{1}$ and $E_{2}$, respectively, propagate in a semiinfinite one-dimensional medium positioned along the $x$ axis with a frequency-independent refractive index $n\left(\omega_{j}\right)=n_{j}$ :

$$
\begin{aligned}
E(x, t)= & \sum_{1,2}\left(\frac{\hbar \omega_{j}}{2 c n_{j}}\right)^{1 / 2} \\
& \times\left[\mathbf{e}_{j} E_{j}(x, t) \exp \left\{i\left(k_{j} x-\omega_{j} t\right)\right\}+\text { c.c. }\right]
\end{aligned}
$$

where $\mathbf{e}_{j}$ is the polarization vector, and $\omega_{j}$ and $k_{j}$ are the carrier frequency and the wave vector, respectively. The condition for resonance in a two-level medium with a transition frequency $\omega_{0}$ has the form $\omega_{1}-\omega_{2}=\omega_{0}+\nu_{0}$, where $\nu_{0}$ is the frequency offset. Throughout this paper, with the exception of Sec. 7, it is assumed that $\nu_{0}=0$.

In the slow-envelope approximation, the MaxwellBloch equations describing stimulated Raman scattering are (see, e.g., Ref. 20)

$$
\begin{align*}
& \left(\partial_{x}+\frac{1}{v_{1}} \partial_{t}\right) E_{1}=-i b_{1}\left(N_{3}-N_{0}\right) E_{1}+i \kappa_{0} R^{*} E_{2}, \\
& \left(\partial_{x}+\frac{1}{v_{2}} \partial_{t}\right) E_{2}=-i b_{1}\left(N_{3}-N_{0}\right) E_{2}+i \kappa_{0} R E_{1}, \\
& \partial_{t} R=2 i\left(b_{1}\left|E_{1}\right|^{2}+b_{2}\left|E_{2}\right|^{2}\right) R+i \kappa_{0} E_{1} E_{2}^{*} N_{3}, \\
& \partial_{t} N_{3}=i \kappa_{0} E_{1} E_{2}^{*} R+\text { c.c. } \tag{1}
\end{align*}
$$

The phase velocities are equal: $v_{1}=v_{2}=v$. Here $v_{i}=c / n_{i}$ $=\omega_{i} / k_{i}$, with $c$ the speed of light; $b_{1}, b_{2}$, and $\kappa_{0}$ are the coefficients of cubic nonlinear susceptibility in the two-level medium expressed in terms of the physical constants of the medium, which can be found, for example, in Ref. $4 ; N_{3}$ is the population difference of the levels involved in the transitions; $N_{0}$ is the number of atoms; $R_{0}$ is the polarizability of the medium; and $x$ and $t$ are the space and time coordinates, respectively.

Now we write the system of equations (1) in the form

$$
\begin{align*}
& \partial_{T} R_{+}=i\left[g R_{+} F_{3}+R_{3} F_{+}\right]-2 i \nu_{0} R_{+}, \\
& \partial_{T} R_{3}=-\partial_{z} F_{3}=\frac{i}{2}\left[R_{+} F_{-}-R_{-} F_{+}\right], \\
& \partial_{z} F_{+}=i\left[g F_{+} R_{3}+F_{3} R_{+}\right] . \tag{2}
\end{align*}
$$

Here

$$
\begin{aligned}
& g=\frac{b_{1}-b_{2}}{\kappa_{0}}, \quad z=\int_{0}^{x} \kappa_{0} N_{0}(s) d s \\
& N_{0}^{2}(x)=N_{3}^{2}+|R|^{2}, \quad T=\kappa_{0} \int_{0}^{\tau} I_{1}(y) d y \\
& \tau=t-\frac{z}{c}, \quad I_{1}(T)=\left|E_{1}\right|^{2}+\left|E_{2}\right|^{2} \\
& F_{3}=\frac{\left|E_{1}\right|^{2}-\left|E_{2}\right|^{2}}{I_{1}}, \quad R_{3}=\frac{N_{3}}{N_{0}}, \\
& R_{+}=\frac{R}{N_{0}} \exp \left[i\left(b_{1}+b_{2}\right) \int_{0}^{\tau} I_{1}(y) d y\right], \\
& F_{+}=2 \exp \left[i\left(b_{1}+b_{2}\right) \int_{-\infty}^{\tau} I_{1}(s) d s\right] \frac{E_{1} E_{2}^{*}}{I_{1}}, \\
& F_{-}=F_{+}^{*}, \quad R R_{-}=R_{+}^{*} .
\end{aligned}
$$

The systems of equations (2) has the integrals

$$
\begin{equation*}
\left|R_{+}\right|^{2}+R_{3}^{2}=1, \quad\left|F_{+}\right|^{2}+F_{3}^{2}=1 \tag{3}
\end{equation*}
$$

The initial conditions that should be considered are those leading to the appearance of a contribution of the real spectrum to the asymptotic behavior. It is assumed that the initial excitation of the medium is described by the slowly varying functions of coordinates $R_{3}(z, 0)$ and $R_{+}(z, 0)$. The boundary conditions are fixed in the following way. Wave packets (of the pump field and the Stokes field) with constant amplitudes
$E_{1}(0, \tau)=E_{1}(0,0)$ and $E_{2}(0, \tau)=E_{2}(0,0)$ are introduced into the nonlinear medium at $z=0$. Numerical analysis conducted for $|g|<1$ has shown that the radiative solution for this model describes the transition of the system to the steady ground state. This state corresponds to the values of the fields and the medium polarizations at infinity $(z \rightarrow \infty)$ :

$$
\begin{array}{ll}
R_{3}(z, T)=-1, & R_{+}(z, T)=0 \\
F_{3}(z, T)=-1, & F_{+}(z, T)=0 . \tag{4}
\end{array}
$$

In Sec. 7 we study infinitely long pulses of the Stokes and pump fields and partial uniform excitation of the medium at the initial moment.

## 3. INVERSE SCATTERING METHOD

The inverse scattering method is basically used in the present investigation to study the radiative asymptotic behavior of the model (2) with the initial and boundary conditions specified above. The soliton and finite-band solutions of model (2) were built in Refs. 17, 5, and 18. The radiative asymptotic behavior of this model was studied in Ref. 19, in which the special case of $E_{2}(0, \tau)=0$ and of an exponentially small initial polarization,

$$
\left|\ln \int_{0}^{\infty}\right| R_{+}(z, 0)|d z| \gg 1
$$

was examined.
At $\nu_{0}=0$ the system of equations (2) can be written as the compatibility condition for the following two systems of linear equations: ${ }^{3,4}$

$$
\begin{align*}
& \partial_{z} \Phi=L \Phi=\left(\begin{array}{ll}
-i(\zeta-g / 2) R_{3} & \left(\zeta+\varphi_{+}\right) R_{+} \\
-\left(\zeta+\varphi_{-}\right) R_{-} & i(\zeta-g / 2) R_{3}
\end{array}\right) \Phi,  \tag{5}\\
& \partial_{T} \Phi=A \Phi=\frac{1}{4 \zeta}\left(\begin{array}{cc}
i(2 \zeta g-1) F_{3} & 2\left(\zeta+\varphi_{+}\right) F_{+} \\
-2\left(\zeta+\varphi_{-}\right) F_{-} & i(2 \zeta g-1) F_{3}
\end{array}\right) \Phi, \tag{6}
\end{align*}
$$

where $\zeta$ is a spectral parameter, $\Phi$ is a two-component function, and $\varphi_{+}=-g / 2 \pm(i / 2)\left(1-g^{2}\right)^{1 / 2}$.

We write the spectral problem (5) in the form

$$
\partial_{z} \Phi=i\left(\begin{array}{cc}
-\lambda n & -\left(\lambda+\phi_{+}\right) \mu  \tag{7}\\
-\left(\lambda+\phi_{-}\right) \bar{\mu} & \lambda n
\end{array}\right) \Phi,
$$

where $n=R_{3}, \mu=i R_{+}, \bar{\mu}=-i R_{-}, \lambda=\zeta-g / 2, \phi_{ \pm}=\varphi_{ \pm}$ $+g / 2$, and $\lambda=\zeta-g / 2$.

Now we consider the case in which $g^{2}<1$. Under this condition the system tends to the ground state (4) as $z \rightarrow \infty$. The solutions of the system that correspond to the boundary condition $z=0$ and the asymptotic state (4) have the form $\chi_{0}^{-,+}=\exp \left(-i \lambda \sigma_{3} z\right)$, with $z=0$ and $z \rightarrow \infty$, respectively. Let $\chi_{0}^{-,+}$be the fundamental matrices of the Jost solutions ( $\chi^{-,+} \rightarrow \chi_{0}^{-,+}$as $z \rightarrow 0$ and $z \rightarrow \infty$, respectively). The spectral problem (7) meets the involution condition, i.e.,

$$
\begin{equation*}
\Phi(\lambda, z)=M \Phi\left(\lambda^{*}, z\right)^{*} M^{-1} \tag{8}
\end{equation*}
$$

where $M=\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$. We define the scattering matrix $\mathscr{S}$ as follows:

$$
\chi^{-}=\chi^{+} \mathscr{S}(\lambda, t), \quad \mathscr{S}=\left(\begin{array}{cc}
a & -b^{*}  \tag{9}\\
b & a^{*}
\end{array}\right), \quad \operatorname{det} \mathscr{S}=1 .
$$

The second column of the Jost matrix

$$
\chi^{-,+}=\left(\begin{array}{ll}
\psi_{1}^{-,+} & \bar{\psi}_{1}^{-,+} \\
\psi_{2}^{-,+} & \bar{\psi}_{2}^{-,+}
\end{array}\right)
$$

is analytic in the upper half-plane of $\lambda$. The functions $a(\lambda)$ and $\bar{b}(\lambda)$ are analytic in the upper half-plane, and $a(\lambda)$ has zeros $\lambda_{j}$ there, which are the eigenvalues of the spectral problem (28). From (8) and (9) it follows that

$$
\begin{align*}
& \bar{\psi}_{1}^{+}=\frac{\bar{\psi}_{1}^{-}}{a}+\frac{b^{*}}{a} \psi_{1}^{+},  \tag{10}\\
& \bar{\psi}_{2}^{+}=\frac{\bar{\psi}_{2}^{-}}{a}+\frac{b^{*}}{a} \psi_{2}^{+} . \tag{11}
\end{align*}
$$

We represent $\psi^{+}(z, \lambda)$ in the form

$$
\begin{align*}
\psi^{+}(z, \lambda)= & \Phi_{0}(z, \lambda)+\int_{z}^{\infty} d s \\
& \times\left(\begin{array}{cc}
\lambda K_{1}(z, s) & \left(\lambda+\phi_{+}\right) K_{2}(z, s) \\
-\left(\lambda+\phi_{-}\right) K_{2}^{*}(z, s) & \lambda K_{1}^{*}(z, s)
\end{array}\right) \\
& \times \Phi_{0}(s, \lambda) \tag{12}
\end{align*}
$$

Substituting (12) into (10), allowing for (8), and integrating with the weights

$$
\int_{-\infty}^{\infty} \frac{\exp (-i \lambda s)\left(\lambda+\phi_{-}^{*}\right)}{2 \pi\left(\lambda+\phi_{+}\right)} d \lambda, \quad \int_{-\infty}^{\infty} \frac{\exp (-i \lambda s)}{2 \pi} d \lambda,
$$

we obtain the Marchenko equations

$$
\begin{align*}
& \partial_{z} K_{2}(z, y)-i \phi_{-} K_{2}(z, y)+i F(z+y) \\
& \quad+\int_{z}^{\infty} \partial_{y} F(y+s) K_{1}(z, s) d s=0,  \tag{13}\\
& \partial_{z} K_{1}^{*}(z, y)+\int_{z}^{\infty} K_{2}^{*}(z, s)\left[\partial_{y} F(y+s)\right. \\
& \left.\quad-i \phi_{+} F(y+s)\right] d s=0, \tag{14}
\end{align*}
$$

where

$$
\begin{equation*}
F(z, T)=\int_{\mathscr{C}} \frac{b^{*}}{a} \frac{\exp \{-i \lambda z\}}{2 \pi} d \lambda \tag{15}
\end{equation*}
$$

Note that $\rho=\left(b^{*} / a\right)(\lambda, T)$ is the scattering coefficient, which contains all information needed to find the radiative solution. The contour $\mathscr{C}$ consists of the real axis and passes above the poles in the upper complex half-plane. The soliton contribution is studied in Sec. 7. Up to that section we limit ourselves to studying only the radiative part of the spectrum, i.e., integration in (15) is carried out along the real axis.

The relationships that link the diagonal parts of the kernels $K_{1,2}(z, z, T)$ and the 'potentials'" $n(z, T)$ and $r(z, T)$ can be found from (6) and (12):

$$
\begin{align*}
& i \mu(z, T) K_{2}^{*}(z, z, T)=\left[1+i K_{1}(z, z, T)\right][n(z, T)-1],  \tag{16}\\
& {\left[1+i K_{1}(z, z, T)\right] \mu^{*}(z, T)=-i[1+n(z, T)] K_{2}^{*}(z, z, T) .} \tag{17}
\end{align*}
$$

This yields

$$
\begin{align*}
& \mu(z, T)=\frac{2 i K_{2}(z, z, T) U(z, T)}{|U(z, T)|^{2}+\left|K_{2}(z, z, T)\right|^{2}}  \tag{18}\\
& n(z, T)=\frac{|U(z, T)|^{2}-\left|K_{2}(z, z, T)\right|^{2}}{|U(z, T)|^{2}+\left|K_{2}(z, z, T)\right|^{2}} \tag{19}
\end{align*}
$$

where $U(z, T)=1+i K_{1}(z, z, T)$.
Solving the Marchenko equations requires calculating the kernel (15) with allowance for the time dependence of the scattering data (105) found in the Appendix. In this section we take into account only the contribution of the real continuous spectrum $\mathscr{C}_{r}$, which determines the radiative part of the solution of the problem. We replace $\lambda$ with $\lambda-g / 2$. If we use the expression (105), the kernel (15) assumes the form

$$
\begin{align*}
F(z+y, T)= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} d \lambda \\
& \times \exp \left[i\left(\frac{g}{2}-\lambda\right)(z+y)\right] \frac{r \exp (-2 i \Omega T)+p}{c \exp (-2 i \Omega T)+d} . \tag{20}
\end{align*}
$$

Here

$$
\begin{aligned}
& \Omega(\lambda)= \pm \frac{1}{2} \sqrt{\left(\frac{1}{2 \lambda}-q\right)^{2}+\left(1-g^{2}\right)\left|F_{+}^{2}(0,0)\right|}, \\
& r(\lambda)=A_{12}+\rho_{0}\left(i \Omega-A_{11}\right), \\
& c(\lambda)=\rho_{0} A_{21}+i \Omega+A_{11}, \\
& p(\lambda)=-A_{12}+\rho_{0}\left(i \Omega+A_{11}\right), \\
& d(\lambda)=-\rho_{0} A_{21}+i \Omega-A_{11},
\end{aligned}
$$

with $A_{i j}$ being the values of the components of the matrix $\|A\|$ on the right-hand side of Eq. (6) at $z=0$.

The denominator on the right-hand side of Eq. (20) vanishes at the points

$$
\begin{equation*}
-T \Omega\left(\lambda_{n}\right)=\pi\left(n+\frac{1}{2}\right)+i \kappa\left(\lambda_{n}\right), \quad \kappa\left(\lambda_{n}\right)=\frac{1}{2} \ln \frac{d}{c}\left(\lambda_{n}\right) . \tag{21}
\end{equation*}
$$

The sign of $\Omega$ is selected so that within the limits $F_{+}(z$ $=0, T)=0$ and $F_{3}(z=0, T)= \pm 1 \operatorname{sgn} \Omega$ coincides with the sign of $F_{3}(z, T) \equiv F_{3}(0, T)$, since within these limits the time dependence can easily be found and has the simple form

$$
\rho(\lambda, T)=\rho_{0} \exp \left[i \int_{0}^{T} F_{3}(0, T) d T\left(1-\frac{1}{2 \lambda}\right)\right] .
$$

We find the asymptotic expression for the kernel $F(z, T)$ for large values of $T$. Estimating the integral by the saddle-
point method, we can show that the main contribution to (20) is provided by the neighborhood of the point $\lambda_{s} \sim \sqrt{T}$. For large values of $\lambda$ we have the expansion

$$
\begin{equation*}
\Omega\left(\lambda_{n}\right) \approx \varepsilon\left(\Omega_{0}+\frac{\alpha}{\lambda}\right)+O\left(\frac{\alpha_{1}}{\lambda}\right)^{2}, \tag{22}
\end{equation*}
$$

where $\quad \Omega_{0}=(1 / 2) \sqrt{\left(1-g^{2}\right)\left|F_{+}(0,0)\right|^{2}+g^{2}}, \quad \varepsilon= \pm 1$, $\alpha=-g / 4 \Omega_{0}$, and $\alpha_{1}$ is a constant of order unity. For physical media, $g$ can be either positive or negative. To be definite, we assume that $g$ is positive. In this section we ignore the last term on the right-hand side of Eq. (22). Note that in the limits discussed below, $\alpha_{1}=0$.

The dependence of $\rho_{0}$ on $\lambda$ is also found in the Appendix, where we show that

$$
\rho_{0}=\frac{\lambda-i \phi_{-}^{*}}{\lambda} \frac{R_{+}(0,0)}{\delta+R_{3}(0,0)}\left[1+O\left(\frac{1}{\lambda}\right)\right]
$$

for almost all slowly varying initial conditions. It can also be shown that in general, for $\lambda$ large, the dependence of the coefficient of the exponentials on the right-hand side of Eq. (15) on the spectral parameter has the form

$$
\begin{array}{ll}
r=r_{0}+O\left(\frac{1}{\lambda}\right), & p=p_{0}+O\left(\frac{1}{\lambda}\right), \\
c=c_{0}+O\left(\frac{1}{\lambda}\right), & d=d_{0}+O\left(\frac{1}{\lambda}\right) .
\end{array}
$$

Now we find the kernel $F(z, T)$ with the $\lambda$-dependence of these coefficients ignored, i.e., we calculate the integral

$$
\begin{align*}
F(z+y, T)= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} d \lambda \exp \left[i\left(\frac{g}{2}-\lambda\right)\right. \\
& \times(z+y)] H(\lambda, T), \tag{23}
\end{align*}
$$

where

$$
H(\lambda, T)=\frac{p_{0}+r_{0} \exp (-2 i \Omega T)}{d_{0}+c_{0} \exp (-2 i \Omega T)}
$$

Let $F_{3}(0, T) \equiv F_{3}(0,0)=\cos \beta_{0}=\varepsilon\left|\cos \beta_{0}\right|$. We call the interaction mode corresponding to the boundary conditions $\pi / 2$ $\geqslant \beta_{0}>0$ the $I$-mode, and the mode corresponding to the boundary conditions $\pi>\beta_{0}>\pi / 2$ the $J$-mode. We show that the kernels corresponding to these interaction modes are proportional to the Bessel functions $I_{k}$ and $J_{k}(k=0,1)$, respectively.

Calculating the residues on the right-hand side of $F$ [Eq. (23)] at the poles (21),

$$
\lambda_{n}=\frac{-\varepsilon \alpha T}{\pi n+\pi / 2-i \kappa_{0}+\varepsilon \Omega_{0} T}, \quad \kappa_{0}=\frac{1}{2} \ln \frac{d_{0}}{c_{0}},
$$

we obtain a series in $n$. Multiplying the $n$th term of this series by the exponential with the exponent

$$
\begin{aligned}
& 2 i \varepsilon \alpha T\left(\pi n+\pi / 2-i \kappa+\varepsilon \Omega_{0} T\right) / \varepsilon \alpha T \\
& \quad-i \pi-2 \kappa_{0}-2 i \varepsilon \Omega_{0} T,
\end{aligned}
$$

we obtain

$$
\begin{align*}
F(z+s, T)= & -i \frac{r_{0} d_{0}-p_{0} c_{0}}{d_{0}^{2}} \frac{1}{2 \pi i} \sum_{n} \exp \left[-\frac{i(z+s)}{q_{n}}\right. \\
& \left.+i 2 \alpha T q_{n}+i \frac{g}{2}(z+y)-2 i \varepsilon \Omega_{0} T\right] \tag{24}
\end{align*}
$$

where $q_{n}=\varepsilon(\pi n+\pi / 2-i \kappa) / \alpha T+\Omega_{0} / \alpha$. For large $T$, the interval between $q_{n}$ and $q_{n+1}$ gets smaller, which justifies the transition from summation over $q_{n}$ to integration with respect to $q$. For $\operatorname{sgn} \varepsilon=+1$, which corresponds to the $I$-mode, the kernel is

$$
\begin{align*}
F(z+y, T)= & -\frac{g_{\infty}}{2 \pi} \int_{-\infty}^{\infty} \exp \left[\frac{i(z+y)}{q}+2 i \alpha T q\right] \\
& \times \exp \left[-2 i T \Omega_{0}+i \frac{g}{2}(z+y)\right] \frac{d q}{q^{2}} \\
= & g_{\infty} \frac{4|\alpha| T}{\sqrt{8|\alpha|(z+y) T}} I_{1}(\sqrt{8|\alpha|(z+y) T}) \\
& \times \exp \left[-2 i T \Omega_{0}+i \frac{g}{2}(z+y)\right] \tag{25}
\end{align*}
$$

where $I_{1}$ is a Bessel function, and $g_{\infty}=\left(r_{0} d_{0}-p_{0} c_{0}\right) / d_{0}^{2}$.
In the $J$-mode, the solution for $F_{+}(z, T)$ asymptotically $(z \rightarrow \infty)$ tends to zero. We select $\operatorname{sgn} \varepsilon=-1$, so that the solution matches the asymptotic solution in the linear limit, since a zero asymptote for $F_{+}(z, T)$ corresponds to $\left.F_{3}\right|_{z \rightarrow \infty}$ $=-1$. Replacing the signs of $\varepsilon$ and $q$ in the above formulas, we obtain a kernel that corresponds to the $J$-mode:

$$
\begin{equation*}
F(z+y, T)=g_{\infty} \frac{4|\alpha| T}{\eta} J_{1}(\eta) \exp \left[2 i T \Omega_{0}+i \frac{g}{2}(z+y)\right], \tag{26}
\end{equation*}
$$

where $J_{1}(\eta)$ is a Bessel function, and $\eta=\sqrt{8|\alpha|(z+y) T}$.
Note that the asymptotic behavior of the kernel $F(z, T)$ for large values of $T$ and arbitrary (but constant) fields $E_{1,2}(z=0, T)=$ const is linearly dependent on the Bessel functions, as in the limiting cases: $F_{3}(0, T) \approx \pm 1$.

The next step consists in solving the Marchenko equations (13) and (14) with the kernel $F(z+y, T)$. The solution can be found by iterations that use a series expansion in powers of $1 / \eta$ for $\eta$ large. The solution for $F_{+}(z, T)$ consists of a series of spikes with an amplitude decreasing as $z \rightarrow \infty$.

We show that solving the problem amounts to solving a first-order differential equation. It is known that the spectral problem (5) reduces to the Zakharov-Shabat spectral problem. ${ }^{2}$ The corresponding gauge transformation has the form ${ }^{3}$

$$
\begin{align*}
\Psi_{z}= & D^{-1} \Phi \\
D= & {\left[I \cos (\gamma / 2)+i \sigma_{3} \sin (\gamma / 2)\right][I \cos (v / 2)} \\
& \left.+i \sigma_{1} \sin (v / 2)\right]\left[I \cos (\theta / 2)+i \sigma_{3} \sin (\theta / 2)\right] \tag{27}
\end{align*}
$$

where $\sigma_{i}$ are the Pauli matrices, and we have introduced the notation
$R_{+}=\exp \{ \pm i \theta\} \sin v, \quad R_{3}=\cos v, \quad \gamma=\int_{0}^{z} \theta_{z} \cos v d z$,
$\theta_{z}=\partial_{z} \theta, \quad \gamma \rightarrow 0, \quad z=0 ; \quad v, \theta_{z} \rightarrow 0, \quad z \rightarrow \infty$.
The transformation (27) reduces the spectral problem (5) to

$$
\partial_{z} \Psi=\left(\begin{array}{cc}
-i \lambda & \frac{1}{2} V  \tag{28}\\
-\frac{1}{2} V^{*} & i \lambda
\end{array}\right) \Psi,
$$

where

$$
\begin{equation*}
V(z, T)=\left[\left(i \sqrt{1-g^{2}}-\theta_{z}\right) \sin v+i v_{z}\right] e^{i \gamma} \tag{29}
\end{equation*}
$$

For $1>g^{2}$, the corresponding Marchenko equations have the form ${ }^{2}$

$$
\begin{align*}
& K_{1}^{(1)}(z, y)+F^{(1)}(z+y)+\int_{0}^{z} F^{(1)}(y+s) K_{2}^{(1)}(z, s) d s=0  \tag{30}\\
& K_{2}^{(1) *}(z, y)-\int_{0}^{z} K_{1}^{(1) *}(z, s) F^{(1)}(y+s) d s=0  \tag{31}\\
& F^{(1)}(z)=\int_{\mathscr{C}} \frac{b^{*}}{a} \frac{\exp (-i \lambda z)}{2 \pi} d \lambda \tag{32}
\end{align*}
$$

The relationship between the "potential" $V$ and the kernels $K_{1,2}$ has the form ${ }^{2}$

$$
\begin{align*}
& V(z, T)=4 K_{1}^{(1)}(z, z, T)  \tag{33}\\
& \int_{0}^{z}|V(y, T)|^{2} d y=-4 K_{2}^{(1)}(z, z, T) \tag{34}
\end{align*}
$$

The time dependence $\rho(T)$ can be bound by replacing matrix $\|A\|$ with matrix $\|A\|_{g}$ obtained from $\|A\|$ via the gauge transformation (27). For $F_{3,+}(0, T) \equiv F_{3,+}(0,0)$ and $R_{3,+}(z, 0)$ $\equiv R_{3,+}(0,0)$ (i.e., constants), the corresponding components of $\|A\|_{g}$ are independent of $z$ and $T$, and the dependence of $\rho$ on $\lambda$ and time $T$ is given by the general expressions (105) in the Appendix.

We can find the general form of the solution of the system of Marchenko equations (30) and (31) by following the ideas developed by Gabitov and Manakov. ${ }^{11}$ Here it is possible to express $V(z, T) / T$ in terms of a function depending solely on a self-similar variable. Then, to reconstruct the 'potential' $R_{+}(z, T)$, we must solve Eqs. (29) and (33), but there is no way in which this can be done analytically. At the same time, Eqs. (30) and (31) also emerge in the physically interesting limit of weak medium excitation, a limit in which (29) becomes trivial and corresponds to the formal equalities

$$
\begin{equation*}
V(z, T) \equiv R_{+}(z, T), \quad R_{3}(z, T) \equiv-1 . \tag{35}
\end{equation*}
$$

In this limit, the gauge transformation (27) becomes an identity transformation.

## 4. WEAK-FIELD LIMIT

The Chu-Scott model ${ }^{12}$ can be obtained from Eqs. (2) in the weak-field limit $\left(|\lambda| \ll\left|\phi_{ \pm}\right|\right)$. If we ignore excitation [see Eq. (35)] and the Stark effect ( $g=0$ ), we obtain the ChuScott model:

$$
\begin{align*}
& \partial_{T} V=F_{+}, \\
& \partial_{z} F_{+}=F_{3} V,  \tag{36}\\
& \partial_{z} F_{3}=-\frac{1}{2}\left(F_{+}^{*} V+F_{+} V^{*}\right) . \tag{37}
\end{align*}
$$

The functions and the variables are the same as in (2). The Chu-Scott model can be represented by the compatibility condition for the linear systems (28) and the system

$$
\partial_{T} \Phi=\frac{1}{4 \lambda}\left(\begin{array}{cc}
i F_{3} & -i F_{+}  \tag{38}\\
-i F_{-} & -i F_{3}
\end{array}\right) \Phi .
$$

The Marchenko equations coincide with (30) and (31). The time dependence of the scattering coefficient is given by the general expression (105) in the Appendix, where $\|A\|$ is the matrix on the right-hand side of Eq. (38) at $z=0$. For the Chu-Scott model we have the exact relationships

$$
\begin{equation*}
\Omega=\frac{\varepsilon}{4 \lambda}, \quad \varepsilon=\frac{F_{3}(0,0)}{\left|F_{3}(0,0)\right|}, \quad \alpha=\frac{1}{4}, \quad \alpha_{1}=0 . \tag{39}
\end{equation*}
$$

The coefficients on the right-hand side of Eq. (20) are of the form

$$
\begin{align*}
r^{(1)}(\lambda)= & \frac{1}{4 \lambda}\left[i \rho_{0}^{(1)}\left(\varepsilon-F_{3}(0,0)\right)+F_{+}(0,0)\right] \\
& \times\left[1+O\left(\frac{1}{\lambda}\right)\right] \approx \frac{r_{0}^{(1)}}{4 \lambda},  \tag{40}\\
p^{(1)}(\lambda)= & \frac{1}{4 \lambda}\left[i \rho_{0}^{(1)}\left(\varepsilon+F_{3}(0,0)\right)-F_{+}(0,0)\right] \\
& \times\left[1+O\left(\frac{1}{\lambda}\right)\right] \approx \frac{p_{0}^{(1)}}{4 \lambda},  \tag{41}\\
c^{(1)}(\lambda)= & \frac{1}{4 \lambda}\left[i\left(\varepsilon+F_{3}(0,0)\right)-\rho_{0}^{(1)} F_{-}(0,0)\right] \\
& \times\left[1+O\left(\frac{1}{\lambda}\right)\right] \approx \frac{c_{0}^{(1)}}{4 \lambda},  \tag{42}\\
d^{(1)}(\lambda)= & \frac{1}{4 \lambda}\left[i\left(\varepsilon+F_{3}(0,0)\right)+\rho_{0}^{(1)} F_{-}(0,0)\right] \\
& \times\left[1+O\left(\frac{1}{\lambda}\right)\right] \approx \frac{d_{0}^{(1)}}{4 \lambda} . \tag{43}
\end{align*}
$$

We ignore the term $O(1 / \lambda)$ in square brackets, i.e., in (40)(43) $\rho_{0}^{(1)}, r_{0}^{(1)}, p_{0}^{(1)}, c_{0}^{(1)}$, and $d_{0}^{(1)}$ are independent of $\lambda$. Allowing for (39), we find that the kernel $F^{(1)}(x+y, T)$ is given by Eqs. (25) and (26). For the $J$-mode we have

$$
\begin{equation*}
F^{(1)}(z+y, T)=\frac{g_{\infty}^{(1)}}{\sqrt{2(z+y) T}} J_{1}(\sqrt{2(z+y) T}), \tag{44}
\end{equation*}
$$

where $g_{\infty}^{(1)}=\left(r_{0}^{(1)} d_{0}^{(1)}-p_{0}^{(1)} c_{0}^{(1)}\right) /\left(d_{0}^{(1)}\right)^{2}$, and $J_{1}$ is a Bessel function. For the $I$-mode the kernel differs from (44) in that $J_{1}$ is replaced by $I_{1}$. When $R_{+}(z, 0)=0$, we can easily show that $\rho_{0}(\lambda)=0$, with

$$
\left.g_{\infty}^{(1)}\right|_{\rho_{0}=0}=\frac{2\left|\sin \beta_{0}\right|}{\left(1+\left|\cos \beta_{0}\right|\right)^{2}} .
$$

To find the radiative solution of the Marchenko equations (30) and (31), we use the Gegenbauer addition formula, following the ideas developed in Ref. 11. Examining the $J$-mode, we introduce the variables $\xi=\sqrt{2 z T}$ and $\zeta=\sqrt{2 y T}$ and write the function $F^{(1)}(z+y, T)$ in the form $F^{(1)}(z$ $+y, T)=T \mathscr{F}^{(1)}\left(\sqrt{\xi^{2}+\zeta^{2}}\right)$. Next we expand the function $\mathscr{F}^{(1)}\left(\sqrt{\xi^{2}+\zeta^{2}}\right)$ in Bessel functions:

$$
\begin{align*}
\mathscr{F}^{(1)}\left(\sqrt{\xi^{2}+\zeta^{2}}\right)= & \frac{g_{\infty}^{(1)}}{\sqrt{\xi^{2}+\zeta^{2}}} J_{1}\left(\sqrt{\xi^{2}+\zeta^{2}}\right) \\
= & g_{\infty}^{(1)} \frac{2}{\zeta \xi} \sum_{k=1}^{\infty}(-1)^{k-1}(2 k-1) \\
& \times J_{2 k-1}(\zeta) J_{2 k-1}(\xi) . \tag{45}
\end{align*}
$$

Here we have used the properties of the Gegenbauer polynomial $C_{l}^{k}$ (see, e.g., Ref. 21):

$$
C_{l}^{2 k-1}(0)=0, \quad C_{l}^{2 k}(0)=(-1)^{k} \frac{(k+l)!}{l!k!} .
$$

We introduce $\mathscr{K}_{1,2}^{(1)}(z, y)=T^{-1} K_{1,2}^{(1)}(z, y, T)$ and expand these functions in the Bessel functions $J_{2 k-1}$ :

$$
\begin{align*}
& \mathscr{K}_{1}^{(1)}(z, y)=\mathscr{K}_{1}^{(1)}(\xi, \zeta)=\frac{2}{\xi \zeta} \sum_{k=1}^{\infty} \mathscr{B}_{k}^{(1)}(\xi) J_{2 k-1}(\zeta),  \tag{46}\\
& \mathscr{K}_{2}^{(1)}(z, y)=\mathscr{K}_{2}^{(1)}(\xi, \zeta)=\frac{2}{\xi \zeta} \sum_{k=1}^{\infty} \mathscr{P}_{k}^{(1)}(\xi) J_{2 k-1}(\zeta) . \tag{47}
\end{align*}
$$

We take advantage of the biorthogonality of the Bessel functions and Neumann's Bessel functions $Y_{k}$,

$$
\begin{align*}
& \int_{\mathscr{C}} J_{m}(\zeta) Y_{k}(\zeta) d \zeta=a_{k} \delta_{k m}, \\
& a_{0}=2 \pi i, \quad a_{k}=\pi i, \quad k>0, \tag{48}
\end{align*}
$$

where the integral is taken along a contour $\mathscr{C}$ that encloses the center of the complex plane. Multiplying the Marchenko equations by $Y_{2 k-1}$ and integrating along $\mathscr{C}$, we find that

$$
\begin{align*}
& \mathscr{R}_{l}^{(1)}(\xi)=\sum_{n=1}^{\infty} \mathscr{O}_{l n}^{(1)} \mathscr{P}_{n}^{(1)}(\xi)+\mathscr{F}_{k}^{(1)}(\xi),  \tag{49}\\
& \mathscr{P}_{l}^{(1)}(\xi)=-\sum_{n=1}^{\infty} \mathscr{O}_{l n}^{(1)} \mathscr{R}_{n}^{(1)}(\xi), \tag{50}
\end{align*}
$$

where

$$
\mathscr{F}_{k}^{(1)}=(-1)^{k-1} 2 g_{\infty}^{(1)}(2 k-1) J_{2 k-1}(\xi),
$$

$$
\begin{align*}
& \mathscr{O}_{k l}^{(1)}=(-1)^{k-1} 4 g_{\infty}^{(1)}(2 k-1) \mathscr{W}_{k l}^{(1)}, \\
& \mathscr{W}_{k l}^{(1)}(s)=\int_{0}^{s} J_{2 k-1}(\sigma) J_{2 l-1}(\sigma) \sigma^{-1} d \sigma . \tag{51}
\end{align*}
$$

For the $I$-mode we have a similar algebraic system of equations in which the Bessel functions $J_{k}$ are replaced by $I_{k}$. The integrals in (51) reduce to tabulated integrals, e.g.,

$$
\begin{aligned}
\int & I_{2 k-1}(x) I_{2 j-1}(x) x^{-1} d x \\
& =2^{1-2 j-2 k} x^{-2+2 j+2 k} F[(j+k-1, j+k \\
& \left.-1 / 2),(2 j, 2 k, 2 k+2 j-1), x^{2}\right] / \\
& {[(j+k-1) \Gamma(2 j) \Gamma(2 k)] }
\end{aligned}
$$

where $F$ is the hypergeometric function and $\Gamma$ is the gamma function. We find the solution to the algebraic system of equations (49) and (50) using Cramer's formula

$$
\begin{equation*}
\mathscr{P}_{k}^{(1)}=\frac{\operatorname{det}\left\|M_{k}^{(1)}\right\|}{\operatorname{det}\left\|M^{(1)}\right\|}, \tag{52}
\end{equation*}
$$

where

$$
\left\|M^{(1)}\right\|=\delta_{i j}+\mathscr{O}_{i k}^{(1)} \mathscr{O}_{k j}^{(1)}
$$

$\left\|M_{k}^{(1)}\right\|$ differs from $\left\|M^{(1)}\right\|$ in that the $k$ th column is replaced by the vector $\mathscr{F}_{k}^{(1)}$. We have

$$
\begin{equation*}
\frac{1}{4 \xi} \frac{d}{d \xi} \ln \operatorname{det}\left\|M^{(1)}\right\|=\frac{1}{\operatorname{det}\left\|M^{(1)}\right\|} \sum_{k=1}^{\infty} \operatorname{det}\left\|M_{k}^{(1)}\right\| J_{2 k-1} \tag{53}
\end{equation*}
$$

Comparing (52) with (53) and using the rule of differentiation of determinants, we find the formal solution for $\mathscr{K}_{2}^{(1)}$ [Eq. (47)]:

$$
\begin{align*}
\sum_{n=1}^{\infty} \mathscr{P}_{k}^{(1)}(\xi) J_{2 k-1}(\xi) & =\mathscr{K}_{2}^{(1)}(\xi, \zeta) \\
& =\frac{1}{4 \xi} \frac{\partial}{\partial \xi} \ln \operatorname{det}\left(\delta_{k l}+\left\|\mathscr{O}^{(1)}\right\|\left\|\mathscr{O}^{(1)} *\right\|\right) \tag{54}
\end{align*}
$$

To find $\mathscr{K}_{1}^{(1)}(\xi, \zeta)$, we write (49) and (50) in vector form, bearing in mind that $\left\|\mathscr{O}^{(1)}\right\|$ is a real matrix:

$$
\begin{equation*}
\left(I+\left\|\mathscr{O}^{(1)}\right\|^{2}\right) \mathscr{B}^{(1)}=\mathscr{F}^{(1)} \tag{55}
\end{equation*}
$$

We write the solution of Eq. (55) also in vector form:

$$
\begin{align*}
\mathscr{B}^{(1)}= & \frac{1}{2 i}\left[\left(I+i\left\|Q^{(1)}\right\|\right)^{-1} \mathscr{F}^{(1)}\right. \\
& \left.+\left(I-i\left\|Q^{(1)}\right\|\right)^{-1} \mathscr{F}^{(1)}\right] . \tag{56}
\end{align*}
$$

The final result is

$$
\begin{equation*}
\mathscr{K}_{1}^{(1)}(\xi, \zeta)=\frac{1}{4 \xi} \frac{\partial}{\partial \xi} \ln \frac{\operatorname{det}\left[I+i\left\|\mathscr{O}^{(1)}\right\|\right]}{\operatorname{det}\left[I-i\left\|\mathscr{O}^{(1)}\right\|\right]} . \tag{57}
\end{equation*}
$$

Instead of (33) and (34) we have

$$
\begin{align*}
& V(\zeta, T)=4 T \mathscr{K}_{1}^{(1)}(\zeta, \zeta)  \tag{58}\\
& \int_{0}^{\zeta}|V(\eta)|^{2} d \eta=-4 T \mathscr{K}_{2}^{(1)}(\zeta, \zeta) \tag{59}
\end{align*}
$$

Equation (58) implies that the field $V(z, \tau)$ is proportional to a function that depends solely on the self-similar variable $\zeta$ $=\sqrt{2 z T}$. The solution that describes the dynamics of the field $V(\zeta, T)$ has the form

$$
\begin{equation*}
V(\zeta, T)=\frac{T}{\xi} \frac{\partial}{\partial \xi} \ln \frac{\operatorname{det}\left[I+i\left\|\mathscr{O}^{(1)}\right\|\right]}{\operatorname{det}\left[I-i\left\|\mathscr{O}^{(1)}\right\|\right]} \tag{60}
\end{equation*}
$$

Note that for $g^{2}<1$ the solution of Eq. (29) with the left-hand side (60) makes it possible to find the radiative asymptotic behavior for the general case of arbitrary excitation of the medium and with the Stark effect taken into account. Obviously, in this case the solution is not self-similar, although it is determined by the self-similar function $\mathscr{K}_{1}(\zeta, \zeta)$.

The radiative part of the solution of the system of equations (2) for $\pi / 2>\beta_{0}>0$ consists of two parts: an increasing part, proportional (for small $T$ ) to the Bessel function $I_{1}$, anddamped oscillations (see Figs. 1 and 2). For $\pi>\beta_{0}$ $>\pi / 2$, the solution consists of damped oscillations (Fig. 3). The corresponding kernel $\mathscr{F}^{(1)}(\eta)$ is proportional to the Bessel function $J_{1}(\eta)$.

In Refs. 6 and 9, where the Marchenko equations were studied for a one-particle laser amplifier, it is shown that for an initially almost totally inverted medium the solution of the equations also exhibits a similar dependence on a self-similar variable. In these papers, the researchers used initial conditions that correspond to a small deviation from total inversion of the medium and to field fluctuations. A more general solution is found in the present paper for a situation corresponding, in the case of a laser amplifier, to an arbitrary degree of inversion of the medium.

We assume that

$$
\begin{equation*}
-\log \left[\left|\beta_{0}\right|^{-1}\right] \gtrdot 1, \quad-\log \left[\left|\rho_{0}\right|^{-1}\right] \gtrdot 1 \tag{61}
\end{equation*}
$$

In a laser amplifier, these conditions [Eq. (61)] correspond to almost total initial inversion. The small Bloch angle $\beta_{0}$ describes quantum fluctuations of the polarizability of the medium. ${ }^{9}$ If $\beta_{0}=0$, conversion of the medium occurs at $\rho_{0}$ $\neq 0$ (see Ref. 6). Similarly, for the adopted model with $\rho_{0}$ $=0$, an initial Stokes field $E_{2}(0, \tau)$ is required to initiate the energy conversion process, and the shape of this field determines the leading edge of the asymptotic solution. Strictly speaking, the classical model is inapplicable when $\beta_{0}=\rho_{0}$ $=0$, since it does not allow for quantum fluctuations of vacuum and medium. However, when the number of photons is large, the classical model provides a satisfactory description of the dynamics of the fields.


FIG. 1. The $I$-mode of interaction. The dependence of $G(\eta)$ $=(\eta / 4 T) V(\eta, T)$ (see Eq. (36)) on the self-similar variable $\eta=\sqrt{4 z T}$ depicted in this figure was found numerically for $\beta_{0}=10^{-4}$ and $\rho_{0}=0$. The graph of the linear solution found for small $T$, i.e., the function $g_{0} I_{1}(\eta)$, is also shown. It lies above the graph of the numerical solution of Eq. (62).

For real initial values of the fields and zero frequency offset, the self-similar solution of the Chu-Scott model is described by the equation

$$
\begin{equation*}
\mathscr{B}_{\eta \eta}^{\prime \prime}(\eta)+\frac{1}{\eta} \mathscr{B}_{\eta}^{\prime}(\eta)=\sin \mathscr{B}(\eta), \tag{62}
\end{equation*}
$$

where

$$
V(z, T)=\frac{4 T}{\eta} \mathscr{B}_{\eta}^{\prime}(\eta), \quad \eta=\sqrt{4 z T} .
$$

In the Marchenko equations (13) and (14) we can ignore the integrals for small values of $\eta$. When $\eta$ is large, the nonlinear terms can be ignored only for small enough coefficients $\left|g_{\infty}\right|$ in the $J$-mode. In the first case the linear solution of the Marchenko equations describes the leading edge of the solution corresponding to the $I$ - and $J$-modes. We examine the integral (15) in the limit of small $T$ such that the denominator on the right- hand side of Eq. (20) does not vanish. For $T$ and $\sigma=1 / \lambda$ small, the factor $\exp (2 i \Omega T)$ in the denominator can be replaced by 1 . We write (20) in the form

$$
\begin{align*}
F_{0}^{(1)}(z+s, T)= & -\frac{\sin \beta_{0}}{4 \pi} \int_{\mathscr{C}} \frac{d \sigma}{\sigma^{2}}[1-\exp (2 i T \sigma)] \\
& \times \exp \left[-\frac{i(z+s)}{\sigma}\right] . \tag{63}
\end{align*}
$$

Integrating along $\mathscr{C}$ in (63) in the positive sense about the singularity $\sigma=0$, we obtain


FIG. 2. The same as in Fig. 1, but for $\beta_{0}=0.25 \pi$.


FIG. 3. The $J$-mode of interaction. The same as in Fig. 1 for $\beta_{0}=0.75 \pi$. The graph for the linear solution $g_{0} J_{1}(\eta)$ is also shown. It lies below the graph of the numerical solution

$$
\begin{align*}
F_{0}^{(1)}(z+s, T)= & -\frac{\sin \beta_{0}}{8 \pi} \int_{\mathscr{C}+} \frac{d \sigma}{\sigma^{2}} \\
& \times \exp \left[-\frac{i}{\sigma}(z+s)+2 i T \sigma\right] \\
= & g_{0}^{(1)} \frac{T}{\sqrt{\zeta^{2}+\xi^{2}}} I_{1}\left(\sqrt{\zeta^{2}+\xi^{2}}\right)=T \mathscr{F}_{0}^{(1)}, \tag{64}
\end{align*}
$$

where $\zeta=\sqrt{2 T z}, ~ \xi=\sqrt{2 T s}, I_{1}$ is a Bessel function, and $g_{0}^{(1)}=\left|\sin \beta_{0}\right|$. The solution for the $J$-mode can be found from (64) by replacing $I_{1}$ with $J_{1}$.

The other linear limit corresponds to the $J$-mode and to small $\left|g_{\infty}\right|$, i.e., $\pi-\beta_{0}<\pi$. The corresponding kernel has the form [see (26)]

$$
F^{(1)}(z+y, T)=\frac{g_{\infty}^{(1)} T}{\eta} J_{1}(\eta), \quad \eta=\sqrt{2(z+y) T}
$$

The solution (26) describes damped oscillations of the field $V(z, T)$ about the stable state (4).

In the first linear limit (small $T$ and $\eta$ ), the solution of the Marchenko equations (13) and (14) is obvious:

$$
\begin{align*}
& \mathscr{K}_{1}^{(1)}(\zeta, \zeta)=\mathscr{F}_{0}^{(1)}(\zeta), \\
& V(z, T)=4 K_{1}^{(1)}(\zeta, \zeta, T)=4 T g_{0}^{(1)} \mathscr{F}_{0}^{(1)}(\zeta) \\
& =\frac{4 T g_{0}^{(1)}}{\eta} I_{1}(\eta), \tag{65}
\end{align*}
$$

where $\eta=\sqrt{2} \zeta=\sqrt{4 z T}$. Accordingly, for the $J$-mode we must replace $I_{1}$ with $J_{1}$. When $\eta$ is small, the solution (65) is valid for all $\beta_{0}$ (see Figs. 1-3). In the second linear limit, the solution can be found by introducing the formal substitutions $I_{1} \rightarrow J_{1}$ and $g_{0}^{(1)} \rightarrow g_{\infty}^{(1)}$ into (65). The Marchenko equations do not specify the sign of the field, so we find it by matching the resulting solution and the linear solution.

Figure 4 compares the numerical investigation of the self-similar asymptotic solution of the Chu-Scott model and the solution (65) expressed in terms of $\mathscr{F}^{(1)}$ [see Eq. (32)]. Numerical analysis has shown that at $\beta_{0}=0.9 \pi$ the maximum deviation of the numerical solution from the analytic one at the first vertex is less than $1 \%$. For $\beta_{0}=0.8 \pi$ the deviation is no larger than $3 \%$. And $\beta_{0}=0.7 \pi$ the deviation


FIG. 4. Comparison of the numerical results with the analytic results of the Chu-Scott model in the $J$-mode. The dependence of $G(\eta)$ $=(\eta / 4 T) V(\eta, T)$ on the self-similar variable $\eta=\sqrt{4 z T}$ depicted in this figure was found numerically for $\beta_{0}=0.8 \pi$ and $\rho_{0}=0$. The graph of the linear solution $g_{\infty} J_{1}(\eta)$, which has a smaller amplitude of oscillations, is also shown.
is no larger than $8 \%$. If we continue to reduce $\beta_{0}$, the error gets larger and the linear approximation breaks down.

The numerical results show that the analytic solution found in the second linear approximation can provide a satisfactory description of the radiative solution from $\beta_{0}=\pi$ to $\beta_{0} \approx 0.75 \pi$, with $g_{\infty}$ varying from 0 to roughly 1.1.

Computer simulation of the nonlinear region shows that the theory correctly describes the radiative solution at large and small $T$. The amplitude of oscillations of the radiative part of the solution depends on $\beta_{0}$, while the general form of the radiative part of the solution remains the same for all angles $\beta_{0}$, which corroborates the self-similar nature of the asymptotic behavior of SRS for the initial and boundary conditions specified in this section.

## 5. LIMIT OF RAPIDLY VARYING HIGH-POWER FIELDS

Modern laser technology makes it possible to use highpower laser fields in studies of nonlinear processes. If the number of photons of the pump and Stokes fields passing through unit volume element of the medium is larger than the active atoms in this element, there is rapid energy exchange between fields and medium. When the fields are strong, the $z$-derivative of the kernel $K_{1,2}$ is proportional to $\lambda$ and can reach values greater than unity. In real physical media, $\left|\phi_{+}\right|$varies between $0.15-1.5$. We assume that $|\lambda|$ $\geqslant\left|\phi_{+}\right|$in the strong-field limit. In this limit we can use the inverse scattering method, eliminating $\phi_{ \pm}$from the equations of Sec. 3. For instance, the solutions of the simplified spectral problem $(g=1)$ are related by

$$
\begin{equation*}
\bar{\psi}_{1}^{+}=\frac{\bar{\psi}_{1}^{-}}{a}+\frac{b^{*}}{a} \psi_{1}^{+} . \tag{66}
\end{equation*}
$$

The solution of the reduced spectral problem can be written

$$
\begin{align*}
\chi^{+}(z, \lambda)= & \Phi_{0}^{+}(z, \lambda) \\
& -\int_{z}^{\infty} d s\left(\begin{array}{cc}
\lambda K_{1}^{(0)}(z, s) & \lambda K_{2}^{(0)}(z, s) \\
-\lambda \bar{K}_{2}^{(0)}(z, s) & \lambda \bar{K}_{1}^{(0)}(z, s)
\end{array}\right) \\
& \times \Phi_{0}^{+}(s, \lambda) . \tag{67}
\end{align*}
$$

The Marchenko equations can be derived by integrating (66) with the weight

$$
\int_{-\infty}^{\infty} \frac{\exp (-i \lambda s)}{2 \pi \lambda} d \lambda .
$$

The final result is

$$
\begin{align*}
& K_{1}^{(0)}(z, y)+F^{(0)}(z+y) \\
& +\int_{0}^{z} F^{(0)}(y+s) K_{2}^{(0)}(z, s) d s=0  \tag{68}\\
& K_{2}^{(0) *}(z, y)-\int_{0}^{z} K_{1}^{(0) *}(z, s) F^{(0)}(y+s) d s=0 \tag{69}
\end{align*}
$$

where

$$
\begin{equation*}
F^{(0)}(z+y)=\int_{\mathscr{C}} \frac{\rho(\lambda, z)}{2 \pi \lambda} \exp \left[-i\left(\lambda-\frac{1}{2}\right)(z+y)\right] d \lambda . \tag{70}
\end{equation*}
$$

The $\rho$ vs. $T$ dependence is also given by Eq. (105) in the Appendix. The kernel (70) is calculated in the same way as in Sec. 3, with the following exact relationships employed in the calculations:

$$
\begin{align*}
& \Omega=\frac{\varepsilon}{4 \lambda}, \quad \varepsilon=\frac{F_{3}(0,0)}{\left|F_{3}(0,0)\right|}, \quad \Omega_{0}=-\frac{1}{2}, \\
& \alpha=\frac{1}{4}, \quad g=1 . \tag{71}
\end{align*}
$$

We can show (as we did earlier) that the coefficients of the exponents on the right-hand side of Eq. (70) allows an expansion $r=r_{0}+O(1 / \lambda)+\cdots$, where $r_{0}$ is independent of $\lambda$. Substituting the expression for $\rho_{0}$ found in the Appendix and repeating the procedure discussed in Sec. 3, we find the kernel corresponding to the $I$-mode:

$$
\begin{align*}
F^{(0)}(z+y, T)= & q_{\infty}^{(0)} I_{0}(\sqrt{2(z+y) T}) \\
& \times \exp \left[\frac{i}{2}(z+y)-i T\right] . \tag{72}
\end{align*}
$$

For the kernel corresponding to the $J$-mode we have

$$
\begin{align*}
F^{(0)}(z+y, T)= & g_{\infty}^{(0)} J_{0}(\sqrt{2(z+y) T}) \\
& \times \exp \left[\frac{i}{2}(z+y)+i T\right] . \tag{73}
\end{align*}
$$

Here for $g_{\infty}$ we have (with allowance for the relationship $\rho_{0}=i R_{+}(0,0) /\left[\delta+R_{3}(0,0)\right]$ found in the Appendix)

$$
\begin{equation*}
g_{\infty}^{(0)}=\frac{4 \varepsilon\left[\sin \beta_{0}\left(\delta+\cos v_{0}\right)^{2}-\cos \beta_{0} \sin ^{2} v_{0}+i \sin \beta_{0}\left(\delta+\cos v_{0}\right)\right]}{\left(\delta+\cos v_{0}\right)\left(\varepsilon+\cos \beta_{0}\right)-\sin \beta_{0} \sin v_{0}} \tag{74}
\end{equation*}
$$

$\delta=\operatorname{sgn} R_{3}(0,0), \quad R_{3}(0,0)=\cos v_{0}, \quad R_{+}(0,0)=\sin v_{0}$.
Next we limit ourselves to the $J$-mode. We expand $F^{(0)}(z+y, T)$ of (73) in Bessel functions:

$$
\begin{align*}
F^{(0)}\left(\sqrt{\xi^{2}+\zeta^{2}}, z\right)= & g_{\infty}^{(0)} J_{0}\left(\sqrt{\xi^{2}+\zeta^{2}}\right) \\
& \times \exp \left[i \frac{1}{4 T}\left(\xi^{2}+\zeta^{2}\right)+i T\right] \\
= & g_{\infty}^{(0)} \sum_{k=0}^{\infty}(-1)^{k} 2 k J_{2 k}(\zeta) J_{2 k}(\xi) \\
& \times \exp \left[i \frac{1}{4 T}\left(\xi^{2}+\zeta^{2}\right)+i T\right] \tag{75}
\end{align*}
$$

where $\zeta=\sqrt{2 z T}$, and $\xi=\sqrt{2 y T}$. Then we expand $\mathscr{K}_{1,2}^{(0)}$ $=T^{-1} K_{1,2}^{(0)}$ in Bessel functions:

$$
\begin{align*}
\mathscr{K}_{1}^{(0)}(z, y, T) & =\mathscr{K}_{1}^{(0)}(\xi, \zeta, T) \\
& =\sum_{k=1}^{\infty} \mathscr{R}_{k}^{(0)}(\xi) J_{2 k}(\zeta) \exp \left[i \frac{1}{4 T}\left(\xi^{2}+\zeta^{2}\right)+i T\right] \tag{76}
\end{align*}
$$

$$
\begin{align*}
\mathscr{K}_{2}^{(0)}(z, y, T) & =\mathscr{K}_{2}^{(0)}(\xi, \zeta, T) \\
& =\sum_{k=1}^{\infty} \mathscr{P}_{k}^{(0)}(\xi) J_{2 k}(\zeta) \exp \left[i \frac{1}{4 T}\left(\xi^{2}-\zeta^{2}\right)+i T\right] \tag{77}
\end{align*}
$$

Using the biorthogonality property (48) and repeating the procedure described in Sec. 3, we obtain from (68) and (69) the algebraic equations

$$
\begin{align*}
& \mathscr{R}_{l}^{(0)}(\xi)=\sum_{n=1}^{\infty} \mathscr{O}_{l n}^{(0)} \mathscr{P}_{n}^{(0)}(\xi)+\mathscr{G}_{l}^{(0)}(\xi)  \tag{78}\\
& \mathscr{P}_{l}^{(0)}(\xi)=-\sum_{n=1}^{\infty} \mathscr{O}_{l n}^{(0)} \mathscr{R}_{n}^{(0)}(\xi) \tag{79}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathscr{O}_{k l}^{(0)}=g_{\infty}^{(0)}(-1)^{k} 2 k \mathscr{W}_{k l}^{(0)}, \\
& \mathscr{G}_{k}^{(0)}(\xi)=g_{\infty}^{(0)}(-1)^{k} 2 k J_{2 k}(\xi) .
\end{aligned}
$$

The integrals

$$
\begin{equation*}
\mathscr{W}_{k l}^{(0)}(s)=\int_{0}^{s} J_{2 k}(\sigma) J_{2 l}(\sigma) \sigma d \sigma \tag{80}
\end{equation*}
$$

have been tabulated:

$$
\begin{aligned}
\int & I_{2 k}(x) I_{2 j}(x) x d x \\
& =2^{-1-2 j-2 k} x^{2+2 j+2 k} F[(j+k+1 / 2,1+j+k, 1+j \\
& \left.+k),(2 j+1,2+j+k, 1+2 k, 1+2 j+2 k), x^{2}\right] / \\
& {[(j+k+1) \Gamma(2 j+1) \Gamma(2 k+1)], } \\
\int & J_{2 k}(x) J_{2 j}(x) x d x \\
& =2^{-1-2 j-2 k} x^{2+2 j+2 k} F[(j+k+1 / 2,1+j+k, 1+j \\
& \left.+k),(2 j+1,2+j+k, 1+2 k, 1+2 j+2 k),-x^{2}\right] / \\
& {[(j+k+1) \Gamma(2 j+1) \Gamma(2 k+1)], }
\end{aligned}
$$

where $F$ is the hypergeometric function and $\Gamma$ is the gamma function. Equations (78) and (79) can be solved in the same way as in Sec. 4. Using Cramer's formula (52), where $\left\|M^{(0)}\right\|=\delta_{i j}+\mathscr{O}_{i k}^{(0)} \mathscr{O}_{k j}^{(0)}\left(\left\|M_{k}^{(0)}\right\|\right.$ differs from $\left\|M^{(0)}\right\|$ in that the $k$ th column is replaced by vector $\mathscr{G}_{k}^{(0)}$ ), we find

$$
\begin{equation*}
\mathscr{K}_{2}^{(0)}(\xi, \xi)=\frac{1}{\partial \xi} \frac{\partial}{\partial \xi} \ln \operatorname{det}\left(\delta_{k l}+\left\|\mathscr{O}^{(0)}\right\|\left\|\mathscr{O}^{(0)} *\right\|\right) \tag{82}
\end{equation*}
$$

We can find the kernel $\mathscr{K}_{1}^{(0)}(\xi, \xi)$ in the same way as we did earlier, using (78) and (79) for the real matrix $\left\|\mathscr{O}^{(0)}\right\|$. Writing (78) and (79) in vector form,

$$
\begin{equation*}
\left(I+\left\|\mathscr{O}^{(0)}\right\|^{2}\right) \mathscr{B}^{(0)}=\mathscr{S}^{(0)}, \tag{83}
\end{equation*}
$$

we have

$$
\begin{align*}
\mathscr{K}_{1}^{(0)}(\xi, \xi)= & \frac{1}{2 i \xi} \frac{\partial}{\partial \xi}\left\{\ln \frac{\operatorname{det}\left[I+i\left\|\mathscr{O}^{(0)}\right\|\right]}{\operatorname{det}\left[I-i\left\|\mathscr{O}^{(0)}\right\|\right]}\right\} \\
& \times \exp \left(\frac{i}{2 T} \xi^{2}+i T\right) . \tag{84}
\end{align*}
$$

We introduce the functions

$$
\begin{equation*}
Q_{ \pm}^{(0)}=\frac{1}{\xi} \frac{\partial}{\partial \xi} \ln \operatorname{det}\left(I \pm i\left\|\mathscr{O}^{(0)}\right\|\right) \tag{85}
\end{equation*}
$$

and write the above solution in the form

$$
\begin{equation*}
\mathscr{K}_{2}^{(0)}(\xi, \xi)=\frac{1}{2}\left(\mathbb{Q}_{+}^{(0)}+\mathbb{Q}_{-}^{(0)}\right), \tag{86}
\end{equation*}
$$

$$
\begin{equation*}
\mathscr{K}_{1}^{(0)}(\xi, \xi)=\frac{1}{2 i}\left(\mathscr{Q}_{+}^{(0)}-\mathbb{Q}_{-}^{(0)}\right) \exp \left(\frac{i}{2 T} \xi^{2}+i T\right) \tag{87}
\end{equation*}
$$

Using (18) and (19), we find the solution:
$R_{+}(z, T)$

$$
\begin{equation*}
=\frac{2 \operatorname{Re} \mathbb{Q}_{+}^{(0)}\left[1+i \operatorname{Im} \mathbb{Q}_{+}^{(0)} \exp \left\{(i / 2 T) \xi^{2}+i T\right\}\right]}{1+(1 / 2)\left[\mathbb{Q}_{+}^{(0) 2}+Q_{-}^{(0) 2}\right]-2 \operatorname{Im} \mathbb{Q}_{+}^{(0)} \sin \left\{(1 / 2 T) \xi^{2}+T\right\}}, \tag{88}
\end{equation*}
$$

$R_{3}(z, T)$

$$
\begin{equation*}
=\frac{1-Q_{+}^{(0)} \mathscr{Q}_{-}^{(0)}-2 \operatorname{Im} \mathbb{Q}_{+}^{(0)} \sin \left\{(i / 2 T) \xi^{2}+T\right\}}{1+(1 / 2)\left[Q_{+}^{(0) 2}+Q_{-}^{(0) 2}\right]-2 \operatorname{Im} \mathbb{Q}_{+}^{(0)} \sin \left\{(1 / 2 T) \xi^{2}+T\right\}} . \tag{89}
\end{equation*}
$$

## 6. APPLYING THE RESULTS

We show that our results can be used to explain the anomalies in the shape of the Stokes field observed in Raman scattering experiments ${ }^{22}$ within the context of the Chu-Scott model. The fields at the medium's boundary $z=0$ and the initial polarization of the medium $\left\{R_{+}(z, 0), R_{3}(z, 0)\right\}$ contribute to the kernel $F^{(1)}$. When $\rho_{0}$ is small, the scattering coefficient can be written in the form of a sum:

$$
\begin{align*}
\rho(\lambda, T) \simeq & \frac{A_{12}}{2 i \Omega}[\exp (-2 i \Omega T)-1]+\rho_{0} \exp (-2 i \Omega T) \\
& +O\left(\rho_{0}^{2}, A_{12}^{2}, \rho_{0} A_{12}\right) \tag{90}
\end{align*}
$$

Here the first term on the right-hand side is associated with stimulated Raman scattering, and the second with spontaneous Raman scattering.

In the Chu-Scott model, $F_{+}(0,0)=\sin \beta_{0} \approx \beta_{0}$, so that we have

$$
\begin{align*}
\rho(\lambda, T) \simeq & \frac{-i \beta_{0}}{2 \varepsilon}\left[\exp \left[-\frac{i T \varepsilon}{2 \lambda}\right]-1\right]-\frac{i R_{+}(0,0)}{2 \lambda \delta} \\
& \times \exp \left[-\frac{i T \varepsilon}{2 \lambda}\right] \tag{91}
\end{align*}
$$

Here $R_{+}(0,0)$ describes the quantum fluctuations of the medium and initiates spontaneous Raman scattering. Equation (91) implies that spontaneous and stimulated Raman scatterings are described by different types of kernel $F^{(1)}$. Indeed, the results of Sec. 4 suggest that the first and second terms on the right-hand side of Eq. (91) lead to expressions for the kernel that are proportional to the Bessel functions $I_{1}$ or $J_{1}$ and $I_{0}$ or $J_{0}$, respectively. When the ratio $\left|F_{+}(0, T) / R_{+}(z, 0)\right|$ is much greater or much less than unity, the shape of the Stokes pulse differs substantially from that found, e.g., in Refs. 7 and 14 and depicted in Figs. 1-3.

It appears that formula (91) makes it possible to explain for the first time the anomalies in the shape of the Stokesfield pulse that are observed in cooperative Raman scattering in hydrogen vapor. ${ }^{22}$ In these experiments, a high-power pump-field pulse was injected into the medium, and then the shape of the Stokes field was investigated. The Stokes pulse


FIG. 5. The $U(\eta)=|(\eta / 4 T) V(\eta, T)|^{2}$ vs. $\eta=\sqrt{4 z T}$ dependence. The anomalies in the shape of the Stokes pulse resulting from the mixing of the contributions of spontaneous and stimulated Raman scattering depicted in this figure were found for $\beta_{0}=0.01 \pi$ and $\rho_{0}=10^{-4}$. The finiteness of the 'transverse" relaxation time $T_{2}$ was taken into account. In the units used in Eqs. (2), $T_{2}=3$. The contributions of spontaneous and stimulated Raman scattering to the shape of the Stokes field were calculated individually. The figure depicts the superposition of the fields.
was initiated by fluctuations in the field and medium. After repeating this experiment many times, Rautian et al. ${ }^{22}$ found that the shape of the generated Stokes pulse varies considerably from one experiment to the next. For instance, the amplitude of the first spike in the generated packet can be either greater or less than the amplitude of the next spike. In approximately one trial out of ten, a high-power pulse was observed at the trailing (decaying) edge of the Stokes field. To the author's knowledge, no meaningful description of this phenomenon exists in the literature.

Figures 5 and 6 depict the results of numerical calculations using the Chu-Scott model for various values of the ratio $F_{+}(0, T) / R_{+}(z, 0)$. The numerical results show that the theory developed in the present paper can explain these anomalies in the shape of the Stokes field.

## 7. SOLITON ASYMPTOTIC BEHAVIOR

We study soliton generation at the leading edge of the Stokes field, considered to be an infinitely long step. We use the symmetry of the system of equations (2) under the permutations

$$
\begin{equation*}
F_{3} \leftrightarrow R_{3}, \quad F_{ \pm} \leftrightarrow R_{ \pm}, \quad z \leftrightarrow T \tag{92}
\end{equation*}
$$

With allowance for frequency offset and (92), the spectral problem assumes the form


FIG. 6. The same as in Fig. 5, but for $\beta_{0}=10^{-3} \pi$ and $\rho_{0}=0.01$.

$$
\begin{align*}
\partial_{T} \Phi= & \left(\begin{array}{cc}
-i \lambda F_{3} & \left(\lambda+\phi_{+}\right) F_{+} \\
-\left(\lambda+\phi_{-}\right) F_{-} & i \lambda F_{3}
\end{array}\right) \\
& \times \Phi+\left(\begin{array}{cc}
i v_{0} & 0 \\
0 & -i v_{0}
\end{array}\right) \Phi \tag{93}
\end{align*}
$$

where $\phi_{ \pm}= \pm(1 / 2) \sqrt{1-g^{2}}$. All results remain valid, but their physical interpretation changes. To study the dynamics of a soliton packet we must (a) find the solution of the spectral problem (93) for a long steplike Stokes-field pulse propagating against the background of an infinitely long pumpfield pulse, i.e.,

$$
\begin{array}{ll}
F_{+}(0, T)=0, & T \geqslant T_{0}, \\
F_{+}(0, T)=A_{0} \neq 0, & T<T_{0}, \tag{94}
\end{array}
$$

and (b) find the dependence of the scattering coefficient on $z$ by using the linear system
$\partial_{z} \Phi=\frac{1}{4 \lambda+2 g}\left(\begin{array}{cc}i\left(2 \lambda g-1+g^{2}\right) R_{3} & 2\left(\lambda+\phi_{+}\right) R_{+} \\ -2\left(\lambda+\phi_{-}\right) R_{-} & i\left(2 \lambda g-1+g^{2}\right) R_{3}\end{array}\right) \Phi$.

We assume that initially the medium is partially inverted, $R_{+}(z, 0)=R_{+}(0,0) \neq 0$. The $z$-dependence of the scattering data is given by formulas in the Appendix with allowance for (92). There we also show that if the $T$-dependence of $F_{+}(0, T)$ is represented by an infinitely long step, the part of the continuum that lies in the upper half-plane may emerge. This spectrum is associated with generation of a soliton packet.

The effect of solitons on the asymptotic behavior in the case in which $E_{1,2}(0, T)$ are of finite length can be ignored if long time intervals are considered. This is due to the difference that exists between the group velocities of the radiative and soliton solutions. Indeed, suppose that the fields $E_{1,2}$ cross within some finite time interval $\left[0, T_{0}\right]$. The radiative solution describes the evolution of the system toward a stable state. If the initial condition $F_{+}(z, 0)$ leads to the emergence of a pole in the upper half of the complex plane, a soliton solution will emerge and propagate against the background of the ground state. The time of soliton existence is limited by the soliton lifetime in the interval $\left[0, T_{0}\right]$. For the case of stimulated Raman scattering this fact was noted by Menyuk. ${ }^{23}$

The study of soliton asymptotic behavior has practical meaning only for large values of $T_{0}$. For physical applications it is important to establish the conditions under which the Stokes-field soliton, which has the highest amplitude, possesses the largest group velocity and propagates against the background of the stable ground state. Under these conditions, a packet of solitons forms with the highest-energy soliton at the leading edge.

We now find the conditions for establishing such a regime in the model (2) of stimulated Raman scattering. Important information about the soliton characteristics can be extracted from (15). We examine the spectrum associated with an infinitely long step (see Fig. 7). Contributions to the integral (15) are provided by $F_{c}$ (the integral along the real


FIG. 7. The continuous spectrum associated with an infinitely long rectangular pulse $T_{0} \rightarrow \infty$. The spectrum incorporates the entire real axis $\mathscr{C}_{r}$ and $\mathscr{C}_{s}=\mathscr{C}_{0} \cup \mathscr{C}_{1}$, the "soliton part" of the continuous spectrum, where $\mathscr{C}_{0}$ is the neighborhood of the vertex $\lambda_{0}$. Here $\mathscr{C}_{p}$ is the part of the spectrum associated with the finite-band wave, and $\eta_{p}$ is the point of this spectrum with the maximum imaginary part.
axis), $F_{1}$ (the integral along the part of $\mathscr{C}_{1}$ lying in the upper half plane with the exception of the vertex $\lambda_{0}$ ), and $F_{0}$ (the integral around the vertex):

$$
\begin{aligned}
F\left(T+T^{\prime}, z\right)= & F_{c}\left(T+T^{\prime}, z\right)+F_{1}\left(T+T^{\prime}, z\right) \\
& +F_{0}\left(T+T^{\prime}, z\right)
\end{aligned}
$$

We examine the phase $\Theta=i\left[-(\lambda-g)\left(T+T^{\prime}\right)+\Omega z\right]$ in (15), where $\Omega(\lambda)$ is determined by the values of $R_{3,+}(T, z)$ $\equiv R_{3,+}(T, 0)$ at $T=0$. The group velocity Y of the soliton packet can be found by assuming that $\operatorname{Im} \Theta=0$. In terms of the physical variables $x$ and $t$ we have $\mathrm{Y}=c \ln \left(\omega_{1}\right) \gamma(1$ $+\gamma)^{-1}$, where $\gamma=\operatorname{Im} \Omega / \operatorname{Im} \lambda>0(\operatorname{Im} \Omega(\lambda)>0)$.

Analysis of the phase $\Theta(z, T)$ and the group velocity Y shows that the a faster soliton, propagating against the background of the ground state, has a smaller amplitude if $F_{+}(0, T)$ is a rectangular pulse [Eq. (94)]. We show that if the medium is not initially in the ground state, quite a different soliton generation regime is possible.

We analyze $\Theta(\lambda)$ for $\lambda \in \mathscr{C}_{s}$ in the neighborhood of the vertex $\lambda_{0}$. Since the highest and narrowest soliton corresponds to the vertex $\lambda_{0}$ of the soliton spectrum, it would be interesting to establish the conditions under which this soliton has the highest group velocity. For an arbitrary point $\lambda$ in the spectrum, on a monotonic continuous curve in the soliton part of the spectrum, this condition is

$$
\begin{equation*}
\frac{d}{d \operatorname{Im} \lambda} \frac{\operatorname{Im} \Omega(\lambda)}{\operatorname{Im} \lambda}<0, \quad \operatorname{Im} \Omega(\lambda)>0 \tag{96}
\end{equation*}
$$

Actually, this condition means that a soliton associated with a point $\lambda$ such that $\operatorname{Im} \lambda=\eta<\eta_{0}=\operatorname{Im} \lambda_{0}$ has a group velocity that is lower than that of the soliton associated with the point $\lambda_{0}$.

If the Stokes and pump fields at $z=0$ are finite-band solutions of the problem, the associated spectrum may consist of a finite set of arcs that are symmetric about the real axis. We select the $\operatorname{arc} \mathscr{C}_{p}$ with its vertex at the point $\eta_{p}$ with the largest imaginary part (see Fig. 7). We can show that for the soliton associated with this vertex to have the maximum group velocity, the radius of curvature of the arc must be less than the distance from the origin of the complex plane to the arc's vertex.


FIG. 8. $\operatorname{Im} \Omega(\lambda) / \operatorname{Im} \lambda$ vs. $\operatorname{Im} \lambda$ for $g=0.5$ and $\zeta_{0}=-0.3$.

The condition (96) is not satisfied when we are dealing with a steplike pulse of the fields and the initial state of the medium is the ground state. At the same time, this condition may be valid for a steplike pulse if initially the medium was partially inverted, i.e., if the medium was not initially in the ground state. Figure 8 depicts the dependence of $\operatorname{Im} \Omega(\lambda)$ on $\operatorname{Im} \lambda$ for $\lambda \in \mathscr{C}_{s}$, which dependence is possible, for example, for the following values of the parameters of the problem: $g>-0.4$ and $\nu_{0} F_{+}(0,0)<0$. For such a dependence the condition (96) is satisfied.

We show that if the inequalities in (96) are valid, the Stokes-field soliton with the highest amplitude splits off from the wave packet. To prove this, we make the substitutions $T=\gamma_{0} z+\vartheta$ and $T^{\prime}=\gamma_{0} z+\sigma$. Now we introduce the small parameter $\varepsilon=\eta\left(\gamma_{0}-\gamma\right)$ into (96), with $\gamma_{0}$ $=\operatorname{Im} \Omega\left(\lambda_{0}\right) / \operatorname{Im}\left(\lambda_{0}\right)$. The parameter is positive if condition (96) is satisfied. Expanding in powers of $\varepsilon$, we find that

$$
\begin{align*}
& F_{0}\left(T+T^{\prime}, z\right) \\
& \quad=\frac{1}{2 \pi} \int_{\eta}^{\eta_{0}} h(\lambda) \exp \left[-i(\eta-g)\left(T+T^{\prime}\right)+i 2 \Theta z\right] d \eta \\
& \quad=\frac{1}{2 \pi} \int_{\eta}^{\eta_{0}} h(\lambda) \exp \left\{-i\left(\zeta_{0}-g\right)\left(\vartheta+\sigma+2 \gamma_{0} z\right)\right. \\
& \quad+i 2 \operatorname{Re} \Theta\left(\lambda_{0}\right) z+\eta_{0}(\vartheta+\sigma)-\varepsilon\left[\left(\eta_{1}-\varepsilon \eta_{2}+\cdots\right)\right. \\
& \quad \times(\vartheta+\sigma)+z(1+i m)]\} d \eta \tag{97}
\end{align*}
$$

with $\lambda_{0}=\zeta_{0}+i \eta_{0}$.
The specific form of $h(\lambda)$ is unimportant for subsequent estimates and we omit it here. In (97) we used the expansion

$$
\eta=\eta_{0}+\varepsilon \eta_{1}-\varepsilon^{2} \eta_{2}+\cdots, \quad m=\operatorname{Re} \frac{d \Omega(\lambda)}{d \eta} .
$$

It can be shown that the expansion of $h(\eta)$ in powers of $\varepsilon$ has the form

$$
h(\eta)=\sqrt{\varepsilon}\left(h_{0}+\varepsilon h_{1}+\varepsilon^{2} h_{1}+\cdots\right) .
$$

The expansion (97) implies that the soliton associated with the point $\lambda_{0}$ splits off from the wave packet. The overlap of the soliton and the remaining part of the wave packet decreases with increasing $z$, since $\eta_{1}>0$ and $\varepsilon z>0$. If condition (96) is satisfied, the distance from the leading soliton to the remaining part of the wave packet can be shown to increase as $\log z$.

This result can be expanded to the entire 'soliton'" part of the spectrum, $\mathscr{C}_{s}$. We show that when (96) is satisfied, the contribution of the entire soliton part to the leading soliton decreases with increasing $z$.

We find the contribution of the part of the soliton spectrum $\mathscr{C}_{1}$ not incorporating the neighborhood $\mathscr{C}_{0}$ of the vertex $\lambda_{0}$ (see Fig. 7) by estimating the integral $F_{1}$, which is calculated along $\mathscr{C}_{1}$ in the upper half-plane:

$$
\begin{align*}
F_{1}\left(T+T^{\prime}, z\right)= & \frac{1}{2 \pi} \int_{\mathscr{C}_{1}} h(\lambda) \\
& \times \exp \left[-i \lambda\left(T+T^{\prime}\right)+i 2 \Omega z\right] d \lambda \tag{98}
\end{align*}
$$

To estimate the integral in (98), we write the imaginary part of the phase factor in the form

$$
\begin{aligned}
& \left.\operatorname{Im}[\Theta(z, T, \lambda)]\right|_{T=\gamma_{0} z, T^{\prime}=\gamma_{0} z}=z \operatorname{Im}[\widetilde{\Theta}(\lambda)] \\
& \quad=2 z \operatorname{Im}\left[\frac{\lambda \operatorname{Im} \Omega\left(\lambda_{0}\right)}{\eta_{0}}-\Omega(\lambda)\right]
\end{aligned}
$$

where $\lambda \in \mathscr{C}_{1}$. Replacing integration over $\lambda$ by integration over $\widetilde{\Theta}(\lambda)$ and integrating by parts, we find that

$$
\begin{align*}
F_{1}(T & \left.+T^{\prime}, z\right) \\
= & \frac{h\left(\lambda_{0}\right) \exp \left[i z \operatorname{Re} \widetilde{\Theta}\left(\lambda_{0}\right)\right]-h\left(\zeta_{0}\right) \exp \left[i z \widetilde{\Theta}\left(\zeta_{0}\right)\right]}{i z \widetilde{\Theta}^{\prime}\left(\zeta_{0}\right)} \\
& \times\left[1+O\left(\frac{1}{z}\right)\right], \tag{99}
\end{align*}
$$

where $\zeta_{0}=\operatorname{Re} \lambda_{0}$. The estimate (99) implies that the contribution of the spectrum $\mathscr{C}_{1}$ to the shape of the leading soliton decreases with increasing distance in proportion to $1 / z$, i.e., the distance from the leading soliton to the remaining part of the packet increases as $\log z$.

In the present paper we have established that in the event of stimulated Raman scattering, the adopted initial and boundary conditions (see the end of Sec. 2) lead to formation of radiative and soliton packets of pulses. When the conditions (96) and (99) are satisfied, a soliton with the maximum amplitude and group velocity appears at the leading edge of the soliton packet.

The results of this section are also of interest in substantiating the utility of Whitham's heuristic method. ${ }^{2}$ This method is used to describe the development of modulation instability in nonlinear media. Using the single-phase solution is the most common approach to describing the transformation of a steplike pulse into a soliton packet. According to this method, the slow variation of the parameters of a periodic wave describes the transformation of a plane wave into a soliton packet. Since the development of modulation instability is due to long-wavelength excitations, the trailing edge of the packet should is by a quasiharmonic wave, while at the leading edge there is a maximum-amplitude soliton. For the SRS model discussed in this paper, this condition is met when initially there is partial inversion, $R_{+}(z, 0) \sim O(1)$. At the same time, initial inversion leads to a radiative solution, and this solution cannot be described by the Whitham approach.

Note that an initial solution in the form of a steplike pulse also leads to the formation of a similar spectrum, i.e., a spectrum consisting of the real axis and a straight segment lying in the soliton part, in models that allow for a Lax representation of the Ablowitz-Kruskal-Newell-Segur type. ${ }^{2}$ In particular, the condition (96) is satisfied for a (modified) Korteweg-de Vries equation. For such equations, a rectangular pulse splits into a soliton packet and a maximum-amplitude soliton at the leading edge. For a (modified) Schrödinger equation, the inequalities in (96) become equalities. The condition (96) is satisfied under special initial conditions, in which the soliton spectrum $\mathscr{C}_{s}$ is in the region $\operatorname{Re} \lambda<0$, and the distance from the point in the spectrum to the imaginary axis decreases monotonically with decreasing $\operatorname{Im} \lambda>0$ (Ref. 24).

An analysis of several integrable models with strong nonlinearities, such as the Maxwell-Bloch equations for a two-level medium, ${ }^{3,4}$ and the four-wave mixing model,, , ${ }^{5}$ has shown that initial and boundary conditions leading to the formation of a high-power soliton at the leading edge of the wave packet are also possible. This requires conditions similar to partial initial inversion. Under this condition one must take into account the contribution of the radiative solution, which can dictate the type of asymptotic solution. The results and approaches of the present investigation can be used for such nonlinear optics models.

This work was supported by grants from the Russian Fund for Fundamental Research [Grant No. 98-02-17904) and Deutsche Forschungsgemeinschaft (Grant No. 426 RUS 113/89/0(R,S)].

## APPENDIX: TIME DEPENDENCE OF THE SCATTERING DATA

We begin with a finite interval $z \in\left[0, L_{f}\right]$. We assume that $F_{3,+}(0, T)$ is constant and that $F_{+}\left(L_{f}, T\right)$ is an arbitrary function of $T$. The dependence of the scattering data on $T$ can be found by solving the linear system (6). To find this dependence, we write the solutions of both systems, (5) and (6), in the form

$$
\begin{equation*}
\Psi=\chi^{+} \Phi^{+}=\chi^{-} \Phi^{-}, \tag{100}
\end{equation*}
$$

where $\chi^{ \pm}$are Jost functions. These functions are solutions of the system (5) but do not satisfy (6). The functions $\Phi^{-}$and $\Phi^{+}$[solutions of (6) at $z=0$ and $z=L_{f}$, respectively] are such that

$$
\begin{equation*}
\partial_{T} \Phi^{\mp}=A \Phi^{\mp} \tag{101}
\end{equation*}
$$

Comparing Eqs. (9) and (100), we find that the matrix $\mathscr{S}$ satisfies the equation

$$
\begin{equation*}
\partial_{T} \mathscr{S}(z)=-\mathscr{S} A(z=0)+A\left(z-L_{f}\right) \mathscr{S} . \tag{102}
\end{equation*}
$$

The components $A_{11}, A_{22}$, and $A_{21}$ of the matrix $\|A\|$ at $z$ $=L_{f}$ do not contribute to the $T$-dependence of the scattering data. The contribution of the component $A_{12}$ at $z=L_{f}$ can be ignored. This was demonstrated by Kaup and Menyuk, ${ }^{3,13}$ who found that the values of the matrix $\left\|A\left(z=L_{f}, T\right)\right\|$ determine the dynamics outside the '"physical'" region, i.e., for $z>L_{f}$. The interested reader is referred to those papers. For an infinite interval $L_{f}=\infty$ the system reaches the ground state as $z \rightarrow \infty$. Here $A_{12} \rightarrow \infty$ in the problem considered, i.e., the fields at infinity do not contribute to the $T$-dependence of the spectral parameter. To find the time dependence of the scattering data it is enough to restrict attention to the values of the matrix $\|A\|$ at $z=0$. The solution (102) for the coefficients $a$ and $b$, to within a common factor, takes the form

$$
\begin{align*}
a= & {\left[\left(i \Omega+A_{11}\right) \mathrm{e}^{-i \Omega T}+\left(i \Omega-A_{11}\right) \mathrm{e}^{i \Omega T}\right] } \\
& \times a_{0}-b_{0}^{*} A_{21}\left(\mathrm{e}^{-i \Omega T}-\mathrm{e}^{i \Omega T}\right),  \tag{103}\\
b^{*}= & -a_{0} A_{12}\left(\mathrm{e}^{-i \Omega T}-\mathrm{e}^{i \Omega T}\right)+b_{0}^{*}\left[\left(i \Omega-A_{11}\right) \mathrm{e}^{-i \Omega T}\right. \\
& \left.+\left(i \Omega+A_{11}\right) \mathrm{e}^{i \Omega T}\right] . \tag{104}
\end{align*}
$$

Here the components of $\|A\|$ at $z=0$ are such that $A_{11}$ $=-A_{22}$ and $\Omega^{2}=-A_{11}^{2}-A_{12} A_{21}$.

Thus, the scattering coefficient $\rho$ has the form

$$
\begin{equation*}
\rho(T)=\frac{b^{*}}{a}=-\frac{A_{12}\left(\mathrm{e}^{-i \Omega T}-\mathrm{e}^{i \Omega T}\right)-\rho_{0}\left[\left(i \Omega-A_{11}\right) \mathrm{e}^{-i \Omega T}+\left(i \Omega+A_{11}\right) \mathrm{e}^{-i \Omega T}\right]}{\left(i \Omega+A_{11}\right) \mathrm{e}^{-i \Omega T}+\left(i \Omega-A_{11}\right) \mathrm{e}^{i \Omega T}-\rho_{0} A_{21}\left(\mathrm{e}^{-i \Omega T}-\mathrm{e}^{i \Omega T}\right)}, \tag{105}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{0}=\rho(z=0, \lambda)=\frac{b_{0}^{*}}{a_{0}}(\lambda) . \tag{106}
\end{equation*}
$$

$$
\begin{align*}
f_{1}(z)= & f_{1}(0) e^{-i \lambda Z^{\prime}}+\frac{\lambda+\phi_{+}}{\lambda} \\
& \times \int_{0}^{z} \frac{R_{+}(u, 0)}{R_{3}(u, 0)} f_{2}(u) e^{-i \lambda(Z-U)} d u, \\
f_{2}(z)= & f_{2}(0) e^{i \lambda Z-} \frac{\lambda+\phi_{-}}{\lambda} \\
& \times \int_{0}^{z} \frac{R_{-}(u, 0)}{R_{3}(u, 0)} f_{1}(u) e^{i \lambda(Z-U)} d u \tag{107}
\end{align*}
$$

where

$$
Z=\int_{0}^{z} R_{3}(u, 0) d u, \quad U=\int_{0}^{u} R_{3}(u, 0) d u .
$$

We solve the system (106) and (107) iteratively, assuming that in the lowest order the solution is

$$
f_{1}(z) \simeq f_{1}(0) \exp (-i \lambda \delta z), \quad f_{2}(z) \simeq f_{2}(0) \exp (i \lambda \delta z),
$$

where $\delta= \pm 1=\operatorname{sgn} R_{3}(0,0)$. Integration by parts yields

$$
\begin{align*}
f_{1}(z)= & f_{1}(0) e^{-i \lambda Z}-\frac{\lambda+\phi_{+}}{i \lambda}\left[\frac{R_{+}(0,0)}{\delta+R_{3}(0,0)} f_{2}(0) e^{-i \lambda Z}\right. \\
& \left.-\frac{R_{+}(z, 0)}{\delta+R_{3}(z, 0)} f_{2}(z)\right]-\frac{\lambda+\phi_{+}}{i \lambda} \\
& \times \int_{0}^{z} \frac{\partial}{\partial u}\left[\frac{R_{+}(u, 0)}{\delta+R_{3}(u, 0)} f_{2}(u) e^{-i \lambda U}\right] \\
& \times e^{-i \lambda(Z-U-\delta u)} d u,  \tag{108}\\
f_{2}(z)= & f_{2}(0) e^{i \lambda Z-} \frac{\lambda+\phi_{-}}{i \lambda}\left[\frac{R_{-}(0,0)}{\delta+R_{3}(0,0)} f_{1}(0) e^{-i \lambda Z}\right. \\
& \left.-\frac{R_{-}(z, 0)}{R_{3}(z, 0)} f_{1}(z)\right]-\frac{\lambda+\phi_{-}}{2 i \lambda} \\
& \times \int_{0}^{z} \frac{\partial}{\partial u}\left[\frac{R_{-}(u, 0)}{\delta+R_{3}(u, 0)} f_{1}(u) e^{i \lambda U}\right] e^{i \lambda(Z-U-\delta u)} d u . \tag{109}
\end{align*}
$$

Continuing to integrate by parts, we find the asymptotic expansion in powers of $\lambda^{-1}$. Here it is assumed that $R_{+}(u) /$ $\left[\delta+R_{3}(u)\right]$, and that all its derivatives exist. This condition is satisfied for all physically justified initial conditions. Using the asymptotic expansion, we can find the appropriate expansion for the scattering data required by the given problem. Since the main contribution to the radiative solution is provided by large $\lambda$ (see Sec. 3), we can limit consideration to the first terms in the expansion. Assuming that $f_{1}(0)=1$, $f_{2}(0)=0$, and $R_{+}(z, 0)=0, z>l_{0}$, we find that

$$
\begin{align*}
a_{0} \simeq & =\frac{\lambda+\phi_{+}}{i \lambda} \frac{R_{+}\left(l_{0}, 0\right)}{\delta+R_{3}\left(l_{0}, 0\right)} f_{2}\left(l_{0}\right) e^{-i \lambda l_{0} \delta} \simeq 1,  \tag{110}\\
b_{0} \simeq & -\frac{\lambda+\phi_{-}}{i \lambda} \frac{R_{-}(0,0)}{\delta+R_{3}(0,0)} \\
& +\frac{\lambda+\phi_{-}}{i \lambda} \frac{R_{-}\left(l_{0}, 0\right)}{\delta R_{3}\left(l_{0}, 0\right)} f_{1}\left(Z_{0}\right) e^{-i \lambda l_{0} \delta} \\
\simeq & -\frac{\lambda+\phi_{-}}{i \lambda} \frac{R_{-}(0,0)}{\delta+R_{3}(0,0)} . \tag{111}
\end{align*}
$$

Similarly, assuming that $f_{1}(0)=0$ and $f_{2}(0)=1$, we find that for the second column of the $\mathscr{S}$ matrix,

$$
\begin{equation*}
a_{0} \simeq 1, \quad b_{0}^{*} \simeq+i \frac{\lambda+\phi_{-}^{*}}{\lambda} \frac{R_{+}(0,0)}{\delta+R_{3}(0,0)} \tag{112}
\end{equation*}
$$

We now examine the boundary and initial conditions studied in Sec. 7. For an infinitely long step pulse of the

Stokes field we find the associated spectrum of the problem. We investigate the case of a semi-infinite medium occupying the half-interval $[0,+\infty)$ into which the finite rectangular pulse (94) is injected.

When $A_{0}$ is constant, the solution of (5) can easily be found. For physical applications it is of interest to study the initial conditions corresponding to a finite frequency offset, since allowance for the frequency offset $\nu_{0} \neq 0$ results in substantial modifications of the spectrum of the problem.

Following a well-known procedure (see, e.g., Ref. 2), we can find the solution of (28) for the "potential" (94). The coefficient $a_{0}$ has the form

$$
\begin{equation*}
a_{0}=e^{2 i \zeta T_{0}}\left[\cos \left(2 \zeta T_{0}\right)+\frac{2 \lambda}{\zeta} \sin \left(2 \zeta T_{0}\right)\right], \tag{113}
\end{equation*}
$$

where

$$
\zeta=\sqrt{\left(\lambda-\nu_{0} \sqrt{1-A_{0}^{2}}\right)^{2}+\frac{1}{4}\left(1-g^{2}+4 \nu_{0}^{2}\right)\left|A_{0}^{2}\right|}
$$

The zeros $a_{0}\left(\zeta_{n}\right)=0$, which specify the spectrum of the problem, can be found from the equality

$$
\begin{equation*}
2 \zeta_{n} T_{0}=-\arctan \frac{\zeta_{n}}{2 \lambda}+n \pi+\frac{\pi}{2} \tag{114}
\end{equation*}
$$

An analysis of (114) shows that for $T_{0}$ finite there is a finite set of isolated poles; the poles in the upper half of the complex $\lambda$ plane are associated with soliton solutions. The number of poles increases with $T_{0}$, while the distance between poles decreases in proportion to $1 / T_{0}$. In the limit $T_{0}$ $\rightarrow \infty$, the zeros $\zeta_{n}$ fill the entire real axis. For $1>g^{2}-4 \nu_{0}^{2}$, a part of the spectrum may lie on a line parallel to the imaginary axis. This part is described by the segment $\left[\zeta_{0}-i \eta_{0}, \zeta_{0}+i \eta_{0}\right]$, where $\zeta_{0}=\nu_{0} \sqrt{1-A_{0}^{2}}$, and $\eta_{0}$ $=(1 / 2)\left|A_{0}\right| \sqrt{1-g^{2}+4 \nu_{0}^{2}}$ (see Fig. 7). The half of this segment in the upper half plane is associated with the soliton part of the spectrum, since it is obtained as a result of the merger of an infinite number of poles lying in that part of the plane.
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#### Abstract

The tight-binding method is used to analyze the ionization of a hydrogenlike atom by an intense monochromatic laser field. The orthogonal and normalized basis in which the solution of the time-dependent Schrödinger equation is expanded contains unperturbed wave functions of the discrete spectrum and generalized Coulomb wave functions of the continuum. In the solution of the coupled equations we make use of the fact that the bound-free and free-free transitions are efficient in different regions of complex time. Simplified equations are constructed and investigated. Results of calculations for ionization of a hydrogen atom from its ground state and of the energy distribution of the electrons in strong and superstrong linearly polarized fields are presented. It is shown that in this case the ground state decays completely, and free-free transitions play a defining role in the dynamics of the process. It is established that the total probability of population of the upper Rydberg states abutting the continuum does not exceed 0.05 . The range of applicability of the approach is discussed. A comparison with numerical results obtained by other authors is given. © 1999 American Institute of Physics. [S1063-7761(99)00304-2]


## 1. INTRODUCTION

In an analysis of the ionization of atoms by an intense electromagnetic field or by ion impact, the influence of a time-dependent external potential (comparable to the intraatomic potential or greater) must be taken into account even in the zeroth-order theory, i.e., in the wave functions of the continuum in the final reaction channel. The efficacy of such an approach follows from the ground-breaking work of Keldysh ${ }^{1}$ and also from the subsequent development of the theory of ionization of atoms in a strong laser field. ${ }^{2-8} \mathrm{~A}$ detailed analysis of a great deal of work on this subject is given by the review in Ref. 8, which shows under what physical conditions a theoretical description can be constructed with the help of various formulations of perturbation theory in combination with classical and semiclassical models. Thus, the Coulomb potential of the atomic core ${ }^{9}$ in particular, which is not reflected in the basis wave functions, is taken into account. ${ }^{1}$ In fields comparable to or exceeding the atomic fields, the application of perturbation theory is not well-founded, but a direct comparison of any calculation with the experimental data is hindered by the specifics of the experiment. ${ }^{8}$

In the physics of ion-atom collisions a comparison of theory with experiment is achievable with quantitative accuracy suitable for detailed checking of the theoretical results and methods. The intrinsic criteria of the theory developed in this way can also be used in the problem of the ionization of atoms in strong electromagnetic fields. We note above all that a generalization of the Keldysh theory ${ }^{1}$ to the ionization of atoms by multiply-charged ions ${ }^{10}$ which goes beyond perturbation theory turns out to be very promising. One result of this effort is a quantitative description of the experimental
data on ionization of atoms ${ }^{10}$ and neutralization of negative ions ${ }^{11}$ by multiply-charged ions. Another important element of this approach is replacement of the generalized plane waves ${ }^{1}$ by the Coulomb wave functions of the continuum, which take account of the Coulomb potential of the atomic core and the additional momentum acquired by the electrons an external, time-varying field. ${ }^{12-15}$ These effects are important in single-electron ${ }^{14}$ and two-electron ionization processes. ${ }^{14,15}$ An analysis of the methods developed in the physics of atomic collisions shows that an important criterion for the applicability of the theory is that it be constructed in such a way that the $S$ matrix is unitary at all stages of the calculations.

The present work addresses the influence of quantum transitions in the continuum on the ionization of atoms by a strong electromagnetic field. Free-free transitions have been separately studied by many authors in weak monochromatic fields on the basis of perturbation theory (see, e.g., Refs. 16-18). The influence of such transitions on ionization is taken into account to some degree in the results of numerical methods of solving the time-dependent Schrödinger equation for a negative ion ${ }^{19}$ and a hydrogen atom, ${ }^{20,21}$ as well as in numerical calculations based on the $R$-matrix theory of multiphoton processes. ${ }^{22}$ A consistent theory should incorporate an analysis of direct and inverse processes. In this regard, the review in Ref. 23 is of interest, which considers radiationstimulated recombination as the process inverse to multiphoton ionization. Perturbation-theory methods, mainly those discussed in Ref. 23, which take the specifics of such processes into account, nevertheless rather quite a complete description of the physical picture of the interrelated processes.

Below we utilize the method of tight binding of reaction
channels, which is based on an expansion of the solution of the time-dependent Schrödinger equation in orthonormal functions of the discrete and continuous spectra of the atom. Section 2 discusses the adopted basis and derives the tightbinding equations based on it. Section 3 shows that boundfree and free-free transitions are efficient on different intervals of the time axis (the $t$ axis). On this basis a physical model is constructed which leads to simplified tight-binding equations. Methods for solving the simplified equations are discussed in Sec. 4. Results of calculations for ionization of a hydrogen atom from the ground state in strong and superstrong linearly polarized fields are presented in Sec. 5. The population of the higher Rydberg states is discussed, where Coulomb crowding of the discrete spectrum is treated as an analytic continuation of the continuum. It is shown that induced transitions within the continuum lead to total decay of the ground state, but the probability of population of the Rydberg states does not exceed 5\%.

## 2. STATEMENT OF THE PROBLEM

We solve the problem of the ionization of a hydrogenlike atom in a classical monochromatic electromagnetic field with the help of the tight-binding method, i.e., by expanding the solution of the time-dependent Schrödinger equation over the full set of orthogonal and normalized basis functions of the discrete and continuous spectra. The generalized Coulomb waves ${ }^{14}$ are orthogonal to the unperturbed functions of the discrete spectrum and have the form

$$
\begin{equation*}
\Psi_{\mathbf{k}}(\mathbf{r}, t)=Q^{(-)}(\nu, \mathbf{p}(t), \mathbf{r}) \exp \left\{-\frac{i}{2} \int_{0}^{t} p^{2}(\tau) d \tau\right\} . \tag{1}
\end{equation*}
$$

Here $Q^{(-)}$is the Coulomb function, containing in its asymptotic limit a converging wave and corresponding to motion of an electron in the field of a nucleus with charge $Z$ and generalized momentum

$$
\begin{equation*}
\mathbf{p}(t)=\mathbf{k}-\mathbf{A}(t), \quad \nu=Z / p(t), \tag{2}
\end{equation*}
$$

where $\mathbf{A}(t)$ is the vector potential and $\mathbf{k}$ is the "unperturbed'" momentum. It is easy to see that for $Z=0$ the functions (1) coincide with the generalized Gordon-VolkovKeldysh plane waves, ${ }^{1}$ and for $\mathbf{A}(t)=0$ they go over to ordinary Coulomb wave functions of the continuum. The basis we use contains unperturbed wave functions in the discrete spectrum and generalized Coulomb waves (1) in the continuum.

The time-dependent Schrödinger equation in the velocity gauge

$$
\begin{equation*}
i \frac{\partial \Psi(\mathbf{r}, t)}{\partial t}=\left[-\frac{1}{2} \Delta-\frac{Z}{r}+i \mathbf{A}(t) \cdot \nabla\right] \Psi(\mathbf{r}, t), \tag{3}
\end{equation*}
$$

should be solved with the standard initial condition

$$
\begin{equation*}
\Psi(\mathbf{r}, t)=\varphi_{0}(\mathbf{r}) \exp \left(-i E_{0} t_{i}\right), \tag{4}
\end{equation*}
$$

where $\varphi_{0}(\mathbf{r})$ is the unperturbed wave function of the initial state with binding energy $E_{0}$. Representing the solution of Eq. (3) in the form

$$
\begin{align*}
\Psi(\mathbf{r}, t)= & \sum_{s=0}^{\infty} a_{s}(t) \varphi_{s}(\mathbf{r}) \exp \left(-i E_{s} t\right) \\
& +\int a_{\mathbf{k}}(t) Q^{(-)}(\nu, \mathbf{p}(t), \mathbf{r}) d \mathbf{k} \tag{5}
\end{align*}
$$

where $s$ is the set of quantum numbers of the discrete states, we obtain a Hermitian system of differential equations for the amplitudes $a_{s}$ and $a_{\mathbf{k}}$ satisfying the normalization condition (unitarity of the $S$ matrix)

$$
\begin{equation*}
\sum_{s=0}^{\infty}\left|a_{s}(t)\right|^{2}+\int\left|a_{\mathbf{k}}(t)\right|^{2} d \mathbf{k}=1 \tag{6}
\end{equation*}
$$

Note that the original equation (3) can also be written in the length gauge, and Eqs. (4)-(6) retain the same form. The transformation from one representation to the other is realized simply by a phase factor. In an exact solution of the problem, the two representations lead to the same results. The use of approximations presupposes a choice of one of these gauges. To analyze free-free transitions, which play an important role in the present problem, the optimal choice is the velocity gauge (3).

Before discussing methods of solving the system of equations for the amplitudes, we first indicate the underlying approximations adopted in the present work. First, in the sum over discrete states on the right-hand side of Eq. (5), we retain only the ground state $(s=0)$ and the Coulomb crowding (the upper Rydberg states) directly abutting the continuum, i.e., the sum from $s=s_{m} \gg 1$ to $s \rightarrow \infty$. Second, we neglect transitions from the ground state to these highly excited bound states and consider their coupling only with the continuum. The first approximation leads to the neglect of quantum transitions by way of intermediate levels, and is often used in various approaches. ${ }^{3-8}$ The second corresponds to the preferential population of the higher Rydberg states via the continuum. ${ }^{24,25}$ We consider these states to be an analytic continuation of the continuum, and we do not write the sum over the Coulomb crowding separately in the formulas of this section, denoting it together with the integral over the continuum by a single integral sign.

The Hermitian system of equations for the amplitudes that follows from substituting the functional dependence (5) in Eq. (3) takes the form

$$
\begin{align*}
& i \dot{a}_{0}(t)=\mathbf{A}(t) \int a_{\mathbf{k}}(t) \mathbf{U}_{0, \mathbf{k}}(t) d \mathbf{k}, \\
& i \dot{a}_{\mathbf{k}}(t)=\mathbf{A}(t)\left\{\mathbf{U}_{0, \mathbf{k}}^{*}(t) a_{0}(t)+\int \mathbf{U}_{\mathbf{k}, \mathbf{k}^{\prime}}(t) a_{\mathbf{k}^{\prime}}(t) d \mathbf{k}^{\prime}\right\} . \tag{7}
\end{align*}
$$

The matrix elements are

$$
\begin{align*}
\mathbf{U}_{0, \mathbf{k}}(t)= & \exp \left\{-\frac{i}{2} \int_{0}^{t}\left(p^{2}(\tau)+2\left|E_{0}\right|\right) d \tau\right\} \\
& \times \int \varphi_{0}(\mathbf{r}) \nabla Q^{(-)}(\nu, \mathbf{p}(t), \mathbf{r}) d \mathbf{r} \tag{8}
\end{align*}
$$

$$
\begin{align*}
\mathbf{U}_{\mathbf{k}, \mathbf{k}^{\prime}}(t)= & \exp \left\{-\frac{i}{2} \int_{0}^{t}\left(p^{\prime 2}(\tau)-p^{2}(\tau)\right) d \tau\right\} \\
& \times \int Q^{(-)^{*}}(\nu, \mathbf{p}(t), \mathbf{r}) \nabla Q^{(-)}\left(\nu^{\prime}, \mathbf{p}^{\prime}(t), \mathbf{r}\right) d \mathbf{r} \tag{9}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{U}_{\mathbf{k}, \mathbf{k}^{\prime}}(t)=\mathbf{U}_{\mathbf{k}^{\prime}, \mathbf{k}}^{*}(t) . \tag{10}
\end{equation*}
$$

The integrals in expressions (8) and (9), namely the integral of the bound-free (8) and free-free (9) dipole transitions, can be expressed in analytic form. ${ }^{26}$ The initial condition (4) reads

$$
\begin{equation*}
a_{0}\left(t_{i}\right)=1, \quad a_{\mathbf{k}}\left(t_{i}\right)=0 . \tag{11}
\end{equation*}
$$

In what follows we restrict attention to linearly polarized monochromatic fields with constant field strength $\mathbf{F}$ :

$$
\begin{equation*}
\mathbf{A}(t)=-\frac{\mathbf{F}}{\omega} \sin \omega t \tag{12}
\end{equation*}
$$

## 3. PHYSICAL MODEL AND SIMPLIFIED EQUATIONS

We analyze the properties of the solutions of system (7) in the generalized momentum $[\mathbf{p}(t)]$ representation (2). The selection rules for bound-free transitions (8) are the same as in the original theory: ${ }^{1}$ the ground state of a hydrogenlike atom with orbital angular momentum $l=0$ and projection $m=0$ interacts with all states of the continuum with $l=1$ and $m=0$. The latter rule is a rigorous consequence of the linear polarization of the field (12). Transitions to states of the continuum with $l \neq 1$ take place only as a consequence of an interaction within the continuum itself. Transitions to states of the continuum with $l=1$ from the ground state take place for complex values of the time $t_{0}^{j}$ defined by the condition that the derivative of the phase in expression (8) vanish,

$$
\begin{equation*}
p^{2}\left(t_{0}^{j}\right)+2\left|E_{0}\right|=0, \quad j=0,1,2, \ldots, N, \tag{13}
\end{equation*}
$$

where the value of $t_{0}^{j}$ depends on the value of the "unperturbed" momentum $\mathbf{k}$. ${ }^{1,7,10}$ In the terminology of the quantum theory of nonadiabatic transitions, this corresponds to promotion of the term (energy level) of the ground state to the continuum. States of the continuum with $l=1$ are populated efficiently in the immediate vicinity of the points $t_{0}^{j}(\mathbf{k})$. Between the points $t_{0}^{j}$ and $t_{0}^{j+1}$, separated on the real $t$ axis by a half-period of oscillation of the monochromatic field (12), the probabilities of bound-free transitions are small in comparison with the probability of transitions within the continuum. The above arguments lead to a model similar to one widely used in the physics of atomic collisions. ${ }^{27}$

We partition the real $t$ axis into intervals of length $\operatorname{Re} t_{0}^{j}-\Delta t<t<\operatorname{Re} t_{0}^{j}+\Delta t$, corresponding to maximum efficiency of the bound-free transitions, and intervals between these regions, $\operatorname{Re} t_{0}^{j}+\Delta t<t<\operatorname{Re} t_{0}^{j+1}-\Delta t$, corresponding to efficient transitions within the continuum (free-free transitions). In the regions of maximum efficiency of the boundfree transitions we solve the system of equations

$$
\begin{align*}
& i \dot{a}_{\mathbf{k}}=\mathbf{A}(t) \mathbf{U}_{0, \mathbf{k}}^{*}(t) a_{0} \\
& i \dot{a}_{0}=\mathbf{A}(t) \int \mathbf{U}_{0, \mathbf{k}} a_{\mathbf{k}} d \mathbf{k} . \tag{14}
\end{align*}
$$

In the regions of maximum efficiency of the free-free transitions the system of equations has the form

$$
\begin{equation*}
i \dot{a}_{\mathbf{k}}=\mathbf{A}(t) \int \mathbf{U}_{\mathbf{k}, \mathbf{k}^{\prime}} a_{\mathbf{k}^{\prime}} d \mathbf{k}^{\prime} \tag{15}
\end{equation*}
$$

The difference from the $S$-matrix joining method ${ }^{27}$ is that Eq. (15) leads to a change not only in the phases but also in the absolute values of the amplitudes on the intervals between the regions of bound-free transitions .

We call system (14) and (15) the system of simplified equations. The approximations employed to obtain it are consistent with unitarity of the $S$ matrix:

$$
\begin{equation*}
\left|a_{0}(t)\right|^{2}+\int\left|a_{\mathbf{k}}(t)\right|^{2} d \mathbf{k}=1 \tag{16}
\end{equation*}
$$

The initial values of $a_{0}$ and $a_{\mathbf{k}}$ on each interval follow in a natural way from their final values in the preceding interval.

## 4. SOLUTION OF THE SIMPLIFIED EQUATIONS

Solution of the simplified equations divides into two parts. First of all, we must solve problem (14) in order to describe the behavior of the system in the region of the nonadiabatic transition. It is convenient to carry out an approximate integration over the continuum already in system of equations (14) thereby reducing it to two ordinary differential equations.

We make the substitution

$$
\begin{align*}
& a_{\mathbf{k}}(t)=c_{\mathbf{k}}(t) b(t), \quad \int\left|a_{\mathbf{k}}(t)\right|^{2} d \mathbf{k}=|b(t)|^{2} \\
& \int\left|c_{\mathbf{k}}(t)\right|^{2} d \mathbf{k}=1 \tag{17}
\end{align*}
$$

Let us determine the form of the coefficients of the desired system whose solution optimally approximates the value of $a_{0}$ following from system (14). Writing

$$
\begin{equation*}
c_{\mathbf{k}}(t)=s_{\mathbf{k}}(t) \exp \left\{i \int^{t} \alpha_{\mathbf{k}}(\tau) d \tau+2 i \int^{t} \beta(\tau) d \tau\right\}, \tag{18}
\end{equation*}
$$

the desired system becomes

$$
\begin{align*}
& i \dot{a}_{0}=-\beta a_{0}+W b, \\
& i \dot{b}=\beta b+W^{*} a_{0} \tag{19}
\end{align*}
$$

where

$$
\begin{align*}
W(t)= & \left(\int U_{\mathbf{k}, 0}(t) c_{\mathbf{k}}^{*} d \mathbf{k}\right) \\
& \times \exp \left\{i \int^{t} d \tau\left[\int \alpha_{\mathbf{k}}(\tau) s_{\mathbf{k}}^{2}(\tau) d \mathbf{k}\right]\right\}, \tag{20}
\end{align*}
$$

and the coefficient $\beta$ can be calculated by solving the quadratic equation

$$
\begin{align*}
& \int\left|U_{0, \mathbf{k}}(t)\right|^{2} d \mathbf{k}=|W|^{2}+\left(\frac{d}{d t} \arg W^{*}\right) \beta+\beta^{2}  \tag{21}\\
& \beta=-\frac{\Delta}{2}+\sqrt{\frac{\Delta^{2}}{4}+\int\left|U_{0, \mathbf{k}}\right|^{2} d \mathbf{k}-|W|^{2}}  \tag{22}\\
& \int_{0}^{t} \Delta(\tau) d \tau=\arg W^{*} \tag{23}
\end{align*}
$$

Analysis shows that for $c_{\mathbf{k}}$ we must use the normalized contribution of the singular point of the matrix element to the integral of this matrix element over time. This gives the following expressions for $s_{\mathbf{k}}(t)$ and $\alpha_{\mathbf{k}}(t)$ :

$$
\begin{align*}
& s_{\mathbf{k}}(t)=\sqrt{\frac{F}{2 \sqrt{\left(2\left|E_{0}\right|\right)^{3}}}} \exp \left\{-\frac{\mathbf{k}_{\perp} \sqrt{2\left|E_{0}\right|}}{2 F}\right\} \delta\left(\mathbf{k}_{\|}\right),  \tag{24}\\
& \alpha_{\mathbf{k}}(t)=\left(\frac{\mathbf{k}^{2}}{2}-E_{0}+\frac{F^{2}}{8 \omega^{2}\left|E_{0}\right|}\right) t . \tag{25}
\end{align*}
$$

The coefficient $\beta$ follows from formula (22).
Note that the integral

$$
\begin{equation*}
\int\left|U_{0, \mathbf{k}}(t)\right|^{2} d \mathbf{k}=\int\left|U_{0, \mathbf{p}}(t)\right|^{2} d \mathbf{p} \tag{26}
\end{equation*}
$$

is proportional to the sum of oscillator strengths over the entire continuum. When the coefficient $|W|^{2}$ in formula (22) is close to or equal to the quantity in (26), $\beta=0$ and system (19) coincides with the system introduced phenomenologically in Ref. 28.

Analysis shows that even in the simple case of a linearly polarized field (12), the behavior of the solution of the initial system (14) and of the solution of the approximate system (19) in the vicinity of the singular points leads to the impossibility of using the well-known methods of reference equations and other analytic models. In what follows, we investigate system (19) numerically.

The second step in the solution an analysis of the equations for the interactions within the continuum (15). The system of tight-binding equations, upon expansion over eigenvalues of the angular momentum $l$ (in the $\mathbf{p}$ representation), has the form

$$
\begin{equation*}
i \dot{a}_{l, \mathbf{k}}=\sum_{l^{\prime}} \int U_{l, \mathbf{k}, l^{\prime}, \mathbf{k}^{\prime}} a_{l^{\prime}, \mathbf{k}^{\prime}} d \mathbf{k} \tag{27}
\end{equation*}
$$

Since the wave functions in our basis depend on $\mathbf{p}=\mathbf{k}-\mathbf{A}$, it is convenient to transform from the variables $\mathbf{k}$ to the variables $\mathbf{p}$. Since $\left|p^{2}-p^{\prime 2}\right| \ll p^{2}$ under the assumptions of the model considered here, the matrix elements of the free-free transitions (the so-called Sommerfeld-Nordsieck integrals) can be approximately expressed in terms of Hankel functions. ${ }^{29}$ In this case we have made direct use of the Sommerfeld method, based on the integral representation of the hypergeometric functions. It is well known ${ }^{26}$ that at large values of the orbital angular momentum the Sommerfeld method ${ }^{29}$ yields the semiclassical results. However, in our work, small and intermediate values of $l$, for which the semiclassical approach is not justified, play an important role. We make the subsitution of variables

$$
\begin{equation*}
a_{l, \mathbf{p}}=\exp \left\{-i \mathbf{k} \int_{0}^{t} \mathbf{A}(\tau) d \tau\right\} \tilde{a}_{l, \mathbf{p}} \tag{28}
\end{equation*}
$$

If we now transform in the independent variable to the energy $E=p^{2} / 2$ and invoke the property $\mathbf{p} \approx \mathbf{A}$, then we can rewrite the system of tight-binding equations in the form

$$
\begin{gather*}
i \dot{a}_{l, E}=\sum_{l^{\prime}} \int_{-E_{n}}^{\infty} W_{l, l^{\prime}}\left(E-E^{\prime}, t\right) a_{l^{\prime}, E^{\prime}} d E^{\prime}, \\
\begin{aligned}
& W_{l, l^{\prime}}\left(E-E^{\prime}, t\right)=W_{l, l^{\prime}}^{*}\left(E^{\prime}-E, t\right), \\
& W_{l, l \pm 1}\left(E-E^{\prime}, t\right)= \frac{32 \pi^{2} \omega^{2}\left|E_{0}\right|}{F^{2} \sin ^{2} \omega t} \\
& \times \sqrt{\left(l+1 \pm \frac{1}{2}\right)(2 l+1)(2 l+1 \pm 2)} \\
& \times \exp \left[i\left(E-E^{\prime}\right) t\right] \\
& \times\left(\frac{\partial}{\partial x_{ \pm}} H_{i \nu}^{(1)}\left(x_{ \pm}\right)-i \operatorname{sign}\right. \\
&\left.\times\left(E-E^{\prime}\right) H_{i \nu}^{(1)}\left(x_{ \pm}\right)\right), \\
& x^{2}=\frac{\left|E-E^{\prime}\right| \omega^{3} \sqrt{2\left|E_{0}\right|}}{F^{3} \sin ^{3} \omega t}, \\
& x_{ \pm}=i \frac{\left|E-E^{\prime}\right| \omega^{2}}{F^{2} \sin ^{2} \omega t} \sqrt{(l \pm 1 / 2)(l+1 \pm 1 / 2)} .
\end{aligned} \tag{29}
\end{gather*}
$$

As noted earlier, we are considering highly excited states of the atom to be a continuation of the continuum to negative energies. By virtue of the rapid convergence of the integral (29) at its lower limit, the value of $E_{n}$ can tend to $-\infty$. The rapid convergence of the integral is related to population of the Coulomb crowding (the upper Rydberg states) from the continuum and to the abrupt falloff in the population of these states with decreasing principal quantum number.

The equations written in this form can be solved by quadratures. We define the column vector $\left(a_{0, E}, a_{1, E}, \ldots\right)^{T}=\bar{a}_{E}$ and the matrix $W_{l, l^{\prime}}\left(E-E^{\prime}, t\right)$ $=\hat{W}\left(E-E^{\prime}, t\right)$. Then, according to the rules of matrix multiplication,

$$
\begin{equation*}
i \dot{\bar{a}}_{E}=\int_{-\infty}^{\infty} \hat{W}\left(E-E^{\prime}, t\right) \bar{a}_{E^{\prime}} d E^{\prime} \tag{32}
\end{equation*}
$$

We introduce the generating function in the form of a column vector:

$$
\begin{equation*}
\bar{G}(\varphi, t)=\int_{-\infty}^{\infty} \bar{a}_{\xi}(t) e^{-i \varphi t} d \varphi \tag{33}
\end{equation*}
$$

It satisfies the equation

$$
\begin{equation*}
i \dot{\bar{G}}=\left(\int_{-\infty}^{\infty} e^{-i \varphi x} \hat{W}(x, t) d x\right) \bar{G} \tag{34}
\end{equation*}
$$

which has a solution in the form of a matrix exponential

$$
\begin{equation*}
\bar{G}(\varphi, t)=\exp \left(-i \int_{0}^{t} d \tau \int_{-\infty}^{\infty} e^{-i \varphi x} \hat{W}(x, \tau) d x\right) \bar{G}(\varphi, 0) . \tag{35}
\end{equation*}
$$

The column-vector solution follows from the generating function by the inverse Fourier transformation

$$
\begin{equation*}
\bar{a}_{E}(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \bar{G}(\varphi, t) e^{i \varphi t} d \varphi \tag{36}
\end{equation*}
$$

As the region of nonadiabaticity in the vicinity of the point $t_{j}=\pi j$ in the continuum is traversed, the coefficients $a_{l, E}$ undergo the following changes:

$$
\begin{equation*}
a_{l, E}\left(t_{j}+0\right)=a_{l, E}\left(t_{j}-0\right)+\delta_{l, 1} \delta b_{j} \sigma_{j}(E) \tag{37}
\end{equation*}
$$

where $\delta b_{j}=b\left(t_{j}+0\right)-b\left(t_{j}-0\right)$. Here $b(t)$ is the corresponding coefficient of system (19) and $\sigma_{j}(E)$ is the normalized distribution with which the transition to (and from) the ground state takes place. The initial conditions for system (19) at each point $t_{j}=\pi j$ have the form

$$
\begin{align*}
& a\left(t_{j}-0\right)=a\left(t_{j-1}+0\right) e^{i \eta_{j}}  \tag{38}\\
& b\left(t_{j}-0\right)=\int_{0}^{\infty} b_{1, E}\left(t_{j}-0\right) \sigma_{j}^{*}(E) d E \tag{39}
\end{align*}
$$

where $\eta_{j}$ is the adiabatic phase shift of the coefficient $a$ on the segment $t_{j-1}, t_{j}$, and

$$
\begin{align*}
\sigma_{j}(E)= & \sqrt{\frac{F}{2 \sqrt{\left(2\left|E_{0}\right|\right)^{3}}}} \exp \left\{-\frac{E \sqrt{2\left|E_{0}\right|}}{F}\right. \\
& \left.+i \frac{\pi}{\omega}\left(E-E_{0}+\frac{F^{2}}{8 \omega^{2}\left|E_{0}\right|}\right)\right\} . \tag{40}
\end{align*}
$$

Results of numerical calculations following this scheme are given below. The results can be represented in another form. Consider the column vectors $\bar{a}_{j}=\left(a\left(t_{j}-0\right), b\left(t_{j}\right.\right.$ $-0))^{T}$. Then the column vectors corresponding to different $j$ are related by the equation

$$
\begin{equation*}
\bar{a}_{j}=\hat{N} \hat{N}_{j} \hat{S} \bar{a}_{j-1}, \tag{41}
\end{equation*}
$$

where $\hat{S}$ is the matrix of the nonadiabatic transition and $\hat{N}_{j}$ is a matrix describing the variation of $\bar{a}(t)$ on the interval $\left(t_{j-1}, t_{j}\right)$. If we assume that $\hat{N}_{j}$ depends weakly on $j$ (as confirmed by calculation), then by writing the matrices in the form

$$
\begin{align*}
& \hat{S}=\left\|\begin{array}{cc}
\sqrt{1-\Pi^{2}} e^{i z} & i \Pi \\
i \Pi & \sqrt{1-\Pi^{2}} e^{-i z}
\end{array}\right\|, \\
& \hat{N}=e^{i \chi}\left\|\begin{array}{cc}
1 & 0 \\
0 & e^{-\mu+i x}
\end{array}\right\|, \tag{42}
\end{align*}
$$

where $\Pi, z, \mu, x$, and $\chi$ are real quantities, it is possible to obtain a common approximate expression for $a_{j}$ :


FIG. 1. Numerical solution of (19) for $F / \omega \gg 1$ ( $F=0.3$ a.u., $\omega=0.1$ a.u.). The figure shows the probability of finding an electron in the ground state as a function of time ( $T$ is the period of the external field).

$$
\begin{align*}
a_{j}= & \frac{\exp [(-\mu+i x) j / 2]}{2 g}\left(\sqrt{1-\Pi^{2}}\right)^{j} \cos ^{j-1} \varphi \\
& \times\left\{(1+g)^{j}(i \sin \varphi+g \cos \varphi)-(1-g)^{j}\right. \\
& \times(i \sin \varphi-g \cos \varphi)\}, \\
g= & \sqrt{1-\frac{1}{\left(1-\Pi^{2}\right) \cos ^{2} \varphi}}, \quad \varphi=z-\frac{x+i \mu}{2} . \tag{43}
\end{align*}
$$

The presence of the quantity $\mu$ in this formula and the fact that the quantity $\varphi$ is complex reflect the influence of freefree transitions on states with high energies and $l \neq 1$.

## 5. RESULTS AND DISCUSSION

In the present section we present some results of a numerical study of the solution of the simplified equations described above. Above all, note that the solution of the simplified Hermitian system without allowance for interactions within the continuum (19) does not describe total ionization of an atom for arbitrary values of the parameters (time, field strength, frequency of the field). Free-free transitions, described by Eqs. (27), lead to population of states with $l \neq 1$ and, accordingly, to a drain of probability from states that interact indirectly with the ground state. It is specifically as a result of quantum transitions within the continuum that total ionization of the atom is possible.

Figure 1 plots the time dependence of the population of the ground state of a hydrogen atom, calculated taking into account free-free transitions with $F / \omega \gg 1$. As can be seen from the figure, interaction between levels occurs in a small neighborhood of the points $t_{j}=\pi j, j=0,1,2, \ldots, N$, which confirms the applicability of the present approximation in this case. Thus, in the given case the ground state does not decay. If interactions within the continuum are taken into account, the picture changes. Figure 2 plots the time dependence of the population of the ground state of the same atom taking into account transitions within the continuum.

It can be seen by comparing the figures that free-free transitions lead to total decay of the ground state. A charac-


FIG. 2. Population of the ground state as a function of time ( $T$ is the period of the external field) for $\omega=0.1$ a.u.: $1-F=0.2$ a.u., $2-F=0.4$ a.u. The points were calculated using Eqs. (17)-(40), the solid curves represent the approximat ion (43) with the matrix $\hat{N}$ averaged over several initial points.
teristic graph of the distribution over $l$ is shown in Fig. 3. In addition, the probability that an electron will return to the ground state can decrease if its energy is too high. This effect can be characterized by the ratio of the population of the upper level of a two-level system to the total probability that the electron will be found in states of the continuum with $l$ $=1$. The value of this parameter turns out to depend weakly on the field, and is roughly $75 \%$.

Figure 4 plots the dependence we obtained (solid line) of the ionization probability of the ground state of a hydrogen atom during 25 fs on the intensity of the external field for $\omega=2 \mathrm{eV}$, along with the result (squares) of direct numerical calculation. ${ }^{21}$ The given approach allows one to find the time dependence of the population of the states of an atom for fields comparable to or exceeding the atomic field. The results correspond to parameter values corresponding to tunneling ionization and above-threshold ionization. The discrepancy in the results at low intensities $(F / \omega \ll 1)$ results from dividing the time intervals, in deriving the simplified equations (14), (15), into intervals of maximum efficiency


FIG. 3. Distributions over $l$ in the continuum at various times: $1-t$ $=T / 2,2-t=T, 3-t=3 T / 2$. The case $\omega=0.1$ a.u., $F=0.2$ a.u.


FIG. 4. Dependence of the probability of ionization during 25 fs on the intensity of the external field for $\omega=2 \mathrm{eV}$. Filled squares - as calculated in Ref. 21, solid line - calculated in the present work.
for bound-free transitions and free-free transitions. Analysis shows that the given division is applicable for values of the parameter $F / \omega \geqslant 1$. Although system (19) is also applicable for $F / \omega \ll 1$, a study of weak fields is not the goal of the present work.

Calculation for large values of the external field shows that at intensities $I>3 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ ( $F>0.1$ a.u.), essentially total ionization occurs by the end of the second period of the external field. Figure 5 plots the dependence of the total population of the continuum after the first half-period of the external field on the intensity of the external field. As can be seen, the population oscillates about a constant value. Knowing the properties of the solution of the equations for free-free transitions (the matrix $\hat{N}$ ) and employing Eq. (43), it is possible to describe the ionization probability per unit time for external fields many times stronger than the atomic field. The latter also oscillates about a constant value as the field intensity increases.


FIG. 5. Dependence of the total population of the continuum after the first half-period of the external field as a function of external field strength ( $\omega$ $=0.1 \mathrm{a} . \mathrm{u}$.).


FIG. 6. Energy distribution in the continuum ( $t=3 T / 2, F=0.5$ a.u., $\omega$ $=0.1$ a.u.).

In addition, we found the energy distributions of the electrons in the continuum and in the Coulomb crowding at various times. Figure 6 displays a typical distribution for a hydrogen atom, consisting of a set of equidistantly spaced peaks, the distance between which is equal to $\omega$. This aspect of the curve is a result of taking a large number of points $t_{0}^{j}$ into account (see Sec. 3), each of which introduces its own phase shift (40). The above picture agrees with the results of other authors. ${ }^{21}$

From Fig. 6 it can be seen that the population of the upper Rydberg states falls off abruptly with distance from the edge of the continuum, i.e., with decreasing principal quantum number. This result confirms the realism of the assumptions used in the solution of the simplified equations (29), (32).

The ratio of the total population of the Rydberg levels of the hydrogen atom to the population of the entire continuum is plotted in Fig. 7 as a function of electric field strength.

## 6. CONCLUSION

An important element of the above analysis is the use of a basis of generalized Coulomb functions of the continuum


FIG. 7. Average ratio of the total population of the Rydberg states to the total population of the continuum versus external field strength ( $\omega=0.1$ a.u.).
to solve the time-dependent Schrödinger equation by the tight-binding method. Wave functions similar in their meaning to the unperturbed wave functions of the discrete spectrum (1) are also proposed in Refs. 12 and 13; however, they are not orthogonal to the wave functions of the discrete spectrum, which hinders their use in the tight-binding method. Indeed, a set of non-orthogonal basis functions complicates the resulting tight-binding equations due to the appearance of the non-orthogonality matrix on the left-hand side of the equations.

Using this method it is easy to see that quantum transitions between states of the continuum play a decisive role in the ionization of atoms in a strong field. The principal contribution to this process comes from transitions between continuum states with orbital angular momentum $l=1$ and other states of the continuum. Neglecting such transitions leads to oscillations in the population of the ground state of the atom as a function of the physical parameters of the problem, even in superstrong fields. Strictly speaking, the atom does not ionize completely, since levels of the Coulomb crowding (higher Rydberg states) directly abutting the continuum turn out to be populated. However, their total probability of occupancy is at most $5 \%$.
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#### Abstract

The quantum statistical properties of the radiation of a one-atom two-level laser with incoherent pumping are analyzed. Solution of the Liouville equation for the density operator in the basis of Fock states shows that stationary radiation from a single-mode laser with incoherent pumping can be in a squeezed (sub-Poissonian) stationary state if the rate of spontaneous decay is lower than the rate of cavity losses and the pump rate. Inside the cavity the Fano factor reaches $F=0.85$ ( $15 \%$ squeezing). Multiple squeezing ( $F=0.19$ ) is possible in the transient lasing regime. Significant squeezing obtains at the cavity output; the spectral Fano factor at zero frequency is 0.36 under optimal conditions. © 1999 American Institute of Physics. [S1063-7761(99)00404-7]


## 1. INTRODUCTION

Microscopic laser systems consisting of an ion or atom held in a trap inside a high-Q resonator are presently the object of intense study. Recent detailed analyses ${ }^{1-7}$ show that radiation in a resonant mode of such an elementary laser system exhibits a number of nonclassical properties such as sub-Poissonian statistics, ${ }^{1-4}$, photon antibunching, ${ }^{5}$ multipeaked Mollow fluorescence spectra for incoherent pumping, ${ }^{6}$ thresholdless lasing, ${ }^{3,5}$ and the corresponding photon antibunching and broadening of the spectral line in the many-level case. ${ }^{5}$

In the present paper we investigate one particular aspect of a one-atom laser, namely the sub-Poissonian statistics of the photon number of the radiation in the single-mode case for incoherent pumping. Recently, several techniques have been found for creating states of the electromagnetic field with fluctuations of the photon number below the shot-noise limit (sub-Poissonian light). Toward this end, Refs. 8-10 suggest the use of a single-mode laser with regularized pumping. References 11 and 12 use atomic coherence of the active medium to obtain squeezed light. Multilevel schemes of an ordinary single-mode laser, as shown in Refs. 13-19, can also be a source of squeezed light in the case of incoherent as well as coherent pumping. References 20 and 21 point out the possibility of generating sub-Poissonian light with the aid of a multimode laser. The conditions for creating a transient squeezed state of the generated radiation were found in Ref. 22 for a single-mode two-level laser with incoherent pumping. In the single-mode two-level lasers considered in Refs. 2, 5-7, 19, 22, and 23, considerable squeezing under steady-state conditions is absent for one-atom lasers as well as for multiatom lasers $\left(N_{\text {atom }} \gg 1\right) .{ }^{5-7}$

In the present paper we analyze the dynamics of the quantum statistical properties of laser radiation with the help of the reduced density operator of the atom + field system in the basis of Fock states of the field. This analysis is valid for all possible relative values of the parameters characterizing the processes of incoherent pumping and dissipation, mod-
eled with the help of the corresponding reservoirs interacting with the atom and the radiation field. Note that our studies of laser dynamics and the statistical properties of laser radiation do not make any small-fluctuation assumptions, in which it is customary to adopt a linear approximation in the fluctuations.

## 2. LASER MODEL

The Hamiltonian of the atom + field + reservoir system includes energy operators of the electromagnetic field $\left(H_{F}\right)$, the atom $\left(H_{A}\right)$, the interaction of the field with the atom ( $V_{A-F}$ ), the energy of the reservoir of the continuous spectrum of thermal modes of the electromagneti c field (thermostat) $\left(R_{F}\right)$, the interaction operator of the atom with the thermostat reservoir $\left(V_{A-R}\right)$, the interaction operator of the cavity field with the thermostat ( $V_{F-R}$ ), and the energy of the pump reservoir $\left(R_{P}\right)$ and its interaction with the atom $\left(V_{A-P}\right)$ :

$$
\begin{align*}
\frac{H}{\hbar}= & \left(H_{F}+H_{A}+V_{A-F}+R_{F}+V_{A-R}+V_{F-R}+R_{P}+V_{A-P}\right) \frac{1}{\hbar} \\
= & \omega_{c} a^{+} a+\frac{\omega_{A}}{2} \sigma^{z}+g\left(a^{+} \sigma^{-}+\sigma^{+} a\right)+\sum_{j=1}^{\infty} \omega_{j} b_{j}^{+} b_{j} \\
& +\sum_{j=1}^{\infty} g_{j}\left(b_{j}^{+} \sigma^{-}+b_{j} \sigma^{+}\right)+\sum_{j=1}^{\infty} k_{j}\left(a^{+} b_{j}+b_{j}^{+} a\right) \\
& +\sum_{k} \omega_{k} \Pi_{k}^{+} \Pi_{k}+\sum_{k} \mu_{k}\left(\Pi_{k}^{+} \sigma^{-}+\sigma^{+} \Pi_{k}\right) \tag{1}
\end{align*}
$$

Here $a\left(a^{+}\right)$are the annihilation (creation) operators of the electromagnetic field of a discrete cavity mode with frequency $\omega_{c}$; the operators $b_{j}\left(b_{j}^{+}\right)$are the annihilation (creation) operators of the reservoir of the continuous spectrum of thermal modes of the electromagnetic field present inside the cavity as a consequence of partial transparency of the mirrors. The indicated operators obey the commutation relations for Bose particles:

$$
\begin{align*}
& {\left[a, a^{+}\right]=1, \quad\left[a^{+}, a^{+}\right]=[a, a]=0} \\
& {\left[b_{j}, b_{k}^{+}\right]=\delta_{j k}, \quad\left[b_{j}^{+}, b_{k}^{+}\right]=\left[b_{j}, b_{k}\right]=0 .} \tag{2}
\end{align*}
$$

The operators $\Pi_{k}\left(\Pi_{k}^{+}\right)$correspond to the field of the pump reservoir, which in general is not in thermodynamic equilibrium and consists of particles obeying Fermi statistics (e.g., electrons of the discrete or continuous energy spectrum), and obey the commutation relations

$$
\begin{equation*}
\left\{\Pi_{k}, \Pi_{l}^{+}\right\}=\delta_{k l}, \quad\left\{\Pi_{k}^{+}, \Pi_{l}^{+}\right\}=\left\{\Pi_{k}, \Pi_{l}\right\}=0 \tag{3}
\end{equation*}
$$

where $\{\ldots\}$ is the anticommutator.
The term $\left\{b_{j}\right\}$ in Eq. (1), which represents the interaction of the laser radiation field with the reservoir modes. is responsible for setting up thermodynamic equilibrium of the cavity mode with the reservoir-thermostat field entering through the mirrors and having mean photon number in the mode ${ }^{24,25}$

$$
\begin{equation*}
n_{T} \equiv \bar{n}\left(\omega=\omega_{c}, T\right)=\left[\exp \left(\hbar \omega_{c} / k T\right)-1\right]^{-1} \tag{4}
\end{equation*}
$$

The atomic operators of polarization and population inversion of a two-level atom $(|\downarrow\rangle$ and $|\uparrow\rangle$ are respectively the upper and lower energy states of the active electron)

$$
\begin{equation*}
\sigma^{-}=|\downarrow\rangle\langle\uparrow|, \quad \sigma^{+}=|\uparrow\rangle\langle\downarrow|, \quad \sigma^{z}=|\uparrow\rangle\langle\uparrow|-|\downarrow\rangle\langle\downarrow| \tag{5}
\end{equation*}
$$

satisfy the relations

$$
\begin{equation*}
2 \sigma^{\mp} \sigma^{ \pm}=\left(1 \mp \sigma^{z}\right), \quad \sigma^{z} \sigma^{z}=1 \tag{6}
\end{equation*}
$$

and the commutation relations for Fermi particles:
$\left\{\sigma^{+}, \sigma^{-}\right\}=|\uparrow\rangle\langle\uparrow|+|\downarrow\rangle\langle\downarrow|=1, \quad\left\{\sigma^{+}, \sigma^{+}\right\}=\left\{\sigma^{-}, \sigma^{-}\right\}=0$.

The term representing the interaction of the atomic electron with the field of harmonic oscillators of the thermostat $\left\{b_{j}\right\}$ ensures the establishment of thermal equilibrium of the quantum-averaged atomic operators with temperature $T$. The interaction term of the atomic polarization operators with the pump field $\left\{\Pi_{k}\right\}$ leads the system to deviate from equilibrium.

The interaction of the radiation field with the polarization of the atom is proportional to the coupling constant $g$ determined by the transition dipole moment $d_{\uparrow \downarrow}$ and the volume of the cavity $V$

$$
\begin{equation*}
g=d_{\uparrow \downarrow} \sqrt{\frac{2 \pi \omega_{A}}{\hbar V}} \tag{8}
\end{equation*}
$$

Similarly we define the coupling constants $g_{j}$ of the electromagnetic field of the thermostat with an atomic electron. The parameters $k_{j}$ and $\mu_{k}$ are respectively the coupling constants of the laser mode of the cavity field with the thermostat and the coupling constants of the atom with the pump reservoir.

We analyze the quantum stochastic dynamics of a twolevel one-atom laser with the help of the reduced density operator of the atom + single-mode field system in the basis of Fock states

$$
\begin{equation*}
\rho(t)=\sum_{i, j=\{\uparrow, \ell\}} \sum_{n, m=0}^{\infty} \rho_{n, i ; i m, j}(t)|i\rangle|n\rangle\langle m|\langle j| . \tag{9}
\end{equation*}
$$

In the interaction representation and in the BornMarkov approximation, ${ }^{24,25}$ the reduced density operator of the atom + field system (9) interacting with a reservoir satisfies the Liouville equation

$$
\begin{align*}
\frac{\partial \rho}{\partial t}= & \operatorname{Tr}_{R}\left(\sigma_{R \oplus S}\right)=-i \Delta\left[\frac{\sigma^{z}}{2}, \rho\right]-i g\left[\left(a^{+} \sigma^{-}+\sigma^{+} a\right), \rho\right] \\
& +\frac{\gamma}{2}\left(n_{T}+1\right)\left(2 a \rho a^{+}-a^{+} a \rho-\rho a^{+} a\right) \\
& +\frac{\gamma}{2} n_{T}\left(2 a^{+} \rho a-a a^{+} \rho-\rho a a^{+}\right)+\frac{\Gamma}{2}\left(N_{T}+1\right) \\
& \times\left(2 \sigma^{-} \rho \sigma^{+}-\sigma^{+} \sigma^{-} \rho-\rho \sigma^{+} \sigma^{-}\right) \\
& +\frac{\Gamma}{2} N_{T}\left(2 \sigma^{+} \rho \sigma^{-}-\sigma^{-} \sigma^{+} \rho-\rho \sigma^{-} \sigma^{+}\right) \\
& +\frac{P}{2}(1-p)\left(2 \sigma^{-} \rho \sigma^{+}-\sigma^{+} \sigma^{-} \rho-\rho \sigma^{+} \sigma^{-}\right) \\
& +\frac{P}{2} p\left(2 \sigma^{+} \rho \sigma^{-}-\sigma^{-} \sigma^{+} \rho-\rho \sigma^{-} \sigma^{+}\right) \tag{10}
\end{align*}
$$

where the offset of the cavity frequency from the atomic frequency is $\Delta=\omega_{A}-\omega_{c}$. The quantities $\gamma, \Gamma$, and $P$ are respectively the rate of field loss in the mirrors, the spontaneous emission rate, and the incoherent pump rate. The indicated dissipation constants can be expressed in terms of correlation functions of the corresponding reservoir operators $\left\{b_{j}\right\}$ and $\left\{\Pi_{k}\right\}$ (see, for example, Refs. 24 and 25).

The mean number of excitations of the atomic reservoir $N_{T}$ in Eq. (10) in the case in which the reservoir $\left\{b_{j}\right\}$ is in thermodynamic equilibrium at temperature $T$ is (see, e.g., Ref. 25)

$$
\begin{align*}
N_{T} & \equiv \bar{N}\left(\omega=\omega_{A}, T\right)=\left.\left\langle b_{j}^{+} b_{j}\right\rangle\right|_{\omega_{j}=\omega_{A}} \\
& =\left[\exp \left(\hbar \omega_{A} / k T\right)-1\right]^{-1} . \tag{11}
\end{align*}
$$

The interaction of an atom with the pump reservoir $\left\{\Pi_{k}\right\}$ leads to a deviation from thermal equilibrium, and the degree of excitation of the atom by the pump is determined by the mean number of Fermi quanta of the pump reservoir at the atomic transition frequency $p\left(\omega=\omega_{A}\right)$ in Eq. (10), for which we have

$$
\begin{equation*}
p=\left.\left\langle\Pi_{k}^{+} \Pi_{k}\right\rangle\right|_{\omega_{k}=\omega_{A}}, \quad 0 \leqslant p \leqslant 1 \tag{12}
\end{equation*}
$$

The equation of motion for the averages of the atomic operators can be found from Eq. (10) with the help of the equation

$$
\begin{equation*}
\frac{\partial\left\langle\sigma^{z}\right\rangle}{\partial t}=\operatorname{Tr}\left(\frac{\partial \rho}{\partial t} \sigma^{z}\right) \tag{13}
\end{equation*}
$$

Hence it follows that the mean population inversion of an atom interacting with the reservoir $\left\{b_{j}\right\}$ responsible for spontaneous decay obeys the equation

$$
\begin{equation*}
\frac{\partial\left\langle\sigma^{z}\right\rangle_{\text {spont }}}{\partial t}=-\left(2 N_{T}+1\right) \Gamma\left\langle\sigma^{z}\right\rangle_{\text {spont }}-\Gamma \tag{14}
\end{equation*}
$$

The interaction with the pump reservoir $\left\{\Pi_{k}\right\}$, leading to a deviation from thermodynamic equilibrium, is described by the equation

$$
\begin{equation*}
\frac{\partial\left\langle\sigma^{z}\right\rangle_{\text {pump }}}{\partial t}=-P\left\langle\sigma^{z}\right\rangle_{\text {pump }}+(2 p-1) P \tag{15}
\end{equation*}
$$

The solution of Eq. (14) under steady-state ( $S S$ ) conditions has the form

$$
\begin{equation*}
\left\langle\sigma^{z}\right\rangle_{\text {spont }}^{S S}=-\frac{1}{2 N_{T}+1} \tag{16}
\end{equation*}
$$

i.e., spontaneous decay of an excited state of an atom leads to a Boltzmann (Fermi) distribution of the populations if we set the thermal number of excitations equal to $N_{T}$ $=\left[\exp \left(\hbar \omega_{A} / k T\right)-1\right]^{-1}$.

The steady-state solution of Eq. (15) shows that the action of the pump leads to steady-state inversion:

$$
\begin{equation*}
\left\langle\sigma^{z}\right\rangle_{\text {spont }}^{S S}=2 p-1 \tag{17}
\end{equation*}
$$

The parameter $p$ thus characterizes the degree of steady-state excitation of the atomic states supported by the given pump in the absence of interaction with the field, $0 \leqslant p \leqslant 1$.

Using Eq. (1) and the orthonormality of the basis of Fock states, as well as Eqs. (2), (5)-(7), and (10), we find a system of coupled differential equations for the elements of the density matrix having the following form $:^{26}$

$$
\begin{align*}
\rho_{1 n, m}(t) & \equiv\langle\uparrow| \rho_{n, m}|\uparrow\rangle+\langle\downarrow| \rho_{n, m}|\downarrow\rangle \\
\rho_{2 n, m}(t) & \equiv\langle\uparrow| \rho_{n, m}|\uparrow\rangle-\langle\downarrow| \rho_{n, m}|\downarrow\rangle, \\
\rho_{3 n, m}(t) & \equiv\langle\uparrow| \rho_{n, m}|\downarrow\rangle, \quad \rho_{4 n, m}(t) \equiv\langle\downarrow| \rho_{n, m}|\uparrow\rangle . \tag{18}
\end{align*}
$$

The system of equations for the matrix components (18) with dimension $4 \times\left(n_{\max }+1\right) \times\left(n_{\max }+1\right)$ given in Appendix A was solved numerically. At the initial instant of time the field is in general in an arbitrary mixed state, and the atom is in a superposition of the upper and lower states. Thus, the density matrix of the atom and field, not interacting at the time $t$ $=0$, is

$$
\begin{align*}
\rho(0) & =\rho_{a} \otimes \rho_{f} \\
\rho_{a}= & {\left[\cos \frac{\theta}{2}|\uparrow\rangle+\sin \frac{\theta}{2} e^{i \varphi}|\downarrow\rangle\right] } \\
& \times\left[\cos \frac{\theta}{2}\langle\uparrow|+\sin \frac{\theta}{2} e^{-i \varphi}\langle\downarrow|\right] \\
\rho_{f}= & \sum_{n, m=0}^{\infty} c_{n} c_{m}^{*}|n\rangle\langle m| \tag{19}
\end{align*}
$$

In particular, if the field at the initial time is in the coherent state $|\alpha\rangle$, then the relation for the coefficients of the expansion over Fock states

$$
c_{n}^{*} c_{m}=\frac{\alpha^{* n} \alpha^{m}}{\sqrt{n!m!}} \exp \left(-|\alpha|^{2}\right)
$$

If the initial state is a pure Fock state $\left|n_{0}\right\rangle$, then $c_{n}^{*} c_{m}$ $=\delta_{n, m}$. In the thermal state we have $c_{n}^{*} c_{m}=\left[n_{T}^{n} /(1\right.$ $\left.\left.+n_{T}\right)^{n+1}\right] \delta_{n, m}$.

## 3. FLUCTUATIONS OF THE PHOTON NUMBER INSIDE THE CAVITY

The mean photon number, mean inversion, fluctuations (variance) of the photons, and the mean field, obtained by grouping matrix elements of a system of the form (18), are given by

$$
\begin{align*}
& \langle n(t)\rangle=\operatorname{Tr}\left(\rho(t) a^{+} a\right)=\sum_{n=0}^{\infty} n \rho_{1 n, n}(t), \\
& \langle D(t)\rangle=\operatorname{Tr}\left(\rho(t) \sigma^{z}\right)=\sum_{n=0}^{\infty} \rho_{2 n, n}(t), \\
& \operatorname{Var}(n(t)) \equiv\left\langle(\Delta n(t))^{2}\right\rangle=\sum_{n=0}^{\infty}(n-\langle n(t)\rangle)^{2} \rho_{1 n, n}(t), \\
& \left\langle a^{+}(t)\right\rangle=\sum_{n=0}^{\infty} \sqrt{n+1} \rho_{1 n, n+1}(t), \\
& \langle a(t)\rangle=\sum_{n=1}^{\infty} \sqrt{n} \rho_{1 n, n-1}(t), \tag{20}
\end{align*}
$$

The variances of the conjugate quadratures $X_{+}(t)=\left[a^{+}(t)\right.$ $+a(t)] / 2$ and $X_{-}(t)=\left[a^{+}(t)-a(t)\right] / 2 i$ can be expressed in terms of the matrix elements of the density operator:

$$
\begin{align*}
\left\langle\left(\Delta X_{ \pm}\right)^{2}\right\rangle= & \frac{1}{4}\left\{\sum_{n=0}^{\infty}(2 n+1) \rho_{1 n, n}(t)\right. \\
& \pm \sum_{n=2}^{\infty} \sqrt{n(n-1)} \rho_{1 n, n-2}(t) \\
& \pm \sum_{n=0}^{\infty} \sqrt{(n+1)(n+2)} \rho_{1 n, n+2}(t) \\
& \mp\left[\sum_{n=0}^{\infty} \sqrt{n+1} \rho_{1 n, n+1}(t)\right. \\
& \left.\left. \pm \sum_{n=1}^{\infty} \sqrt{n} \rho_{1 n, n-1}(t)\right]^{2}\right\} \tag{21}
\end{align*}
$$

As the initial state of the field at $t=0$ we used both the coherent vacuum state and a random thermal state with mean photon number corresponding to the optical range $\omega_{a}$ $\sim 10^{14} \mathrm{~s}^{-1}$ at $T \approx 300 \mathrm{~K}$. A numerical study of systems (A3)(A6) in the representation (18) for various values of the laser parameters showed that steady-state laser radiation possesses sub-Poissonian statistics of the photon number if the rate of spontaneous emission satisfies the condition $\Gamma<g, \gamma$. Maximum squeezing of the fluctuations of the photon number occurs for $\Gamma \ll g, \gamma$ for $T=0$ and amounts to $15 \%$ (see Fig. 1). With increasing $\Gamma \rightarrow \gamma$, the degree of squeezing decreases, and for $\Gamma>\gamma$ the radiation goes into the superPoissonian state. The value of the pump parameter $p$ has a substantial influence on the steady-state statistics of the radiation; the greatest squeezing occurs for $p=1$ and decreases for $p<1$. The existence of a frequency offset $(\Delta \neq 0)$ also has a negative effect on the degree of squeezing. The optimal value of the rate of cavity losses $\gamma$ and of the pump rate $P$


FIG. 1. a) Mean photon number $\langle n(t)\rangle$ (1), fluctuations (variance) of the photon number Var $n(t)$ (2), mean inversion $\langle D(t)\rangle$ (3), and fluctuations (variance) of the field quadratures $\operatorname{Var} X_{ \pm}(t)(4)$ of the laser for the initial state of the field in the coherent vacuum and of the atom in the lower level, for $\gamma=1.4 g, \Gamma \ll \gamma, P=1.4 g, p=1, \Delta=0$, and $T=0$. b) Fano factor $F$ $=\operatorname{Var}(n) /\langle n\rangle$.
relative to the coupling constant $g$ are $\gamma=P \approx 1.4 g$ for $p$ $=1, \Delta=0$; here the Fano factor $(F=\operatorname{Var}(n) /\langle n\rangle)$ is $F=0.85$ at temperatures $T<100 \mathrm{~K}$ and $\omega_{A}=10^{14}$.

As can be seen from Fig. 2, as steady-state lasing builds up, the laser radiation remains in a state with nonclassical sub-Poissonian photon statistics. Reducing the rate of cavity losses relative to the pump rate makes it possible to dramatically reduce the Fano factor. Figure 2 depicts the dynamics of the Fano factor for $\gamma=0.1 g, P=2 g$ for the case of laser generation from the coherent vacuum state of the field with the atom in its lower level. In this case, the minimum value of the Fano factor $F_{\text {min }}$ is 0.54 for $\langle n\rangle=1.43$. Thus, in the transient lasing regime, intense squeezed radiation can be generated. The degree of squeezing in the transient regime depends on the initial state. Maximum squeezing and intensity of the radiation are achieved if the atom is in the upper state and the field in the coherent vacuum state. In this case, for example, for $\gamma=0.1 g, P=0.5 g$ fivefold squeezing ( $F_{\min }=0.19$ ) is achieved for $g t=1.8$ and $\langle n\rangle=1.2$ (Fig. 3).

Quadrature squeezing ( $\operatorname{Var} X_{+}<1 / 4$ or $\operatorname{Var} X_{-}<1 / 4$ ) is absent for all of the laser parameter values we considered.

## 4. FLUCTUATIONS OF THE PHOTON NUMBER AT THE CAVITY OUTPUT

We assume that inside the laser cavity the electromagnetic field is in a state with discrete values of the frequencies (photon energies), whereas outside it the field has a continuous spectrum. As a consequence, it must be assumed that temporal fluctuations of the electromagnetic field inside the


FIG. 2. The same as in Fig. 1, but for $\gamma=0.1 g, \Gamma \ll \gamma, P=2 g, p=1, \Delta$ $=0$, and $T=0$.
laser cavity are sources of fluctuations in the frequency spectrum of the radiation exiting through the resonator mirror. The field outside the cavity can be represented as a sum of the laser radiation field exiting through the mirror and the noise field of the reservoir-thermostat incident upon the mirror, i.e., $a^{(\text {out })}(t)=b^{(\text {in })}(t)+\sqrt{\gamma} a(t)$, where



FIG. 3. The same as in Fig. 1, but for $\gamma=0.1 g, \Gamma \ll \gamma, P=0.5 g, p=1, \Delta$ $=0$, and $T=0$, and the atom in the upper level at the initial time $t=0$.

$$
b^{(\mathrm{in})}(t) \propto \sum_{j} \sqrt{\omega_{j}} \exp \left(-i \omega_{j} t\right) b_{j}
$$

(Refs. 27-29). The Heisenberg operator $a^{\text {(out) }+}(t) a^{\text {(out) }}(t)$ is the photon number operator of photons exiting through the mirror per unit time. One quantity characterizing the statistics of the laser radiation passing through the output mirror is the steady-state fluctuation spectrum ${ }^{12}$

$$
\begin{align*}
V^{(\text {out })}(\omega)= & \lim _{t \rightarrow \infty} 2 \int_{0}^{\infty} d \tau \cos \omega \tau\left[\left\langle n^{(\text {out })}(t+\tau) n^{(\text {out })}(t)\right\rangle\right. \\
& \left.-\left\langle a^{(\text {out })+}(t+\tau) a^{(\text {out })}(t)\right\rangle^{2}\right] \tag{22}
\end{align*}
$$

Since the two-time correlators under steady-state conditions are even functions of $\tau$, we have used the Fourier cosine transform in Eq. (22). The commutation relations for the field operators constituting the continuous spectrum outside the cavity have the form ${ }^{27,28}$

$$
\begin{equation*}
\left[a^{(\mathrm{out})}(t+\tau), a^{(\mathrm{out})+}(t)\right]=\delta(\tau) \tag{23}
\end{equation*}
$$

Hence we find that the two-time correlation function of photon number operators is

$$
\begin{align*}
&\left\langle n^{(\mathrm{out})}\right.\left.(t+\tau) n^{(\mathrm{out})}(t)\right\rangle \\
& \equiv\left\langle a^{+}(t+\tau) a(t+\tau) a^{+}(t) a(t)\right\rangle^{(\mathrm{out})} \\
& \quad=\left\langle a^{+}(t+\tau) a(t)\right\rangle^{(\mathrm{out})} \delta(\tau)+\left\langle a^{+}(t) a^{+}(t+\tau) a\right. \\
&\times(t+\tau) a(t)\rangle^{(\mathrm{out})}, \tag{24}
\end{align*}
$$

i.e., the spectrum of fluctuations of the photon number of the field at the cavity output consists of terms in the shot noise and the chronologically and normal-ordered fluctuation spectrum:

$$
\begin{equation*}
V^{(\text {out })}(\omega)=\left\langle n^{(\text {out })}\left(t_{S S}\right)\right\rangle+: V^{(\text {out })}(\omega): . \tag{25}
\end{equation*}
$$

In the case of one transparent mirror, the field correlators of the discrete mode inside the cavity are related to the field correlators of the continuous spectrum outside the cavity, as shown in Refs. 27-29:

$$
\begin{align*}
& \left\langle a^{+}(t) a(t)\right\rangle^{(\mathrm{out})}=\gamma\left\langle a^{+}(t) a(t)\right\rangle,  \tag{26}\\
& \left\langle a^{+}(t) a^{+}(t+\tau) a(t+\tau) a(t)\right\rangle^{(\mathrm{out})} \\
& \quad=\gamma^{2}\left\langle a^{+}(t) a^{+}(t+\tau) a(t+\tau) a(t)\right\rangle . \tag{27}
\end{align*}
$$

Substituting Eqs. (26) and (27) into Eq. (21), we finally obtain the following formula for the spectral Fano factor:

$$
\begin{align*}
F(\omega) \equiv & \frac{V^{(\text {out })}(\omega)}{\langle n\rangle^{(\mathrm{out})}}=1 \\
& +\lim _{t \rightarrow \infty} \frac{2 \gamma}{\left\langle a^{+}(t) a(t)\right\rangle} \int_{0}^{\infty} d \tau\left[\left\langlea^{+}(t) a^{+}(t+\tau)\right.\right. \\
& \times a(t+\tau) a(t)\rangle-\left\langle a^{+}(t+\tau) a(t+\tau)\right\rangle \\
& \left.\times\left\langle a^{+}(t) a(t)\right\rangle\right] \cos \omega \tau . \tag{28}
\end{align*}
$$



FIG. 4. Spectral Fano factor of laser radiation outside the cavity for pump parameters $P=1.4, p=1$, and losses $\gamma=2 \gtrdot \Gamma$ (in units of $g$ ).

Under steady-state conditions it is not hard to obtain an expression for the correlation functions of the field operators inside the cavity from the quantum regression theorem (see, e.g., Ref. 25)

$$
\begin{equation*}
\left\langle a^{+}(t) a^{+}(t+\tau) a(t+\tau) a(t)\right\rangle_{S S}=\operatorname{Tr}\left(a^{+} a \tilde{\rho}(\tau)\right), \tag{29}
\end{equation*}
$$

where the operator $\tilde{\rho}(\tau) \equiv \tilde{\rho}(t+\tau)$ satisfies the Liouville equation (10) with initial condition ( $\tau=0$ )

$$
\begin{equation*}
\tilde{\rho}_{n, m}(0)=\sqrt{(n+1)(m+1)} \rho_{n+1, m+1}\left(t_{S S}\right) \tag{30}
\end{equation*}
$$

Calculation shows that outside the cavity the squeezing of laser radiation is even more significant: for optimal values of the pump parameters $(P=1.4, p=1)$ and loss parameter ( $\gamma=2$ ), the spectral Fano factor is below the shot-noise limit by almost a factor of three and is 0.3567 at zero frequency (Fig. 4). The positions of optimal sqeezing outside and inside the cavity do not coincide: the largest squeezing occurs outside the cavity at a higher loss rate. As a consequence, the mean photon number of the radiation in this case is reduced: $\langle n\rangle=0.29$.

## 5. CONCLUSION

We have analyzed the dynamics of the quantumstatistical properties of the radiation of a one-atom laser. A significant deviation of the magnitude of the fluctuations of the photon number outside the cavity from the shot-noise limit (by up to $15 \%$ ) is found to obtain under steady-state conditions, when the pump rate and the loss rate through the mirror are many times larger than the spontaneous decay rate and are comparable in magnitude to the coupling constant of an atomic electron with a cavity mode. We have shown that under special conditions, multiple squeezing is present in the transient dynamic regime. The squeezing of radiation exiting through the resonator mirror is significantly greater than its value inside the cavity: the Fano factor at zero frequency reaches 0.36 .

The case we have considered, in which the coupling constant is much less than the spontaneous emission rate and is comparable in magnitude to the cavity loss and pump rates, is atypical of most known lasers. The indicated requirements are best satisfied by a laser that uses transitions between highly excited states of Rydberg atoms, where the coupling constant can reach $g \sim 10^{6} \mathrm{~s}^{-1}$.

In the present work we have shown that a one-atom twolevel laser with incoherent pumping is a potential source of nonclassical radiation with fluctuations of the photon number significantly lower than the shot-noise limit.

## APPENDIX A:

Using the relations for the creation and annihilation operators in the Fock basis

$$
\begin{align*}
& a|n\rangle=\sqrt{n}|n-1\rangle, \quad a^{+}|n\rangle=\sqrt{n+1}|n+1\rangle, \\
& \langle n| a=\sqrt{n+1}\langle n+1|, \quad\langle n| a^{+}=\sqrt{n}\langle n-1|, \tag{A1}
\end{align*}
$$

Eqs. (2), (5) $-(7)$, and the equalities

$$
\begin{equation*}
\sigma^{z} \sigma^{+}=\sigma^{+}, \quad \sigma^{+} \sigma^{z}=-\sigma^{+}, \quad \sigma^{-} \sigma^{z}=\sigma^{-} \tag{A2}
\end{equation*}
$$

we directly obtain from the Liouville equation (10) the equations of motion for the elements of the density matrix (9) in the form (18). As a result

$$
\begin{align*}
\dot{\rho}_{1, n, m}= & i g\left(\sqrt{m+1} \rho_{3, n, m+1}-\sqrt{n} \rho_{3, n-1, m}+\sqrt{m} \rho_{4, n, m-1}\right. \\
& \left.-\sqrt{n+1} \rho_{4, n+1, m}\right)+\frac{\gamma}{2} L \rho_{1},  \tag{A3}\\
\dot{\rho}_{2, n, m}= & i g\left(\sqrt{m+1} \rho_{3, n, m+1}+\sqrt{n} \rho_{3, n-1, m}-\sqrt{m} \rho_{4, n, m-1}\right. \\
& \left.-\sqrt{n+1} \rho_{4, n+1, m}\right)+\frac{\gamma}{2} L \rho_{2}+[P(2 p-1) \\
& -\Gamma] \rho_{1, n, m}-\left[\Gamma\left(2 N_{T}+1\right)+P\right] \rho_{2, n, m},  \tag{A4}\\
\dot{\rho}_{3, n, m}= & i \Delta \rho_{3, n, m}+i \frac{g}{2}\left(\sqrt{m} \rho_{1, n, m-1}-\sqrt{n+1} \rho_{1, n+1, m}\right. \\
& \left.+\sqrt{m} \rho_{2, n, m-1}+\sqrt{n+1} \rho_{2, n+1, m}\right)+\frac{\gamma}{2} L \rho_{3} \\
& -\frac{\Gamma\left(2 N_{T}+1\right)+P}{2} \rho_{3, n, m},  \tag{A5}\\
\dot{\rho}_{4, n, m}= & i \Delta \rho_{4, n, m}+i \frac{g}{2}\left(\sqrt{m+1} \rho_{1, n, m+1}-\sqrt{n} \rho_{1, n-1, m}\right. \\
& \left.-\sqrt{m+1} \rho_{2, n, m+1}-\sqrt{n} \rho_{2, n-1, m}\right)+\frac{\gamma}{2} L \rho_{4} \\
& -\frac{\Gamma\left(2 N_{T}+1\right)+P}{2} \rho_{4, n, m}, \tag{A6}
\end{align*}
$$

where the term common to all four of these equations, due to cavity losses through the mirror, can be written

$$
\begin{align*}
L \rho_{j}= & \left(n_{T}+1\right)\left[2 \sqrt{(n+1)(m+1)} \rho_{j, n+1, m+1}\right. \\
& \left.-(m+n) \rho_{j, n, m}\right]+n_{T}\left[2 \sqrt{n m} \rho_{j, n-1, m-1}\right. \\
& \left.-\rho_{j, n, m}(n+m+2)\right] . \tag{A7}
\end{align*}
$$
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We use the quasipotential method to calculate the total correction of order $(Z \alpha)^{6} m_{e}^{2} / m_{\mu}$ in the energy spectrum of the $n^{3} S_{1}$ states of muonium. The numerical value of the muonium-fine-structure interval $2^{3} S_{1}-1^{3} S_{1}$ amounts to 0.19 MHz . © 1999 American Institute of Physics. [S1063-7761(99)00504-1]

## 1. INTRODUCTION

The study of the fine structure of muonium and positronium is a check on the validity of electrodynamics that is sensitive to high-order radiative corrections in $\alpha$ (Ref. 1). Calculations of various contributions to the fine structure of the energy levels of a hydrogen-like system have been carried out by many researchers (see, e.g., Refs. 2-5) and interest in this problem is still very high. ${ }^{6-9}$ Recent progress in calculating logarithmic contributions of the $\alpha^{6} \ln \alpha$ type in the positronium fine-structure intervals $\left(2^{3} S_{1}-1{ }^{3} S_{1}\right.$ and $2{ }^{3} S_{1}-2{ }^{3} P_{J}$; see Refs. 10-12) does not mean, however, that there is no need to calculate high-order corrections $O\left(\alpha^{6}\right)$ (Ref. 13). Corrections of order $(Z \alpha)^{6} m_{1}^{2} / m_{2}$ to the $s$ levels of the hydrogen atom were studied in Ref. 6-8 by various approaches to the bound-state problem, but as noted by Yelkhovsky, ${ }^{9}$ there are still discrepancies among calculated corrections of the required order in the fine structure of a hydrogen-like atom. The development of experimental methods based on Doppler-free two-photon spectroscopy has made it possible to measure the "large"' structure intervals in muonium and positronium: ${ }^{14-16}$
$\Delta E_{\mathrm{Ps}}^{\mathrm{expt}}\left(2^{3} S_{1}-1{ }^{3} S_{1}\right)=\left\{\begin{array}{l}1233607218.9 \pm 10.7 \mathrm{MHz}, \\ 1233607216.4 \pm 3.2 \mathrm{MHz},\end{array}\right.$
$\Delta E_{\mathrm{Mu}}^{\text {expt }}\left(2^{3} S_{1}-1{ }^{3} S_{1}\right)=2455527936 \pm 120 \pm 140 \mathrm{MHz}$.
The frequency of the Doppler-free two-photon transition $1 S-2 S$ in the hydrogen atom (as well as the hyperfine splitting of the ground state of the hydrogen atom) is a quantity that has been measured to high accuracy. ${ }^{13}$ Since $\alpha^{-1}$ $=137.0359979$ (32), the muon-to-electron mass ratio $m_{\mu} /$ $m_{e}=206.768259(62)$, and for muonium the order $(Z \alpha)^{6} m_{e}^{2} / m_{\mu}$ contribution may reach values of order 1 MHz . Hence the reduction to several megahertz of the experimental error in upcoming measurements ${ }^{1)}$ of the fine structure of muonium (and positronium) makes calculations of the correction of the required order in $\alpha$ and $m_{e} / m_{\mu}$ highly desirable. In the present paper we study nuclear recoil corrections of order $(Z \alpha)^{6} m_{1} / m_{2}$ in the fine structure of muonium. Bodwin et al. ${ }^{17}$ calculated similar contributions to the hyperfine splitting of muonium.

In QED there are many approaches to describing the relativistic energy spectra of two-particle bound states. ${ }^{2,3,13,18-20}$ The approaches differ in the way in which the calculations are organized, i.e., the type of equation used in describing the two-particle system, the way in which the particle interaction operator is set up, and the complexity of determining the corrections of required accuracy in the energy levels. However, all methods of describing the energy spectra yield equivalent results in a fixed perturba-tion-theory order in the small parameters $\alpha$ and $m_{1} / m_{2}$.

Our calculations are based on a local quasipotential equation of the Schrödinger type ${ }^{21}$

$$
\begin{equation*}
\left(\frac{b^{2}}{2 \mu_{R}}-\frac{\mathbf{p}^{2}}{2 \mu_{R}}\right) \psi_{M}(\mathbf{p})=\int \frac{d \mathbf{q}}{(2 \pi)^{3}} V(\mathbf{p}, \mathbf{q}, M) \psi(\mathbf{q}) \tag{3}
\end{equation*}
$$

where $b^{2}=E_{1}^{2}-m_{1}^{2}=E_{2}^{2}-m_{2}^{2}, \mu_{R}=E_{1} E_{2} / M$ is the relativistic reduced mass, $M=E_{1}+E_{2}$ is the mass of the bound state, and $m_{1}$ and $m_{2}$ are the electron and muon masses. For the initial approximation of the quasipotential $V(\mathbf{p}, \mathbf{q}, M)$ for the bound system $\left(e^{-} \mu^{+}\right)$we take the ordinary Coulomb potential. In Ref. 22, using Eq. (3) as the staring point, the researchers determined the relativistic corrections $m \alpha^{6}$ in the fine structure of the positronium spectrum that are introduced by the one-photon interaction with allowance for the vertex corrections and corrections in the photon propagator, the two-photon exchange interaction, and second-order perturbation theory. The foremost among such corrections is

$$
\begin{equation*}
\Delta B_{1}=\frac{5 m_{1}^{2}(Z \alpha)^{6}}{2 m_{2} n^{6}} \tag{4}
\end{equation*}
$$

which is of order $(Z \alpha)^{6} m_{1} / m_{2}$ and emerges because of the condition for quantization of the energy levels in the Coulomb interaction,

$$
\begin{equation*}
\frac{b^{2}}{\mu_{R}^{2}}=-\frac{\alpha^{2}}{n^{2}} \tag{5}
\end{equation*}
$$

transformed for the binding energy $B$ of this system.

## 2. CONTRIBUTION OF THE ONE-PHOTON INTERACTION TO THE FINE STRUCTURE

One-photon interaction provides the principal contribution to the energy spectrum of the two-particle bound state. The method of setting up a quasipotential for one-photon interaction in a system of two spinor particles was thoroughly studied in Refs. 22 and 23. Note that here it is convenient to use the relativistic projection operator on state ${ }^{3} S_{1}$,

$$
\begin{equation*}
\hat{\Pi}=\frac{1}{2 \sqrt{2}} \frac{\left(\hat{p}_{1}+m_{1}\right)\left(1+\gamma_{0}\right) \hat{\varepsilon}\left(-\hat{p}_{2}+m_{2}\right)}{\sqrt{\varepsilon_{1}+m_{1}} \sqrt{\varepsilon_{2}+m_{2}}} \tag{6}
\end{equation*}
$$

where $p_{1}$ and $p_{2}$ are the 4 -momenta of the electron and muon in the initial state, and $\varepsilon^{\mu}$ is the muonium polarization vector. Expanding all relativistic factors in powers of the two small parameters $|\mathbf{p}| / m_{1,2}(|\mathbf{p}| \sim Z \alpha$ is the momentum of the relative motion of the particles) and $m_{1} / m_{2}$ (the electron-tomuon mass ratio) so as to isolate the contribution of sixth order in $Z \alpha$ and first order in $m_{1} / m_{2}$, we can write the expression for the particle interaction operator in the coordinate representation in the form

$$
\begin{align*}
V_{1}(r)= & -\frac{Z \alpha}{r}-\frac{\mu_{R}(Z \alpha)^{2}}{2 m_{1}^{2} r^{2}}\left(1+\frac{2 m_{1}}{m_{2}}\right)-\frac{Z \alpha}{4 m_{1}^{2} r^{3}}(\mathbf{r} \cdot \boldsymbol{\nabla}) \\
& \times\left(1+\frac{4 m_{1}}{m_{2}}\right)-\frac{\pi Z \alpha}{3 m_{1} m_{2}} \delta \mathbf{r}-\frac{Z \alpha b^{2}}{m_{1} m_{2} r} \\
= & V_{c}(r)+\Delta V_{1}(r) \tag{7}
\end{align*}
$$

Note that the part $\Delta V_{1}$ of the quasipotential (7), combined with quantization condition (5), correctly reproduces the known energy spectrum of the $S$ states of muonium to within $O\left(\alpha^{4}\right)$ (Refs. 13 and 20). In our approach, the terms in $\Delta V_{1}$ also provide order $O\left(\alpha^{6}\right)$ corrections to the energy spectrum, which is due to the dependence of the relativistic reduced mass $\mu_{R}$ and of $b^{2}$ on $\alpha$. Averaging (7) over Coulomb wave functions ${ }^{24}$ and extracting the required terms, we find that

$$
\begin{equation*}
\Delta B_{2}=-\frac{3 m_{1}^{2}(Z \alpha)^{6}}{4 m_{2} n^{5}}\left(5+\frac{2}{n}\right) . \tag{8}
\end{equation*}
$$

The one-photon interaction quasipotential also contains other terms that lead to order $(Z \alpha)^{6}$ corrections in the energy spectrum. These terms are obtained by setting up $V_{1 \gamma}$ to within $|\mathbf{p}|^{2} / m_{1,2}^{4}$ and $|\mathbf{q}|^{4} / m_{1,2}^{4}$, and take the form

$$
\begin{align*}
& \Delta V_{2}(\mathbf{p}, \mathbf{q}, M) \\
&=-\frac{4 \pi Z \alpha}{\mathbf{k}^{2}}\left\{\frac{b^{4}}{16 m_{1}^{4}}\left(3-\frac{2 m_{1}}{m_{2}}\right)+\frac{\mathbf{p}^{4}+\mathbf{q}^{4}}{96 m_{1}^{4}}\right. \\
& \times\left(3+\frac{m_{1}}{m_{2}}\right)-\frac{\left(\mathbf{p}^{2}+\mathbf{q}^{2}\right)(\mathbf{p} \cdot \mathbf{q})}{96 m_{1}^{4}}\left(6+\frac{13 m_{1}}{m_{2}}\right) \\
&\left.-\frac{\left(\mathbf{p}^{2}+\mathbf{q}^{2}\right) b^{2}}{96 m_{1}^{4}}\left(3-\frac{m_{1}}{m_{2}}\right)-\frac{(\mathbf{p} \cdot \mathbf{q}) b^{2}}{48 m_{1}^{4}}\left(3+\frac{7 m_{1}}{m_{2}}\right)\right\} . \tag{9}
\end{align*}
$$

Now we turn to calculations of order $(Z \alpha)^{6}$ corrections that originate in the terms in $\Delta V_{2}$. We note that some terms in $\Delta V_{2}$ lead to divergent integrals in the energy spectrum. The reason for this divergence lies in the power series expansion in $|\mathbf{p}| / m_{1,2}$ used in setting up $\Delta V_{2}$. A typical divergent integral is $\int \mathbf{p}^{2} d \mathbf{p} \psi_{n S}(\mathbf{p})$. The relativistic order $\alpha^{6}$ correction in this case is determined by the residue of the integrand at the pole of the wave function $\psi_{n s}(\mathbf{p})$ (Ref. 18). The calculation of this integral for an arbitrary value of the principal quantum number $n$ yields

$$
\begin{align*}
\int \frac{d \mathbf{p}}{(2 \pi)^{3}} \frac{\mathbf{p}^{2}}{\mu_{R}^{2}} \psi_{n S}(\mathbf{p})= & -\frac{[3+2(n-1)(n+1)]}{n^{2}} \\
& \times \alpha^{2} \psi_{n S}(\mathbf{r}=0) \tag{10}
\end{align*}
$$

Using (10) in averaging of $\Delta V_{2}$, we calculated the relativistic corrections of the proper order for levels with arbitrary values of the principal quantum number $n$ :

$$
\begin{align*}
\Delta B_{3}= & \frac{m_{1}^{2}(Z \alpha)^{6}}{m_{2}}\left(-\frac{139}{72 n^{3}}+\frac{17}{12} \frac{\ln 2}{n^{3}}+\frac{73}{72} \frac{1}{n^{5}}+\frac{43}{96} \frac{1}{n^{6}}\right. \\
& \left.+\frac{17}{12}(-1)^{n} \frac{1}{n^{3}}[C+\psi(n)-1]\right), \tag{11}
\end{align*}
$$

where $\psi(z)=d \ln \Gamma(z) / d z$, and $C=0.5772156649 \ldots$ is $\mathrm{Eu}-$ ler's constant.

## 3. SECOND-ORDER PERTURBATION THEORY

In our case the second-order perturbation-theory correction in the muonium energy spectrum is determined by the sum of two terms. ${ }^{25}$

$$
\begin{align*}
\Delta B^{(2)}= & \left\langle\psi_{n}^{c}\right| \Delta V_{1}\left|\psi_{n}^{c}\right\rangle\left\langle\psi_{n}^{c}\right| \frac{\partial \Delta V_{1}}{\partial B}\left|\psi_{n}^{c}\right\rangle \\
& +\sum_{k=1, k \neq n}^{\infty} \frac{\left\langle\psi_{n}^{c}\right| \Delta V_{1}\left|\psi_{k}^{c}\right\rangle\left\langle\psi_{k}^{c}\right| \Delta V_{1}\left|\psi_{k}^{c}\right\rangle}{B_{n}^{c}-B_{k}^{c}} . \tag{12}
\end{align*}
$$

The quasipotential (7) depends explicitly on the binding energy $B$ (factors $b^{2}$ and $\mu_{R}$ ). Bearing in mind that $\partial b^{2} / \partial B$ $=2 \mu$ to the required accuracy, we can write the contribution of the first term on the right-hand side of (12) to the energy spectrum as follows:

$$
\begin{equation*}
\Delta B_{4}=\left\langle\psi_{n}^{c}\right| \Delta V_{1}\left|\psi_{n}^{c}\right\rangle\left\langle\psi_{n}^{c}\right| \frac{\partial \Delta V_{1}}{\partial B}\left|\psi_{n}^{c}\right\rangle=\frac{m_{1}^{2}}{m_{2}}(Z \alpha)^{6} \frac{1}{n^{5}} \tag{13}
\end{equation*}
$$

The second term on the right-hand side of (12) is determined by the reduced nonrelativistic Coulomb Green's function, ${ }^{19,26-31}$ whose partial expansion is

$$
\begin{equation*}
\bar{G}_{n}\left(\mathbf{r}, \mathbf{r}^{\prime}, B\right)=\sum_{l, m} \bar{g}_{n l}\left(r, r^{\prime}, B\right) Y_{l m}(\mathbf{n}) Y_{l m}^{*}\left(\mathbf{n}^{\prime}\right) . \tag{14}
\end{equation*}
$$

TABLE I. Second-order perturbation-theory contributions determined by the RCGF and the quasipotential (7) (in units of $\left.(Z \alpha)^{6} m_{1}^{2} / m_{2}\right)$.

| $\Delta V_{1}$ | $-\frac{Z \alpha b^{2}}{m_{1} m_{2} r}$ | $-\frac{(Z \alpha)^{2} \mu_{R}}{2 r^{2} m_{1}^{2}}\left(1+\frac{2 m_{1}}{m_{2}}\right)$ |
| :--- | :---: | :---: |
| $-\frac{Z \alpha b^{2}}{m_{1} m_{2} r}$ | - | $-\frac{Z \alpha(\mathbf{r} \cdot \nabla)}{4 m_{1}^{2} r^{3}}\left(1+\frac{2-n}{m_{2}}\right.$ |
| $-\frac{(Z \alpha)^{2} \mu_{R}}{2 m_{1}^{2} r^{2}}\left(1+\frac{2 m_{1}}{m_{2}}\right)$ | $\frac{2-n}{n^{5}}$ | $\frac{2 n^{2}-5 n+1}{4 n^{6}}$ |
| $-\frac{Z \alpha(\mathbf{r} \cdot \nabla)}{4 m_{1}^{2} r^{3}}\left(1+\frac{4 m_{1}}{m_{2}}\right)$ | $\frac{2 n^{2}-5 n+1}{4 n^{6}}$ | $-\frac{n^{2}+3 n-1}{4 n^{5}}$ |
| $-\frac{\pi Z \alpha}{3 m_{1} m_{2}} \delta(\mathbf{r})$ | $-\frac{4 n+9}{6 n^{4}}$ | $-\frac{n(n-1)(n+1)}{24 n^{6}}$ |

The radial function $\bar{g}_{n l}\left(r, r^{\prime}, B\right)$ was derived in Ref. 31 as a Sturm expansion in Laguerre polynomials. For the $S$ state this function is

$$
\begin{align*}
& \bar{g}_{n 0}\left(r, r^{\prime}, B_{n}\right) \\
& \quad=-\frac{4 Z \alpha \mu^{2}}{n}\left[e^{-\left(x+x^{\prime}\right) / 2} \sum_{m=1, m \neq n}^{\infty} \frac{L_{m-1}^{1}(x) L_{m-1}^{1}\left(x^{\prime}\right)}{m(m-n)}\right. \\
&  \tag{15}\\
& \left.\quad+\frac{1}{n^{2}}\left(\frac{5}{2}+x \frac{\partial}{\partial x}+x^{\prime} \frac{\partial}{\partial x^{\prime}}\right) e^{-\left(x+x^{\prime}\right) / 2} L_{n-1}^{1}(x) L_{n-1}^{1}\left(x^{\prime}\right)\right],
\end{align*}
$$

where $x=2 \mu Z \alpha r / n$, and $L_{n}^{m}$ are the ordinary Laguerre polynomials, defined by

$$
\begin{equation*}
L_{n}^{m}(x)=\frac{e^{x} x^{-m}}{n!}\left(\frac{d}{d x}\right)^{n}\left(e^{-x} x^{n+m}\right) . \tag{16}
\end{equation*}
$$

The reduced Coulomb Green's function (RCGF) (15) depends on two variables, $r$ and $r^{\prime}$, but in calculating the corrections in (12) of a delta-function potential we must know the RCGF at $\mathbf{r}=0$. An expression for the RCGF in this case can be obtained via the Hostler representation for the Coulomb Green's function (see Ref. 32) by subtracting the pole term:

$$
\begin{align*}
\bar{G}_{n}\left(\mathbf{r}, 0, B_{n}\right)= & -\frac{Z \alpha \mu^{2}}{n \pi x} e^{-x / 2} \sum_{s=0}^{n-1} \frac{(-x)^{n-s}}{s!} \frac{n!}{[(n-s)!]^{2}} \\
& \times\{(n-s)[\psi(n+1)-2 \psi(n-s+1) \\
& \left.\left.-\frac{2(n-s)+3-x}{2 n}+\ln x\right]+1\right\} \tag{17}
\end{align*}
$$

In contrast to Ref. 32, this formula does not contain the free two-particle Green's function $G^{f}(r)=-\mu_{R} e^{-Z \alpha \mu_{R} r} / 2 \pi r$, which determines the iterative part of the quasipotential. The contribution of this function will be obtained separately.

As an example, we calculate the energy corrections in second-order perturbation theory that are determined by the delta-function potential and the term $\Delta V_{1} \propto 1 / r^{2}$. This contribution can be written

$$
\begin{align*}
\delta B= & -\frac{\mu^{5}(Z \alpha)^{6}}{3 m_{1} m_{2} n^{4}} \sum_{k=1}^{n}(-1)^{k} \frac{n!}{(n-k)!(k!)^{2}} \\
& \times \int_{0}^{\infty} x^{k-1} e^{-x} L_{n-1}^{1}(x) d x\{k[\psi(n+1) \\
& \left.\left.-2 \psi(k+1)-\frac{2 k+3-x}{2 n}+\ln x\right]+1\right\} \tag{18}
\end{align*}
$$

The expression (18) contains integrals of two types, with power-law and logarithmic functions, respectively. Evaluating the first integral with respect to the variable $x$,

$$
\begin{equation*}
I_{1}=\int_{0}^{\infty} x^{k-1} e^{-x} L_{n-1}^{1}(x) d x=\frac{(k-1)!\Gamma(n+1-k)}{(n-1)!\Gamma(2-k)} \tag{19}
\end{equation*}
$$

we see that only the term with $k=1$ remains in the sum. The second integral in (18),

$$
\begin{align*}
I_{2} & =\int_{0}^{\infty} x^{k-1} \ln x e^{-x} L_{n-1}^{1}(x) d x \\
& =\frac{(2-k)_{n-1} \Gamma(k)}{(n-1)!}[\psi(k)+\psi(2-k)-\psi(n+1-k)], \tag{20}
\end{align*}
$$

leads to a sum of the type

$$
\begin{equation*}
\sum_{k=1}^{n}(-1)^{k} \frac{\psi(2-k)(2-k)_{n-1}}{(n-k)!k!}=-\frac{n-1}{n}+C \tag{21}
\end{equation*}
$$

where

$$
C=\lim _{n \rightarrow \infty}\left[-\ln n+\sum_{m=1}^{n} \frac{1}{m}\right]=0.57721566 \ldots
$$

is Euler's constant. If we now allow for the fact that


FIG. 1. Direct and crossed diagrams of two-photon exchange interaction.

$$
\begin{equation*}
\lim _{k \rightarrow n} \frac{\Gamma(n-k)}{\Gamma(1-k)}=(-1)^{n-1}(n-1)! \tag{22}
\end{equation*}
$$

we finally obtain an expression for the correction (18):

$$
\begin{equation*}
\delta B=-\frac{m_{1}^{2}}{6 m_{2}}(Z \alpha)^{6} \frac{1}{n^{4}}(4 n+9) . \tag{23}
\end{equation*}
$$

Reasoning along similar lines, we can calculate the contributions of the other terms in the quasipotential (7) in second-order perturbation theory via (12), (15), and (17). The results of such calculations are listed in Table I. The first column and the first row contain the various terms in $\Delta V_{1}$. The value of the second integral in (12), with the various terms in $\Delta V_{1}$ expressed in units of $(Z \alpha)^{6} m_{1}^{2} / m_{2}$, can be found at the intersection of the appropriate row and column. The total contribution of the RCGF to the energy spectrum (without $G^{f}$ ) is

$$
\begin{equation*}
\Delta B_{5}=\left(-\frac{25}{24}-\frac{3}{n}-\frac{49}{24 n^{2}}+\frac{3}{2 n^{3}}\right) \frac{m_{1}^{2}(Z \alpha)^{6}}{m_{2} n^{3}} . \tag{24}
\end{equation*}
$$

We now examine the contribution of the free twoparticle propagator to the correction $\Delta B^{(2)}$ [this contribution was ignored in the RCGF given by (17)]. It is convenient to do this in the momentum representation. Bearing in mind that

$$
\begin{equation*}
G^{f}(\mathbf{p}, \mathbf{q}, M)=\frac{(2 \pi)^{3} \delta(\mathbf{p}-\mathbf{q})}{b^{2} / 2 \mu_{R}-\mathbf{p}^{2} / 2 \mu_{R}} \tag{25}
\end{equation*}
$$

and that the delta-function term in the quasipotential (7) already contains the muon mass in the denominator, we can write the required iterative correction as

$$
\begin{align*}
\Delta B_{6}= & \frac{2 \mu(Z \alpha)^{2} \pi^{2} \psi_{n S}(0)}{3 m_{2} m_{1}^{3}} \int \frac{d \mathbf{p}}{(2 \pi)^{3}} \psi_{n S}(\mathbf{p}) \\
& \times\left[\frac{\mathbf{p} \cdot \mathbf{k}}{\mathbf{k}^{2}}-\frac{\mathbf{p}^{2}+W^{2}}{\mathbf{k}^{2}}\right] \frac{d \mathbf{q}}{(2 \pi)^{3}\left(\mathbf{q}^{2}+W^{2}\right)}, \tag{26}
\end{align*}
$$

where $W^{2}=\mu_{R}^{2}(Z \alpha)^{2} / n^{2}$. The divergence of this integral is the same as in (10). Using Feynman's parametrization and formula (10) in calculating (26), we find that

$$
\begin{align*}
\Delta B_{6}= & -\frac{m_{1}^{2}(Z \alpha)^{6}}{12 m_{2}}\left(\frac{1}{n^{3}}-\frac{2 \ln 2}{n^{3}}-\frac{2}{n^{4}}\right. \\
& \left.-\frac{2}{n^{3}}(-1)^{n}[C+\psi(n)-1]\right) . \tag{27}
\end{align*}
$$

## 4. TWO-PHOTON EXCHANGE INTERACTION

The two-photon exchange interaction amplitude is represented by the two diagrams in Fig. 1. The particle interaction operators corresponding to these diagrams are

$$
\begin{align*}
& V_{2 \gamma}^{(a)}(\mathbf{p}, \mathbf{q})=\frac{i(Z \alpha)^{2}}{\pi^{2}} \\
& \times \int \frac{f_{1}\left(k, m_{1}, m_{2}\right) d^{4} k}{\left[(k-p)^{2}+i \epsilon\right]\left[(k-q)^{2}+i \epsilon\right] D_{e}(k) D_{\mu}(-k)},  \tag{28}\\
& f_{1}\left(k, m_{1}, m_{2}\right)=m_{2}\left(4 m_{1}+2 k_{0}\right)-2 m_{1} k_{0}-2 k_{0}^{2}+\frac{2}{3} k^{2} \text {, } \\
& D_{\mu}(-k)=k^{2}-2 E_{2} k_{0}+b^{2}+i \epsilon \approx-2 m_{2} k_{0}+i \epsilon,  \tag{28}\\
& V_{2 \gamma}^{(b)}(\mathbf{p}, \mathbf{q})=\frac{i(Z \alpha)^{2}}{\pi^{2}} \\
& \times \int \frac{f_{2}\left(k, m_{1}, m_{2}\right) d^{4} k}{\left[(k-p)^{2}+i \epsilon\right]\left[(k-q)^{2}+i \epsilon\right] D_{e}(k) D_{\mu}(p-q-k)}, \\
& f_{2}\left(k, m_{1}, m_{2}\right)=m_{2}\left(4 m_{1}+2 k_{0}\right)-2 m_{1} k_{0}-6 k_{0}^{2} \\
& +\frac{10}{3} \mathbf{p} \cdot \mathbf{k}+\frac{10}{3} \mathbf{q} \cdot \mathbf{k}+\frac{10}{3} k^{2}, \\
& D_{\mu}(p-q-k)=k^{2}+2 E_{2} k_{0}+2 \mathbf{k} \cdot(\mathbf{p}+\mathbf{q})-(\mathbf{p}+\mathbf{q})^{2} \\
& +b^{2}+i \epsilon \approx 2 m_{2} k_{0}+i \epsilon . \tag{29}
\end{align*}
$$

The principal contribution of $V_{2 \gamma}$ to the energy spectrum is proportional to $\alpha^{5}$. Order $(Z \alpha)^{6}$ corrections can also appear in the energy levels if we allow, e.g., for the contribution of photon poles, whereupon $k_{0} \sim \alpha,|\mathbf{p}| \sim \alpha,|\mathbf{q}| \sim \alpha$, and $|\mathbf{k}| \sim \alpha$. To separate these terms, we transform the product of the electron and muon denominators in the direct two-photon diagram as follows:

$$
\begin{align*}
\frac{1}{D_{e}(k) D_{\mu}(-k)}= & \frac{-2 \pi i \delta\left(k_{0}\right)}{-2 E\left(\mathbf{k}^{2}-b^{2}\right)}-\frac{1}{2 E}\left[\frac{1}{\left(k_{0}+i \boldsymbol{\epsilon}\right) D_{e}(k)}\right. \\
& \left.+\frac{1}{\left(-k_{0}+i \epsilon\right) D_{\mu}(-k)}\right] \tag{30}
\end{align*}
$$



FIG. 2. Feynman diagrams of three-photon exchange interaction in the $\left(e^{-} \mu^{+}\right)$system.
where the first term $\left[\sim \delta\left(k_{0}\right)\right]$ on the right-hand side and the iterative term of the quasipotential cancel out. The first term in the square brackets has the same structure in the leading order in $1 / m_{2}$ as the crossed amplitude. As a result, the twophoton interaction quasipotential, which leads to the required correction of order $(Z \alpha)^{6} m_{1}^{2} / m_{2}$, is

$$
\begin{align*}
& V_{2 \gamma}(\mathbf{p}, \mathbf{q}) \\
& \quad=\frac{2 i(Z \alpha)^{2}}{3 \pi^{2}} \\
& \quad \times \int \frac{d^{4} k\left[4 \mathbf{k}^{2}+5 \mathbf{k} \cdot(\mathbf{p}+\mathbf{q})-6 k_{0}^{2}\right]}{\left[(k-p)^{2}+i \epsilon\right]\left[(k-q)^{2}+i \epsilon\right] D_{e}(k)\left(2 m_{2} k_{0}+i \epsilon\right)} . \tag{31}
\end{align*}
$$

The contribution of $V_{2 \gamma}$ to the energy spectrum was calculated separately for $n=1$ and $n=2$ using Mathematica (Ref. 33) (the feynpar.m package), and the results of these calculations are

$$
\Delta B_{2 \gamma}= \begin{cases}-\frac{7 m_{1}^{2}}{2 m_{2}}(Z \alpha)^{6}, & n=1,  \tag{32}\\ -\frac{31 m_{1}^{2}}{16 m_{2}}(Z \alpha)^{6}, & n=2 .\end{cases}
$$

## 5. THREE-PHOTON EXCHANGE INTERACTION

There are six diagrams, depicted in Fig. 2, that determine the amplitude of three-photon exchange interaction in muonium.

In the first diagram, the corresponding amplitude contains the factor $\alpha^{6}$, which emerges due to the electromagnetic interaction vertices and the Coulomb wave functions. Hence, in the first stage of calculations we ignore the momentum vectors due to the relative motion of the electron and muon in the initial and final states, bearing in mind that
the required numerical accuracy is already ensured. Then the amplitude representing the first diagram in Fig. 2 is

$$
\begin{align*}
T_{1}^{2 \gamma}= & -\frac{(Z \alpha)^{3}}{4 \pi^{5}} \int d^{4} p \int d^{4} p^{\prime} \\
& \times \frac{\left\langle\gamma_{1}^{\lambda}\left(\hat{q}_{1}-\hat{p}^{\prime}+m_{1}\right) \gamma_{1}^{\nu}\left(\hat{p}_{1}-\hat{p}+m_{1}\right) \gamma_{1}^{\mu}\right\rangle}{\left(p^{2}-w^{2}+i \epsilon\right)\left(p^{\prime 2}-w^{2}+i \epsilon\right)\left[\left(p-p^{\prime}\right)^{2}+i \epsilon\right]} \\
& \times \frac{\left\langle\gamma_{2}^{\mu}\left(\hat{p}_{2}+\hat{p}+m_{2}\right) \gamma_{2}^{\nu}\left(\hat{q}_{2}+\hat{p}^{\prime}+m_{2}\right) \gamma_{2}^{\lambda}\right\rangle}{D_{e}(p) D_{e}\left(p^{\prime}\right) D_{\mu}(-p) D_{\mu}\left(-p^{\prime}\right)}, \tag{33}
\end{align*}
$$

where $D_{e, \mu}(p)$ are the denominators of the electron and muon propagators,

$$
\begin{equation*}
D( \pm p)=p^{2}-w^{2} \pm 2 m p^{0}+i \epsilon, \quad w^{2}=-b^{2} \tag{34}
\end{equation*}
$$

and the angle brackets indicate averaging over the Dirac bispinors; $p_{1}$ and $p_{2}$ are the 4 -momenta of the particles in the initial state and $q_{1}$ and $q_{2}$, in the final state. As usual, the factor $Z \alpha$ emphasizes the exchange nature of the photon interaction of the particles.

The propagators of the exchange photons were chosen in the covariant Feynman gauge. As is known, the Coulomb gauge is the most natural one for exchange photons, since the Coulomb interaction is predominant in the $\left(e^{-} \mu^{+}\right)$system. Nevertheless, Bodwin et al. ${ }^{17}$ demonstrated that the Coulomb and Feynman gauges are equivalent in calculations of threephoton diagrams in the scattering approximation. To construct the quasipotential from the amplitude $T_{1}^{3 \gamma}$ describing the interaction in the $\left(e^{-} \mu^{+}\right)$system with $L=0$ and $J=1$, we introduce in the initial and final states the projection operator (6) and assume, in addition, that $\mathbf{p}=\mathbf{q}=0$. The use of (6) makes it possible to avoid cumbersome matrix multiplication in bispinor contractions and to proceed immediately with the calculation of the general trace in (33). As a result, the quasipotential of the first exchange diagram can be written

$$
\begin{align*}
V_{1}^{3 \gamma}= & -\frac{(Z \alpha)^{3}}{\pi^{5}} \int d^{4} p \int d^{4} p^{\prime} \\
& \times \frac{F_{1}\left(p, p^{\prime}\right)}{D_{\gamma}(p) D_{\gamma}\left(p^{\prime}\right) D_{\gamma}\left(p-p^{\prime}\right) D_{e}(p) D_{e}\left(p^{\prime}\right) D_{\mu}(-p) D_{\mu}\left(-p^{\prime}\right)}, \quad D_{\gamma}(p)=p^{2}-w^{2}+i \epsilon, \tag{35}
\end{align*}
$$

where

$$
\begin{align*}
& F_{1}\left(p, p^{\prime}\right)= f_{12}\left(p, p^{\prime}\right) m_{2}^{2}+\frac{1}{3} f_{11} m_{2} \\
& f_{12}=p p^{\prime}-4 m_{1}^{2}-2 m_{1} p_{0}-2 m_{1} p_{0}^{\prime}-2 p_{0} p_{0}^{\prime} \\
& f_{11}\left(p, p^{\prime}\right)= 2 m_{1} p^{\prime 2}+p_{0} p^{\prime 2}+10 m_{1} p p^{\prime}+2 p_{0} p p^{\prime} \\
&+2 p_{0}^{\prime} p p^{\prime}+2 m_{1} p^{2}+p_{0}^{\prime} p^{2}+6 m_{1}^{2} p_{0} \\
&+6 m_{1}^{2} p_{0}^{\prime}+4 m_{1} p_{0}^{2}+4 m_{1} p_{0}^{\prime 2}-4 m_{1} p_{0} p_{0}^{\prime} . \tag{36}
\end{align*}
$$

The only terms that we kept in (36) were those proportional to $m_{2}^{2}$ and $m_{2}$, since we had in mind obtaining the contribution to the muonium fine structure only in the leading order in the parameter $m_{1} / m_{2}$. Below we find that we cannot limit ourselves in $F\left(p, p^{\prime}\right)$ to terms proportional to $m_{2}^{2}$. The quasipotentials of the other five amplitudes can be set up in a similar way. They differ from each other in the dependence on the momentum arguments in the muon denominators and in the type of function $f_{i 1}(i=1, \ldots, 6)$. The terms in $F_{i}\left(p, p^{\prime}\right)$ proportional to $m_{2}^{2}$ are the same in all six amplitudes. Note that if $\hat{\varepsilon}$ is replaced by $\gamma_{5}$ in the projection operator (6) (the ${ }^{1} S_{0}$ state), we obtain the same function $f_{12}\left(p, p^{\prime}\right)$ as for the ${ }^{3} S_{1}$ state of muonium. This means that the hyperfine splitting in muonium emerges as a higherorder effect in $m_{1} / m_{2}$. The functions $f_{i 1}$ are given by the following formulas:

$$
\begin{align*}
f_{21}= & -10 m_{1} p^{\prime 2}-5 p_{0} p^{\prime 2}+10 m_{1} p p^{\prime}+4 p_{0} p p^{\prime} \\
& -4 p_{0}^{\prime} p p^{\prime}+2 m_{1} p^{2}+4 p_{0}^{\prime} p^{2}+12 p_{0} m_{1}^{2}-6 m_{1}^{2} p_{0}^{\prime} \\
& +4 m_{1} p_{0}^{2}+8 m_{1} p_{0} p_{0}^{\prime}-8 m_{1} p_{0}^{\prime 2}+4 p_{0}^{\prime} p_{0}^{2},  \tag{37}\\
f_{31}= & 2 m_{1}^{2} p^{\prime 2}+4 p_{0} p^{\prime 2}+10 m_{1} p p^{\prime}-4 p_{0} p p^{\prime}+4 p_{0}^{\prime} p p^{\prime} \\
& -10 m_{1} p^{2}-5 p_{0}^{\prime} p^{2}-6 m_{1}^{2} p_{0}+12 m_{1}^{2} p_{0}^{\prime}-8 m_{1} p_{0}^{2} \\
& +8 m_{1} p_{0} p_{0}^{\prime}+4 m_{1} p_{0}^{\prime 2}+4 p_{0} p_{0}^{\prime 2},  \tag{38}\\
f_{41}= & 2 m_{1} p^{\prime 2}+p_{0} p^{\prime 2}-2 m_{1} p p^{\prime}+4 p_{0} p p^{\prime}+2 p_{0}^{\prime} p p^{\prime} \\
& -10 m_{1} p^{2}-8 p_{0}^{\prime} p^{2}-12 m_{1}^{2} p_{0}+6 m_{1}^{2} p_{0}^{\prime}+4 m_{1} p_{0}^{2} \\
& -4 m_{1} p_{0} p_{0}^{\prime}+4 m_{1} p_{0}^{\prime 2}-8 p_{0}^{\prime} p_{0}^{2},  \tag{39}\\
f_{51}= & -10 m_{1} p^{\prime 2}-8 p_{0} p^{\prime 2}-2 m_{1} p p^{\prime}+2 p_{0} p p^{\prime} \\
& +4 p_{0}^{\prime} p p^{\prime}+2 m_{1} p^{2}+p_{0}^{\prime} p^{2}+6 m_{1}^{2} p_{0}-12 m_{1}^{2} p_{0}^{\prime} \\
& +4 m_{1} p_{0}^{2}-4 m_{1} p_{0} p_{0}^{\prime}+4 m_{1} p_{0}^{\prime 2}-8 p_{0}^{\prime 2} p_{0},  \tag{40}\\
f_{61}= & -10 m_{1} p^{\prime 2}-5 p_{0} p^{\prime 2}-2 m_{1} p p^{\prime}-4 p_{0} p p^{\prime} \\
& -4 p_{0}^{\prime} p p^{\prime}-10 m_{1} p^{2}-5 p_{0}^{\prime} p^{2}-6 m_{1}^{2} p_{0}^{\prime}-8 m_{1} p_{0}^{2} \\
& -4 m_{1} p_{0} p_{0}^{\prime}-8 m_{1} p_{0}^{\prime 2} . \tag{41}
\end{align*}
$$

The integrand in (33) has simple poles in variables $p_{0}$ and $p_{0}^{\prime}$ in the electron, muon, and photon propagators. Hence, the most natural way to integrate in (31) is to evaluate the integrals with respect to the energies $p_{0}$ and $p_{0}^{\prime}$ in the initial state via residue theory. Nevertheless, this method leads to extremely complicated intermediate expressions,
which makes subsequent analytic integration over the spatial momenta $\mathbf{p}$ and $\mathbf{p}^{\prime}$ highly problematic. We have therefore taken a different approach to integration in (33), transforming the denominators of the muon propagators with an eye to achieving the required numerical accuracy in $m_{1} / m_{2}$. Assuming that the spatial momentum $|\mathbf{p}|$ of the muon in the intermediate state is less than $m_{2}$, we find that

$$
\begin{align*}
D_{\mu}(p) & =p^{2}-w^{2}+2 m_{2} p_{0} \approx 2 m_{2}\left(p_{0}-\frac{\mathbf{p}^{2}+w^{2}}{2 m_{2}}+i \boldsymbol{\epsilon}\right) \\
& \approx 2 m_{2}\left(p_{0}+i \boldsymbol{\epsilon}\right), \tag{42}
\end{align*}
$$

where the second approximate equality means that we have ignored the muon kinetic energy in the intermediate state. Here we assume that the path of integration with respect to $p_{0}$ is closed in the lower half-plane. If in the numerators of the six amplitudes we examine terms proportional to $m_{2}^{2}$ [the functions $f_{12}\left(p, p^{\prime}\right)$ ], we see that we must transform the sum of terms with muon denominators in (30). If we then use the second approximate equality in (42), we find that

$$
\begin{align*}
& \frac{1}{D_{\mu}(-p) D_{\mu}\left(-p^{\prime}\right)}+\frac{1}{D_{\mu}(-p) D_{\mu}\left(p^{\prime}-p\right)} \\
& \quad+\frac{1}{D_{\mu}\left(-p^{\prime}\right) D_{\mu}\left(p-p^{\prime}\right)}+\frac{1}{D_{\mu}(p) D_{\mu}\left(p-p^{\prime}\right)} \\
& \quad+\frac{1}{D_{\mu}\left(p^{\prime}\right) D_{\mu}\left(p^{\prime}-p\right)}+\frac{1}{D_{\mu}\left(p^{\prime}\right) D_{\mu}(p)} \\
& \quad \approx \frac{(-2 \pi i) \delta\left(p_{0}\right)}{2 m_{2}} \frac{(-2 \pi i) \delta\left(p_{0}^{\prime}\right)}{2 m_{2}} \tag{43}
\end{align*}
$$

In the energy spectrum these terms lead to order $\alpha^{4}$ corrections, which cancel similar terms from the iterative terms in the quasipotential. Hence to calculate the order $\alpha^{6}$ contributions of interest, we must use the first approximate equality in (42). Now we take the difference

$$
\begin{align*}
& \frac{1}{2 m_{2}\left(p_{0}-\left(\mathbf{p}^{2}+w^{2}\right) / 2 m_{2}+i \boldsymbol{\epsilon}\right)}-\frac{1}{2 m_{2}\left(p_{0}+i \boldsymbol{\epsilon}\right)} \\
& \approx \frac{\mathbf{p}^{2}+w^{2}}{4 m_{2}^{2}\left(p_{0}+i \boldsymbol{\epsilon}\right)^{2}}, \tag{44}
\end{align*}
$$

and write $1 / D_{\mu}(p)$ in the form

$$
\begin{equation*}
\frac{1}{D_{\mu}(p)} \approx \frac{1}{2 m_{2}\left(p_{0}+i \boldsymbol{\epsilon}\right)}+\frac{\mathbf{p}^{2}+w^{2}}{4 m_{2}^{2}\left(p_{0}+i \boldsymbol{\epsilon}\right)^{2}} . \tag{45}
\end{equation*}
$$

The second term on the right-hand side of (41) is of a higher order in $m_{1} / m_{2}$ than the first, but provides a correction of the required order in $\alpha$. Using the representation (45), from (43) we extract the terms of the required order in $\alpha$. These terms are

TABLE II. Two-loop integrals $K_{i}$ of the type (48) in the three-photon exchange integrals emerging in calculations of muonium fine structure.

|  | $\mathbf{p}^{2}\left(\mathbf{p} \cdot \mathbf{p}^{\prime}\right)$ | $\left(\mathbf{p} \cdot \mathbf{p}^{\prime}\right)^{2}$ | $\mathbf{p}^{\prime 2}\left(\mathbf{p} \cdot \mathbf{p}^{\prime}\right)$ | $w^{2}\left(\mathbf{p} \cdot \mathbf{p}^{\prime}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $K_{1}$ | $2 \ln 2-\frac{1}{2}$ | $2 \ln 2-\frac{1}{2}$ | $2 \ln 2-\frac{1}{2}$ | 0 |
|  | $\mathbf{p}^{2}\left(\mathbf{p}^{\prime 2}-\mathbf{p} \cdot \mathbf{p}^{\prime}\right)$ | $\mathbf{p} \cdot \mathbf{p}^{\prime}\left(\mathbf{p}^{\prime 2}-\mathbf{p} \cdot \mathbf{p}^{\prime}\right)$ | $w^{2}\left(\mathbf{p}^{\prime 2}-\mathbf{p} \cdot \mathbf{p}^{\prime}\right)$ | $w^{2} \mathbf{p}^{2}$ |
| $K_{2}$ | $\frac{1}{2} \ln \frac{m_{1}}{2 w}-\frac{1}{32}$ | $\frac{1}{4} \ln \frac{m_{1}}{2 w}-\frac{13}{32}$ | $\frac{5}{32}$ | $\frac{2}{3}$ |
|  | $\mathbf{p}^{\prime 2}$ | pp ${ }^{\prime}$ | $\mathbf{p}^{2}$ | $w^{2}$ |
| $K_{3}$ | - | $\frac{1}{4} \ln \frac{m_{1}}{2 w}-\frac{1}{4}$ | $\frac{1}{2} \ln \frac{m_{1}}{2 w}-\frac{1}{8}$ | $\frac{1}{8}$ |
| $K_{4}$ | $\frac{1}{2} \ln \frac{m_{1}}{2 w}-\frac{1}{8}$ | $\frac{1}{4} \ln \frac{m_{1}}{2 w}-\frac{1}{4}$ | - | $\frac{1}{8}$ |
| $K_{5}$ | $\ln 2$ | $\ln 2-\frac{1}{2}$ | $\ln 2$ | 0 |

$$
\begin{align*}
& \frac{\mathbf{p}^{\prime 2}+w^{2}}{8 m_{2}^{3}}\left[\frac{2 \pi i \delta\left(p_{0}^{\prime}\right)}{\left(p_{0}+i \boldsymbol{\epsilon}\right)^{2}}-\frac{2 \pi i \delta\left(p_{0}^{\prime}-p_{0}\right)}{\left(p_{0}+i \boldsymbol{\epsilon}\right)^{2}}-\frac{2 \pi i \delta\left(p_{0}\right)}{\left(p_{0}^{\prime}+i \boldsymbol{\epsilon}\right)^{2}}\right] \\
& +\frac{\mathbf{p}^{2}+w^{2}}{8 m_{2}^{3}}\left[\frac{-2 \pi i \delta\left(p_{0}^{\prime}\right)}{\left(p_{0}+i \boldsymbol{\epsilon}\right)^{2}}-\frac{2 \pi i \delta\left(p_{0}^{\prime}-p_{0}\right)}{\left(p_{0}+i \boldsymbol{\epsilon}\right)^{2}}\right. \\
& \left.\quad+\frac{2 \pi i \delta\left(p_{0}\right)}{\left(p_{0}^{\prime}+i \boldsymbol{\epsilon}\right)^{2}}\right]+\frac{\left(\mathbf{p}-\mathbf{p}^{\prime}\right)^{2}+w^{2}}{8 m_{2}^{3}}\left[-\frac{2 \pi i \delta\left(p_{0}^{\prime}\right)}{\left(p_{0}+i \boldsymbol{\epsilon}\right)^{2}}\right. \\
& \left.\quad+\frac{2 \pi i \delta\left(p_{0}^{\prime}-p_{0}\right)}{\left(p_{0}+i \boldsymbol{\epsilon}\right)^{2}}-\frac{2 \pi i \delta\left(p_{0}\right)}{\left(p_{0}^{\prime}+i \boldsymbol{\epsilon}\right)^{2}}\right] . \tag{46}
\end{align*}
$$

The explicit form of the three-photon interaction amplitudes of type (33) suggests that the terms in (46) yield corrections of the required order in $\alpha$ in the energy spectrum. Corrections of the same order in $m_{1} / m_{2}$ as in (46) originate in the quasipotential terms that contain the functions $f_{i 1}\left(p, p^{\prime}\right)$ if for the muon denominators one uses the second approximate equality in (42). To draw some conclusion about the order of the corrections in the energy spectrum that are determined by these quasipotential terms, it is useful to subject the terms to certain transformations. For the sake of definiteness, in the functions $f_{i 1}\left(p, p^{\prime}\right)$ we examine the massless terms proportional to $p^{2}, p^{\prime 2}$, and $p p^{\prime}$ :

$$
\begin{aligned}
& 3 p^{2}\left[\frac{1}{D_{\mu}(p)}+\frac{1}{D_{\mu}(-p)}-\frac{1}{D_{\mu}\left(p-p^{\prime}\right)}-\frac{1}{D_{\mu}\left(p^{\prime}-p\right)}\right] \\
& \quad+3 p^{\prime 2}\left[\frac{1}{D_{\mu}\left(-p^{\prime}\right)}+\frac{1}{D_{\mu}\left(p^{\prime}\right)}-\frac{1}{D_{\mu}\left(p^{\prime}-p\right)}\right. \\
& \left.\quad-\frac{1}{D_{\mu}\left(p-p^{\prime}\right)}\right]-6 p p^{\prime}\left[\frac{1}{D_{\mu}\left(-p^{\prime}\right)}+\frac{1}{D_{\mu}\left(p^{\prime}\right)}\right. \\
& \left.\quad+\frac{1}{D_{\mu}(-p)}+\frac{1}{D_{\mu}(p)}-\frac{1}{D_{\mu}\left(p^{\prime}-p\right)}-\frac{1}{D_{\mu}\left(p-p^{\prime}\right)}\right]
\end{aligned}
$$

$$
\begin{align*}
\approx & \frac{3 p^{2}}{2 m_{2}}\left[-2 \pi i \delta\left(p_{0}\right)+2 \pi i \delta\left(p_{0}-p_{0}^{\prime}\right)\right] \\
& +\frac{3 p^{\prime 2}}{2 m_{2}}\left[-2 \pi i \delta\left(p_{0}^{\prime}\right)+2 \pi i \delta\left(p_{0}-p_{0}^{\prime}\right)\right] \\
& -\frac{6 p p^{\prime}}{2 m_{2}}\left[-2 \pi i \delta\left(p_{0}\right)-2 \pi i \delta\left(p_{0}^{\prime}\right)+2 \pi i \delta\left(p_{0}-p_{0}^{\prime}\right)\right] . \tag{47}
\end{align*}
$$

The other terms in $f_{i 1}\left(p, p^{\prime}\right)$ can be transformed in a similar manner. The next stage in the calculations amounts to integrating expressions like (46) or (47). A typical two-loop integral emerging in the process has the structure ${ }^{17}$

$$
\begin{align*}
K_{i}= & (4 \pi)^{2} \int \frac{d^{4} p d^{4} p^{\prime}}{-(2 \pi)^{8}} \frac{G_{i}\left(p_{0}^{\prime}, p_{0}, m_{1}\right) P\left(\mathbf{p}, \mathbf{p}^{\prime}, w\right)}{\left(p^{\prime 2}-w^{2}+i \boldsymbol{\epsilon}\right)\left[\left(p-p^{\prime}\right)^{2}+i \boldsymbol{\epsilon}\right]} \\
& \times \frac{1}{\left(p^{2}-w^{2}+i \boldsymbol{\epsilon}\right) D_{e}\left(p^{\prime}\right) D_{e}(p)}, \tag{48}
\end{align*}
$$

where $G_{i}\left(p_{0}^{\prime}, p_{0}, m_{1}\right)$ necessarily contains a delta function, and $P\left(\mathbf{p}^{\prime}, \mathbf{p}, w\right)$ a polynomial. In calculating (48), we used Feynman's parametrization to combine the denominators of the particle propagators, along with the symmetry of the integral under the interchange $p \leftrightarrow p^{\prime}$. In this paper we have the following set of functions $G_{i}\left(p_{0}^{\prime}, p_{0}, m_{1}\right)$ :

$$
\begin{align*}
& G_{1}=-\frac{2 \pi i \delta\left(p_{0}-p_{0}^{\prime}\right) 2 m_{1}}{\left(p_{0}+i \epsilon\right)^{2}}, \quad G_{2}=-\frac{2 \pi i \delta\left(p_{0}\right) 2 m_{1}}{\left(p_{0}^{\prime}+i \epsilon\right)^{2}}, \\
& G_{3}=-2 \pi i \delta\left(p_{0}\right) 2 m_{1}, \quad G_{4}=-2 \pi i \delta\left(p_{0}^{\prime}\right) 2 m_{1} \\
& G_{5}=-2 \pi i \delta\left(p_{0}-p_{0}^{\prime}\right) 2 m_{1} . \tag{49}
\end{align*}
$$

The calculation of integrals like (48) with different $G_{i}$ and $P$ functions was done by Bodwin et al. ${ }^{17}$ The results of calculations of the basis integrals (48) are listed in Table II.

Then the contributions determined by expressions (37)-(41) and (46) are, respectively,

$$
\begin{align*}
& \delta B_{1}^{3 \gamma}=-\frac{1}{2}(Z \alpha)^{6} \frac{m_{1}^{2}}{m_{2}}  \tag{50}\\
& \delta B_{2}^{3 \gamma}=(Z \alpha)^{6} \frac{m_{1}^{2}}{m_{2}}\left(6 \ln 2-\frac{11}{48}\right) . \tag{51}
\end{align*}
$$

The "infrared'" logarithms $\ln w$, which contain the photon mass (see the integrals $K_{i}$ in Table II) introduced in (48) and emerge in the intermediate calculations, cancel out in the corrections $\delta B_{1}^{3 \gamma}$ and $\delta B_{2}^{3 \gamma}$.

We now examine the quasipotential terms containing the momenta of relative motion of the particles in the initial and final states, which we denote by $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$. Allowing for these terms leads to the following corrections to the functions $f_{i 1}$ :

$$
\begin{align*}
\Delta f_{21}= & 10 m_{1} p^{\prime} r_{2}+5 p_{0} p^{\prime} r_{2}+m_{1} p r_{2}+3 p{ }_{0}^{\prime} p r_{2},  \tag{52}\\
\Delta f_{31}= & -m_{1} p^{\prime} r_{1}-3 p p_{0} p^{\prime} r_{1}-10 m_{1} p r_{1}-5 p_{0}^{\prime} p r_{1},  \tag{53}\\
\Delta f_{41}= & m_{1}\left(7 p^{\prime} r_{1}+5 p^{\prime} r_{2}+10 p r_{1}+5 p r_{2}\right)+6 p_{0} p^{\prime} r_{1} \\
& +5 p_{0} p^{\prime} r_{2}+8 p_{0}^{\prime} p r_{1}+5 p_{0}^{\prime} p r_{2},  \tag{54}\\
\Delta f_{51}= & m_{1}\left(-5 p^{\prime} r_{1}-10 p^{\prime} r_{2}-5 p r_{1}-7 p r_{2}\right)-5 p_{0} p^{\prime} r_{1} \\
& -8 p_{0} p^{\prime} r_{2}-5 p_{0}^{\prime} p r_{1}-6 p_{0}^{\prime} p r_{2},  \tag{55}\\
\Delta f_{61}= & m_{1}\left(-11 p^{\prime} r_{1}-11 p^{\prime} r_{2}-11 p r_{1}-11 p r_{2}\right) \\
& -8 p_{0} p^{\prime} r_{1}-8 p_{0} p^{\prime} r_{2}-8 p_{0}^{\prime} p r_{1}-8 p_{0}^{\prime} p r_{2} . \tag{56}
\end{align*}
$$

Allowing for the symmetry of the resulting integrals under simultaneous interchanges $p \leftrightarrow p^{\prime}$ and $r_{1} \leftrightarrow r_{2}$, we find that the integrals of the expressions (52)-(56) cancel. Hence the contribution of the relative motion of the particles to the fine structure in the required order in $m_{1} / m_{2}$ vanishes. Thus, the total value of the order $(Z \alpha)^{6} m_{1}^{2} / m_{2}$ correction originating in the three-photon exchange diagrams for the $S$ states of a hydrogen-like system is the sum of (50) and (51):

$$
\begin{equation*}
\Delta B_{8}=\delta B_{1}^{3 \gamma}+\delta B_{2}^{3 \gamma}=(Z \alpha)^{6} \frac{1}{n^{3}} \frac{\mu^{3}}{m_{1} m_{2}}\left(6 \ln 2-\frac{35}{48}\right) . \tag{57}
\end{equation*}
$$

## 6. DISCUSSION

In this paper, using the diagrammatic quasipotential approach, we calculated all possible corrections of order $(Z \alpha)^{6} m_{1}^{2} / m_{2}$ to the $n^{3} S_{1}$ levels of a hydrogen-like system; these were required for a comparison with the experimentally measured $2{ }^{3} S_{1}-1{ }^{3} S_{1}$ interval [see Eq. (2)]. Note that these corrections differ from the corrections of the corresponding order in the Lamb shift for the hydrogen atom. ${ }^{13}$ Our final result, given by the sum of the $\Delta B_{i}$ terms in (4), (8), (11), (13), (24), (27), (32), and (57), is

$$
\begin{align*}
\Delta B_{\text {tot }}= & \left(\frac{91}{12} \ln 2-\frac{545}{144}-\frac{17}{6 n}-\frac{37}{36 n^{2}}+\frac{187}{96 n^{3}}\right) \\
& \times \frac{m_{1}^{2}(Z \alpha)^{6}}{m_{2} n^{3}}+\varepsilon_{n}, \tag{58}
\end{align*}
$$

where

$$
\varepsilon_{n}= \begin{cases}-\frac{23 m_{1}^{2}(Z \alpha)^{6}}{12 m_{2}}, & n=1 \\ -\frac{31 m_{1}^{2}(Z \alpha)^{6}}{128 m_{2}}, & n=2\end{cases}
$$

The numerical value of (58) for the 'large'" muonium fine-structure interval $2{ }^{3} S_{1}-1{ }^{3} S_{1}$ is 0.19 MHz . Earlier calculations of recoil corrections of order $(Z \alpha)^{6} m_{1}^{2} / m_{2}^{2}$ for the $S$ levels of the hydrogen atom were done in Refs. 6-9. The total contribution of the required order to the energy spectrum of the $S$ states obtained by Eides and Grotch ${ }^{8}$ via the Braun formula is

$$
\begin{align*}
\Delta E_{\mathrm{tot}}= & \left(\frac{1}{8}+\frac{3}{8 n}-\frac{1}{n^{2}}+\frac{1}{2 n^{3}}\right) \frac{(Z \alpha)^{6} m_{1}^{2}}{m_{2} n^{3}} \\
& +\left(4 \ln 2-\frac{7}{2}\right) \frac{(Z \alpha)^{6} m_{1}^{2}}{m_{2} n^{3}} \tag{59}
\end{align*}
$$

The first term on the right-hand side, which contains a nontrivial dependence on the principal quantum number, was obtained by different authors taking different approaches. ${ }^{6-9}$ In the approach based on Braun's formula, this contribution is singled out, and is governed by one-photon Coulomb exchange. In our approach, which uses the local quasipotential equation (3), corrections of this type originate in both the one-photon exchange quasipotential and the two-photon exchange quasipotential, as well as in second-order perturbation theory. Comparing (58) and (59), we see that the analytic expression (58) for the contribution differs somewhat from (59). The quasipotential of the $S$ states of a hydrogenlike atom has the structure

$$
V(r)=V_{1}(r)+\left(\boldsymbol{\sigma}_{\mathbf{1}} \cdot \boldsymbol{\sigma}_{2}\right) V_{2}(r) .
$$

In our calculations we allowed for both the contribution of the first term in $V(r)$ to the energy spectrum and the second (spin-dependent) part of $V(r)$. Eides and Grotch ${ }^{8}$ and Yelkhovsky ${ }^{9}$ studied only the contribution of $V_{1}(r)$, so that the difference between (58) and (59) is perfectly understandable, and our results are consistent with those of Refs. 8 and 9. To a certain extent, it is useful to compare the numerical values of the corrections (58) and (59) for muonium levels with $n=1$ and $n=2$. These values are, respectively, -0.212 MHz and -0.065 MHz for $n=1$ and -0.021 MHz and -0.006 MHz for $n=2$. The contribution of the correction (58) to the hydrogen atom interval $2 S-1 S$ is 21.5 kHz , and the values of the corresponding contributions obtained in Refs. 8 and 9 are 6.6 kHz (Ref. 8) and 14.5 kHz (Ref. 9).
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A quasiresonant laser field initiates the decay of an initially occupied atomic level into the continuum. If the amplitude of the external field is sufficiently high, other atomic levels, not meeting the condition for exact resonance, begin to participate in the atomic dynamics. This phenomenon leads to the stabilization of the atom. © 1999 American Institute of Physics. [S1063-7761(99)00604-6]

## 1. INTRODUCTION

During recent years extensive research has been conducted in the field of the dynamics of an atom in intense and superintense laser light. A nontrivial effect in this field of quantum physics is the stabilization of the atom. Suppose that an atom is placed in a laser field whose frequency satisfies the resonance condition, i.e., the field is in resonance with the transition from the occupied atomic level to the continuum. From a "naive" standpoint, the greater the amplitude of the external field, the faster the initially occupied atomic level will decay into the continuum. The analysis of a decay of an atom into the continuum initiated by a resonant laser leads to the relationship $\kappa \propto r^{2}$, where $\kappa$ is the corresponding relaxation constant, and $r$ is the amplitude of the external field in appropriate units (see, e.g., Ref. 1). However, a careful study shows that the dependence of the relaxation constant on the external-field amplitude may be extremely complex. ${ }^{2-7}$ Various physical phenomena leading to a nontrivial behavior of $\kappa(r)$, such as resonant stabilization, adiabatic stabilization, and interference stabilization, have been described in the literature (a discussion of this aspect and the literature can be found in Ref. 2). This paper discusses one more physical phenomenon that effectively leads to stabilization of the atom.

Let us take an initially occupied atomic level. An external laser field initiates the decay of the level into the continuum. We assume that there is also a set of atomic levels out of exact resonance with the specified level and the continuum. However, the very notion of exact resonance originates in perturbation theory. As the amplitude of the external field increases, the levels (from the perturbation-theory viewpoint) that were not in exact resonance with the occupied level begin to effectively interact with that level. We will see that this interaction can significantly alter the ionization of the atom.

## 2. DYNAMICS OF THE PHYSICAL SYSTEM

We study the simplest situation by assuming that there is only one "additional'" level, which can begin to interact with the initially occupied level as the amplitude of the ex-
ternal field increases (see the level diagram in Fig. 1). The dynamics of such a system is described by the Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \Psi(t)}{\partial t}=\left[H_{0}+x F(t)\right] \Psi(t) \tag{1}
\end{equation*}
$$

with the external field $F(t)=R \cos \Omega t$. Let $|0\rangle,|1\rangle$, and $|E\rangle$ be the wave functions of the initially occupied level, the additional level, and the states in the continuum, $E \in K$ $=\left[E_{c}, \infty\right]$. We expand the wave function of the atom in this set of states:

$$
\begin{equation*}
\Psi(t)=A_{0}(t)|0\rangle+A_{1}(t)|1\rangle+\int_{K} B(E, t)|E\rangle d E \tag{2}
\end{equation*}
$$

If we substitute this expansion into Eq. (1), we obtain a set of equations

$$
\begin{aligned}
& i \hbar A_{0}^{\prime}(t)=E_{0} A_{0}(t)+R \cos (\Omega t) \\
& \quad \times\left\{g_{1} A_{1}(t)+\int_{K} B(E, t) g(E) d E\right\}, \\
& i \hbar A_{1}^{\prime}(t)=E_{1} A_{1}(t)+R \cos (\Omega t) g_{1} A_{0}(t) \\
& i \hbar B^{\prime}(E, t)=E B(E, t)+R \cos (\Omega t) g(E) A_{0}(t), \\
& C^{\prime}(t) \equiv \frac{\partial C(t)}{\partial t}
\end{aligned}
$$

where $g_{1}$ and $g(E)$ are the corresponding elements of the atomic dipole-moment operator. We assume that the frequency $\Omega$ of the external field (the field that transfers state $|0\rangle$ into the continuum) is much higher than all other frequency parameters. This assumption makes it possible to employ the rotating wave approximation (RWA). Using the substitutions

$$
\begin{aligned}
& B(E, t)=\exp \left\{-i\left(\Omega+E_{0} / \hbar\right) t\right\} b(E, t), \\
& A_{0}(t)=\exp \left\{-i E_{0} t / \hbar\right\} a_{0}(t) \\
& A_{1}(t)=\exp \left\{-i\left(E_{0} / \hbar-\Omega\right) t\right\} a_{1}(t)
\end{aligned}
$$

and introducing the variable s via $E=(\mathrm{s}+\Omega) \hbar+E_{0}$, we can eliminate the optical frequency:
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$$
\begin{align*}
& i a_{0}^{\prime}(t)=r\left[g_{1} a_{1}(t)+\int_{K} g(\zeta) b(\zeta, t) d \zeta\right],  \tag{3}\\
& i a_{1}^{\prime}(t)=\Delta_{1} a_{1}(t)+r g_{1} a_{0}(t),  \tag{4}\\
& i b^{\prime}(\mathrm{s}, t)=\zeta b(\zeta t)+r g(\zeta) a_{0}(t), \tag{5}
\end{align*}
$$

where $r=R / 2 \hbar$, and $\Delta_{1}=\left(E_{1}-E_{0}\right) / \hbar+\Omega$ is the offset of the laser-light frequency from the frequency of the transition between the discrete levels. (For objects related to s we use the same notation as for objects related to the variable $E$.) Here we are interested in the solution of the system of equations (3)-(5) with the initial conditions

$$
\begin{align*}
& a_{0}(0)=1,  \tag{6}\\
& a_{1}(0)=0,  \tag{7}\\
& b(\mathrm{~s}, 0)=0 . \tag{8}
\end{align*}
$$

Using the initial condition (8) and integrating Eq. (5), we find that

$$
\begin{equation*}
b(\mathrm{~s}, t)=-\operatorname{irg}(\zeta) \int_{0}^{t} \exp [i \zeta(x-t)] a_{0}(x) d x \tag{9}
\end{equation*}
$$

Substituting this into Eq. (3) yields

$$
\begin{align*}
& a_{0}^{\prime}(t)=-\operatorname{irg}_{1} a_{1}(t)-r^{2} \int_{0}^{t} a_{0}(x) Q(t-x) d x,  \tag{10}\\
& Q(y)=\int_{K} g^{2}(\zeta) \exp [-i y \zeta] d \zeta .
\end{align*}
$$

Equation (10), Eq. (4), and the initial conditions (6) and (7) constitute a complete system of equations for finding the functions $a_{0}(t)$ and $a_{1}(t)$. This system of equations can by solved by the Laplace transform method. However, we will use a different approach, applicable also in the case of nontrivial modulation of the external field. More precisely, we resort to certain asymptotic considerations.

Let us examine the structure of the function $Q(y)$. We assume that $g(\zeta)$ changes significantly only under variations of its argument (we denote the corresponding parameter by $D$ ) that are much larger than other energy parameters (or, in corresponding units of measurement, frequency parameters) of the problem. Thus, $g(\zeta)=v(\zeta / D)$, with $v^{\prime}(y)$ and $v^{\prime \prime}(y)$ being of the same order as $v(y)$ for $y=O(1)$. Let $\varsigma=D s$ and $Q(y)=D q(y)$, where

$$
q(y)=\int_{K_{1}} v^{2}(s) \exp [-i y D s] d s
$$

Under our assumptions, $q(y)$ is the 'fast'" (or rapidly varying) function. The second term on the right-hand side of Eq. (10) is the integral of the product of the "fast'" and "slow" functions. To obtain an asymptotic expansion [in the small parameter $\left.\left.\max \left(\left|r g_{1}\right|,\left|\Delta_{1}\right|\right) / D\right)\right]$ of such an integral, it suffices to integrate by parts. ${ }^{8}$ After the first step has been completed, instead of (10) we have

$$
\begin{equation*}
a_{0}^{\prime}(t)=-\operatorname{irg}_{1} a_{1}(t)-r^{2} a_{0}(t)\left[i S+\pi g^{2}(0)\right], \tag{11}
\end{equation*}
$$

where

$$
S=\mathrm{V} . \mathrm{P} . \int_{K_{1}} \frac{v^{2}(s)}{s} d s
$$

is the corresponding Stark shift of the edge of the continuum.
Note that we derived Eq. (11) by assuming that $\Omega \gtrdot D$ $>\max \left(\left|r g_{1}\right|,\left|\Delta_{1}\right|\right)$. This means that we set up the leading term in the expansion of the solution of the initial problem in the small parameters $D / \Omega$ and $\left(r g_{1},\left|\Delta_{1}\right|\right) / D$. But Eq. (11) is valid even if $D \gg \Omega \gg r g_{1},\left|\Delta_{1}\right|$. In this case to derive the equation we must reverse the order of operations: we first expand the analog of Eq. (10) in the small parameter $\Omega / D$, and then, employing RWA (i.e., eliminating the optical parameter), set up the leading term in the expansion of the solution in the small parameter $\left(r g_{1},\left|\Delta_{1}\right|\right) / \Omega$. Here the possibility of using RWA can be justified by standard means. We leave out the mathematical details, since it is are similar to the approach discussed in Ref. 8.

We write the system of equations (4) and (11) in the form

$$
\begin{align*}
& A^{\prime}(t)=\Lambda A(t),  \tag{12}\\
& A=\binom{a_{0}(t)}{a_{1}(t)}, \quad \Lambda=\left(\begin{array}{cc}
-r^{2}\left[i S+\pi g^{2}(0)\right] & -i r g_{1} \\
-i r g_{1} & -i \Delta_{1}
\end{array}\right), \\
& A(0)=\binom{1}{0} . \tag{13}
\end{align*}
$$

The eigenvalues of the matrix $\Lambda$ can easily be calculated:

$$
\begin{align*}
\lambda_{1}= & -\pi r^{2} g^{2}(0) / 2-i\left[\Delta_{1}+r^{2} S\right] / 2 \\
& +\left[\left(\pi r^{2} g^{2}(0)+i\left(r^{2} S-\Delta_{1}\right)\right)^{2}-r^{2} g_{1}^{2}\right]^{1 / 2},  \tag{14}\\
\lambda_{2}= & -\pi r^{2} g^{2}(0) / 2-i\left[\Delta_{1}+r^{2} S\right] / 2 \\
& -\left[\left(\pi r^{2} g^{2}(0)+i\left(r^{2} S-\Delta_{1}\right)\right)^{2}-r^{2} g_{1}^{2}\right]^{1 / 2} . \tag{15}
\end{align*}
$$

Let $\psi_{1}$ and $\psi_{2}$ be the corresponding eigenvectors (we will not write the expressions for these eigenvectors, which are states of the atom "dressed'" by the field). We wish to note, however, that $\psi_{2}=A(0)$ at $r=0$.

Figures 2 and 3 depict typical plots of the functions $\kappa_{1}(r)=-\operatorname{Re} \lambda_{1}(r)$ and $\kappa_{2}(r)=-\operatorname{Re} \lambda_{2}(r)$ of the corresponding relaxation constants. Figure 4 depicts the ratios $\kappa_{2} / \kappa_{1}$ as functions of $r$. As noted in Ref. 9, the real values of the parameters $g(0)$ and $g_{1}$ are poorly known. For this reason we used estimates: $g(0)=0.2, g_{1}=1.5, S=1, \Delta_{1}=-8$


FIG. 2.
(for curves $A$ ), $\Delta_{1}=-4$ (for curves $B$ ), $\Delta_{1}=0$ (for curves $C$ ), $\Delta_{1}=4$ (for curves $D$ ), and $\Delta_{1}=8$ (for curves $E$ ). Note that the curves representing $\kappa_{2}(r)$ for our values of $\Delta_{1}$ are essentially identical. These diagrams suggest that as the amplitude $r$ of the external field increases, the values of the relaxation constants begin to differ appreciably. When the effective Rabi parameter $r g_{1}$ becomes of order $\Delta_{1}$, which is the offset of the additional level from resonance, the relaxation constants differ already by an order of magnitude. Within a broad range of the parameters, the ratio of these quantities assumes values of order $10-10^{2}$ or $10^{-1}$ (see Fig. 4). Although the choice of the values of the parameters $g(0)$, $g_{1}$, and $S$ is random (to a certain extent) and hence the problem is actually a model, similar behavior of these curves can be observed within a broad range of values of $g(0), g_{1}$, and $S$. Note that disparate physical processes can be examined by this model, such as the ionization of Rydberg atoms, photoejection of an electron from an ion, and ionization of ' atomlike", quantum well systems. Of course, the parameters of the model in these cases may be quite different.
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In light of these results, let us discuss the dependence of the ionization of our model atom on the amplitude of the external field. The solution of the initial problem specified by (12) and (13) can be written

$$
\begin{equation*}
A(t)=\exp \left(\lambda_{1} t\right) p_{1} \psi_{1}+\exp \left(\lambda_{2} t\right) p_{2} \psi_{2} \tag{16}
\end{equation*}
$$

where $p_{1}$ and $p_{2}$ are the coefficients of the expansion of $A(0)$ in the basis $\psi_{1}, \psi_{2}$. As noted earlier, for small amplitudes of the external field, $p_{2}$ is close to unity and $p_{1}$ is close to zero. However, $p_{1}$ increases with $r$, and when $r g_{1}$ becomes of order $\Delta_{1}, p_{1}$ becomes comparable to unity. Then, as Eq. (16) implies, the rate of decay of the population of the atom into the continuum is determined by both relaxation constants. Here the part of the population referring to the "dressed" state $\psi_{1}$ decays much slower than the part corresponding to the "dressed" state $\psi_{2}$. This phenomenon can be interpreted as stabilization of the atom in a strong laser field.

## 3. CONCLUSION

We have discussed one more physical mechanism for the stabilization of an atom in a strong laser field that differs from those discussed earlier (see, e.g., Ref. 2). We have found that the existence of a group of levels "close" to resonance with an initially occupied level can lead to trapping of the population of the atom and substantial alteration of the ionization process. Formally this manifests itself in the system being characterized by several relaxation constants that differ substantially in order of magnitude. (Note that the largest relaxation constant for such a system is close to the relaxation constant for the level-continuum system calculated by ordinary perturbation theory, $\kappa=\pi r^{2} g^{2}(0)$; see Ref. $1)$. Of course, the case we have examined is only a model, but a more general physical system exhibits similar properties (e.g., a system with several 'additional'" levels or a system in which some of these levels interact with the continuum). In real situations the stabilization of an atom may occur for various reasons or even a group of reasons. Note that our range of parameters ( $r g_{1} \ll D \ll \Omega$ ) differs from that
discussed in Ref. $6\left(D \ll r g_{1} \ll \Omega\right)$ and Ref. $7\left(D, \Omega \ll r_{\text {eff }}\right.$, where $r_{\text {eff }}$ is a parameter interpreted as the effective Rabi parameter in the case of ultrastrong fields).

After this paper had been prepared for publication, there appeared Poluéktov and Fedorov's paper ${ }^{10}$ in which 'interference" stabilization was discussed for $\Lambda$ and V systems. Formally, the problem discussed in Ref. 10 (and in the earlier paper in Ref. 9) is close to the one discussed in the present paper. Both are based on the same fact: a strong laser field induces states of the atom that are "dressed"' by the field (we denote these states by $\Psi_{f}$ ) and have a small decay rate. In "interference" stabilization, such states emerge because of the interference of transitions from different atomic levels into the continuum and play an important role at all values of the external-field amplitudes. In our case, when the amplitude of the external field is low, these states have almost no effect on the dynamics of the atom; only when the amplitude is large do they begin to determine the dynamics. There are two reasons for this. First, in our case the very structure of the $\Psi_{f}$-states (the state is a linear combination of the unperturbed states of the atom) depends more strongly on the amplitude of the external field than it does in the case of "interference" stabilization. Second, within the proposed stabilization mechanism, the coefficient $p_{2}$ in (16) (which describes the relationship between the initial state of the
atom and $\Psi_{f}$ ) strongly depends on the amplitude of the external field (which tends to zero as $r$ decreases), while its analog in the case of "interference" stabilization does not undergo such substantial changes.
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#### Abstract

A phase diagram for a 2D metal with variable carrier density has been derived. It consists of a normal phase, where the order parameter is absent: a so-called 'abnormal normal' phase where this parameter is also absent but the mean number of composite bosons (bound pairs) exceeds the mean number of free fermions; a pseudogap phase where the absolute value of the order parameter gradually increases but its phase is a random value, and finally a superconducting (here Berezinskiĭ-Kosterlitz-Thouless) phase. The characteristic transition temperatures between these phases are found. The chemical potential and paramagnetic susceptibility behavior as functions of the fermion density and the temperature are also studied. An attempt is made to qualitatively compare the resulting phase diagram with the features of underdoped high- $T_{c}$ superconducting compounds above their critical temperature. © 1999 American Institute of Physics. [S1063-7761(99)00704-0]


## 1. INTRODUCTION

The study of the crossover region between superconductivity of Cooper pairs and superfluidity of composite bosons is attracting much attention due to its close relationship to the problem of describing high-temperature superconductors (HTSC) (see, e.g., Refs. 1-3). At present this region is understood for 3D systems, both at zero and finite temperatures. ${ }^{4,5}$ The crossover in quasi-2D systems has also been studied, ${ }^{6}$ albeit only partially, whereas for 2D systems only the case of $T=0$ has been studied thoroughly. ${ }^{4,7}$ This is related to the fact that fluctuations of the charged complex order parameter in 2D systems are so large that they destroy long-range order at any finite temperature (Coleman-Mermin-Wagner-Hohenberg (CMWH) theorem ${ }^{8}$ ). In this case the appearance of an inhomogeneous condensate with a power-law decay for the correlations (the so-called Berezinski1̆-Kosterlitz-Thouless (BKT) phase) is possible. However an adequate mathematical description for BKT phase formation is still lacking.

Most previous analyses ${ }^{9-11}$ of the behavior of 2D systems at $T \neq 0$ have been based on the Nozières-SchmittRink approach. ${ }^{12}$ This approach is simply a Gaussian approximation to the functional integral, and this perhaps explains the difficulties faced in these calculations. On the one hand, Gaussian fluctuations destroy long-range order in 2D and if one searches for the $T_{c}^{2 \mathrm{D}}$ at which the order sets in, one should obtain zero in accordance with the aforementioned theorems. ${ }^{8}$ On the other hand, taking Gaussian fluctuations into account is completely inadequate to describe the BKT transition. ${ }^{13}$

Nonetheless, there has been some progress. For example, the BKT transition has been studied in relativistic
$2+1$-theory, ${ }^{14}$ and the crossover from superconductivity to superfluidity has been considered ${ }^{15}$ as a function of the carrier density $n_{f}$ (see also Ref. 16). However, the method employed in Ref. 15 to obtain the temperature $T_{\mathrm{BKT}}$ has several drawbacks. Most importantly, the equation for $T_{\mathrm{BKT}}$ was obtained without considering the existence of a neutral (real) order parameter $\rho$, whose appearance at finite $T$ does not violate the CMWH theorem.

As we show below, $\rho$ defines the modulus of a multivalued complex order parameter $\Phi$ for a 2D system. As a result of allowing for a neutral order parameter, a region where $\rho$ decays gradually to zero appears in the phase diagram of the system. This region separates the standard normal phase with $\rho=0$ from the BKT phase, where the correlations exhibit power-law decay. Despite the exponential decay of correlations, this new region of states may be expected to possess unusual properties, since $\rho$ plays the same role as the energy gap $\Delta$ in the theory of ordinary superconductors in many cases. ${ }^{1)}$ The possible existence of such a phase, which in some sense is also normal, may shed light on the anomalous behavior of the normal state of HTSC (see, for example, the reviews in Refs. 1, 2, and 18). In particular, the temperature dependencies of the spin susceptibility, resistivity, specific heat, photoemission spectra, and other quantities ${ }^{2,19}$ can be explained by the formation of either a pseudogap or a spin gap in the region $T>T_{c}$.

Using a very simple continuum 2D model, this approach was first attempted in a brief note, ${ }^{20}$ where we calculated $T_{\mathrm{BKT}}$ and $T_{\rho}$ ( $T_{\rho}$ is the temperature defined by the condition $\rho=0$ ) self-consistently as functions of $n_{f}$, and established the boundaries of this new pseudogap region, which lies between $T_{\text {BKT }}$ and $T_{\rho}$.

The purpose of this article is to develop this approach further. Using the static paramagnetic susceptibility as an example, we demonstrate that the pseudogap opens below $T_{\rho}$. Furthermore, we analyze the difference between the commonly used (see Refs. 3 and 4) pairing temperature $T_{p}$ and the temperature $T_{\rho}$ introduced here. These temperatures turn out to be different if the chemical potential $\mu<0$. We also introduce here an abnormal normal phase, which lies between $T_{p}$ and $T_{\rho}$, where performed bosons exist. This more detailed study helps to clarify the physical import of $T_{\rho}$, as well as the nature of the transition at $T_{\rho}$. It was believed in the related model ${ }^{14}$ that this is a second-order phase transition. We argue however, that fluctuations in the phase of the order parameter can transform the transition to a crossover, as observed experimentally.

In Sec. 2 we present the model and the relevant formalism. The equations for $T_{\mathrm{BKT}}, \rho, T_{\rho}$, and the chemical potentials $\mu\left(T_{\mathrm{BKT}}\right)$ and $\mu\left(T_{\rho}\right)$ are derived in Sec. 3. Since the technique employed to obtain the equation for $T_{\mathrm{BKT}}$ is not widely used, we consider it useful to present a detailed derivation of this equation. (The details of the calculation of the effective potential and useful series are given in Appendix A.) The systems of equations for $T_{\mathrm{BKT}}, \rho\left(T_{\mathrm{BKT}}\right), \mu\left(T_{\mathrm{BKT}}\right)$ and $T_{\rho}, \mu\left(T_{\rho}\right)$ are analyzed in Sec. 4. The difference between pairing temperature $T_{p}$ and the temperature $T_{\rho}$ is discussed in Sec. 5. Also discussed is the physical import of $T_{\rho}$. Using the example of the static spin susceptibility, it is shown in Sec. 6 that the resulting pseudogap phase can in fact be used to explain the aforementioned anomalous properties of HTSC.

## 2. THEORETICAL FRAMEWORK

The simplest model Hamiltonian density for fermions confined to a 2D volume $v$ is ${ }^{4,7,9}$
$\mathscr{H}=\psi_{\sigma}^{\dagger}(x)\left(-\frac{\nabla^{2}}{2 m}-\mu\right) \psi_{\sigma}(x)-V \psi_{\uparrow}^{\dagger}(x) \psi_{\downarrow}^{\dagger}(x) \psi_{\downarrow}(x) \psi_{\uparrow}(x)$,
where $x \equiv \mathbf{r}, \tau ; \psi_{\sigma}(x)$ is a fermion field, $m$ is the effective fermion mass, $\mu$ is the chemical potential, and $V$ is an effective local attraction constant; we take $\hbar=k_{B}=1$.

The Hubbard-Stratonovich method, which is standard for these problems, ${ }^{21}$ can be applied to write the partition function $Z(v, \mu, T)$ as a functional integral over Fermi fields (Nambu spinors) and the auxiliary field $\boldsymbol{\Phi}=V \psi_{\uparrow}^{\dagger} \psi_{\downarrow}^{\dagger}$. In contrast to the usual method for calculating $Z$ in $\boldsymbol{\Phi}, \boldsymbol{\Phi}^{*}$ variables, the parametrization $\Phi(x)=\rho(x) \exp [-i \theta(x)]$ is more appropriate for presenting the corresponding integral in two dimensions ${ }^{22}$ (see also Refs. 23 and 24). When this replacement by modulus-phase variables is implemented, it is evident that one must also replace $\psi_{\sigma}(x)=\chi_{\sigma}(x) \exp [i \theta(x) / 2]$. Physically, this amounts to replacing the charged fermion $\psi_{\sigma}(x)$ with a neutral fermion $\chi_{\sigma}(x)$ and spinless charged boson $e^{i \theta(x) / 2}$. Note that while one may formally use any self-consistent definition of the new variables, the physical condition that the macroscopic variable $\boldsymbol{\Phi}(x)$ be single-
valued under $2 \pi$ rotations fixes the parametrization. This was not taken into account in Ref. 20, where a different parametrization was used.

As a result, one obtains

$$
\begin{equation*}
Z(v, \mu, T)=\int \rho \mathscr{D} \rho \mathscr{D} \theta \exp [-\beta \Omega(v, \mu, T, \rho(x), \partial \theta(x))] \tag{2.2}
\end{equation*}
$$

where

$$
\begin{align*}
& \beta \Omega(v, \mu, T, \rho(x), \partial \theta(x)) \\
& \quad=\frac{1}{V} \int_{0}^{\beta} d \tau \int d \mathbf{r} \rho^{2}(x)-\operatorname{Tr} \ln G^{-1}+\operatorname{Tr} \ln G_{0}^{-1} \tag{2.3}
\end{align*}
$$

is the one-loop effective action, which depends on the modulus-phase variables. The action (2.3) can be expressed in terms of the Green function of the initial (charged) fermions, which in the new variables has the operator form

$$
\begin{align*}
G^{-1}= & -\hat{I} \partial_{\tau}+\tau_{3}\left(\frac{\nabla^{2}}{2 m}+\mu\right)+\tau_{1} \rho(\tau, \mathbf{r})-\tau_{3}\left[\frac{i \partial_{\tau} \theta(\tau, \mathbf{r})}{2}\right. \\
& \left.+\frac{(\nabla \theta(\tau, \mathbf{r}))^{2}}{8 m}\right]+\hat{I}\left[\frac{i \nabla^{2} \theta(\tau, \mathbf{r})}{4 m}+\frac{i \nabla \theta(\tau, \mathbf{r}) \nabla}{2 m}\right] \tag{2.4}
\end{align*}
$$

The free fermion Green function $G_{0}=\left.G\right|_{\mu, \rho, \theta=0}$ provides a convenient regularization in the process of calculation. It is important that neither the smallness nor slowness of the variation of the phase of the order parameter is assumed in obtaining expression (2.3). In other words, it is formally exact.

Since the low-energy dynamics of phases for which $\rho \neq 0$ is governed mainly by long-wavelength fluctuations of $\theta(x)$, only the lowest-order derivatives of the phase need be retained in the expansion of $\Omega(v, \mu, T, \rho(x), \partial \theta(x))$ :

$$
\begin{align*}
\Omega(v, \mu, \rho(x), \partial \theta(x)) \simeq & \Omega_{\mathrm{kin}}(v, \mu, T, \rho, \partial \theta(x)) \\
& +\Omega_{\mathrm{pot}}(v, \mu, T, \rho), \tag{2.5}
\end{align*}
$$

where

$$
\begin{equation*}
\Omega_{\mathrm{kin}}(v, \mu, T, \rho, \partial \theta(x))=\left.T \operatorname{Tr} \sum_{n=1}^{\infty} \frac{1}{n}(\mathscr{S} \Sigma)^{n}\right|_{\rho=\text { const }} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{align*}
& \Omega_{\mathrm{pot}}(v, \mu, T, \rho) \\
& \quad=\left.\left(\frac{1}{V} \int d \mathbf{r} \rho^{2}-T \operatorname{Tr} \ln \mathscr{G}^{-1}+T \operatorname{Tr} \ln G_{0}^{-1}\right)\right|_{\rho=\mathrm{const}} . \tag{2.7}
\end{align*}
$$

The kinetic $\Omega_{\text {kin }}$ and potential $\Omega_{\text {pot }}$ parts can be expressed in terms of the Green function of the neutral fermions, which satisfies the equation

$$
\begin{equation*}
\left[-\hat{I} \partial_{\tau}+\tau_{3}\left(\frac{\nabla^{2}}{2 m}+\mu\right)+\tau_{1} \rho\right] \mathscr{G}(\tau, \mathbf{r})=\delta(\tau) \delta(\mathbf{r}) \tag{2.8}
\end{equation*}
$$

and the operator
$\Sigma(\partial \theta) \equiv \tau_{3}\left[\frac{i \partial_{\tau} \theta}{2}+\frac{(\nabla \theta)^{2}}{8 m}\right]-\hat{I}\left[\frac{i \nabla^{2} \theta}{4 m}+\frac{i \nabla \theta(\tau, \mathbf{r}) \nabla}{2 m}\right]$.

The representation (2.5) enables one to obtain the full set of equations necessary to find $T_{\mathrm{BKT}}, \rho\left(T_{\mathrm{BKT}}\right)$, and $\mu\left(T_{\mathrm{BKT}}\right)$ at given $\epsilon_{F}$ (or, for example, $\rho(T)$ and $\mu(T)$ at given $T$ and $\epsilon_{F}$ ). While the equation for $T_{\mathrm{BKT}}$ will be written using the kinetic part (2.6) of the effective action, the equations for $\rho\left(T_{\mathrm{BKT}}\right)$ and $\mu\left(T_{\mathrm{BKT}}\right)$ [or $\rho(T)$ and $\mu(T)$ ] can be obtained using the mean field potential (2.7): It turns out that at a phase for which $\rho \neq 0$, the mean-field approximation for the modulus variable describes the system quite well. This is mainly related to the nonperturbative character of the Hubbard-Stratonovich method, i.e., most effects carry over for a nonzero value of $\rho$.

It is clear that the CMWH theorem does not preclude nonzero $\langle\rho\rangle$ and, as a consequence, an energy gap for fermion $\chi$, since no continuous symmetry is broken when such a gap appears. Despite strong phase fluctuations in the twodimensional case, the energy gap in the spectrum of the neutral fermion $\chi$ can still persist in the spectrum of the charged fermion $\psi,{ }^{22}$ even well above the critical temperature. ${ }^{2)}$ We believe that the pseudogap widely discussed in high- $T_{c}$ cuprates might be attributable to the energy gap of a neutral fermion introduced in the way described above, so that the pseudogap itself can be considered a remnant of the superconducting gap. The condensate of neutral fermions has nothing to do with the superconducting transition; the latter is only possible when the superfluid density of bosons becomes large enough to stiffen the phase $\theta(x)$. The temperature $T_{\rho}$ at which nonzero $\langle\rho\rangle$ develops should be identified in this approach with the pseudogap onset temperature. ${ }^{2,19}$ The strategy of treating charge and spin degrees of freedom as independent seems to be quite useful, and at the same time a very general feature of two-dimensional systems.

## 3. DERIVATION OF SELF-CONSISTENT EQUATIONS FOR $T_{\text {BKT }}$, NEUTRAL ORDER PARAMETER, AND CHEMICAL POTENTIAL

If the model under consideration is reduced to some known model describing the BKT phase transition, one can easily write the equation for $T_{\mathrm{BKT}}$, which in the present approach can be identified with the superconducting transition temperature $T_{c}$. Indeed, in the lowest orders the kinetic term (2.6) coincides with the classical spin $X Y$-model, ${ }^{25,26}$ which has the continuum Hamiltonian

$$
\begin{equation*}
\mathscr{H}=\frac{J}{2} \int d \mathbf{r}[\nabla \theta(\mathbf{r})]^{2} . \tag{3.1}
\end{equation*}
$$

Here $J$ is some coefficient (in the original classical discrete $X Y$-model it is the stiffness of the relatively small spin rotations) and $\theta$ is the angle (phase) of the two-component vector in the plane.

The temperature of the BKT transition is, in fact, known for this model:

$$
\begin{equation*}
T_{\mathrm{BKT}}=\frac{\pi}{2} \mathrm{~J} \tag{3.2}
\end{equation*}
$$

Despite the very simple form ${ }^{3)}$ of Eq. (3.2), it was derived (see, e.g., Refs. 25 and 26) using the renormalization group technique, which takes into account the non-single-
valuedness of the phase $\theta$. Thus, fluctuations of the phase are taken into account in a higher approximation than Gaussian. The $X Y$-model was assumed to be adequate for a qualitative description of the underdoped cuprates ${ }^{27}$ (see also Ref. 28), and the relevance of the BKT transition to Bose- and BCSlike superconductors was recently discussed in Ref. 16.

To expand $\Omega_{\text {kin }}$ up to $\sim(\nabla \theta)^{2}$, it is sufficient to restrict ourselves to terms with $n=1,2$ in the expansion (2.6). The calculation is similar to that employed in Ref. 29, where only high densities $n_{f}$ were considered at $T=0$. Thus, to obtain the kinetic part, one should directly calculate the first two terms of the series (2.6), which can be formally written $\Omega_{\mathrm{kin}}^{(1)}=T \operatorname{Tr}(\mathscr{G} \Sigma)$ and $\Omega_{\mathrm{kin}}^{(2)}=(1 / 2) T \operatorname{Tr}(\mathscr{C} \Sigma \mathscr{C})$. We note that $\Sigma$ has the structure $\Sigma=\tau_{3} O_{1}+\hat{I} O_{2}$, where $O_{1}$ and $O_{2}$ are differential operators [see (2.9)]. One can see, however, that the part of $\Sigma$ proportional to the unit matrix $\hat{I}$ does not contribute to $\Omega_{\text {kin }}^{(1)}$. Hence,

$$
\begin{align*}
\Omega_{\text {kin }}^{(1)}= & T \int_{0}^{\beta} d \tau \int d \mathbf{r} \frac{T}{(2 \pi)^{2}} \sum_{n=-\infty}^{\infty} \int d \mathbf{k} \operatorname{Tr}\left[\mathscr{G}\left(i \omega_{n}, \mathbf{k}\right) \tau_{3}\right] \\
& \times\left(\frac{i \partial_{\tau} \theta}{2}+\frac{(\nabla \theta)^{2}}{8 m}\right), \tag{3.3}
\end{align*}
$$

where

$$
\begin{equation*}
\mathscr{G}\left(i \omega_{n}, \mathbf{k}\right)=-\frac{i \omega_{n} \hat{I}+\tau_{3} \xi(\mathbf{k})-\tau_{1} \rho}{\omega_{n}^{2}+\xi^{2}(\mathbf{k})+\rho^{2}} \tag{3.4}
\end{equation*}
$$

is the Green function of neutral fermions in the frequencymomentum representation, with $\xi(\mathbf{k})=\varepsilon(\mathbf{k})-\mu$ and $\varepsilon(\mathbf{k})$ $=\mathbf{k}^{2} / 2 m$.

The summation over the Matsubara frequencies $\omega_{n}$ $=\pi(2 n+1) T$ and integration over $\mathbf{k}$ in (3.3) can be easily performed using the sum (A7); thus one obtains

$$
\begin{equation*}
\Omega_{\mathrm{kin}}^{(1)}=T \int_{0}^{\beta} d \tau \int d \mathbf{r} n_{F}(\mu, T, \rho)\left(\frac{i \partial_{\tau} \theta}{2}+\frac{(\nabla \theta)^{2}}{8 m}\right), \tag{3.5}
\end{equation*}
$$

where

$$
\begin{align*}
n_{F}[\mu, T, \rho(\mu, T)]= & \frac{m}{2 \pi}\left\{\sqrt{\mu^{2}+\rho^{2}}+\mu+2 T\right. \\
& \left.\times \ln \left[1+\exp \left(-\frac{\sqrt{\mu^{2}+\rho^{2}}}{T}\right)\right]\right\} . \tag{3.6}
\end{align*}
$$

This has the form of a Fermi quasiparticle density (for $\rho=0$ the expression (3.6) is simply the density of free fermions).

For the case $T=0,{ }^{23,29}$ in which real time $t$ replaces imaginary time $\tau$, one can argue from Galilean invariance that the coefficient of $\partial_{t} \theta$ is rigorously related to the coefficient of $(\nabla \theta)^{2}$. It therefore does not appear in $\Omega_{\text {kin }}^{(2)}$. We wish, however, to stress that these arguments cannot be used to eliminate the term $(\nabla \theta)^{2}$ from $\Omega_{\text {kin }}^{(2)}$ when $T \neq 0$, so we must calculate it explicitly.

The $O_{1}$ term in $\Sigma$ yields

$$
\begin{align*}
\Omega_{\text {kin }}^{(2)}\left(O_{1}\right)= & \frac{T}{2} \int_{0}^{\beta} d \tau \int d \mathbf{r}-\frac{T}{(2 \pi)^{2}} \\
& \times \sum_{n=-\infty}^{\infty} \int d \mathbf{k} \operatorname{Tr}\left[\mathscr{G}\left(i \omega_{n}, \mathbf{k}\right) \tau_{3} \mathscr{G}\left(i \omega_{n}, \mathbf{k}\right) \tau_{3}\right] \\
& \times\left(\frac{i \partial_{\tau} \theta}{2}+\frac{(\nabla \theta)^{2}}{8 m}\right)^{2} . \tag{3.7}
\end{align*}
$$

Using (A11) to compute the sum over the Matsubara frequencies, we find that

$$
\begin{equation*}
\Omega_{\mathrm{kin}}^{(2)}\left(O_{1}\right)=-\frac{T}{2} \int_{0}^{\beta} d \tau \int d \mathbf{r} K(\mu, T, \rho)\left(i \partial_{\tau} \theta+\frac{(\nabla \theta)^{2}}{4 m}\right)^{2} \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
K[\mu, T, \rho(\mu, T)]=\frac{m}{8 \pi}\left(1+\frac{\mu}{\sqrt{\mu^{2}+\rho^{2}}} \tanh \frac{\sqrt{\mu^{2}+\rho^{2}}}{2 T}\right) . \tag{3.9}
\end{equation*}
$$

Obviously, the $O_{1}$ term does not affect the coefficient of $(\nabla \theta)^{2}$. Further, it is easy to make sure that the cross term involving $O_{1}$ and $O_{2}$ in $\Omega_{\mathrm{kin}}^{(2)}$ is absent. Finally, calculations of the $O_{2}$ contribution to $\Omega_{\text {kin }}^{(2)}$ yield ${ }^{4)}$

$$
\begin{align*}
\Omega_{\text {kin }}^{(2)}\left(O_{2}\right)= & T \int_{0}^{\beta} d \tau \int d \mathbf{r} \frac{T}{(2 \pi)^{2}} \sum_{n=-\infty}^{\infty} \int d \mathbf{k} \mathbf{k}^{2} \operatorname{Tr} \\
& \times\left[\mathscr{G}\left(i \omega_{n}, \mathbf{k}\right) \hat{I} \mathscr{G}\left(i \omega_{n}, \mathbf{k}\right) \hat{I}\right] \frac{(\nabla \theta)^{2}}{16 m^{2}} . \tag{3.10}
\end{align*}
$$

Thus, summing over the Matsubara frequencies [see Eq. (A12)], one obtains

$$
\begin{align*}
\Omega_{\mathrm{kin}}^{(2)}\left(O_{2}\right)= & -\int_{0}^{\beta} d \tau \int d \mathbf{r} \frac{1}{128 \pi^{2} m^{2}} \\
& \times \int d \mathbf{k} \frac{\mathbf{k}^{2}}{\cosh ^{2} \frac{\sqrt{\xi^{2}(\mathbf{k})+\rho^{2}}}{2 T}}(\nabla \theta)^{2} \tag{3.11}
\end{align*}
$$

As expected, this term vanishes when $T \rightarrow 0$, but at finite $T$ it is comparable with (3.5).

Combining (3.5), (3.11), and (3.8) we finally obtain

$$
\begin{align*}
\Omega_{\mathrm{kin}}= & \frac{T}{2} \int_{0}^{\beta} d \tau \int d \mathbf{r}\left[n_{F}(\mu, T, \rho) i \partial_{\tau} \theta+J(\mu, T, \rho)(\nabla \theta)^{2}\right. \\
& \left.+K(\mu, T, \rho)\left(\partial_{\tau} \theta\right)^{2}\right] \tag{3.12}
\end{align*}
$$

where

$$
\begin{align*}
J[\mu, T, \rho(\mu, T)]= & \frac{1}{4 m} n_{F}(\mu, T, \rho) \\
& -\frac{T}{4 \pi} \int_{-\mu / 2 T}^{\infty} d x \frac{x+\mu / 2 T}{\cosh ^{2} \sqrt{x^{2}+\frac{\rho^{2}}{4 T^{2}}}} \tag{3.13}
\end{align*}
$$

characterizes the phase stiffness and governs the spatial variation of the phase $\theta(\mathbf{r})$. One can see that our value of the phase stiffness $J(T=0)$ coincides with the nonrenormalized stiffness used in Ref. 27.

The quantity $J(\mu, T, \rho)$ vanishes at $\rho=0$, which means that above $T_{\rho}$ the modulus-phase variables are meaningless; to study the model in this region one must use the old variables $\Phi$ and $\Phi^{*}$. Near $T_{\rho}$ one can obtain from (3.13) in the high-density limit (see below)

$$
\begin{equation*}
J\left(\mu \simeq \epsilon_{F}, T \rightarrow T_{\rho}, \rho \rightarrow 0\right)=\frac{7 \zeta(3)}{16 \pi^{3}} \frac{\rho^{2}}{T_{p}^{2}} \varepsilon_{F} \simeq 0.016 \frac{\rho^{2}}{T_{\rho}^{2}} \epsilon_{F} . \tag{3.14}
\end{equation*}
$$

Direct comparison of (3.12) with the Hamiltonian of the $X Y$-model (3.1) makes it possible to write Eq. (3.2) for $T_{\mathrm{BKT}}$ directly:

$$
\begin{equation*}
\frac{\pi}{2} J\left[\mu, T_{\mathrm{BKT}}, \rho\left(\mu, T_{\mathrm{BKT}}\right)\right]=T_{\mathrm{BKT}} . \tag{3.15}
\end{equation*}
$$

Although mathematically this reduces to a well-known problem, the analogy is incomplete. Indeed, in the standard $X Y$ model (as well as the nonlinear $\sigma$-model) the vector (spin) subject to ordering is assumed to be a unit vector with no dependence on $T .^{5)}$ In our case this is definitely not the case, and a self-consistent calculation of $T_{\mathrm{BKT}}$ as a function of $n_{f}$ requires additional equations for $\rho$ and $\mu$, which together with (3.15) form a complete set.

Using the definition (2.7), one can derive the effective potential $\Omega_{\text {pot }}(v, \mu, T, \rho)$ (see Appendix A). Then the desired missing equations are the condition $\partial \Omega_{\text {pot }}(\rho) / \partial \rho=0$ that the potential (A10) be minimized, and the equality $v^{-1} \partial \Omega_{\text {pot }} / \partial \mu=-n_{f}$, which fixes $n_{f}$. These are, respectively

$$
\begin{align*}
& \frac{1}{V}=\int \frac{d \mathbf{k}}{(2 \pi)^{2}} \frac{1}{2 \sqrt{\xi^{2}(\mathbf{k})+\rho^{2}}} \tanh \frac{\sqrt{\xi^{2}(\mathbf{k})+\rho^{2}}}{2 T},  \tag{3.16}\\
& n_{F}(\mu, T, \rho)=n_{f} \tag{3.17}
\end{align*}
$$

where $n_{F}(\mu, T, \rho)$ is defined by (3.16)
Equations (3.16) and (3.17) comprise a self-consistent system for determining the modulus $\rho$ of the order parameter and the chemical potential $\mu$ in the mean-field approximation for fixed $T$ and $n_{f}$.

While Eqs. (3.16) and (3.17) seem to yield a reasonable approximation at high densities $n_{f}$, since they include condensed boson pairs in a nonperturbative way via nonzero $\rho$, they must certainly be corrected in the strong coupling regime (low densities $n_{f}$ ) to take into account the contribution of noncondensed bosons (this appears to be important also for Eq. (3.15), which determines $T_{\mathrm{BKT}}$ ). The extent to which this alters the present results is not completely clear. Previously, the best way to incorporate noncondensed pairs seems to have been the self-consistent $T$-matrix approximation, ${ }^{10,30-32}$ which allows one to account for the feedback of pairs on the self-energy of fermions. However, the $T$-matrix approach, at least in its standard form, ${ }^{10,30-32}$ fails to describe the BKT phase transition, for which one must consider the equation for the vertex. On the other hand,
in our approach the BKT phase transition is realized by the condition (3.2), while an analog of the $T$-matrix approximation in terms of propagators of the $\rho$-particle and the neutral fermion $\chi$ has yet to be elaborated.

The energy of two-particle bound states in vacuum

$$
\begin{equation*}
\varepsilon_{b}=-2 W \exp \left(-\frac{4 \pi}{m V}\right) \tag{3.18}
\end{equation*}
$$

(see Refs. 4, 7, and 33) is more convenient to use than the four-fermion constant $V$ (here $W$ is the conduction bandwidth). For example, one can easily take the limits $W \rightarrow \infty$ and $V \rightarrow 0$ in Eq. (3.16), which after this renormalization becomes

$$
\begin{align*}
\ln \frac{\left|\varepsilon_{b}\right|}{\sqrt{\mu^{2}+\rho^{2}}-\mu}= & 2 \int_{-\mu / T}^{\infty} d u \\
& \times \frac{1}{\sqrt{u^{2}+\left(\frac{\rho}{T}\right)^{2}}\left[\exp \sqrt{u^{2}+\left(\frac{\rho}{T}\right)^{2}}+1\right]} . \tag{3.19}
\end{align*}
$$

Thus, in practice, we solve Eqs. (3.15), (3.17), and (3.19) numerically to study $T_{\mathrm{BKT}}$ as function of $n_{f}$ (or equivalently, of the Fermi energy $\epsilon_{F}=\pi n_{f} / m$, as it should be for 2D metals with the simplest quadratic dispersion law).

It is easy to show that at $T=0$, the system (3.17), (3.19) transforms into a previously studied system (see Ref. 4 and references therein). Its solution is $\rho=\sqrt{2\left|\varepsilon_{b}\right| \epsilon_{F}}$ and $\mu=-\left|\varepsilon_{b}\right| / 2+\epsilon_{F}$. This will be useful in studying the concentration dependencies of $2 \Delta / T_{\mathrm{BKT}}$ and $2 \Delta / T_{\rho}$, where $\Delta$ is the zero-temperature gap in the quasiparticle excitation spectrum. It should be borne in mind that in the local pair regime $(\mu<0)$, the gap $\Delta$ equals $\sqrt{\mu^{2}+\rho^{2}}$ rather than $\rho$ (as in the case $\mu>0) .{ }^{4}$

Setting $\rho=0$ in Eqs. (3.16) and (3.17), we obtain (in the same approximation) the equations for the critical temperature $T_{\rho}$ and the corresponding value of $\mu$ :

$$
\begin{align*}
& \ln \frac{\left|\varepsilon_{b}\right|}{T_{\rho}} \frac{\gamma}{\pi}=-\int_{0}^{\mu / 2 T_{\rho}} d u \frac{\tanh u}{u}(\gamma=1.781),  \tag{3.20}\\
& T_{\rho} \ln \left[1+\exp \left(\frac{\mu}{T_{\rho}}\right)\right]=\epsilon_{F} \tag{3.21}
\end{align*}
$$

Note that these equations coincide with the system that determines the mean-field temperature $T_{c}^{(2 \mathrm{D}) M F}\left(=T_{\rho}\right)$ and $\mu\left(T_{c}^{(2 \mathrm{D}) M F}\right),{ }^{7}$ evidently as a result of the mean-field approximation for the variable $\rho$ used here. There is, however, an important difference between the temperatures $T_{c}^{2 \mathrm{D}}$ and $T_{\rho}$. Specifically, if one takes fluctuations into account, $T_{c}^{2 \mathrm{D}}$ goes to zero, while the value of $T_{\rho}$ remains finite. The crucial point is that the perturbation theory in the variables $\rho$ and $\theta$ does not contain any infrared singularities, ${ }^{22,34}$ in contrast to the perturbation theory in $\Phi, \Phi^{*}$; thus the fluctuations do not reduce $T_{\rho}$ to zero. This is why the temperature $T_{\rho}$ has its own physical meaning: incoherent (local or Cooper) pairs begin to form (at least at high enough $n_{f}$ [see Sec. 5)] just


FIG. 1. $T_{\mathrm{BKT}}$ and $T_{\rho}$ versus the noninteracting fermion density. Dots represent the function $\rho\left(\epsilon_{F}\right)$ at $T=T_{\mathrm{BKT}}$. The regions of normal phase (NP) pseudogap phase (PP), and BKT phase are indicated.
below $T_{\rho}$. At higher temperatures, only these pair fluctuations exist; their influence was studied in Ref. 35.

## 4. NUMERICAL RESULTS

A numerical investigation of the systems (3.15), (3.17), (3.19), and (3.20), (3.21) yields the following results, which are displayed graphically as the phase diagram of the system.
a) For low carrier densities, the pseudogap phase area (see Fig. 1) is comparable with the BKT area. For high carrier densities $\left(\epsilon_{F} \gtrsim 10^{3}\left|\varepsilon_{b}\right|\right)$, one easily funds that the pseudogap region shrinks asymptotically as

$$
\begin{equation*}
\frac{T_{\rho}-T_{\mathrm{BKT}}}{T_{\rho}} \simeq \frac{4 T_{\rho}}{\epsilon_{F}} . \tag{4.1}
\end{equation*}
$$

This behavior qualitatively restores the BCS limit observed in overdoped samples.
b) For $\epsilon_{F} \leqslant(10-15)\left|\varepsilon_{b}\right|$, the function $T_{\mathrm{BKT}}\left(\epsilon_{F}\right)$ is linear, as also confirmed by the analytic solution of the system (3.15), (3.17), and (3.19), which yields $T_{\mathrm{BKT}}=\epsilon_{F} / 8$. Remarkably, such a behavior of $T_{c}\left(\epsilon_{F}\right)$ is observed for all families of HTSC cuprates in their underdoped region, ${ }^{3,27}$ though with a smaller coefficient of proportionality (0.01-0.1). This indicates the importance of including a contribution due to noncondensed pairs in Eq. (3.15), which defines $T_{\text {BKT }}$.

It has been shown that for an optimal doping, the dimensionless ratio $\epsilon_{F} /\left|\varepsilon_{b}\right| \sim 3 \times 10^{2}-10^{3}$. ${ }^{36}$ Thus it is quite natural to suppose that in the underdoped region one has $\epsilon_{F} /\left|\varepsilon_{b}\right| \sim 10-10^{2}$, where we find linear behavior.

We note that in this limit, the temperature $T_{c}$ of formation of a homogeneous order parameter for the quasi-2D model ${ }^{3,6}$ can easily be written in the form

$$
\begin{equation*}
T_{c} \approx \frac{4 T_{\mathrm{BKT}}}{\ln \left(\epsilon_{F}\left|\varepsilon_{b}\right| / 4 t_{\|}^{2}\right)}, \tag{4.2}
\end{equation*}
$$

where $t_{\|}$is the interplane hopping (coherent tunneling) constant. This shows that when $T_{c}<T_{\mathrm{BKT}}$, the weak threedimensionalization can preserve (in any case, at low $n_{f}$ ) the regions of the pseudogap and BKT phases, which, for example, happens in the relativistic quasi-2D model. ${ }^{34}$ At the same time, as the three-dimensionalization parameter $t_{\|}$increases, when $T_{c}>T_{\text {BKT }}$ the BKT phase can vanish, provided, however, that the anomalous phase region and both temperatures $T_{\rho}$ and $T_{c} \simeq n_{f} / m$ are preserved.


FIG. 2. $\mu(T)$ for various values of $\epsilon_{F} /\left|\varepsilon_{b}\right|: 1-0.05 ; 2-0.2 ; 3-0.45$; $4-0.6 ; 5-1 ; 6-2 ; 7-5$. (For $\mu>0$ and $\mu<0$ the chemical potential was scaled to $\epsilon_{F}$ and $\left|\varepsilon_{b}\right|$, respectively.) The thick lines delimit regions of BKT, pseudogap (PP), and normal (NP) phases.
c) Figure 2 shows the values of $n_{f}$ for which $\mu$ differs substantially from $\epsilon_{F}$, or in other words, the Landau Fermiliquid theory becomes inapplicable to metals (also called bad metals) with low or intermediate carrier density. As expected, the kink $\mu$ at $T=T_{\rho}$, which has been observed experimentally ${ }^{37}$ and interpreted for the 1-2-3 cuprates, ${ }^{38}$ becomes less and less pronounced as $\epsilon_{F}$ increases. But in the present case it is interesting that in the hydrodynamic approximation employed here, it happens at the normalpseudogap phase boundary or before superconductivity really appears. It would therefore be of great interest to perform experiments that might reveal the temperature dependence $\mu(T)$, especially for strongly anisotropic and relatively weakly doped cuprates.
d) It follows from curve 3 in Fig. 2 that the crossover (sign change in $\mu$ ) from local to Cooper pairs is possible not only as $\epsilon_{F}$ increases, which is more or less obvious, but also (for some $n_{f}$ ) as $T$ increases.
e) Finally the calculations showed (see Fig. 3) that the ratio $2 \Delta / T_{\mathrm{BKT}}$ is greater than 4.7 in the region under study. The value $2 \Delta / T_{\rho}\left(=2 \Delta / T_{c}^{M F}\right)$ is, however, somewhat lower and reaches the BCS theory limit of 3.52 only for $\epsilon_{F}$ $\gg\left|\varepsilon_{b}\right|$. It is interesting that this concentration behavior is consistent with numerous measurements of this ratio in


FIG. 3. $2 \Delta / T_{\text {BKT }}$ and $2 \Delta / T_{\rho}$ versus the non-interacting fermion density.

HTSC. ${ }^{39,40}$ Note that the divergence of $2 \Delta / T_{\text {BKT }}$ and $2 \Delta / T_{\rho}$ at $\epsilon_{F} \rightarrow 0$ is directly related to the definition of $\Delta$ at $\mu<0$.

## 5. PAIRING TEMPERATURE $T_{\rho}$ VERSUS CARRIER DENSITY

There is no disagreement concerning the asymptotic behavior of $T_{\mathrm{BKT}}$ (or $T_{c}$ ) $\sim \epsilon_{F}$ in the region of low carrier densities. In contrast, the behavior of the temperature $T_{\rho}$, below which pairs are formed, cannot be considered to be generally accepted. For example, in Refs. 3 and, 27 based on qualitative arguments, this temperature is taken to be the temperature $T_{p}$ of local uncorrelated pairing, which in contrast to $T_{\rho}$ increases with decreasing $n_{f} .{ }^{6}$ Randeria (see Ref. 4 and references therein), to define the pairing temperature $T_{p}$, uses the system of equations for the mean-field transition temperature and the corresponding chemical potential, which is essentially identical to the system (3.20), (3.21). Thus his $T_{p} \rightarrow 0$ as $n_{f} \rightarrow 0$.

It is also well known ${ }^{4,5,9}$ that in the low-density limit, it is vital to include quantum fluctuations, at least in the number equation, ${ }^{12}$ in the calculation of the critical temperature at which a long-range order forms in 3D. In 2D these fluctuations in fact reduce the critical temperature to zero. ${ }^{11}$ Certainly quantum fluctuations are also important in the calculation of $T_{\rho}$ in the limit $n_{f} \rightarrow 0$ and, in particular, in the number equation. However, as already stressed in Sec. 3, these corrections are quite different from what we obtain using the variables $\Phi, \Phi^{*}$, since perturbation theory in the variables $\rho$ and $\theta$ does not contain any infrared singularities, ${ }^{22,34}$ and the fluctuations do not yield $T_{\rho} \equiv 0$. In fact, even including quantum fluctuations, $T_{\rho}$ must exceed $T_{\mathrm{BKT}}\left(\rho\left(T_{\mathrm{BKT}}\right) \neq 0\right)$, so that the pseudogap phase is always present.

In our opinion, the temperature $T_{\rho}$ has its own physical interpretation: this is the temperature of a smooth transition to the state in which the neutral order parameter $\rho \neq 0$, and below which one can observe pseudogap manifestations. There is also a very interesting and important question about the character of the transition. Certainly in the simplest Landau theory one appears to have a second-order phase transition, since $\rho$ takes a nonzero value only below $T_{\rho} .{ }^{14}$ However this kind of transition is only possible for neutral fermions. Fluctuations of the $\theta$-phase will transform the pole in the Green function of the neutral fermions into a branch cut in the Green function for charged particles in the BKT phase. Indeed, the CMWH theorem concerning the absence of spontaneous breaking of a continuous symmetry means that symmetry-violating Green functions must vanish. However, it says nothing about the gap in the spectrum of excitations, as is sometimes incorrectly stated.

The correct explanation is that if the symmetry is unbroken, and the fermion excitation appears as a pole in the $\psi$ two-point function, then the fermion must be gapless. If the fermion does not have the same quantum numbers as $\psi$ (like our fermion $\chi$ ) and so does not appear in the $\psi$ two-point function as a one-particle state, then the symmetry does not tell whether the fermion $(\chi)$ will be gapless or not.

This very general argument ${ }^{22}$ suggests the following plausible scenario. At low temperatures $\left(T<T_{\mathrm{BKT}}\right), \chi, \rho$, and
$\theta$ should be treated as physical quasiparticles $(\chi, \rho$ having a gap and $\theta$ being a gapless excitation), while a straightforward computation of the $\psi$ two-point function ${ }^{22}$ reveals its branch-cut structure.

On the other hand, at temperatures above $T_{\mathrm{BKT}}$, we should consider $\psi$ and $\Phi$ true quasiparticles, since $T_{\mathrm{BKT}}$ is a phase transition point and the spectrum of physical excitations changes precisely at this point. The $\psi$ two-point function at $T>T_{\mathrm{BKT}}$ should be studied separately due to the presense of vortices which change the form of the correlator $\langle\exp [i \theta(x)] \exp [i \theta(0)]\rangle$ above $T_{\mathrm{BKT}}$. In this temperature region the $\psi$ two-point function loses its branch-cut structure; instead, it acquires the form suggested in Refs. 30 and 31 with a pseudogap originating from the superconducting gap below $T_{\mathrm{BKT}}$, which preserves "BCS-like" structure as well as the diagonal component of the single-particle Green function. In this picture the Fermi-liquid description breaks down, evidently below $T_{\rho}$, due to the formation of nonzero $\rho$.

We note, however, that the decisive confirmation of this picture demands further detailed study probably based on a different approach, for example the self-consistent $T$-matrix (see Ref. 30 and references therein), which enables one to directly obtain the full fermion Green function.

To define the temperature $T_{p}$ properly, one should study the spectrum of bound states either by solving the BetheSalpeter equation ${ }^{7}$ or by analyzing the corresponding Green functions as we do here. It turns out that there is no difference between $T_{p}$ and $T_{\rho}$ in the Cooper pair regime ( $\mu>0$ ), while in the local pair region $(\mu<0)$ these temperatures exhibit different behavior.

Indeed, let us study the spectrum of bound states in both the normal $(\rho=0)$ and pseudogap ( $\rho \neq 0$ ) phases. We are especially interested in determining the conditions under which real bound states (with zero total momentum $\mathbf{K}=0$ ) become unstable. For this purpose one can look at the propagator of the $\rho$-particle in the pseudogap phase:

$$
\begin{equation*}
\Gamma^{-1}(\tau, \mathbf{r})=\left.\frac{1}{2} \frac{\beta \delta^{2} \Omega(v, \mu, T, \rho(\tau, \mathbf{r}), \partial \theta(\tau, \mathbf{r}))}{\delta \rho(\tau, \mathbf{r}) \delta \rho(0,0)}\right|_{\rho=\rho_{\min }=\mathrm{const}} \tag{5.1}
\end{equation*}
$$

where $\rho_{\text {min }}$ is defined by the minimum condition (3.16) [or (3.19)] of the potential part (A10) of the effective action (2.3). In the momentum representation, the spectrum of bound states is usually determined by the condition

$$
\begin{equation*}
\Gamma_{R}^{-1}(\omega, \mathbf{K})=0, \tag{5.2}
\end{equation*}
$$

where $\Gamma_{R}(\omega, \mathbf{K})$ is the retarded Green function obtained directly from the temperature Green function $\Gamma\left(i \Omega_{n}, \mathbf{K}\right)$ using the analytic continuation $i \Omega_{n} \rightarrow \omega+i 0$. Recall that such an analytic continuation must be performed after evaluating the sum over the Matsubara frequencies. In case of vanishing total momentum $\mathbf{K}=0$, one arrives at the energy spectrum equation


FIG. 4. Phase diagram of the 2D-metal at low concentrations. The dotted line corresponds to $\mu=0$, and the temperature $T_{p}$ separates abnormal normal phase ANP from normal phase. The critical temperature $T_{\mathrm{BKT}}$ is not shown.

$$
\begin{align*}
\Gamma_{R}^{-1}(\omega, 0)= & \frac{1}{V}+2 \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \frac{\xi^{2}(\mathbf{k})}{\sqrt{\xi^{2}(\mathbf{k})+\rho^{2}}} \\
& \times \frac{\tanh \sqrt{\xi^{2}(\mathbf{k})+\rho^{2}} / 2 T}{\omega^{2}-4\left[\xi^{2}(\mathbf{k})+\rho^{2}\right]}=0 . \tag{5.3}
\end{align*}
$$

From the explicit expression (5.3) for $\Gamma_{R}(\omega, 0)$, this function obviously has a branch cut at frequencies

$$
|\omega| \geqslant 2 \min \sqrt{\xi^{2}(\mathbf{k})+\rho^{2}}=\left\{\begin{array}{cc}
2 \rho, & \mu \geqslant 0  \tag{5.4}\\
2 \sqrt{\mu^{2}+\rho^{2}}, & \mu<0
\end{array}\right.
$$

Thus, bound states can exist below this cut.
Real bound states decay into two-fermion states when the energy of the former reaches the branch point $2 \min \sqrt{\xi^{2}(\mathbf{k})+\rho^{2}}$. Since $\Gamma_{R}^{-1}$ is a monotonously decreasing function of $\omega^{2}$, it has the unique solution $\left|\varepsilon_{b}(T)\right|=2 \rho(T)$, at which Eq. (5.3) coincides exactly with the mean-field equation (3.16) for $\rho(T)$. It also becomes clear that for $\mu<0$ we have real bound states with energy $\varepsilon_{b}(T)$ below the twoparticle scattering continuum at $\omega=2 \sqrt{\mu^{2}+\rho^{2}}$, while at $\mu \geqslant 0$ there are no stable bound states. The line $\mu\left(T, \epsilon_{F}\right)$ $=0$ in the $T-\epsilon_{F}$ plane at $\rho \neq 0$ separates the negative $\mu$ region where local pairs exist from that in which only Cooper pairs exist (positive $\mu$ ). This line (see Fig. 4) begins at the point $T=\left(e^{\gamma} / \pi\right)\left|\varepsilon_{b}\right| \approx 0.6\left|\varepsilon_{b}\right|, \epsilon_{F} \approx 0.39\left|\varepsilon_{b}\right|$ and ends at $T=0, \epsilon_{F}=\left|\varepsilon_{b}\right| / 2$. (The latter follows directly from the solution at $T=0, \mu=-\left|\varepsilon_{b}\right| / 2+\epsilon_{F}{ }^{4,7}$.)

To find a similar line in the normal phase with $\rho=0$, we consider the corresponding equation for the bound states. The propagator of these states (in imaginary time formalism) is defined to be

$$
\begin{equation*}
\Gamma^{-1}(\tau, \mathbf{r})=\left.\frac{\beta \delta^{2} \Omega\left(v, \mu, T, \Phi(\tau, \mathbf{r}), \Phi^{*}(\tau, \mathbf{r})\right)}{\delta \Phi^{*}(\tau, \mathbf{r}) \delta \Phi(0,0)}\right|_{\Phi=\Phi^{*}=0} \tag{5.5}
\end{equation*}
$$

[In the normal phase, where $\rho=0$, we must again use the initial auxiliary fields $\Phi$ and $\Phi^{*}$ (see Secs. 2 and 3)]. Then in the momentum representation (after summing over the Matsubara frequencies) we have

$$
\begin{align*}
\Gamma^{-1}\left(i \Omega_{n}, \mathbf{K}\right)= & \frac{1}{V}-\frac{1}{2} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \\
& \times \frac{\tanh \xi_{+}(\mathbf{k}, \mathbf{K}) / 2 T+\tanh \xi_{-}(\mathbf{k}, \mathbf{K}) / 2 T}{\xi_{+}(\mathbf{k}, \mathbf{K})+\xi_{-}(\mathbf{k}, \mathbf{K})-i \Omega_{n}} \\
& \times \xi_{ \pm}(\mathbf{k}, \mathbf{K}) \equiv \frac{1}{2 m}\left(\mathbf{k} \pm \frac{\mathbf{K}}{2}\right)^{2}-\mu \tag{5.6}
\end{align*}
$$

where $\mathbf{k}$ is the relative momentum of the pair. The spectrum of bound states is given again by Eq. (5.2). Using the energy $\varepsilon_{b}$ [see Eq. (3.18)] of the bound state at $T=0$, for $\mathbf{K}=0$ we obtain the following equation for the energies of these states in the normal phase:

$$
\begin{equation*}
\int_{0}^{\infty} d x\left[\frac{1}{x^{+}\left|\varepsilon_{b}\right| / 2}-\frac{\tanh (x-\mu) / 2 T}{x-\mu-\omega / 2}\right]=0 \tag{5.7}
\end{equation*}
$$

Such states can exist provided $-2 \mu-\left|\varepsilon_{b}\right|<\omega<-2 \mu$. The left-hand side of Eq. (5.7) is positive at $\omega=-2 \mu-\left|\varepsilon_{b}\right|$ and tends to $+\infty(\mu>0)$ or $-\infty(\mu<0)$ when $\omega \rightarrow-2 \mu$. This equation always has a solution at $\mu<0$, so bound states with zero total momentum exist for negative $\mu$.

For $\mu>0$, analytic analysis becomes more complicated, and requires numerical study. One can easily find from (5.7) that at $T=0$, stable bound states exist up to $\mu<\left|\varepsilon_{b}\right| / 8$. In fact, numerical study for $T \geqslant T_{\rho}$ shows that the trajectory $\mu\left(T, \epsilon_{F}\right)=0$ [or $T=\epsilon_{F} / \ln 2$, see (3.21)] approximately divides the normal phase into two qualitatively different regions: with $(\mu<0)$ and without $(\mu>0)$ stable (long-lived) pairs. This also holds for other phases, which enables one to draw the whole line $\mu\left(T, \epsilon_{F}\right)=0$ (Fig. 4).

Knowing the two-particle binding energy, it is natural to define pairing temperature $T_{p}$ as $T_{p} \approx \mid \varepsilon_{b}\left[T_{p}, \mu\left(T_{p}, \epsilon_{F}\right)\right]$. This equation can be easily analyzed in the region $\epsilon_{F}$ $\ll\left|\varepsilon_{b}\right|$, for which we directly obtain $T_{p} \approx\left|\varepsilon_{b}\right|$, which clearly coincides with the standard estimate. ${ }^{3,41}$ This means in turn that the curve $T_{p}\left(\epsilon_{F}\right)$ starting at $T_{p}(0) \approx\left|\varepsilon_{b}\right|$ will be reduced, up to the point $T_{p}\left(0.39 \epsilon_{F}\right) \approx 0.6\left|\varepsilon_{b}\right|$, which lies on the line $T_{\rho}\left(\epsilon_{F}\right)$ (see Fig. 4). It is important that this line is not the phase transition curve; it merely divides the fermion system diagram into temperature regions with a prevailing mean number of local pairs ( $T \leq T_{p}$ ) or unbound carriers $\left(T \gtrsim T_{p}\right)$. This is the region of the abnormal normal phase where one has preformed boson pairs. It is widely accepted, however, that this case is only of theoretical interest, since there is no Fermi surface $(\mu<0)$ in the phase. The phase area or the difference $T_{p}\left(\epsilon_{F}\right)-T_{\rho}\left(\epsilon_{F}\right)$ is an increasing function as $\epsilon_{F} \rightarrow 0$, which corresponds to the behavior usually assumed. ${ }^{3,27}$

When $\mu>0$ there are no stable bound states $\left(\varepsilon_{b}(T)\right.$ $=2 \rho(T)=0$ ) for the normal phase, where they are shortlived. Formally, using $\rho(T)=0$ in Eq. (5.3), we immediately obtain (3.20) or, in other words, here $T_{p}=T_{\rho}$. Such a conclusion is in accordance with the generally accepted definition of $T_{p}$ in the BCS case. ${ }^{41}$

Thus the phase diagram of a 2D metal above $T_{c}$ acquires the form shown in Fig. 4. It is interesting that if the line $T_{p}\left(\epsilon_{F}\right)$ cannot be defined exactly, the temperature $T_{\rho}\left(\epsilon_{F}\right)$ is the line below which pairs reveal some signs of collective
behavior. Moreover, at $T<T_{\rho}$ one can speak of a real pseudogap in the one-particle spectrum, while in the region $T_{\rho}<T<T_{p}$ only strongly developed pair fluctuations (some number of pairs) exist, though they probably suffice to reduce the spectral quasi-particle weight, and to produce other observed manifestations that mask pseudogap (spin gap; see Ref. 35) formation.

## 6. PARAMAGNETIC SUSCEPTIBILITY OF THE SYSTEM

It would be very interesting to study how a nonzero value of the neutral order parameter affects the observable properties of the 2 D system. Does this really resemble the gap opening in the traditional superconductors, except that it happens in the normal phase? Or, in other words, does the pseudogap open?

We shall demonstrate this phenomenon, taking the paramagnetic susceptibility of the system as the simplest case in point. To study the system in the magnetic field $\mathbf{H}$ one must add the paramagnetic term

$$
\begin{equation*}
\mathscr{H}_{P M}=-\mu_{B} H\left[\psi_{\uparrow}^{\dagger}(\mathbf{r}) \psi_{\uparrow}(\mathbf{r})-\psi_{\downarrow}^{\dagger}(\mathbf{r}) \psi_{\downarrow}(\mathbf{r})\right] \tag{6.1}
\end{equation*}
$$

to the Hamiltonian (2.1) where $\mu_{B}=e \hbar / 2 m c$ is the Bohr magneton. Note that, using the isotropy in the problem, we chose the direction of field $\mathbf{H}$ to be perpendicular to the plane containing the vectors $\mathbf{r}$.

Adding the corresponding term to Eq. (2.8) for the neutral fermion Green function, it is easy to show that in the momentum representation [compare with (3.4)]

$$
\begin{equation*}
\mathscr{G}\left(i \omega_{n}, \mathbf{k}, H\right)=\frac{\left(i \omega_{n}+\mu_{B} H\right) \hat{I}+\tau_{3} \xi(\mathbf{k})-\tau_{1} \rho}{\left(i \omega_{n}+\mu_{B} H\right)^{2}-\xi^{2}(\mathbf{k})-\rho^{2}} . \tag{6.2}
\end{equation*}
$$

The static paramagnetic susceptibility can be expressed in terms of the magnetization,

$$
\begin{equation*}
\chi(\mu, T, \rho)=\left.\frac{\partial M(\mu, T, \rho, H)}{\partial H}\right|_{H=0} \tag{6.3}
\end{equation*}
$$

which in the mean-field approximation can be derived from the effective potential:

$$
\begin{equation*}
M(\mu, T, \rho, H)=-\frac{1}{v} \frac{\partial \Omega_{\mathrm{pot}}(v, \mu, T, \rho, H)}{\partial H} . \tag{6.4}
\end{equation*}
$$

Thus from (6.4) one obtains

$$
\begin{equation*}
M(\mu, T, \rho, H)=\mu_{B} T \sum_{n=-\infty}^{\infty} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \operatorname{Tr}\left[\mathscr{G}\left(i \omega_{n}, \mathbf{k}, H\right) \hat{I}\right] \tag{6.5}
\end{equation*}
$$

Then using the definition (6.3) one arrives at

$$
\begin{equation*}
\chi(\mu, T, \rho)=\mu_{B}^{2} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} 2 T \sum_{n=-\infty}^{\infty} \frac{\xi^{2}(\mathbf{k})+\rho^{2}-\omega_{n}^{2}}{\left[\omega_{n}^{2}+\xi^{2}(\mathbf{k})+\rho^{2}\right]^{2}} . \tag{6.6}
\end{equation*}
$$

The sum in (6.6) can easily be calculated with the help of Eq. (A11); thus, we obtain the final result


FIG. 5. $\chi(T)$ for various values of $\epsilon_{F} /\left|\varepsilon_{b}\right|: 1-0.6 ; 2-1 ; 3-5 ; 4-10$; 5-30.

$$
\begin{equation*}
\chi(\mu, T, \rho)=\chi_{\text {Pauli }} \frac{1}{2} \int_{-\mu / 2 T}^{\infty} \frac{d x}{\cosh ^{2} \sqrt{x^{2}+\frac{\rho^{2}}{4 T^{2}}}} \tag{6.7}
\end{equation*}
$$

where $\chi_{\text {Pauli }} \equiv \mu_{B}^{2} m / \pi$ is the Pauli paramagnetic susceptibility for the 2D system.

To study $\chi$ as a function of $T$ and $n_{f}$ (or $\epsilon_{F}$ ), Eq. (6.7) should be used together with Eqs. (3.17) and (3.19).

For the case of the normal phase $(\rho=0)$ one can investigate the system analytically. Thus (6.7) takes the form

$$
\begin{equation*}
\chi(\mu, T, \rho=0)=\chi_{\text {Pauli }} \frac{1}{1+\exp (-\mu / T)}, \tag{6.8}
\end{equation*}
$$

where $\mu$ is determined by (3.21). This system has the solution

$$
\begin{equation*}
\chi\left(\epsilon_{F}, T, \rho=0\right)=\chi_{\text {Pauli }}\left[1-\exp \left(-\epsilon_{F} / T\right)\right], \tag{6.9}
\end{equation*}
$$

which is identical to a solution known from the literature. ${ }^{42}$
The results of a numerical study of the system (6.7), (3.19), and (3.17) are presented in Fig. 5. One can see that the kink in $\chi$ occurs at $T=T_{\rho}$ as in the dependence of $\mu$ on $T$. Below $T_{\rho}$ the value of $\chi(T)$ decreases, although the system is still normal. This can be interpreted as a spin-gap (or pseudogap) opening. The size of the pseudogap region depends strongly on the doping $\left(\epsilon_{F} /\left|\varepsilon_{b}\right|\right)$, as observed for real HTSC. ${ }^{2,18,19}$ For small values of $\epsilon_{F} /\left|\varepsilon_{b}\right|$ this region is very large ( $T_{\rho}>6 T_{\mathrm{BKT}}$ ), while for large $\epsilon_{F} /\left|\varepsilon_{b}\right| \sim 5-30$ it is slightly larger than the region corresponding to the BKT phase.

## 7. CONCLUSION

To summarize, we have discussed the crossover in the superconducting transition between BCS- and Bose-like behavior for the simplest 2 D model, with $s$-wave nonretarded attractive interaction.

While there is still no generally accepted microscopic theory of HTSC compounds and their basic features (including the pairing mechanism), it seems that this approach, although in a sense phenomenological, is of great interest since it is able to cover the whole range of carrier concentrations (and thus the whole range of coupling constants) and temperatures. As we tried to demonstrate, it enables one to propose both a reasonable interpretation for the observed phe-
nomena caused by doping and to describe new phenomena; for example, pseudogap phase formation as a new thermodynamically equilibrium normal state of low-dimensional conducting electronic systems.

Evidently there are a number of important open questions. They may be divided into two classes: the first concerns the problem of a better and more complete treatment of the models themselves. The second class relates to the extent to which this model is applicable to HTSC compounds, and what the necessary ingredients are for a more realistic description.

Regarding the microscopic Hamiltonian as a given model, our treatment is obviously still incomplete. In particular, there exists an unconfirmed numerical result ${ }^{43}$ based on a fully self-consistent determination of a phase transition to a superconducting state in a conserving approximation, which states that the superconducting transition is neither the simple mean-field transition nor the BKT transition. [See, however, the discussion preceding Eq. (3.18)] Besides, it would be very interesting to obtain the spectrum of both the anomalous normal and pseudogap phases. It is important also to take into consideration the effects of noncondensed bosons, which might help to obtain a smaller slope in the dependence of $T_{\mathrm{BKT}}$ on $\epsilon_{F}$.

As for the extent to which the models considered are really applicable to HTSC, most of the complexity of these systems is obviously neglected here. For example, we did not take into account the indirect nature of attraction between the fermions, $d$-wave pairing, inter-layer tunneling, etc. Nevertheless, one may hope that the present simple model can explain the essential features of pseudogap formation.
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## APPENDIX A

## Calculation of the effective potential

Here we sketch the derivation of the effective potential. To obtain it one must write Eq. (2.7) in the momentum representation:

$$
\begin{align*}
& \Omega_{\mathrm{pot}}(v, \mu, T, \rho) \\
& \quad=v\left\{\frac{\rho^{2}}{V}-T \sum_{n=-\infty}^{+\infty} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \operatorname{Tr}\left[\ln \mathscr{S}^{-1}\left(i \omega_{n}, \mathbf{k}\right) e^{i \delta \omega_{n} \tau_{3}}\right]\right. \\
& \left.\quad+T \sum_{n=-\infty}^{+\infty} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \operatorname{Tr}\left[\ln G_{0}^{-1}\left(i \omega_{n}, \mathbf{k}\right) e^{i \delta \omega_{n} \tau_{3}}\right]\right\}, \\
& \delta \rightarrow+0, \tag{A1}
\end{align*}
$$

where

$$
\begin{align*}
& \mathscr{G}^{-1}\left(i \omega_{n}, \mathbf{k}\right)=i \omega_{n} \hat{I}-\tau_{3} \xi(\mathbf{k})+\tau_{1} \rho, \\
& G_{0}^{-1}\left(i \omega_{n}, \mathbf{k}\right)=\left.\mathscr{G}^{-1}\left(i \omega_{n}, \mathbf{k}\right)\right|_{\rho=\mu=0} \tag{A2}
\end{align*}
$$

are the inverse Green functions. The exponential factor $e^{i \delta \omega_{n} \tau_{3}}$ is added to (A1) to provide the correct regularization which is necessary to perform the calculation with the Green functions. ${ }^{44}$ For instance, one obtains

$$
\begin{align*}
& \lim _{\delta \rightarrow+0} \sum_{n=-\infty}^{+\infty} \operatorname{Tr}\left[\ln \mathscr{S}^{-1}\left(i \omega_{n}, \mathbf{k}\right) e^{i \delta \omega_{n} \tau_{3}}\right] \\
& =\lim _{\delta \rightarrow+0}\left\{\sum_{n=-\infty}^{+\infty} \operatorname{Tr}\left[\ln \mathscr{S}^{-1}\left(i \omega_{n}, \mathbf{k}\right)\right] \cos \delta \omega_{n}\right. \\
& \quad+i \sum_{\omega_{n}>0} \sin \delta \omega_{n} \operatorname{Tr}\left[\left(\ln \mathscr{G}^{-1}\left(i \omega_{n}, \mathbf{k}\right)\right.\right. \\
& \left.\left.\left.\quad-\ln \mathscr{G}^{-1}\left(-i \omega_{n}, \mathbf{k}\right)\right) \tau_{3}\right]\right\} \\
& =\sum_{n=-\infty}^{+\infty} \operatorname{Tr}\left[\ln \mathscr{G}^{-1}\left(i \omega_{n}, \mathbf{k}\right)\right]-\frac{\xi(\mathbf{k})}{T} \tag{A3}
\end{align*}
$$

where

$$
\ln \frac{\mathscr{G}^{-1}\left(i \omega_{n}, \mathbf{k}\right)}{i \omega_{n}} \simeq \frac{-\tau_{3} \xi(\mathbf{k})+\tau_{1} \rho}{i \omega_{n}}, \quad \omega_{n} \rightarrow \infty
$$

and

$$
\sum_{\omega_{n}>0} \frac{\sin \delta \omega_{n}}{\omega_{n}} \simeq \frac{1}{2 \pi T} \int_{0}^{\infty} d x \frac{\sin \delta x}{x}=\frac{1}{4 T} \operatorname{sign} \delta .
$$

To calculate the sum in (A3), one must first use the identity $\operatorname{Tr} \ln \hat{A}=\ln \operatorname{det} \hat{A}$, so that (A1) takes the form

$$
\begin{align*}
\Omega_{\mathrm{pot}}(v, \mu, T, \rho)= & v\left\{\frac{\rho^{2}}{V}-T \sum_{n=-\infty}^{+\infty}\right. \\
& \times \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \ln \frac{\operatorname{det} \mathscr{G}^{-1}\left(i \omega_{n}, \mathbf{k}\right)}{\operatorname{det} G_{0}^{-1}\left(i \omega_{n}, \mathbf{k}\right)} \\
& \left.-\int \frac{d \mathbf{k}}{(2 \pi)^{2}}[-\xi(\mathbf{k})+\varepsilon(\mathbf{k})]\right\} \tag{A4}
\end{align*}
$$

Calculating the determinants of the Green functions (A2), one obtains

$$
\begin{align*}
\Omega_{\mathrm{pot}}(v, \mu, T, \rho)= & v\left\{\frac{\rho^{2}}{V}-T\right. \\
& \times \sum_{n=-\infty}^{+\infty} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \ln \frac{\omega_{n}^{2}+\xi^{2}(\mathbf{k})+\rho^{2}}{\omega_{n}^{2}+\varepsilon^{2}(\mathbf{k})} \\
& \left.-\int \frac{d \mathbf{k}}{(2 \pi)^{2}}[-\xi(\mathbf{k})+\varepsilon(\mathbf{k})]\right\}, \tag{A5}
\end{align*}
$$

where the role of $G_{0}\left(i \omega_{n}, \mathbf{k}\right)$ in the regularization of $\Omega_{\text {pot }}$ is now evident. The summation in (A5) can be done if one uses the representation

$$
\begin{equation*}
\ln \frac{\omega_{n}^{2}+a^{2}}{\omega_{n}^{2}+b^{2}}=\int_{0}^{\infty} d x\left(\frac{1}{\omega_{n}^{2}+a^{2}+x}-\frac{1}{\omega_{n}^{2}+b^{2}+x}\right) \tag{A6}
\end{equation*}
$$

and then

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{1}{(2 k+1)^{2}+c^{2}}=\frac{\pi}{4 c} \tanh \frac{\pi c}{2} \tag{A7}
\end{equation*}
$$

We find

$$
\begin{align*}
\ln \frac{\omega_{n}^{2}+a^{2}}{\omega_{n}^{2}+b^{2}}= & \int_{0}^{\infty} d x\left(\frac{1}{2 \sqrt{b^{2}+x}} \tanh \frac{\sqrt{b^{2}+x}}{2 T}\right. \\
& \left.-\frac{1}{2 \sqrt{a^{2}+x}} \tanh \frac{\sqrt{a^{2}+x}}{2 T}\right) \tag{A8}
\end{align*}
$$

Integrating (A8) over $x$, one thus obtains

$$
\begin{align*}
& T \sum_{n=-\infty}^{+\infty} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \ln \frac{\omega_{n}^{2}+\xi^{2}(\mathbf{k})+\rho^{2}}{\omega_{n}^{2}+\varepsilon^{2}(\mathbf{k})} \\
& \quad=2 T \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \ln \frac{\cosh \left[\sqrt{\xi^{2}(\mathbf{k})+\rho^{2}} / 2 T\right]}{\cosh [\varepsilon(\mathbf{k}) / 2 T]} \tag{A9}
\end{align*}
$$

Finally, substituting (A9) into (A5),

$$
\begin{align*}
\Omega_{\mathrm{pot}}(v, \mu, T, \rho)= & v\left\{\frac{\rho^{2}}{V}-\int \frac{d \mathbf{k}}{(2 \pi)^{2}}[2 T \ln \right. \\
& \times \frac{\cosh \left[\sqrt{\xi^{2}(\mathbf{k})+\rho^{2}} / 2 T\right]}{\cosh [\varepsilon(\mathbf{k}) / 2 T]} \\
& -[\xi(\mathbf{k})-\varepsilon(\mathbf{k})]]\} \tag{A10}
\end{align*}
$$

It is easy to show that at $T=0$, the expression (A10) reduces to that obtained in Ref. 7.

Finally, we give formulas for the summation over the Matsubara frequencies used in Secs. 3 and 6:

$$
\begin{align*}
& T \sum_{n=-\infty}^{\infty} \operatorname{Tr}\left[\mathscr{G}\left(i \omega_{n}, \mathbf{k}\right) \tau_{3} \mathscr{G}\left(i \omega_{n}, \mathbf{k}\right) \tau_{3}\right] \\
& \quad=2 T \sum_{n=-\infty}^{\infty} \frac{\xi^{2}(\mathbf{k})-\rho^{2}-\omega_{n}^{2}}{\left[\omega_{n}^{2}+\xi^{2}(\mathbf{k})+\rho^{2}\right]^{2}} \\
& =-\frac{\rho^{2}}{\left[\xi^{2}(\mathbf{k})+\rho^{2}\right]^{3 / 2}} \tanh \frac{\sqrt{\xi^{2}(\mathbf{k})+\rho^{2}}}{2 T} \\
& \quad-\frac{\xi^{2}(\mathbf{k})}{2 T\left[\xi^{2}(\mathbf{k})+\rho^{2}\right]} \frac{1}{\cosh ^{2} \frac{\sqrt{\xi^{2}(\mathbf{k})+\rho^{2}}}{2 T}} \tag{A11}
\end{align*}
$$

$$
\begin{align*}
T & \sum_{n=-\infty}^{\infty} \operatorname{Tr}\left[\mathscr{G}\left(i \omega_{n}, \mathbf{k}\right) \hat{I} \mathscr{G}\left(i \omega_{n}, \mathbf{k}\right) \hat{I}\right] \\
& =2 T \sum_{n=-\infty}^{\infty} \frac{\xi^{2}(\mathbf{k})+\rho^{2}-\omega_{n}^{2}}{\left[\omega_{n}^{2}+\xi^{2}(\mathbf{k})+\rho^{2}\right]^{2}} \\
& =-\frac{1}{2 T}\left(\cosh ^{2} \frac{\sqrt{\xi^{2}(\mathbf{k})+\rho^{2}}}{2 T}\right)^{-1}, \tag{A12}
\end{align*}
$$

where the Green function $\mathscr{G}\left(i \omega_{n}, \mathbf{k}\right)$ is given by (3.4). Both formulas can easily be calculated using Eq. (A7) and its derivative with respect to $c$.
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The magnetic field dependence of the average spin of a localized electron coupled to conduction electrons with an antiferromangetic exchange interaction is found for the ground state. In the magnetic field range $\mu H \sim 0.5 T_{c}$ ( $T_{c}$ is the Kondo temperature) there is an inflection point, and in the strong magnetic field range $\mu H \geqslant T_{c}$, the correction to the average spin is proportional to $\left(T_{c} / \mu H\right)^{2}$. In zero magnetic field, the interaction with conduction electrons also leads to the splitting of doubly degenerate spin impurity states. © 1999 American Institute of Physics. [S1063-7761(99)00804-5]

## 1. INTRODUCTION

In the low-temperature and weak magnetic field region, even a weak interaction of magnetic impurities with a degenerate electron gas becomes strong. ${ }^{1-3}$ In this region, perturbation theory is violated. Two scenarios are possible in such a situation. First, an assumption can be made that in the low-temperature region, an increase in the magnetic field takes the system out of a strongly coupled state and into the region of applicability of perturbation theory. This nonobvious conjecture was used in Bethe's ansatz method in the problem under consideration. As the result, in a strong magnetic field $\mu H \geqslant T_{c}$ ( $T_{c}$ is the Kondo temperature), the correction to the mean spin impurity value has logarithmic behavior, ${ }^{3}$

$$
\left\langle S_{z}\right\rangle=\frac{1}{2}\left(1-\frac{1}{2 \ln \left(\mu H / T_{c}\right)}\right)
$$

Such spin dependence of the magnetic field value is too slow, and is inconsistent with the experimental data, ${ }^{4}$ which yields power-like behavior. The level of spin saturation in the magnetic field in Ref. 4 (Fig. 8) can be reached according to the expression given above only at the magnetic field value $H \approx 50 \mathrm{~T}$ instead of the experimental value of 6 T .

The second scenario is connected with the assumption that an increase only in the magnetic field value does not move the system from a strongly coupled state to a weakly perturbed state. The second conjecture is supported by the fact that the correction to the wave function of a system consisting of magnetic impurity plus degenerate Fermi gas, in some state with low energy, contains corrections of two types obtained with the help of perturbation theory. The norm of one of them decreases in an increasing magnetic field, whereas the norm of the other is divergent in the limit $T \rightarrow 0$ for a finite magnetic field. Consideration of the norm of states in the problem involved is very useful, because it contains direct information about the average value of magnetic spin.

Below we consider in detail the second conjecture and confirm it. In the low-temperature region $\left(T \ll T_{c}\right)$, the average spin of magnetic impurities is found for an arbitrary value of the external magnetic field. States for both signs of interaction constant are investigated. The strong coupled state arises in both cases, but the magnetic field dependence of the average value of spin is substantially different. The definition of Kondo temperature $T_{c}$ is also slightly different for different signs of the interaction constant.

## 2. THE MODEL

We will suppose that the interaction of magnetic impurity with the Fermi sea of electrons has an exchange nature. Then the Hamiltonian $\hat{H}$ of the system under consideration can be taken in the form

$$
\begin{align*}
\hat{H}= & \hat{H}_{0}+\int d^{3} r_{1} d^{3} r_{2} V\left(r_{1}-r_{2}\right) \\
& \times \chi_{\alpha}^{+}\left(r_{1}\right) \varphi_{\beta}^{+}\left(r_{2}\right) \chi_{\beta}\left(r_{2}\right) \varphi_{\alpha}\left(r_{1}\right)-\frac{\mu H}{2} \\
& \times \int\left(\varphi_{\uparrow}^{+}\left(r_{1}\right) \varphi_{\uparrow}\left(r_{1}\right)-\varphi_{\downarrow}^{+}\left(r_{1}\right) \varphi_{\downarrow}\left(r_{1}\right)\right) d^{3} r_{1} \tag{1}
\end{align*}
$$

In Eq. (1), operators $\varphi_{\beta}^{+}, \chi_{\alpha}^{+}$are creation operators of an electron in a localized state on a magnetic impurity and in the continuum spectrum respectively. For simplicity, we consider the case with one unpaired electron in the localized state (spin 1/2). The first term in Eq. (1) describes the degenerate electron gas in some external field that leads to creation of one localized state. The spin interaction of electrons in the continuum spectrum with magnetic field leads only to small renormalization of the magnetic moment of a localized electron, and a small shift in the kinetic energy of electrons with spin up and down in such a way that they have the same value of chemical potential (no gap for transfer of electron
with spin flip over the Fermi level). For this reason we omit this term in Hamiltonian (1). The last term gives the interaction energy of a localized electron with the magnetic field.

Consider now the limiting case as $T \rightarrow 0$ and $H$ finite. We search for the lowest-energy eigenfunction $|\psi\rangle$ of Hamiltonian (1) in Fock space in the form

$$
\begin{align*}
& |\psi\rangle=|10 ; 11 ; 11 ; \ldots\rangle+\sum C_{2 K}^{2 L-1}|01 ; 10 ; 10\rangle \\
& +\sum C_{2 K-1}^{2 L-1}\left|10 ; \begin{array}{c}
2 K-1 \\
01
\end{array} \quad 2 L-10\right\rangle+\sum C_{2 K}^{2 L}|10 ; 10 ; 01\rangle \\
& +\sum_{K_{1}<K} C_{2 K_{1}}^{2 L_{1}}{ }_{2 K}^{2 L-1} \hat{N}|01 ; 10 ; 10 ; 01 ; 10\rangle \\
& 2 K_{1}-1 \quad 2 K 2 L_{1} 2 L-1 \\
& +\sum C_{2 K_{1}-1 ; 2 K}^{2 L_{1} ; 2 L-1} \hat{N}|10 ; 01 ; 10 ; 01 ; 10\rangle \\
& +\sum_{L_{1}<L} C_{2 K_{1} ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} \hat{N}\left|\begin{array}{ccc}
2 K_{1} & 2 K-1 & 2 L_{1}-1 \\
010 ; & 2 L-1
\end{array} \quad 10 ; 10\right\rangle \\
& +\sum_{K_{1}<K ; L_{1}<L} C_{2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} \hat{N}\left|\begin{array}{ccc}
2 K_{1}-1 & 2 K-1 & 2 L_{1}-1
\end{array} \quad 2 L-1 \quad 01 ; 10 ; 10\right\rangle \\
& +\sum_{K_{1}<K ; L_{1}<L} C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L} \hat{N}|10 ; 10 ; 10 ; 01 ; 01\rangle+\ldots \tag{2}
\end{align*}
$$

In Eq. (2), all single-particle states (solutions of Eq. (1) for one particle) are ordered and numbered. Indexes $K, L$ label states under and over the Fermi surface. Each box has two places. The first one means a state with spin up, and the

$$
2 K \quad 2 L
$$

second with spin down. As an example, the state $10 ; 01\rangle$ means that the state $2 K$ (spin down) under the Fermi surface is empty and the state $2 L$ (spin up) over the Fermi surface is filled. The first cell is always reserved for an electron in a localized state. The first term in Eq. (2) gives the ground state of Hamiltonian (1) without interaction $(V(r)=0)$. The number of upper (or lower) indexes in $C_{\ldots}^{\cdots}$. gives the number of excited pairs. For $P$ excited pairs, there are $2 P+1$ different symbols $C_{\ldots}^{\ldots}$. Operator $\hat{N}$ is the ordering operator, and each rearrangement of two neighboring filled states gives a factor ( -1 ). In Eq. (2) in each box below Fermi surface, only one place can be empty and above the Fermi surface in each box, only one place can be filled.

The equation for the wave function $|\psi\rangle$ is

$$
\begin{equation*}
|\hat{H} \psi\rangle=E|\psi\rangle, \tag{3}
\end{equation*}
$$

where $E$ is the energy of the state.
Inserting expression (2) for the wave function $|\psi\rangle$ into Eq. (3), we obtain a set of linear equations for the quantities $C^{\ldots}$. Due to the structure of Hamiltonian (1), each quantity $C_{\ldots}^{\ldots}$ with index $P$ is coupled only with quantities $C_{\ldots}^{\ldots}$ with indexes $P, P \pm 1$. From the first equation of this system, we obtain the energy of the state,

$$
\begin{align*}
& E=E_{0}-\mu H / 2-\delta E, \\
& \delta E=\sum\left(\left(I_{2 K-1}^{2 L-1}\right) * C_{2 K-1}^{2 L-1}-\left(I_{2 K}^{2 L-1}\right) * C_{2 K}^{2 L-1}\right), \tag{4}
\end{align*}
$$

where $E_{0}$ is the energy of the ground state without interaction. For convenience, we leave the magnetic energy of the localized state out of the correction term $\delta E$. The quantities $I_{\ldots}^{\ldots}$ in Eq. (4) are the transition matrix elements. As an example, we have
$I_{2 K}^{2 L-1}=\int d^{3} r_{1} d^{3} r_{2} \chi_{\uparrow}^{*}\left(r_{1}\right) \varphi_{\downarrow}^{*}\left(r_{2}\right) \varphi_{\uparrow}\left(r_{1}\right) \chi_{\downarrow}\left(r_{2}\right) V\left(r_{1}-r_{2}\right)$.

The Hamiltonian (1) possesses deep symmetry properties. To see some of these, we will keep indexes on $I_{\ldots}^{\ldots}$ that indicate energy and spin in the initial and final states. The next three equations for the quantities $C_{\ldots}^{\ldots}$ are

$$
\begin{align*}
& -I_{2 K}^{2 L-1}+\sum C_{2 K_{1}}^{2 L-1} I_{2 K}^{2 K_{1}}-\sum C_{2 K_{1}-1}^{2 L-1} I_{2 K}^{2 K_{1}-1} \\
& -\sum C_{2 K}^{2 L_{1}} I_{2 L_{1}}^{2 L-1}+\left(\mu H+\varepsilon_{L}-\varepsilon_{K}-\delta E\right) C_{2 K}^{2 L-1} \\
& +\sum_{K_{1}<K} C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L-1} I_{2 L_{1}}^{2 K_{1}}-\sum_{K<K_{1}} C_{2 K ; 2 K_{1}}^{2 L_{1} ; 2 L-1} I_{2 L_{1}}^{2 K_{1}} \\
& -\sum C_{2 K_{1}-1 ; 2 K}^{2 L_{1} ; 2 L-1} I_{2 L_{1}}^{2 K_{1}-1}=0, \\
& I_{2 K-1}^{2 L-1}-\sum I_{2 K-1}^{2 K_{1}} C_{2 K_{1}}^{2 L-1}+\sum C_{2 K_{1}-1}^{2 L-1} I_{2 K-1}^{2 K_{1}-1} \\
& -\sum I_{2 L_{1}-1}^{2 L-1} C_{2 K-1}^{2 L_{1}-1}+\left(\varepsilon_{L}-\varepsilon_{K}-\delta E\right) C_{2 K-1}^{2 L-1} \\
& +\sum_{L_{1}<L} C_{2 K_{1} ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} I_{2 L_{1}-1}^{2 K_{1}} \\
& -\sum_{L<L_{1}} C_{2 K_{1} ; 2 K-1}^{2 L-1 ; 2 L_{1}-1} I_{2 L_{1}-1}^{2 K_{1}} \\
& +\sum_{K<K_{1} ; L_{1}<L} C_{2 K-1 ; 2 K_{1}-1}^{2 L_{1}-1 ; 2 L-1} I_{2 L_{1}-1}^{2 K_{1}-1} \\
& -\sum_{K_{1}<K ; L_{1}<L} C_{2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} I_{2 L_{1}-1}^{2 K_{1}-1} \\
& -\sum_{L<L_{1} ; K<K_{1}} C_{2 K-1 ; 2 K_{1}-1}^{L-1 ; 2 L_{1}-1} I_{2 L_{1}-1}^{2 K_{1}-1} \\
& +\sum_{K_{1}<K ; L<L_{1}} C_{2 K_{1}-1 ; 2 K-1}^{2 L-1 ; 2 L_{1}-1} I_{2 L_{1}-1}^{2 K_{1}-1}=0, \\
& -\sum I_{2 L_{1}-1}^{2 L} C_{2 K}^{2 L_{1}-1}+\left(\varepsilon_{L}-\varepsilon_{K}-\delta E\right) C_{2 K}^{2 L} \\
& +\sum_{K<K_{1}} C_{2 K ; 2 K_{1}}^{2 L ; 2 L_{1}-1} I_{2 L_{1}-1}^{2 K_{1}}-\sum_{K_{1}<K} C_{2 K_{1} ; 2 K}^{2 L ; 2 L_{1}-1} I_{2 L_{1}-1}^{2 K_{1}} \\
& +\sum C_{2 K_{1}-1 ; 2 K}^{2 L ; 2 L_{1}-1} I_{2 L_{1}-1}^{2 K_{1}-1}=0 . \tag{6}
\end{align*}
$$

In Eqs. (6), the quantities $\varepsilon_{L, K}$ are the energies of single states. As mentioned above, index $L$ means a state above the Fermi level and index $K$ means a state below the Fermi level. The equations for $C_{\ldots}^{\ldots}$ are given in Appendix A. Since the equations for $C^{\cdots}$ have a special structure, each quantity $C_{\ldots}$. with index $P$ is coupled only with quantities $C_{\ldots}^{\ldots}$ with indexes, $P, P \pm 1$, it is possible to leave quantities $C_{\ldots}^{\ldots}$ with indexes $P \geqslant 2$ out of Eqs. (6). As the result, we obtain three equations for the quantities $C_{2 K}^{2 L-1}, C_{2 K-1}^{2 L-1}$ and $C_{2 K}^{2 L}$. They have the following form (see Appendix A):

$$
\begin{align*}
& -I_{2 K}^{2 L-1}+\sum C_{2 K_{1}}^{2 L-1} I_{2 K}^{2 K_{1}}-\sum C_{2 K_{1}-1}^{2 L-1} I_{2 K}^{2 K_{1}-1} \\
& \quad-\sum C_{2 K}^{2 L_{1}} I_{2 L_{1}}^{2 L-1}+\left(\mu H+\varepsilon_{L}-\varepsilon_{K}-\delta E\right. \\
& \left.\quad-\Sigma_{(K, L)}^{(1)}\right) C_{2 K}^{2 L-1}=A_{1}\left(C_{2 K}^{2 L-1} ; C_{2 K-1}^{2 L-1} ; C_{2 K}^{2 L}\right), \\
& I_{2 K-1}^{2 L-1}-\sum C_{2 K_{1}}^{2 L-1} I_{2 K-1}^{2 K_{1}}+\sum C_{2 K_{1}-1}^{2 L-1} I_{2 K-1}^{2 K_{1}-1} \\
& \quad-\sum C_{2 K-1}^{2 L_{1}-1} I_{2 L_{1}-1}^{2 L-1}+\left(\varepsilon_{L}-\varepsilon_{K}-\delta E\right. \\
& \left.\quad-\Sigma_{(K, L)}\right) C_{2 K-1}^{2 L-1}=A_{2}\left(C_{2 K}^{2 L-1} ; C_{2 K-1}^{2 L-1} ; C_{2 K}^{2 L}\right) \\
& -\sum I_{2 L_{1}-1}^{2 L} C_{2 K}^{2 L_{1}-1}+\left(\varepsilon_{L}-\varepsilon_{K}-\delta E-\Sigma_{(K, L)}\right) C_{2 K}^{2 L} \\
& =  \tag{7}\\
& A_{3}\left(C_{2 K}^{2 L-1} ; C_{2 K-1}^{2 L-1} ; C_{2 K}^{2 L}\right) .
\end{align*}
$$

The linear operators $A_{1,2,3}$ do not contain terms proportional to the quantities $C_{2 K}^{2 L-1}, C_{2 K-1}^{2 L-1}, C_{2 K}^{2 L}$ without integral over one of variable $K, L$ with some function of $K, L$. These terms form the $\Sigma_{(K, L)}^{(1)}, \Sigma_{(K, L)}$ terms in Eq. (7). All off-diagonal elements of such a form are equal to zero. The linear operators $A_{1,2,3}$ also do not contain terms proportional to the convolution of quantities $C_{\ldots}^{\ldots}$ with $I_{\ldots}^{\cdots}$ over one of variable $K, L$ without of denominator with the same variable. In Appendix C, we give the expressions for quantities $\Sigma_{(K, L)}^{(1)}, \Sigma_{(K, L)}$ in the fourth order of perturbation theory. Quantities $C_{2 K}^{2 L-1}, C_{2 K-1}^{2 L-1}, C_{2 K}^{2 L}$ in the third order can be found from equations given in Appendix B. It is easy to check that in the fourth order of perturbation theory,

$$
\begin{equation*}
-\delta E-\left.\Sigma_{(K, L)}\right|_{\varepsilon_{K}=\varepsilon_{L}=\varepsilon_{F}}=0 . \tag{8}
\end{equation*}
$$

This equality holds in all the orders of perturbation theory. Below, we put

$$
\begin{equation*}
-\delta E-\left.\Sigma_{(K, L)}\right|_{\varepsilon_{K}=\varepsilon_{L}=\varepsilon_{F}}=\Delta . \tag{9}
\end{equation*}
$$

In Eq. (9), $\Delta \equiv \Delta(H)$ is some function of the magnetic field that must be determined from self-consistency. This equation is given below. Very important properties follow from the normalization of states defined by Eqs. (2) and (7). To simplify the investigation of Eqs. (7), we give also the expression for operators $A_{1,2,3}$ in the lowest order of perturbation theory in Appendix D. All statements made above are independent of the exact form of spectrum $\varepsilon_{K}, \varepsilon_{L}$ and potential $V(r)$.

## 3. WAVE FUNCTION OF THE GROUND STATE

The average electron spin $\left\langle S_{z}\right\rangle$ in a bound state at zero temperature can be found by differentiating the energy $\delta E$ with respect to $\mu H$

$$
\begin{equation*}
\left\langle S_{z}\right\rangle=\frac{1}{2}-\frac{\partial \delta E}{\partial \mu H} . \tag{10}
\end{equation*}
$$

In accordance with quantum mechanical rules, the quantity $\left\langle S_{z}\right\rangle$ in the ground state is also given by an expression containing only norms of the states in expansion (2):

$$
\begin{align*}
\left\langle S_{z}\right\rangle= & \frac{1}{2}\left\{1+\left|C_{2 K-1}^{2 L-1}\right|^{2}+\left|C_{2 K}^{2 L}\right|^{2}-\left|C_{2 K}^{2 L-1}\right|^{2}\right. \\
& +\left|C_{2 K_{1}-1 ; 2 K}^{2 L_{1} ; 2 L-1}\right|^{2}+\left|C_{2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1}\right|^{2}+\left|C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L}\right|^{2} \\
& \left.-\left|C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L-1}\right|^{2}-\left|C_{2 K_{1} ; 1 ; 2 K-1}^{2 L_{1}-1,2 L-1}\right|^{2}+\ldots\right\}\{1 \\
& +\left|C_{2 K-1}^{2 L-1}\right|^{2}+\left|C_{2 K}^{2 L}\right|^{2}+\left|C_{2 K}^{2 L-1}\right|^{2}+\left|C_{2 K_{1}-1 ; 2 K}^{2 L_{1} ; 2 L-1}\right|^{2} \\
& +\left|C_{2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1}\right|^{2}+\left|C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L}\right|^{2}+\left|C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L-1}\right|^{2} \\
& \left.+\left|C_{2 K_{1} ; 2 K-1}^{2 L_{1}-1 ; 2 L-1}\right|^{2}+\ldots\right\}^{-1} . \tag{11}
\end{align*}
$$

Below we use both Eqs. (10) and (11). To solve Eqs. (7) and (9), we consider $\Delta$ as a parameter. Then the right-hand sides of Eqs. (7) can be taken into account in perturbation theory. In the leading approximation we obtain

$$
\begin{align*}
& -I_{2 K}^{2 L-1}+\sum C_{2 K_{1}}^{2 L-1} I_{2 K}^{2 K_{1}}-\sum C_{2 K_{1}-1}^{2 L-1} I_{2 K}^{2 K_{1}-1} \\
& \quad-\sum C_{2 K}^{2 L_{1}} I_{2 L_{1}}^{2 L-1}+\left(\mu H+\varepsilon_{L}-\varepsilon_{K}+\Delta\right) C_{2 K}^{2 L-1}=0 \\
& I_{2 K-1}^{2 L-1}-\sum C_{2 K_{1}}^{2 L-1} I_{2 K-1}^{2 K_{1}}+\sum C_{2 K_{1}-1}^{2 L-1} I_{2 K-1}^{2 K_{1}-1} \\
& \quad-\sum C_{2 K-1}^{2 L_{1}-1} I_{2 L_{1}-1}^{2 L-1}+\left(\varepsilon_{L}-\varepsilon_{K}+\Delta\right) C_{2 K-1}^{2 L-1}=0 \\
& -\sum I_{2 L_{1}-1}^{2 L} C_{2 K}^{2 L_{1}-1}+\left(\varepsilon_{L}-\varepsilon_{K}+\Delta\right) C_{2 K}^{2 L}=0 \tag{12}
\end{align*}
$$

Below we make the usual assumptions about the energyindependent value of the density of states near the Fermi surface, and that the characteristic energy in transition matrix elements $I_{\ldots}^{\cdots}$ is also the Fermi energy $\varepsilon_{F}$. As a result, we can put

$$
\begin{align*}
& \sum_{K} I_{2 K}(\ldots) \rightarrow g \int_{0}^{\varepsilon_{F}} d x(\ldots), \quad \sum_{L} I_{\ldots}^{2 L} \rightarrow g \int_{0}^{A \varepsilon_{F}} d y(\ldots), \\
& \varepsilon_{L}-\varepsilon_{F}=y, \quad \varepsilon_{F}-\varepsilon_{K}=x . \tag{13}
\end{align*}
$$

In Eqs. (13), $g$ is the dimensionless coupling constant. The potential $V(r)$ in Hamiltonian (1) is in natural units,
hence the smallness of the coupling constant $g$ is connected only to the small radius of bound state.

Due to the energy independence of the transition matrix elements $I_{\ldots}$, Eqs. (12) can be substantially simplified. To do this, we define new quantities that are convolutions of functions $C_{\ldots}^{\ldots}$ with overlap integral $I_{\ldots}^{\ldots}$ over only one variable, $K$ or $L$, that is

$$
\begin{align*}
& Z_{L}=\sum_{K_{1}} I_{2 K}^{2 K_{1}} C_{2 K_{1}}^{2 L-1}, \quad Z_{K}=\sum_{L_{1}} I_{2 L_{1}-1}^{2 L} C_{2 K}^{2 L_{1}-1}, \\
& Y_{L}=\sum_{K_{1}} I_{2 K}^{2 K_{1}-1} C_{2 K_{1}-1}^{2 L-1}, \quad Y_{K}=\sum_{L_{1}} I_{2 L_{1}-1}^{2 L-1} C_{2 K-1}^{2 L_{1}-1}, \\
& X_{L}=\sum_{L_{1}} I_{2 L_{1}-1}^{2 L} C_{2 K}^{2 L_{1}}, \quad X_{K}=\sum_{L_{1}} I_{2 L_{1}}^{2 L-1} C_{2 K}^{2 L_{1}} . \tag{14}
\end{align*}
$$

Inserting Eqs. (14) into Eqs. (12), we obtain

$$
\begin{align*}
& C_{2 K}^{2 L-1}=\frac{1}{\mu H+y+x+\Delta}\left\{I-Z_{L}+Y_{L}+X_{K}\right\}, \\
& C_{2 K-1}^{2 L-1}=\frac{1}{y+x+\Delta}\left\{-I+Z_{L}-Y_{L}+Y_{K}\right\}, \\
& C_{2 K}^{2 L}=\frac{1}{y+x+\Delta} Z_{K}, \tag{15}
\end{align*}
$$

where $I$ is the value of the transition matrix element $I_{\ldots}^{\ldots}$ for states near the Fermi surface. Now from Eqs. (14) and (15) we can obtain a complete set of equations for the quantities $Z_{K, L}, Y_{K, L}, X_{K, L}$ only. In addition, the quantities $X_{K, L}$ are very simply related to $Z_{K, L}, Y_{K, L}$. Eliminating them, we obtain a set of equations for just the quantities $Z_{K, L}, Y_{K, L}$ :

$$
\begin{align*}
& Z_{L}\left(1+g \ln \frac{\varepsilon_{F}}{\mu H+y+\Delta}\right)-Y_{L} g \ln \frac{\varepsilon_{F}}{\mu H+y+\Delta} \\
& \quad=\quad I g \ln \frac{\varepsilon_{F}}{\mu H+y+\Delta} \\
& \quad+g^{2} \int_{0}^{\varepsilon_{F}} \frac{d x Z_{K} \ln \left[A \varepsilon_{F} /(x+\Delta)\right]}{\mu H+y+x+\Delta}, \\
& Z_{K}\left(1-g^{2} \ln \frac{A \varepsilon_{F}}{x+\Delta} \ln \frac{A \varepsilon_{F}}{\mu H+x+\Delta}\right)=I g \ln \frac{A \varepsilon_{F}}{\mu H+x+\Delta} \\
& \quad-g \int_{0}^{A \varepsilon_{F}} \frac{d y\left(Z_{L}-Y_{L}\right)}{\mu H+y+x+\Delta}, \\
& Y_{L}\left(1+g \ln \frac{\varepsilon_{F}}{y+\Delta}\right)-Z_{L} g \ln \frac{\varepsilon_{F}}{y+\Delta}=-I g \ln \frac{\varepsilon_{F}}{y+\Delta} \\
& \quad+g \int_{0}^{\varepsilon_{F}} \frac{d x Y_{K}}{y+x+\Delta}, \\
& Y_{K}\left(1-g \ln \frac{A \varepsilon_{F}}{x+\Delta}\right)=-I g \ln \frac{A \varepsilon_{F}}{x+\Delta} \\
& \quad+g \int_{0}^{A \varepsilon_{F} \frac{d y\left(Z_{L}-Y_{L}\right)}{y+x+\Delta} .} \tag{16}
\end{align*}
$$

Equations (16) are valid for both signs of the interaction constant $g$. But their solutions are substantially different for $g<0$ and $g>0$. Consider first the case $g<0$ (attractive interaction in the Kondo problem). In such a case, the quantities $Z_{L}, Y_{L}$ are large in comparison with $Z_{K}$ and $Y_{K}$. To obtain this, we introduce a formal definition of "Kondo", temperature $T_{c}$,

$$
\begin{equation*}
|g| \ln \frac{\varepsilon_{F}}{T_{c}}=\frac{1}{2} . \tag{17}
\end{equation*}
$$

Now we also put

$$
\begin{equation*}
T_{L}(y)=Z_{L}-Y_{L} \tag{18}
\end{equation*}
$$

Eliminating terms $Z_{K}, Y_{K}$ from (16); we obtain one equation the quantity $T_{L}$ :

$$
\begin{align*}
T_{L}(y)= & \frac{1}{1+g \ln \left[\varepsilon_{F} /(y+\Delta)\right]+g \ln \left[\varepsilon_{F} /(\mu H+y+\Delta)\right]} \\
& \times\left\{\operatorname{Ig}\left(\ln \frac{\varepsilon_{F}}{y+\Delta}+\ln \frac{\varepsilon_{F}}{\mu H+y+\Delta}\right)\right. \\
& +\frac{I g}{2} \int_{0}^{\varepsilon_{F}} d x\left(\frac{1}{\mu H+y+x+\Delta}+\frac{1}{y+x+\Delta}\right) \\
& \times\left[\frac{g^{2} \ln \left[A \varepsilon_{F} /(x+\Delta)\right] \ln \left[A \varepsilon_{F} /(\mu H+x+\Delta)\right]}{1-g^{2} \ln \left[A \varepsilon_{F} /(x+\Delta)\right] \ln \left[A \varepsilon_{F} /(\mu H+x+\Delta)\right]}\right. \\
& \left.+\frac{g \ln \left[A \varepsilon_{F} /(x+\Delta)\right]}{1-g \ln \left[A \varepsilon_{F} /(x+\Delta)\right]}\right] \\
& -\frac{g^{2}}{2} \int_{0}^{\varepsilon_{F}} d x\left(\frac{1}{\mu H+y+x+\Delta}+\frac{1}{y+x+\Delta}\right) \\
& \times\left[\frac{g \ln \left[A \varepsilon_{F} /(x+\Delta)\right]}{1-g^{2} \ln \left[A \varepsilon_{F} /(x+\Delta)\right] \ln \left[A \varepsilon_{F} /(\mu H+x+\Delta)\right]}\right. \\
& \times \int_{0}^{A \varepsilon_{F}} \frac{d y_{1} T_{L}\left(y_{1}\right)}{\mu H+y_{1}+x+\Delta} \\
& \left.\left.+\frac{1}{1-g \ln \left[A \varepsilon_{F} /(x+\Delta)\right]} \int_{0}^{A \varepsilon_{F}} \frac{d y_{1} T_{L}\left(y_{1}\right)}{y_{1}+x+\Delta}\right]\right\} . \tag{19}
\end{align*}
$$

It can be shown that the last term in Eq. (19) can be omitted, because it is small in the parameter $(|g| \ln (1 /|g|)$. We then obtain from Eqs. (17) and (19)

$$
\begin{align*}
T_{L}(y)= & \frac{1}{|g| \ln \left[(y+\Delta)(\mu H+y+\Delta) / T_{c}^{2}\right]} \\
& \times\left\{-I-I \int_{0}^{1 / 2} d t\left(\frac{t^{2}}{1-t^{2}}-\frac{t}{1-t}\right)\right\} \tag{20}
\end{align*}
$$

And finally

$$
\begin{align*}
& T_{L}(y)=\frac{-I \beta}{|g| \ln \left[(y+\Delta)(\mu H+y+\Delta) / T_{c}^{2}\right]}, \\
& \beta=\frac{1}{2} \ln 3+\ln \frac{3}{2} . \tag{21}
\end{align*}
$$

Inserting Eqs. (18) and (21) into Eqs. (15), we obtain the expressions for coefficients $C_{2 K}^{2 L-1}, C_{2 K-1}^{2 L-1}$ :

$$
\begin{equation*}
C_{2 K}^{2 L-1}=-\frac{T_{L}(y)}{\mu H+y+x+\Delta}, \quad C_{2 K-1}^{2 L-1}=\frac{T_{L}(y)}{y+x+\Delta} . \tag{22}
\end{equation*}
$$

Now we can determine the value of $\Delta$. Equations (10) and (11) should give the same value for average spin $\left\langle S_{z}\right\rangle$. This condition, with the help of Eqs. (4) and (22), gives

$$
\begin{align*}
\beta \int_{0}^{\infty} & \frac{d y}{(\mu H+y+\Delta) \ln ^{2}\left[(y+\Delta)(\mu H+y+\Delta) / T_{c}^{2}\right]} / \\
& \times\left(1+\frac{\beta^{2}}{\ln \left[\Delta(\mu H+\Delta) / T_{c}^{2}\right]}\right) \\
= & \frac{\partial \Delta}{\partial \mu H} \frac{1}{\ln \left[\Delta(\mu H+\Delta) / T_{c}^{2}\right]} \\
& +\int_{0}^{\infty} \frac{d y}{(\mu H+y+\Delta) \ln ^{2}\left[(y+\Delta)(\mu H+y+\Delta) / T_{c}^{2}\right]} . \tag{23}
\end{align*}
$$

We seek a solution of Eq. (23) in the form

$$
\begin{equation*}
\Delta(\mu H+\Delta)=T_{c}^{2}(1+\gamma), \quad 0<\gamma \ll 1 \tag{24}
\end{equation*}
$$

Terms proportional to $\gamma^{-1}$ cancel on the right-hand side of Eq. (23). This condition yields

$$
\begin{equation*}
\frac{\partial \Delta}{\partial \mu H}+\frac{T_{c}^{2}}{(\mu H+\Delta)(\mu H+2 \Delta)}=0 \tag{25}
\end{equation*}
$$

The solution of this equation is

$$
\begin{align*}
& \Delta(\mu H+\Delta)=T_{c}^{2},  \tag{26}\\
& \Delta=-\frac{\mu H}{2}+\left(\left(\frac{\mu H}{2}\right)^{2}+T_{c}^{2}\right)^{1 / 2}, \tag{26a}
\end{align*}
$$

and confirms our conjecture (24) about it. Of course, Eq. (24) has two solutions for $\Delta$. One is given by Eq. (26a) (ground state), and the other is

$$
\begin{equation*}
\Delta=-\frac{\mu H}{2}-\left(\left(\frac{\mu H}{2}\right)^{2}+T_{c}^{2}\right)^{1 / 2} \tag{26b}
\end{equation*}
$$

Solution (26b) corresponds to the excited state. In the limit $\mu H \gg T_{c}$, this state transforms to a state with spin orientation along the magnetic field. The excited state is separated from the ground state by a 'gap'" $2\left((\mu H / 2)^{2}+T_{c}^{2}\right)^{1 / 2}$. The gap results in the independence of the position of the maximum of impurity heat capacity from the magnetic field in the range $\mu H \ll T_{c}$ (Schottky anomaly). Such a residual Schottky anomaly is always presented in experiments. ${ }^{5}$ In Sec. 4 we will show that renormalization of the term $\mu \mathrm{H}$ in (7) leads to
a change from $\mu H$ in Eq. (27) to $\mu \widetilde{H}$ defined by Eq. (43). As a result, we obtain the mean spin $\left\langle S_{z}\right\rangle$ as an implicit function of the magnetic field $\mu H$.

An attempt to obtain such an equation at nonzero temperature was made in Ref. 6. But the mean field approximation used there is incorrect for the problem considered.

In Appendix D we show that the right-hand side of (7) leads to renormalization of the coefficients in Eqs. 16, but does not alter the main result of the paper, Eqs. (27) and (43). Of course, renormalization changes Eqs. (17) for the Kondo temperature. The quantity $\gamma$ can be found only from correction terms to Eqs. (20) and (22). Fortunately, we do not need these correction terms, because in the leading approximation, $\gamma$ also drops out of Eq. (11) for the spin value. With the help of Eqs. (11), (22), and (24), we obtain

$$
\begin{align*}
\left\langle S_{z}\right\rangle= & \frac{\mu H}{2} \int_{0}^{\infty} \frac{d y}{(y+\Delta)(y+\mu H+\Delta)\left(\gamma+y(\mu H+2 \Delta) / T_{c}^{2}\right)^{2}} / \\
\frac{1}{\gamma} & =\frac{\mu H}{4\left(T_{c}^{2}+(\mu H / 2)^{2}\right)^{1 / 2}} . \tag{27}
\end{align*}
$$

Equation (27) is in good agreement with the experimental data of Ref. 4.

## 4. FERROMAGNETIC CASE ( $g>0$ )

As mentioned above, Eqs. (16) are valid for both signs of the «interaction» constant $g$. In the case $g>0$, we can define the characteristic energy of the problem from the relation

$$
\begin{equation*}
g \ln \frac{A \varepsilon_{F}}{T_{c}}=1 \tag{28}
\end{equation*}
$$

for Kondo temperature $T_{c}$. For $g>0$, the quantities $Z_{K}, Y_{K}, X_{K}$ are large in comparison with $Z_{L}, Y_{L}, X_{L}$. We can eliminate $Z_{L}, Y_{L}$ from Eqs. (16). As a result, we have

$$
\begin{aligned}
& Z_{K}( \left.1-g^{2} \ln \frac{A \varepsilon_{F}}{x+\Delta} \ln \frac{A \varepsilon_{F}}{\mu H+x+\Delta}\right)=I g \ln \frac{A \varepsilon_{F}}{\mu H+x+\Delta} \\
&-g \int_{0}^{A \varepsilon_{F}} \frac{d y}{\mu H+y+x+\Delta} \\
& \times \frac{1}{1+g \ln \left[\varepsilon_{F} /(y+\Delta)\right]+g \ln \left[\varepsilon_{F} /(\mu H+y+\Delta)\right]} \\
& \quad \times\left[I g \ln \frac{\varepsilon_{F}^{2}}{(y+\Delta)(\mu H+y+\Delta)}\right. \\
& \quad+g^{2} \int_{0}^{\varepsilon_{F}} \frac{d x_{1} Z_{K}\left(x_{1}\right) \ln \left[A \varepsilon_{F} /\left(x_{1}+\Delta\right)\right]}{\mu H+y+x_{1}+\Delta} \\
&\left.\quad-g \int_{0}^{\varepsilon_{F}} \frac{d x_{1} Y_{K}\left(x_{1}\right)}{y+x_{1}+\Delta}\right]
\end{aligned}
$$

$$
\begin{align*}
Y_{K}( & \left.1-g \ln \frac{A \varepsilon_{F}}{x+\Delta}\right) \\
& =-I g \ln \frac{A \varepsilon_{F}}{x+\Delta}+g \int_{0}^{A \varepsilon_{F}} \frac{d y}{y+x+\Delta} \\
& \times \frac{1}{1+g \ln \left[\varepsilon_{F} /(y+\Delta)\right]+\ln \left[\varepsilon_{F} /(\mu H+y+\Delta)\right]} \\
& \times\left[I g \ln \frac{\varepsilon_{F}^{2}}{(y+\Delta)(\mu H+y+\Delta)}\right. \\
& +g^{2} \int_{0}^{\varepsilon_{F}} \frac{d x_{1} Z_{K}\left(x_{1}\right) \ln \left[A \varepsilon_{F} /\left(x_{1}+\Delta\right)\right]}{\mu H+y+x_{1}+\Delta} \\
& \left.-g \int_{0}^{\varepsilon_{F}} \frac{d x_{1} Y_{K}\left(x_{1}\right)}{y+x_{1}+\Delta}\right] \tag{29}
\end{align*}
$$

In the range $x \ll \varepsilon_{F}$, Eqs. (29) yield the following values for $Y_{K}, Z_{K}$ :

$$
\begin{align*}
& Y_{K}=-\frac{I D}{g \ln \left[(x+\Delta) / T_{c}\right]}, \\
& Z_{K}=\frac{I D}{g \ln \left[(x+\Delta)(\mu H+x+\Delta) / T_{c}^{2}\right]}, \tag{30}
\end{align*}
$$

where $D$ is a number of order unity. Inserting Eqs. (30) into Eqs. (15), we obtain

$$
\begin{align*}
& C_{2 K}^{2 L-1}=\frac{1}{\mu H+y+x+\Delta} \frac{I D}{g \ln \left[(x+\Delta)(\mu H+x+\Delta) / T_{c}^{2}\right]}, \\
& C_{2 K-1}^{2 L-1}=-\frac{1}{y+x+\Delta} \frac{I D}{g \ln \left[(x+\Delta) / T_{c}\right]}, \\
& C_{2 K}^{2 L}=\frac{1}{y+x+\Delta} \frac{I D}{g \ln \left[(x+\Delta)(\mu H+x+\Delta) / T_{c}^{2}\right]} . \tag{31}
\end{align*}
$$

In the same way as in the case $g<0$, with the help of Eqs. (10), (11), and (31), we obtain

$$
\begin{align*}
& \frac{\partial \Delta}{\partial \mu H}
\end{aligned} \begin{aligned}
& {\left[\frac{1}{\ln \left(\Delta / T_{c}\right)}+\frac{1}{\ln \left[\Delta(\mu H+\Delta) / T_{c}^{2}\right]}\right]} \\
& \quad=-\left[1-\frac{D^{2}}{1+D^{2}\left(\frac{1}{\ln \left(\Delta / T_{c}\right)}+\frac{1}{\ln \left[\Delta(\mu H+\Delta) / T_{c}^{2}\right]}\right)}\right] \\
& \quad \times \int_{0}^{\infty} \frac{d x}{(x+\Delta+\mu H) \ln ^{2}\left[(x+\Delta)(\mu H+x+\Delta) / T_{c}^{2}\right]} \tag{32}
\end{align*}
$$

The solution of this equation is

$$
\begin{equation*}
\Delta \equiv T_{c} \tag{33}
\end{equation*}
$$

Relation (33) means that in the leading approximation, the spin value in the magnetic field is saturated,

$$
\begin{equation*}
\left\langle S_{z}\right\rangle=\frac{1}{2} \tag{34}
\end{equation*}
$$

Correction terms to Eq. (34) come only from an energy range $\varepsilon$ of order $\varepsilon^{\propto} \varepsilon_{F} \exp \left(-1 / g^{2}\right)$. Note that a similar energy scale also arises in the problem considered by Nozieres and Dominicis. ${ }^{7}$ Our conjecture is that in temperature range

$$
\begin{equation*}
T_{c}^{2} / \varepsilon_{F} \ll T \ll T_{c}, \tag{35}
\end{equation*}
$$

the leading correction to the average spin arises from the cutoff of integrals with respect to energy in expression (11) over an energy range of order $T$. If such an assumption is true, then the average spin in the magnetic field $\mu H \gg T$ is

$$
\begin{align*}
\left\langle S_{z}\right\rangle= & \frac{1}{2}-\frac{T}{T_{c}} \\
& \times \int_{0}^{\infty} \frac{d x}{\left(x+1+\mu H / T_{c}\right) \ln ^{2}\left[(1+x)\left(x+1+\mu H / T_{c}\right)\right]} \\
= & \frac{1}{2}-\frac{T}{4 T_{c}} \\
& \times \int_{\ln \left(1+\mu H / T_{c}\right)}^{\infty} \frac{d z}{\left[z+(1 / 2) \ln \left[1-\left(\mu H / T_{c}\right) e^{-z}\right]\right]^{2}} . \tag{36}
\end{align*}
$$

In the limiting cases of weak $\left(\mu H \ll T_{c}\right)$ and strong ( $\mu H$ $\gg T_{c}$ ) magnetic fields, the average spin is

$$
\left\langle S_{z}\right\rangle=\frac{1}{2}\left(1-\frac{T}{\mu H}\right), \quad T \ll \mu H \ll T_{c},
$$

$$
\begin{equation*}
\left\langle S_{z}\right\rangle=\frac{1}{2}\left(1-\frac{T}{2 T_{c} \ln \left(\mu H / T_{c}\right)}\right), \quad \mu H \gtrdot T_{c} \tag{37}
\end{equation*}
$$

## 5. SELF-ENERGY TERMS $\Sigma_{(K, L)}^{(1)}, \Sigma_{(K, L)}$ IN PERTURBATION THEORY

As mentioned in the Sec. 1, there are two self-energy terms in the problem under consideration, $\Sigma_{(K, L)}^{(1)}$ and $\Sigma_{(K, L)}$. In second-order perturbation theory, they coincide. They start to differ in third-order in the coupling constant. In thirdorder perturbation theory, we obtain from Appendix C

$$
\begin{align*}
& \Sigma_{(K, L)}^{(1)}-\Sigma_{(K, L)} \\
&= I_{2 L_{1}}^{2 K_{1}} I_{2 L_{2}}^{2 L_{1}} I_{2 K_{1}}^{2 L_{2}} \\
& \times\left(\frac{1}{\left(\mu H+\varepsilon_{L}+\varepsilon_{L_{1}}-\varepsilon_{K}-\varepsilon_{K_{1}}\right)\left(\mu H+\varepsilon_{L}+\varepsilon_{L_{2}}-\varepsilon_{K}-\varepsilon_{K_{1}}\right)}\right. \\
&\left.-\frac{1}{\left(\varepsilon_{L}+\varepsilon_{L_{1}}-\varepsilon_{K}-\varepsilon_{K_{1}}\right)\left(\varepsilon_{L}+\varepsilon_{L_{2}}-\varepsilon_{K}-\varepsilon_{K_{1}}\right)}\right) . \tag{38}
\end{align*}
$$

A simple calculation of sums in Eq. (38) leads to

$$
\begin{equation*}
\left(\Sigma_{(K, L)}^{(1)}-\Sigma_{(K, L)}\right)_{\varepsilon_{L}=\varepsilon_{K}=\varepsilon_{F}}=-\mu H g^{3} \ln ^{2}\left(\frac{\varepsilon_{F}}{\varepsilon_{c}}\right), \tag{39}
\end{equation*}
$$

where $\varepsilon_{c}$ is the cutoff energy. In Appendix C, we obtain the following term in expansion (39) for the self-energy:

$$
\begin{align*}
& \left(\Sigma_{(K, L)}^{(1)}-\Sigma_{(K, L)}\right)_{\varepsilon_{K}=\varepsilon_{L}=\varepsilon_{F}} \\
& \quad=-\mu H g^{3} \ln ^{2}\left(\frac{\varepsilon_{F}}{\varepsilon_{c}}\right)+2 \mu H g^{4} \ln ^{3}\left(\frac{\varepsilon_{F}}{\varepsilon_{c}}\right)-\ldots \tag{40}
\end{align*}
$$

Comparison with the expression for $\delta E$ obtained in perturbation theory shows that

$$
\begin{align*}
\delta \Sigma & =\left(\Sigma_{(K, L)}^{(1)}-\Sigma_{(K, L)}\right)_{\varepsilon_{K}=\varepsilon_{L}=\varepsilon_{F}} \\
& =\mu H g \ln \left(\frac{\varepsilon_{F}}{\varepsilon_{c}}\right)\left[-\frac{\partial \delta E}{\partial \mu H}\right]=-\frac{\mu H}{2}\left(-\frac{1}{2}+\left\langle S_{z}\right\rangle\right) . \tag{41}
\end{align*}
$$

To obtain Eq. (41) we used Eqs. (17), (10), and an assumption that $\varepsilon_{c} \sim T_{c}$.

Equation (41) means that some corrections should be made in the first of Eqs. (12). Specifically, $\mu H$ in the first of Eqs. (12) should be corrected by $\delta \Sigma$ :

$$
\begin{equation*}
\mu H \rightarrow \mu H-\delta \Sigma=\mu \widetilde{H} \tag{42}
\end{equation*}
$$

The main result of this correction is a decrease in the initial slope of the magnetic field dependence of the average spin value by $3 / 4$. This phenomenon was probably found in the experimental Ref. 4 (Figs. 8 and 9). The average spin $\left\langle S_{z}\right\rangle$ is given by Eq. (27) with the substitution

$$
\begin{equation*}
\mu H \rightarrow \mu \widetilde{H}=\mu H-\frac{\mu H}{2}\left(\frac{1}{2}-\left\langle S_{z}\right\rangle\right) . \tag{43}
\end{equation*}
$$

This equation determines $\left\langle S_{z}\right\rangle$ as an implicit function of $\mu H$. From Eqs. (27) and (43), we find that $\left\langle S_{z}\right\rangle$ as a function of $\mu H$ has an a inflection point at $\mu H / 2 T_{c}=0.2426$. Such an
inflection point was obtained in Ref. 4.

## 6. CONCLUSION

Thus, we show that at zero temperature and finite magnetic field $\mu H \ll \varepsilon_{F}$, a singularity exists in the convolution of amplitudes $C_{2 K_{1}}^{2 L-1}$ and $C_{2 K_{1}-1}^{2 L-1}$ over energy $\varepsilon_{K_{1}}$ with amplitude $I_{2 K}^{2 K_{1}}$. As a result, in the high magnetic field region, $\mu H \gtrdot T_{c}$, the correction to the spin impurity value is proportional to $\left(T_{c} / \mu H\right)^{2}$ instead of $1 / \ln \left(\mu H / T_{c}\right)$, as predicted in Refs. 1-3. We also find that renormalization of the magnetic field discussed in Sec. 4 leads to an inflection point in the dependence of spin impurity on the magnetic field. The initial slope is a function of $z$, which enters into the definition of the Kondo temperature (see Appendix D). Our consideration shows that the interaction of the spin of an impurity with an electron gas does not lead to the ap pearance of the localized state, as assumed in Refs. 8-10. The Kondo temperature $T_{c}$ is given by Eq. (D7), where $z$ is the root of the equation

$$
\begin{equation*}
f(z)=0 \tag{44}
\end{equation*}
$$

We find here three terms in the expansion of $f$ in Taylor series [Eq. (D8)]. This equation was also studied in Refs. 8 and 11. Our result for the first two terms in Eq. (44) coincide with the result of Ref. 11, because this is also the result of parquet approximation. But, our consideration [Eq. (44)] is conceptually closer to the Ref. 8. The difference even in the second term is probably related to the assumption of Ref. 8 that in the problem under consideration there is a localized state with spin $1 / 2$.

In fact, such a localized state does not exist. Without interaction there are two states associated with impurity spin $1 / 2$. In zero magnetic field, these two states are degenerate. Interaction removes such a degeneracy and the splitting energy is $2 T_{c}$. Of course, interaction does not change the number of states, as in our consideration, and is not fulfilled in Ref. 8. Note also that the driving term is missing in Refs. 8-10.

Nevertheless, the average value of spin of impurity $\left\langle S_{z}\right\rangle$ as a function of magnetic field found in Refs. 9 and 10 coincides with our result except for the effect of renormalization of the magnetic field (Sec. 4) and the expression for the Kondo temperature.
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## APPENDIX A

The wave function of a system consisting of one localized electron plus degenerate electron gas can be taken in the form

$$
\begin{aligned}
& |\psi\rangle=|10 ; 11 ; 11 \ldots\rangle+\sum C_{2 K}^{2 L-1}|01 ; 10 ; 10\rangle+\sum C_{2 K-1}^{2 K-1}|10 ; 01 ; 10\rangle+\sum C_{2 K}^{2 L-1}|10 ; 10 ; 01\rangle \\
& 2 K_{1} 2 K^{2 L_{1}} 2 L-1 \quad 2 K_{1}-12 K_{2} 2 L_{1} 2 L-1 \\
& +\sum_{K_{1}<K} C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L-1} \hat{N}|01 ; 10 ; 10 ; 01 ; 10\rangle+\sum C_{2 K_{1}-1 ; 2 K}^{2 L_{1} ; 2 L-1} \hat{N}|10 ; 01 ; 10 ; 01 ; 10\rangle
\end{aligned}
$$

$$
\begin{aligned}
& 2 K_{1} 2 K_{2} 2 L_{1} 2 L \quad \sum \quad 2 K_{2} 2 K_{1} 2 K_{2} 2 L_{2} 2 L_{1} 2 L-1 \\
& +\sum_{K_{1}<K ; L_{1}<L} C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L}|10 ; 10 ; 10 ; 01 ; 01\rangle+\sum_{K_{1}<K_{1}<K ; L_{2}<L_{1}} C_{2 K_{2} ; 2 K_{1} ; 2 K}^{2 L_{1} ; 2 L_{1} ; 2 L-1} \hat{N}|01 ; 10 ; 10 ; 10 ; 0101 ; 10\rangle \\
& 2 K_{2}-12 K_{1} 2 K 2 L_{2} 2 L_{1} 2 L-1 \\
& +\sum_{K_{1}<K ; L_{2}<L_{1}} C_{2 K_{2}-1 ; 2 K_{1} ; 2 K}^{2 L_{2} ; 2 L_{1} ; 2 L-1} \hat{N}|10 ; 01 ; 10 ; 10 ; 0101 ; 10\rangle \\
& 2 K_{2}-12 K_{1} 2 K-12 L_{2} 2 L_{1}-12 L-1 \\
& +\sum_{K_{2}<K ; L_{1}<L} C_{2 K_{2}-1 ; 2 K_{1} ; 2 K-1}^{2 L_{2} ; 2 L_{1}-1 ; 2 L-1} \hat{N}|10 ; 01 ; 10 ; 01 ; 0101 ; 10\rangle \\
& 2 K_{2} 2 K_{1} 2 K-12 L_{2} 2 L_{1}-1 \quad 2 L-1 \\
& +\sum_{K_{2}<K_{1} ; L_{1}<L} C_{2 K_{2} ; 2 K_{1} ; 2 K-1}^{2 L_{2} ; 2 L_{1}-1 ; 2 L-1} \hat{N}|01 ; 10 ; 10 ; 01 ; 0110 ; 10\rangle \\
& 2 K_{2} 2 K_{1}-1 \quad 2 K-12 L_{2}-12 L_{1}-1 \quad 2 L-1 \\
& +\sum_{K_{1}<K ; L_{2}<L_{1}<L} C_{2 K_{1} ; 2 K_{1}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L_{1}-1 ; 2 L-1} \hat{N}|01 ; 10 ; 01 ; 01 ; 1010 ; 10\rangle
\end{aligned}
$$

$$
\begin{align*}
& 2 K_{2}-12 K_{1}-12 K-12 L_{2} 2 L_{1} 2 L \\
& +\sum_{K_{2}<K_{1}<K ; L_{2}<L_{1}<L} C_{2 K_{2} ; 2 K_{1} ; 2 K}^{2 L_{2} ; 2 L_{1} ; 2 L} \hat{N}|10 ; 10 ; 10 ; 10 ; 0101 ; 01\rangle+\ldots \tag{A1}
\end{align*}
$$

The notations here are the same as in the text. As we note above, there are $(2 P+1)$ different symbols $C_{\ldots} \ldots$ of order $P$. Inserting Eq. (A1) into Eq. (3) for the wave function, some simple but tedions calculations yield a set of equations for the coefficients $C_{\ldots}^{\ldots}$. The five equations for the $C_{\ldots}^{\ldots}$ are

$$
\begin{aligned}
& C_{2 K}^{2 L-1} I_{2 K_{1}}^{2 L_{1}}-C_{2 K_{1}}^{2 L-1} I_{2 K}^{2 L_{1}}-C_{2 K}^{2 L_{1}} I_{2 K_{1}}^{2 L-1}+C_{2 K_{1}}^{2 L_{1}} I_{2 K}^{2 L-1}+\left(\mu H+\varepsilon_{L}+\varepsilon_{L_{1}}-\varepsilon_{K}-\varepsilon_{K_{1}}-\delta E\right) C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L-1}+\left(\sum_{K_{2}<K} C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L-1} I_{2 K_{1}}^{2 K_{2}}\right. \\
& \left.-\sum_{K<K_{2}} C_{2 K ; 2 K_{2}}^{2 L_{1} ; 2 L-1} I_{2 K_{1}}^{2 K_{2}}\right)+\left(\sum_{K_{1}<K_{2}} C_{2 K_{1} ; 2 K_{2}}^{2 L_{1} ; 2 L-1} I_{2 K}^{2 K_{2}}-\sum_{K_{2}<K_{1}} C_{2 K_{2} ; 2 K_{1}}^{2 L_{1} ; 2 L-1} I_{2 K}^{2 K_{2}}\right)-\sum C_{2 K_{1} ; 2 K}^{2 L_{2} ; 2 L-1} I_{2 L_{2}}^{2 L_{1}} \\
& +\left(\sum_{L_{2}<L_{1}} C_{2 K_{1} ; 2 K}^{2 L_{2} ; 2 L_{1}} I_{2 L_{2}}^{2 L-1}-\sum_{L_{1}<L_{2}} C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L_{2}} I_{2 L_{2}}^{2 L-1}\right)-\left(\sum C_{2 K_{2}-1 ; 2 K}^{2 L_{1} ; 2 L-1} I_{2 K_{1}}^{2 K_{2}-1}-\sum C_{2 K_{2}-1 ; 2 K_{1}}^{2 L_{1} ; 2 L-1} I_{2 K}^{2 K_{2}-1}\right) \\
& -\sum_{K_{1}<K<K_{2} ; L_{2}<L_{1}} C_{2 K_{1} ; 2 K ; 2 K_{2}}^{2 L_{2} ; 2 L_{1} ; 2 L-1} I_{2 L_{2}}^{2 K_{2}}+\sum_{K_{1}<K_{2}<K ; L_{2}<L_{1}} C_{2 K_{1} ; 2 K_{2} ; 2 K}^{2 L_{2} ; 2 L_{1} ; 2 L-1} I_{2 L_{2}}^{2 K_{2}}-\sum_{K_{2}<K_{1} ; L_{2}<L_{1}} C_{2 K_{2} ; 2 K_{1} ; 2 K}^{2 L_{2} ; 2 L_{1} ; 2 L-1} I_{2 L_{2}}^{2 K_{1}} \\
& +\sum_{K_{1}<K<K_{2} ; L_{1}<L_{2}} C_{2 K_{1} ; 2 K ; 2 K_{2}}^{2 L_{1} ; 2 L_{2} ; 2 L-1} I_{2 L_{2}}^{2 K_{2}}-\sum_{K_{1}<K_{2}<K ; L_{1}<L_{2}} C_{2 K_{1} ; 2 K_{2} ; 2 K}^{2 L_{1} ; 2 L_{2} ; 2 L-1} I_{2 L_{2}}^{2 K_{2}}+\sum_{K_{2}<K_{1}<K ; L_{1}<L_{2}} C_{2 K_{2} ; 2 K_{1} ; 2 K}^{2 L_{1} ; 2 L_{2} ; 2 L-1} I_{2 L_{2}}^{2 K_{2}} \\
& +\sum_{L_{2}<L_{1} ; K_{1}<K} C_{2 K_{2}-1 ; 2 K_{1} ; 2 K}^{2 L_{2} ; 2 L_{1} ; 2 L-1} I_{2 L_{2}}^{2 K_{2}-1}-\sum_{L_{1}<L_{2} ; K_{1}<K} C_{2 K_{2}-1 ; 2 K_{1} ; 2 K}^{2 L_{1} ; 2 L_{2} ; 2 L-1} I_{2 L_{2}}^{2 K_{2}-1}=0,
\end{aligned}
$$

$$
\begin{align*}
& -I_{2 K_{1}-1}^{2 L_{1}} C_{2 K}^{2 L-1}+C_{2 K}^{2 L_{1}} I_{2 K_{1}-1}^{2 L-1}-\sum_{K_{2}<K} C_{2 K_{2} ; 2 K}^{2 L_{1} ; 2 L-1} I_{2 K_{1}-1}^{2 K_{2}}+\sum_{K<K_{2}} C_{2 K ; 2 K_{2}}^{2 L_{1} ; 2 L-1} I_{2 K_{1}-1}^{2 K_{2}}+\left(\varepsilon_{L}+\varepsilon_{L_{1}}-\varepsilon_{K}-\varepsilon_{K_{1}}-\delta E\right) C_{2 K_{1}-1 ; 2 K}^{2 L_{1} ; 2 L-1} \\
& +\sum C_{2 K_{2}-1 ; 2 K}^{2 L_{1} ; 2 L-1} I_{2 K_{1}-1}^{2 K_{2}-1}-\sum C_{2 K_{1}-1 ; 2 K}^{2 L_{1} ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 L-1}+\sum_{L_{2}<L} C_{2 K ; 2 K_{1}-1}^{2 L_{2}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 L_{1}}-\sum_{L<L_{2}} C_{2 K ; 2 K_{1}-1}^{2 L-1 ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 L_{1}} \\
& +\sum_{L_{2}<L ; K<K_{2}} C_{2 K ; 2 K_{2} ; 2 K_{1}-1}^{2 L_{1} ; 2 L_{2}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 K_{2}}-\sum_{L_{2}<L ; K_{2}<K} C_{2 K_{2} ; 2 K ; 2 K_{1}-1}^{2 L_{1} ; 2 L_{2}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 K_{2}}-\sum C_{2 K ; 2 K_{2} ; 2 K_{1}-1}^{2 L_{1} ; 2 L-1 ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 K_{2}} \\
& +\sum_{L<L_{2} ; K_{2}<K} C_{2 K_{2} ; 2 K ; 2 K_{1}-1}^{2 L_{1} ; 2 L-1 ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 K_{2}}-\sum_{L_{2}<L ; K_{1}<K_{2}} C_{2 K_{1}-1 ; 2 K ; 2 K_{2}-1}^{2 L_{1} ; 2 L_{2}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 K_{2}-1}+\sum_{L_{2}<L ; K_{2}<K_{1}} C_{2 K_{2}-1 ; 2 K ; 2 K_{1}-1}^{2 L_{1} ; 2 L_{2}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 K_{2}-1} \\
& +\sum_{L<L_{2} ; K_{1}<K_{2}} C_{2 K_{1}-1 ; 2 K ; 2 K_{2}-1}^{2 L_{1} ; 2 L-1 ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 K_{2}-1}-\sum_{L<L_{2} ; K_{2}<K_{1}} C_{2 K_{2}-1 ; 2 K ; 2 K_{1}-1}^{2 L_{1} ; 2 L-1 ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 K_{2}-1}=0, \\
& C_{2 K-1}^{2 L-1} I_{2 K}^{2 L_{1}-1}-C_{2 K-1}^{2 L_{1}-1} I_{2 K_{1}}^{2 L-1}+\sum C_{2 K-1 ; 2 K_{1}}^{2 L_{2} ; 2 L-1} I_{2 L_{2}}^{2 L_{1}-1}-\sum C_{2 K-1 ; 2 K_{1}}^{2 L_{2} ; 2 L_{2}-1} I_{2 L_{2}}^{2 L-1}+\left(\mu H+\varepsilon_{L}+\varepsilon_{L_{1}}-\varepsilon_{K}-\varepsilon_{K_{1}}\right. \\
& -\delta E) C_{2 K_{1} ; 2 K-1}^{2 L_{1}-1 ; 2 L-1}+\sum C_{2 K_{2} ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K_{1}}^{2 K_{2}}+\sum_{K<K_{2}} C_{2 K-1 ; 2 K_{2}-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K_{1}}^{2 K_{2}-1}-\sum_{K_{2}<K} C_{2 K_{2}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K_{1}}^{2 K_{2}-1} \\
& +\sum_{K_{1}<K_{2}} C_{2 K_{1} ; 2 K_{2} ; 2 K-1}^{2 L_{2} ; 2 L_{1}-1 ; 2 L-1} I_{2 L_{2}}^{2 K_{2}}-\sum_{K_{2}<K_{1}} C_{2 K_{2} ; 2 K_{1} ; 2 K-1}^{2 L_{2} ; 2 L_{1}-1 ; 2 L-1} I_{2 L_{2}}^{2 K_{2}}-\sum_{K<K_{2}} C_{2 K-1 ; 2 K_{1} ; 2 K_{1}-1}^{2 L_{2} ; 2 L_{1}-1 ; 2 L-1} I_{2 L_{2}}^{2 K_{2}-1} \\
& +\sum_{K_{2}<K} C_{2 K_{2}-1 ; 2 K_{1} ; 2 K-1}^{2 L_{2} ; 2 L_{1}-1 ; 2 L-1} I_{2 L_{2}}^{2 K_{2}-1}=0, \\
& \left(\varepsilon_{L}+\varepsilon_{L_{1}}-\varepsilon_{K}-\varepsilon_{K_{1}}-\delta E\right) C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L}+\sum C_{2 K_{1} ; 2 K}^{2 L ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 L_{1}}-\sum C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 L}-\sum_{K_{1}<K<K_{2}} C_{2 K_{1} ; 2 K ; 2 K_{2}}^{2 L_{1} ; 2 L ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 K_{2}} \\
& +\sum_{K_{1}<K_{2}<K} C_{2 K_{1} ; 2 K_{2} ; 2 K}^{2 L_{1} ; 2 L ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 K_{2}}-\sum_{K_{2}<K_{1}<K} C_{2 K_{2} ; 2 K_{1} ; 2 K}^{2 L_{1} ; 2 L ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 K_{2}}+\sum C_{2 K_{2}-1 ; 2 K_{1} ; 2 K}^{2 L_{1} ; 2 L ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 K_{2}-1}=0, \\
& -I_{2 K_{1}-1}^{2 L_{1}-1} C_{2 K-1}^{2 L-1}+C_{2 K_{1}-1}^{2 L-1} I_{2 K-1}^{2 L_{1}-1}+C_{2 K-1}^{2 L_{1}-1} I_{2 K_{1}-1}^{2 L-1}-C_{2 K_{1}-1}^{2 L_{1}-1} I_{2 K-1}^{2 L-1}+\left(\varepsilon_{L}+\varepsilon_{L_{1}}-\varepsilon_{K}-\varepsilon_{K_{1}}-\delta E\right) C_{2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} \\
& -\left(\sum C_{2 K_{2} ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K_{1}-1}^{2 K_{2}}-\sum C_{2 K_{2} ; 2 K_{1}-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K-1}^{2 K_{2}}\right)+\left(\sum_{K_{2}<K} C_{2 K_{2}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K_{1}-1}^{2 K_{2}-1}-\sum_{K_{2}<K_{1}} C_{2 K_{2}-1 ; 2 K_{1}-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K-1}^{2 K_{2}-1}\right) \\
& -\left(\sum_{K<K_{1}} C_{2 K-1 ; 2 K_{2}-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K_{1}-1}^{2 K_{2}-1}-\sum_{K_{1}<K_{2}} C_{2 K_{1}-1 ; 2 K_{2}-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K-1}^{2 K_{2}-1}\right)-\left(\sum_{L_{2}<L} C_{2 K_{1}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 L_{1}-1}\right. \\
& \left.-\sum_{L_{2}<L_{1}} C_{2 K_{1}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L_{1}-1} I_{2 L_{2}-1}^{2 L-1}\right)+\left(\sum_{L<L_{2}} C_{2 K_{1}-1 ; 2 K-1}^{2 L-1 ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 L_{1}-1}-\sum_{L_{1}<L_{2}} C_{2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 L-1}\right) \\
& -\sum_{L_{2}<L_{1}<L} C_{2 K_{2} ; 2 K_{1}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L_{1}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 K_{2}}+\sum_{L_{1}<L_{2}<L} C_{2 K_{2} ; 2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L_{2}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 K_{2}}-\sum_{L_{1}<L<L_{2}} C_{2 K_{1} ; 2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1 ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 K_{1}} \\
& +\sum_{L_{2}<L_{1}<L ; K<K_{2}} C_{2 K_{1}-1 ; 2 K-1 ; 2 K_{2}-1}^{2 L_{2}-1 ; 2 L_{1}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 K_{2}-1}-\sum_{K_{1}<K_{2}<K ; L_{2}<L_{1}} C_{2 K_{1}-1 ; 2 K_{2}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L_{1}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 K_{2}-1} \\
& +\sum_{K_{2}<K_{1} ; L_{2}<L_{1}} C_{2 K_{2}-1 ; 2 K_{1}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L_{1}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 K_{2}-1}-\sum_{K<K_{2} ; L_{1}<L_{2}<L} C_{2 K_{1}-1 ; 2 K-1 ; 2 K_{2}-1}^{2 L_{1}-1 ; 2 L_{2}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 K_{2}-1} \\
& +\sum_{K_{1}<K_{2}<K ; L_{1}<L_{2}<L} C_{2 K_{1}-1 ; 2 K_{2}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L_{2}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 K_{2}-1}-\sum_{K_{2}<K_{1} ; L_{1}<L_{2}<L} C_{2 K_{2}-1 ; 2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L_{2}-1 ; 2 L-1} I_{2 L_{2}-1}^{2 K_{2}-1} \\
& +\sum_{K_{1}<K<K_{2} ; L<L_{2}} C_{2 K_{1}-1 ; 2 K-1 ; 2 K_{2}-1}^{2 L_{1}-1 ; 2 L-1 ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 K_{2}-1}-\sum_{L<L_{2} ; K_{1}<K_{2}<K} C_{2 K_{1}-1 ; 2 K_{2}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1 ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 K_{2}-1} \\
& +\sum_{K_{2}<K_{1} ; L<L_{2}} C_{2 K_{2}-1 ; 2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1 ; 2 L_{2}-1} I_{2 L_{2}-1}^{2 K_{2}-1}=0 . \tag{2}
\end{align*}
$$



Equations (A2) are exact.

## APPENDIX B

Our purpose is to obtain an expression for the selfenergy terms $\Sigma_{(K, L)}^{(1)}$ and $\Sigma_{(K, L)}$ in fourth-order perturbation theory. To do this we should obtain equations on the quantities $C_{\ldots}^{\ldots}$ in the «leading» approximation. Really, we need only six equations in the six quantities entering into Eqs. (A2). The required system can be obtained from Eqs. (3) and (A1). These equations are

$$
\begin{aligned}
& \left(\mu H+\varepsilon_{L}+\varepsilon_{L_{1}}+\varepsilon_{L_{2}}-\varepsilon_{K}-\varepsilon_{K_{1}}-\varepsilon_{K_{2}}\right) C_{2 K_{2} ; 2 K_{1} ; 2 K}^{2 L_{2} ; 2 L_{1} ; 2 L-1} \\
& -\left\{C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L-1} I_{2 K_{2}}^{2 L_{2}}-C_{2 K_{2} ; 2 K}^{2 L_{1} ; 2 L-1} I_{2 K_{1}}^{2 L_{2}}+C_{2 K_{2} ; 2 K_{1}}^{2 L_{1} ; 2 L-1} I_{2 K}^{2 L_{2}}\right. \\
& \left.-C_{2 K_{1} ; 2 K}^{2 L_{2} ; 2 L-1} I_{2 K_{2}}^{2 L_{1}}+C_{2 K_{2} ; 2 K}^{2 L_{2} ; 2 L-1} I_{2 K_{1}}^{2 L_{1}}-C_{2 K_{2} ; 2 K_{1}}^{2 L_{2} ; 2 L-1} I_{2 K}^{2 L_{1}}\right\} \\
& -\left\{C_{2 K_{1} ; 2 K}^{2 L_{2} ; 2 L_{1}} I_{2 K_{2}}^{2 L-1}-C_{2 K_{2} ; 2 K}^{2 L_{2} ; 2 L_{1}} I_{2 K_{1}}^{2 L-1}+C_{2 K_{2} ; 2 K_{1}}^{2 L_{2} ; 2 L_{1}} I_{2 K}^{2 L-1}\right\}=0 \\
& \left(\varepsilon_{L}+\varepsilon_{L_{1}}+\varepsilon_{L_{2}}-\varepsilon_{K}-\varepsilon_{K_{1}}-\varepsilon_{K_{2}}\right) C_{2 K_{2}-1 ; 2 K_{1} ; 2 K}^{2 L_{2} ; 2 L_{1} ; 2 L-1} \\
& \quad+C_{2 K_{1} ; 2 K}^{2 L_{2} ; 2 L_{1}} I_{2 K_{2}-1}^{2 L-1}+\left\{C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L-1} I_{2 K_{2}-1}^{2 L_{2}}\right. \\
& \left.\quad-C_{2 K_{1} ; 2 K}^{2 L_{2} ; 2 L-1} I_{2 K_{2}-1}^{2 L-1}\right\}=0 . \\
& \left(\mu H+\varepsilon_{L}+\varepsilon_{L_{1}}+\varepsilon_{L_{2}}-\varepsilon_{K}-\varepsilon_{K_{1}}-\varepsilon_{K_{2}}\right) C_{2 K_{2} ; 2 K_{1} ; 2 K-1}^{2 L_{2} ; 2 L_{1}-1 ; 2 L-1} \\
& -\left\{C_{2 K-1 ; 2 K_{1}}^{2 L_{2} ; 2 L-1} I_{2 K_{2}}^{2 L_{1}-1}-C_{2 K-1 ; 2 K_{2}}^{2 L_{2} ; 2 L-1} I_{2 K_{1}}^{2 L_{1}-1}\right. \\
& \left.-C_{2 K-1 ; 2 K_{1}}^{2 L_{2} ; 2 L_{1}-1} I_{2 K_{2}}^{2 L-1}+C_{2 K-1 ; 2 K_{2}}^{2 L_{2} ; 2 L_{1}-1} I_{2 K_{1}}^{2 L-1}\right\} \\
& -\left\{C_{2 K_{1} ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K_{2}}^{2 L_{2}}-C_{2 K_{2} ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K_{1}}^{2 L_{2}}\right\}=0, \\
& \left(\varepsilon_{L}+\varepsilon_{L_{1}}+\varepsilon_{L_{2}}-\varepsilon_{K}-\varepsilon_{K_{1}}-\varepsilon_{K_{2}}\right) C_{2 K_{2}-1 ; 2 K_{1} ; 2 K-1}^{2 L_{2} ; 2 L_{1}-1 ; 2 L-1} \\
& +\left\{C_{2 K-1 ; 2 K_{1}}^{2 L_{2} ; 2 L-1} I_{2 K_{2}-1}^{2 L_{1}-1}-C_{2 K_{2}-1 ; 2 K_{1}}^{2 L_{2} ; 2 L-1} I_{2 K-1}^{2 L_{1}-1}\right. \\
& \left.-C_{2 K-1 ; 2 K_{1}}^{2 L_{2} ; 2 L_{1}-1} I_{2 K_{2}-1}^{2 L-1}+C_{2 K_{2}-1 ; 2 K_{1}}^{2 L_{2} ; 2 L_{1}-1} I_{2 K-1}^{2 L-1}\right\}
\end{aligned}
$$

FIG. 1. Relation between various terms $C_{\ldots}^{\ldots}$. Dashed lines represent scattering process.

$$
+\left\{C_{2 K_{1} ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K_{2}-1}^{2 L_{2}}-C_{2 K_{1} ; 2 K_{2}-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K-1}^{2 L_{2}}\right\}=0
$$

$$
\left.\begin{array}{l}
\left(\mu H+\varepsilon_{L}+\varepsilon_{L_{1}}+\varepsilon_{L_{2}}-\varepsilon_{K}-\varepsilon_{K_{1}}\right. \\
\left.\quad-\varepsilon_{K_{2}}\right) C_{2 K_{2} ; 2 K_{1}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L_{1}-1 ; 2 L-1}-\left\{C_{2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K_{2}}^{2 L_{2}-1}\right. \\
\left.\quad-C_{2 K_{1}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L-1} I_{2 K_{2}}^{2 L_{1}-1}+C_{2 K_{1}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L_{1}-1} I_{2 K_{2}}^{2 L-1}\right\}=0 \\
\left(\varepsilon_{L}+\varepsilon_{L_{1}}+\varepsilon_{L_{2}}-\varepsilon_{K}-\varepsilon_{K_{1}}-\varepsilon_{K_{2}}\right) C_{2 K_{2}-1 ; 2 K_{1}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L_{1}-1 ; 2 L-1} \\
+\left\{C_{2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K_{2}-1}^{2 L_{2}-1}-C_{2 K_{2}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K_{1}-1}^{2 L_{2}-1}\right. \\
+C_{2 K_{2}-1 ; 2 K_{1}-1}^{2 L_{1}-1 ; 2 L-1} I_{2 K-1}^{2 L_{2}-1}-C_{2 K_{1}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L-1} I_{2 K_{2}-1}^{2 L_{2}-1} \\
+C_{2 K_{2}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L-1} I_{2 K_{1}-1}^{2 L_{1}-1}-C_{2 K_{1}-1 ; 2 K_{1}-1}^{2 L_{2}-1 ; 2 L-1} I_{2 K-1}^{2 L_{1}-1} \\
+C_{2 K_{1}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L_{1}-1} I_{2 K_{2}-1}^{2 L-1}-C_{2 K_{2}-1 ; 2 K-1}^{2 L_{2}-1 ; 2 L_{1}-1} I_{2 K_{1}-1}^{2 L-1} \\
+ \tag{B1}
\end{array} C_{2 K_{2}-1 ; 2 K_{1}-1}^{2 L_{2}-1 ; 2 L_{1}-1} I_{2 K-1}^{2 L-1}\right\}=0 . ~(\mathrm{~B})
$$

Equations (B1) can easily be supplemented by scattering terms, and Eqs. (7), (A1), and (B1) will still form a complete set. The structure of interaction Hamiltonian (1) is such that scattering leads to connection of the given term only with itself and with two (or one) neighboring terms. These terms can be obtained from the given one by a change of parity of one of the upper or lower indexes. The relationships among the various terms $C^{\cdots} \ldots$ are presented in Fig. 1.

## APPENDIX C

We are now able to obtain the self-energy parts $\Sigma_{(K, L)}^{(1)}$ and $\Sigma_{(K, L)}$ in fourth-order perturbation theory. Straightforward elimination of terms in $C_{\ldots}^{\ldots}$ with $P \geqslant 2$ from Eqs. (6) using Eqs. (A2) and (B1) gives

$$
\begin{aligned}
\Sigma_{(K, L)}= & \frac{I_{2 L_{1}-1}^{2 K_{1}}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)-\delta E-\left|I_{2 K_{2}-1}^{2 L_{2}}\right|^{2} / \varepsilon_{6}-\left|I_{2 K_{2}}^{2 L_{2}}\right|^{2} /\left(\mu H+\varepsilon_{6}\right)}\left\{I_{2 K_{1}}^{2 L_{1}-1}-\frac{I_{2 K_{1}}^{2 K_{2}}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{2}\right)}\right. \\
& \times\left(I_{2 K_{2}}^{2 L_{1}-1}-\frac{I_{2 K_{2}}^{2 K_{3}} I_{2 K_{3}}^{2 L_{1}-1}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}-\frac{I_{2 K_{2}}^{2 K_{3}-1} I_{2 K_{3}-1}^{2 L_{1}-1}}{\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}\right)-\frac{I_{2 K_{1}}^{2 K_{2}-1}}{\varepsilon_{4}\left(L, L_{1}, K, K_{2}\right)} \\
& \left.\times\left(I_{2 K_{2}-1}^{2 L_{1}-1}-\frac{I_{2 K_{2}-1}^{2 K_{3}} I_{2 K_{3}}^{2 L_{1}-1}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}+\frac{I_{2 L_{2}-1}^{2 L_{1}-1} I_{2 K_{2}-1}^{2 L_{2}-1}}{\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}-\frac{I_{2 K_{2}-1}^{2 K_{3}-1} I_{2 K_{3}-1}^{2 L_{1}-1}}{\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}\right)+\frac{I_{2}\left(L, L_{2}, K, K_{1}\right)\left(\mu H+\varepsilon_{4}\left(L, L_{3}, K, K_{1}\right)\right)}{\varepsilon_{4}}\right) \\
& \left.-\frac{I_{2 L_{2}}^{2 L_{1}-1} I_{2 L_{3}-1}^{2 L_{2}} I_{2 K_{1}}^{2 L_{3}-1}}{\left(\mu H+\varepsilon_{6}\right)\left(\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{2}\right)\right)}\right\}+\frac{I_{2 K_{1}-1}^{2 L_{1}-1}}{\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)-\left|I_{2 L_{2}-1}^{2 K_{2}}\right|^{2} /\left(\mu H+\varepsilon_{6}\right)-\left|I_{2 L_{2}-1}^{2 K_{2}-1}\right|^{2} / \varepsilon_{6}-\delta E}
\end{aligned}
$$

$$
\times\left\{I_{2 K_{1}-1}^{2 L_{1}-1}-\frac{I_{2 K_{1}-1}^{2 K_{2}}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{2}\right)}\left(I_{2 K_{2}}^{2 L_{1}-1}-\frac{I_{2 K_{2}}^{2 K_{3}} I_{2 K_{3}}^{2 L_{1}-1}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}-\frac{I_{2 K_{2}}^{2 K_{3}-1} I_{2 K_{3}-1}^{L_{1}-1}}{\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}\right)\right.
$$

$$
-\frac{I_{2 K_{1}-1}^{2 K_{2}-1}}{\varepsilon_{4}\left(L, L_{1}, K, K_{2}\right)}\left(I_{2 K_{2}-1}^{2 L_{1}-1}-\frac{I_{2 K_{2}-1}^{2 K_{3}} I_{2 K_{3}}^{2 L_{1}-1}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}+\frac{I_{2 L_{2}-1}^{2 L_{1}-1} I_{2 K_{2}-1}^{2 L_{2}-1}}{\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}-\frac{I_{2 K_{2}-1}^{2 K_{3}-1} I_{2 K_{3}-1}^{2 L_{1}-1}}{\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}\right)
$$

$$
+\frac{I_{2 L_{2}-1}^{2 L_{1}-1}}{\varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)}\left(I_{2 K_{1}-1}^{2 L_{2}-1}-\frac{I_{2 K_{1}-1}^{2 K_{2}} I_{2 K_{2}}^{2 L_{2}-1}}{\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}+\frac{I_{2 L_{3}-1}^{2 L_{2}-1} I_{2 K_{1}-1}^{2 L_{3}-1}}{\varepsilon_{4}\left(L, L_{3}, K, K_{1}\right)}-\frac{I_{2 K_{1}-1}^{2 K_{2}-1} I_{2 K_{2}-1}^{2 L_{2}-1}}{\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}\right)
$$

$$
\begin{equation*}
\left.+\frac{I_{2 L_{2}-1}^{2 K_{2}-1}}{\varepsilon_{6}}\left(\frac{I_{2 K_{1}-1}^{2 L_{1}-1} I_{2 K_{2}-1}^{2 L_{2}-1}}{\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}-\frac{I_{2 K_{2}-1}^{2 L_{1}-1} I_{2 K_{1}-1}^{2 L_{2}-1}}{\varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)}-\frac{I_{2 K_{1}-1}^{2 L_{2}-1} I_{2 K_{2}-1}^{2 L_{1}-1}}{\varepsilon_{4}\left(L, L_{1}, K, K_{2}\right)}\right)-\frac{I_{2 L_{2}-1}^{2 K_{2}} I_{2 K_{2}}^{2 L_{1}-1} I_{2 K_{1}-1}^{2 L_{2}-1}}{\left(\mu H+\varepsilon_{6}\right) \varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)}\right\} . \tag{C2}
\end{equation*}
$$

$$
\begin{align*}
& \Sigma_{(K, L)}^{(1)}=\frac{I_{2 L_{1}}^{2 K_{1}}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)-\left|I_{2 K_{2}-1}^{2 L_{2}}\right|^{2} / \varepsilon_{6}-\left|I_{2 K_{2}}^{2 L_{2}}\right|^{2} /\left(\mu H+\varepsilon_{6}\right)-\delta E} \\
& \times\left\{I_{2 K_{1}}^{2 L_{1}}-\frac{I_{2 K_{1}}^{2 K_{2}}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)}\left(I_{2 K_{1}}^{2 L_{1}}-\frac{I_{2 K_{2}}^{2 K_{3}} I_{2 K_{3}}^{2 L_{1}}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}+\frac{I_{2 L_{2}}^{2 L_{1}} I_{2 K_{2}}^{2 L_{2}}}{\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}\right.\right. \\
& \left.-\frac{I_{2 K_{2}}^{2 K_{3}-1} I_{2 K_{3}-1}^{2 L_{1}}}{\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}\right)-\frac{I_{2 L_{2}}^{2 L_{1}}}{\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)}\left(-I_{2 K_{1}}^{2 L_{2}}+\frac{I_{2 K_{1}}^{2 K_{2}} I_{2 K_{2}}^{2 L_{2}}}{\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}-\frac{I_{2 L_{3}}^{2 L_{2}} I_{2 K_{1}}^{2 L_{3}}}{\mu H+\varepsilon_{4}\left(L, L_{3}, K, K_{1}\right)}\right. \\
& \left.+\frac{I_{2 K_{1}}^{2 K_{2}-1} I_{2 K_{2}-1}^{2 L_{2}}}{\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}\right)-\frac{I_{2 K_{1}}^{2 K_{2}-1}}{\varepsilon_{4}\left(L, L_{1}, K, K_{2}\right)}\left(I_{2 K_{2}-1}^{2 L_{1}}-\frac{I_{2 K_{2}-1}^{2 K_{1}} I_{2 K_{1}}^{2 L_{1}}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K_{3}, K\right)}-\frac{I_{2 K_{2}-1}^{2 K_{3}-1} I_{2 K_{3}-1}^{2 L_{1}}}{\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}\right) \\
& -\frac{I_{2 L_{2}}^{2 K_{2}}}{\mu H+\varepsilon_{6}}\left(\frac{I_{2 K_{2}}^{2 L_{1}} I_{2 K_{1}}^{2 L_{2}}}{\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)}+\frac{I_{2 K_{1}}^{2 L_{1}} I_{2 K_{2}}^{2 L_{1}}}{\mu H+\varepsilon_{4}\left(L_{1}, L, K, K_{2}\right)}-\frac{I_{2 K_{1}}^{2 L_{1}} I_{2 K_{2}}^{2 L_{2}}}{\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}\right) \\
& \left.-\frac{I_{2 L_{2}}^{2 K_{2}-1} I_{2 K_{2}-1}^{2 L_{1}} I_{2 K_{1}}^{2 L_{2}}}{\varepsilon_{6}\left(\mu H+\varepsilon_{6}\left(L, L_{2}, K, K_{1}\right)\right)}\right\}+\frac{I_{2 L_{1}}^{2 K_{1}-1}}{\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)-\left|I_{2 L_{2}-1}^{2 K_{2}}\right|^{2} /\left(\mu H+\varepsilon_{6}\right)-\left|I_{2 L_{2}-1}^{2 K_{2}-1}\right|^{2} / \varepsilon_{6}-\delta E} \\
& \times\left\{I_{2 K_{1}-1}^{2 L_{1}}-\frac{I_{2 K_{1}-1}^{2 K_{2}}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{2}\right)}\left(I_{2 K_{2}}^{2 L_{1}}-\frac{I_{2 K_{2}}^{2 K_{3}} I_{2 K_{3}}^{2 L_{1}}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}+\frac{I_{2 L_{2}}^{2 L_{1}} I_{2 K_{2}}^{2 L_{2}}}{\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}-\frac{I_{2 K_{3}}^{2 K_{3}-1} I_{2 K_{3}-1}^{2 L_{1}}}{\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}\right)\right. \\
& -\frac{I_{2 K_{1}-1}^{2 K_{2}-1}}{\varepsilon_{4}\left(L, L_{1}, K, K_{2}\right)}\left(I_{2 K_{2}-1}^{2 L_{1}}-\frac{I_{2 K_{2}-1}^{2 K_{3}} I_{2 K_{3}}^{2 L_{1}}}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}-\frac{I_{2 K_{2}-1}^{2 K_{3}-1} I_{2 K_{3}-1}^{2 L_{1}}}{\varepsilon_{4}\left(L, L_{1}, K, K_{3}\right)}\right) \\
& \left.+\frac{I_{2 L_{2}-1}^{2 L-1} I_{2 L_{3}}^{2 L_{3}-1} I_{2 K_{1}-1}^{2 L_{3}}}{\left(\mu H+\varepsilon_{4}\left(L, L_{2} K, K_{1}\right)\right) \varepsilon_{4}\left(L, L_{3}, K, K_{1}\right)}-\frac{I_{2 L_{2}-1}^{2 K_{2}-1} I_{2 K_{1}-1}^{2 L_{2}-1} I_{2 K_{2}-1}^{2 L_{1}}}{\varepsilon_{6} \varepsilon_{4}\left(L, L_{1}, K, K_{2}\right)}\right\}, \tag{C1}
\end{align*}
$$

From Eqs. (6) and (A2), the quantities $C_{2 K}^{2 L-1}$ and $C_{2 K-1}^{2 L-1}$ can easily be obtained in the third order of perturbation theory. We do not give these expressions here because only one statement is essential for us: direct comparison of the quantities $\delta E$ [Eq. (4)] and self-energy $\Sigma_{K, L}$ [Eq. (C2)] shows that

$$
\begin{equation*}
\delta E+\left.\Sigma_{K, L}\right|_{\varepsilon_{K}=\varepsilon_{L}=\varepsilon_{F}}=0 \tag{C3}
\end{equation*}
$$

Equation (C3) is valid for arbitrary spectrum $\varepsilon_{K}, \varepsilon_{L}$ and arbitrary transition matrix elements $I_{\ldots}^{\ldots}$. Our conjecture is that

Eq. (C3) holds in all orders of perturbation theory, and hence we can put

$$
\begin{equation*}
\delta E+\left.\Sigma_{K, L}\right|_{\varepsilon_{k}=\varepsilon_{L}=\varepsilon_{F}}=-\Delta, \tag{C4}
\end{equation*}
$$

where $\Delta$ is exponentially small and can be considered as an order parameter. We also obtain from Eqs. (C1) and (C2) that self-energies $\Sigma_{K L}^{(1)}$ and $\Sigma_{K L}$ coincide only in the second order of perturbation theory. They start to be different in the third order of perturbation theory. In the fourth order of perturbation theory, we obtain from Eqs. (C1) and (C2)

$$
\begin{align*}
\Sigma_{(K, L)}^{(1)}-\Sigma_{(K, L)}= & I_{2 L_{1}}^{2 K_{1}} I_{2 L_{2}}^{2 L_{1}} I_{2 K_{1}}^{2 L_{2}}\left(\frac{1}{\left(\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)\left(\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)\right)\right.}-\frac{1}{\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right) \varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)}\right) \\
& -I_{2 K_{1}}^{2 K_{2}} I_{2 L_{1}}^{2 K_{1}} I_{2 L_{2}}^{2 L_{1}} I_{2 K_{2}}^{2 L_{2}}\left(\left(\frac{1}{\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)}+\frac{1}{\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)}\right)\right. \\
& \times\left(\frac{1}{\left(\mu H+\varepsilon_{4}\left(L, L_{2} K, K_{2}\right)\right)\left(\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{2}\right)\right)}-\frac{1}{\varepsilon_{4}\left(L, L_{1}, K, K_{2}\right) \varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}\right) \\
& +\left(\frac{1}{\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}+\frac{1}{\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}\right)\left(\frac{1}{\left(\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)\right)\left(\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)\right)}\right. \\
& \left.-\frac{1}{\varepsilon_{4}\left(L, L_{2}, K, K_{1}\right) \varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)}\right)-\left(\frac{1}{\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)}-\frac{1}{\varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)}\right) \\
& \times\left(\frac{1}{\left(\mu H+\varepsilon_{4}\left(L, L_{3}, K, K_{1}\right)\right)\left(\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)\right.}+\frac{1}{\varepsilon_{4}\left(L, L_{3}, K, K_{1}\right) \varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)}\right) \\
& +\left(\frac{1}{\varepsilon_{6}\left(\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)\right)\left(\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)\right)}-\frac{1}{\left(\mu H+\varepsilon_{6}\right) \varepsilon_{4}\left(L, L_{2}, K, K_{1}\right) \varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)}\right) \\
& +\left(\frac{1}{\left(\mu H+\varepsilon_{6}\right)\left(\mu H+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)\right.}\right)\left(\frac{1}{\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)}-\frac{1}{\mu H+\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}\right) \\
& \left.-\left(\frac{1}{\varepsilon_{4}\left(L, L_{2}, K, K_{1}\right)}-\frac{1}{\varepsilon_{4}\left(L, L_{2}, K, K_{2}\right)}\right) \frac{1}{\varepsilon_{6} \varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)}\right) \tag{C5}
\end{align*}
$$

where

$$
\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right) \equiv \varepsilon_{L}+\varepsilon_{L_{1}}-\varepsilon_{K}-\varepsilon_{K_{1}}
$$

$$
\begin{equation*}
\varepsilon_{6} \equiv \varepsilon_{L}+\varepsilon_{L_{1}}+\varepsilon_{L_{2}}-\varepsilon_{K}-\varepsilon_{K_{1}}-\varepsilon_{K_{2}} \tag{C6}
\end{equation*}
$$

Straightforward calculation of the integrals in Eq. (C5) leads to Eqs. (40) and (41). Both Eqs. (40) and (41) are proved in two orders of perturbation theory. Our conjecture is that Eq. (41) is exact.

## APPENDIX D

In this Appendix we consider the role of the right-hand side of Eqs. (7) for a negative value of the coupling constant, $g<0$. In the first order of perturbation theory, we obtain from (A2)

$$
\begin{aligned}
C_{2 K_{1} ; 2 K}^{2 L_{1} ; 2 L-1}= & \frac{1}{\mu \widetilde{H}+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)+\Delta} \\
& \times\left[C_{2 K_{1}}^{2 L-1} I_{2 K}^{2 L_{1}}-C_{2 K}^{2 L-1} I_{2 K_{1}}^{2 L_{1}}+C_{2 K}^{2 L_{1}} I_{2 K_{1}}^{2 L-1}\right. \\
& \left.-C_{2 K_{1}}^{2 L_{1}} I_{2 K}^{2 L-1}\right]
\end{aligned}
$$

$$
\begin{align*}
C_{2 K_{1}-1 ; 2 K}^{2 L_{1} ; 2 L-1}= & \frac{1}{\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)+\Delta} \\
& \times\left[I_{2 K_{1}-1}^{2 L_{1}} C_{2 K}^{2 L-1}-C_{2 K}^{2 L_{1}} I_{2 K_{1}-1}^{2 L-1}\right] \\
C_{2 K_{1} ; 2 K-1}^{2 L_{1}-1 ; 2 L-1}= & \frac{1}{\mu \widetilde{H}+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)+\Delta}  \tag{D1}\\
& \times\left[C_{2 K-1}^{2 L_{1}-1} I_{2 K_{1}}^{2 L-1}-C_{2 K-1}^{2 L-1} I_{2 K_{1}}^{2 L_{1}-1}\right]
\end{align*}
$$

$$
\begin{aligned}
C_{2 K_{1}-1 ; 2 K-1}^{2 L_{1}-1 ; 2 L-1}= & \frac{1}{\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)+\Delta}\left[I_{2 K_{1}-1}^{2 L_{1}-1} C_{2 K-1}^{2 L-1}\right. \\
& -C_{2 K_{1}-1}^{2 L-1} I_{2 K-1}^{2 L_{1}-1}+C_{2 K_{1}-1}^{2 L_{1}-1} I_{2 K-1}^{2 L-1} \\
& \left.-C_{2 K-1}^{2 L_{1}-1} I_{2 K_{1}-1}^{2 L-1}\right] .
\end{aligned}
$$

$$
\begin{align*}
A_{1}\left(C_{2 K}^{2 L-1} ; C_{2 K-1}^{2 L-1}, C_{2 K}^{2 L}\right)= & -\sum \frac{I_{2 L_{1}}^{2 K_{1}}\left(C_{2 K_{1}}^{2 L-1} I_{2 K}^{2 L_{1}}+C_{2 K}^{2 L_{1}} I_{2 K_{1}}^{2 L-1}-C_{2 K_{1}}^{2 L_{1}} I_{2 K}^{2 L-1}\right)}{\mu \widetilde{H}+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)+\Delta}-\sum \frac{I_{2 L_{1}}^{2 K_{1}-1} I_{2 K_{1}-1}^{2 L-1} C_{2 K}^{2 L_{1}}}{\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)+\Delta}, \\
A_{2}\left(C_{2 K}^{2 L-1} ; C_{2 K-1}^{2 L-1} ; C_{2 K}^{2 L}\right)= & -\sum \frac{I_{2 L_{1}-1}^{2 K_{1}-1}\left(C_{2 K_{1}-1}^{2 L-1} I_{2 K-1}^{2 L_{1}-1}-C_{2 K_{1}-1}^{2 L_{1}-1} I_{2 K-1}^{2 L-1}+C_{2 K-1}^{2 L_{1}-1} I_{2 K_{1}-1}^{2 L-1}\right)}{\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)+\Delta} \\
& -\sum \frac{I_{2 L_{1}-1}^{2 K_{1}} I_{2 K_{1}}^{2 L-1} C_{2 K-1}^{2 L_{1}-1}}{\mu \widetilde{H}+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)+\Delta}, \\
A_{3}\left(C_{2 K}^{2 L-1} ; C_{2 K-1}^{2 L-1}, C_{2 K}^{2 L}\right)= & \sum \frac{I_{2 L_{1}-1}^{2 K_{1}}\left(C_{2 K_{1}}^{2 L_{1}-1} I_{2 K}^{2 L}-C_{2 K}^{2 L_{1}-1} I_{2 K_{1}}^{2 L}-C_{2 K_{1}}^{2 L} I_{2 K}^{2 L_{1}-1}\right)}{\mu \widetilde{H}+\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)+\Delta}-\sum \frac{I_{2 L_{1}-1}^{2 K_{1}-1} I_{2 K_{1}-1}^{2 L} C_{2 K}^{2 L_{1}-1}}{\varepsilon_{4}\left(L, L_{1}, K, K_{1}\right)+\Delta} . \tag{D2}
\end{align*}
$$

The quantities $\varepsilon_{4}, \varepsilon_{6}$ here are the same as in Eq. (C6).
As before, only convolutions $Z_{L}, Y_{L}$ are large for $g<0$. Furthermore,

$$
\left.+\frac{g^{3}}{2}\left(\frac{I_{1}}{g \ln \left[\varepsilon_{F} /(\mu \widetilde{H}+y+\Delta)\right]}+\frac{I_{2}}{g \ln \left[\varepsilon_{F} /(y+\Delta)\right]}\right)\right]
$$

$$
\begin{equation*}
\left|Z_{L}+Y_{L}\right| \sim g^{2}\left|Z_{L}-Y_{L}\right| \tag{D3}
\end{equation*}
$$

$$
=I g\left(\ln \frac{\varepsilon_{f}}{\mu \widetilde{H}+y+\Delta}+\ln \frac{\varepsilon_{F}}{y+\Delta}\right)
$$

As the result, Eqs. (7) can be reduced to just one equation:

$$
\begin{equation*}
+g \int d x\left(\frac{X_{K}}{\mu \widetilde{H}+y+x+\Delta}-\frac{Y_{K}}{y+x+\Delta}\right) \tag{D4}
\end{equation*}
$$

$$
\left(Z_{L}-Y_{L}\right)\left[1+g \ln \frac{\varepsilon_{F}}{y+\Delta}+g \ln \frac{\varepsilon_{F}}{\mu \widetilde{H}+y+\Delta}\right.
$$

where

$$
\begin{align*}
& I_{1}=\int \frac{d x d y d x_{1}}{(\mu \widetilde{H}+y+x+\Delta)\left(\mu \widetilde{H}+y+x_{1}+\Delta\right)\left(\mu \widetilde{H}+y+x+y_{1}+x_{1}+\Delta\right)} \\
& I_{2}=\int \frac{d x d y d x_{1}}{(y+x+\Delta)\left(y+x_{1}+\Delta\right)\left(y+x+y_{1}+x_{1}+\Delta\right)} \tag{D5}
\end{align*}
$$

A simple calculation of the integrals (D5) gives

$$
\begin{align*}
& I_{1}=\frac{1}{3} \ln ^{3}\left(\frac{\varepsilon_{F}}{\mu \tilde{H}+y+\Delta}\right) \\
& I_{2}=\frac{1}{3} \ln ^{3}\left(\frac{\varepsilon_{F}}{y+\Delta}\right) \tag{D6}
\end{align*}
$$

Now we can define the Kondo temperature $T_{c}$ to be

$$
\begin{equation*}
|g| \ln \frac{\varepsilon_{F}}{T_{c}}=z \tag{D7}
\end{equation*}
$$

where $z$ is a root of the quadratic equation

$$
\begin{equation*}
1-2 z+\frac{z^{2}}{3}=0, \quad z=3-\sqrt{6} \approx 0.5505 \tag{D8}
\end{equation*}
$$

From Eq. (D4) we obtain

$$
\begin{equation*}
Z_{L}-Y_{L}=\frac{I \widetilde{\beta}}{|g|(1-z / 3) \ln \left((\mu \widetilde{H}+y+\Delta)(y+\Delta) / T_{c}^{2}\right)} \tag{D9}
\end{equation*}
$$

where $\widetilde{\beta}$ is a number of order 1. Instead of Eqs. (41) and (42) we have now

$$
\begin{equation*}
\mu \widetilde{H}=\mu H-\delta \Sigma ; \quad \delta \Sigma=-\mu H z\left(-1 / 2+\left\langle S_{z}\right\rangle\right) \tag{D10}
\end{equation*}
$$

As before, the average spin $\left\langle S_{z}\right\rangle$ is given by Eq. (27) with the replacement $\mu H \rightarrow \mu \widetilde{H}$ :

$$
\begin{equation*}
\left\langle S_{z}\right\rangle=\frac{\mu \widetilde{H}}{4\left(T_{c}^{2}+(\mu \tilde{H} / 2)^{2}\right)^{1 / 2}} \tag{D11}
\end{equation*}
$$



FIG. 2. Magnetic field dependence of the average spin $\left\langle S_{z}\right\rangle$. Dots are experimental of Ref. 4.

The magnetic field dependence of the average spin $\left\langle S_{z}\right\rangle$ [Eqs. (D10) and (D11)] is given in Fig. 2. Dots are the experimental results of Ref. 4.
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# Random walk on hierarchical comb structures 

V. E. Arkhincheev*)<br>Buryat Science Center, Siberian Branch of the Russian Academy of Sciences, 670047 Ulan-Ude, Russia (Submitted 2 June 1998)<br>Zh. Éksp. Teor. Fiz. 115, 1285-1296 (April 1999)<br>This paper examines random walks on an exactly solvable comb model of percolation clusters. The study shows that diffusion along the structure's axis is anomalous. Generalized diffusion equations with fractional-order time derivatives are derived, and a generalization to the multidimensional case is carried out. The relationship between this problem and that of diffusion in a medium with traps is examined, and equations that describe diffusion in a medium with traps are derived. The paper also discusses the transition to ordinary diffusion due to the introduction of comb teeth of finite length, and analyzes the case of $N$ teeth of different length. It is shown that the solution of this problem leads to the emergence of an N -channel diffusion equation. Finally, equations describing the diffusion of interacting electrons are derived. © 1999 American Institute of Physics. [S1063-7761(99)00904-X]

## 1. INTRODUCTION

Interest in random walks in highly inhomogeneous media and along fractals can be explained both by the numerous applications of diffusion problems, e.g., the problem of conductivity in highly inhomogeneous media, and by the unusual anomalous nature of random walks along fractals. The anomalous nature manifests itself in the power-function dependence of the mean-square displacement on time: ${ }^{1}$

$$
\begin{equation*}
\left\langle X^{2}(t)\right\rangle \propto t^{2 /(2+\theta)}, \quad \theta \geqslant 0 . \tag{1}
\end{equation*}
$$

The law (1) was established by the renormalizationgroup method for regular fractals of the Sierpinski tiling type ${ }^{1,2}$ and by computer simulation for percolation clusters, or statistical fractals. ${ }^{3,4}$ There are at least two reasons for the change in the nature of diffusion: the marked sinuosity of percolation paths on all scales, and the existence of dead ends in the current-carrying paths. Weiss and Havlin ${ }^{5}$ proposed a model that allows for the existence of dead ends in percolation systems, a comb structure (Fig. 1). They used the generating-function technique to demonstrate that the time dependence of the mean-square displacement along the structure's axis is of the anomalous type (1) and that $\theta=2$. However, they did not derive an equation and proposed an incorrect extrapolation expression of the Gaussian type for the Green's function. In Refs. 6 and 7 a rigorous description of diffusion on such a structure was given and a diffusion equation describing random walks along the structure's axis was derived. This equation differs from a continuity equation in that instead of a first-order time derivative it contains a fractional derivative of order $1 / 2$. (The expression for the diffusion current $J$ is the ordinary one.) Attention in these papers was focused on demonstrating the effect of an electric field on diffusion and on establishing the relationship between diffusion and conductivity for the anomalous case.

The comb structure model is one of the few exactly solvable models with unusual diffusion properties. The model explicitly allows for the effect of dead ends on the nature of
diffusion. Therefore, further investigations into random walks along a comb structure are of interest. (The author hopes that the results of such an investigation will reflect the special features of diffusion processes in real media of the percolation type.) The present paper studies the various hierarchical structures in the given model and generalizes the results to the multidimensional case. It also studies the transition to ordinary diffusion when the teeth of the comb structure are of finite length. An equation is derived that describes a random walk on a comb structure with teeth of finite length. It appears that the most interesting case involves diffusion on a comb structure in which the $N$ teeth are of various lengths. Here the random walk largely depends on which teeth the particle visited and on the length of each of these teeth. The solution of this problems leads an $N$-channeldiffusion equation, which connects all $N$ teeth. Asymptotic solutions of this equation are obtained. Another problem studied in the paper is that of diffusion in media with traps (continuous-time random walk). A system of equations for this problem is derived. Finally, equations that describe the diffusion of interacting electrons are set up, and solutions of these equations are found. The results are discussed in the Conclusion.

## 2. DIFFUSION ON A COMB STRUCTURE

Let us briefly recall the results of Ref. 6. A specific feature of diffusion in the adopted model is that a displacement in the $x$ direction is only possible along the structure's axis at $y=0$. In other words, the diffusion coefficient $D_{x x}$ is nonzero only at $y=0$ :

$$
\begin{equation*}
D_{x x}=D_{1} \delta(y)\left(J_{x}=-D_{1} \delta(y) \partial^{2} \rho / \partial x^{2}\right), \tag{2}
\end{equation*}
$$

where $\rho$ is the number density of the diffusing particles. Diffusion along the teeth is assumed to be ordinary: $D_{y y}=D_{2}$. Thus, a random walk on a comb structure is described by the diffusion tensor


FIG. 1. Comb structure: infinitely long "teeth" are attached to a conducting axis $(y=0)$.

$$
\hat{D}=\left(\begin{array}{cc}
D_{1} \delta(y) & 0  \tag{3}\\
0 & D_{2}
\end{array}\right) .
$$

Accordingly, we obtain the following diffusion equation:

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-D_{1} \delta(y) \frac{\partial^{2}}{\partial x^{2}}-D_{2} \frac{\partial^{2}}{\partial y^{2}}\right) G(x, y, t)=\delta(x) \delta(y) \delta(t), \tag{4}
\end{equation*}
$$

where $G(x, y, t)$ is the Green's function of the diffusion problem. Using the Laplace transform with respect to time and the Fourier transform with respect to position, we obtain a mixed $(s, k, y)$-representation of this equation:

$$
\begin{equation*}
\left(s+D_{1} k^{2} \delta(y)-D_{2} \partial^{2} / \partial y^{2}\right) G(s, k, y)=\delta(y) \tag{5}
\end{equation*}
$$

The solution of Eq. (5) is

$$
\begin{equation*}
G(s, k, y)=\frac{\exp \left(-\sqrt{s / D_{2}}|y|\right)}{2 \sqrt{s D_{2}}+D_{1} k^{2}} . \tag{6}
\end{equation*}
$$

We study diffusion along the structure's axis, i.e., at $y=0$. The corresponding Green's function is

$$
\begin{equation*}
G(x, 0, t)=\frac{1}{2 \pi \sqrt{D_{1} t^{3}}} \int_{0}^{\infty} \exp \left(-\frac{x^{2}}{4 D_{1} \tau}-\frac{D_{2} \tau^{2}}{4 t}\right) \sqrt{D_{2} \tau} d \tau \tag{7}
\end{equation*}
$$

In deriving (7) we used the identity $\int \exp (-\alpha \tau) d \tau=1 / \alpha$. The total number of particles on the structure's axis decreases with time: $\langle G\rangle=\int G(x, 0, t) d x=1 /\left(2 D_{2} t\right)$. Thus, the Green's function $G(x, 0, t)$ describes diffusion with a nonconserved number of particles, because the particles leave for teeth of infinite length. Allowing for this fact, we calculate the displacement along the structure's axis:

$$
\begin{equation*}
\left\langle X^{2}(t)\right\rangle=\frac{\left\langle X^{2} G\right\rangle}{\langle G\rangle}=D_{1} \sqrt{\frac{t}{D_{2}}} \tag{8}
\end{equation*}
$$

Let us discuss the equation for $G(x, 0, t)$. From (6) it follows that in the $(s, k)$-representation the equation is

$$
\begin{equation*}
\left[2\left(s D_{2}\right)^{1 / 2}+D_{1} k^{2}\right] \rho(s, k)=0 \tag{9}
\end{equation*}
$$

Using the definition of fractional-order time derivative, ${ }^{8}$ we obtain a diffusion equation for the particle number density on the structure's axis:

$$
\begin{equation*}
\left[\frac{\partial^{1 / 2}}{\partial t^{1 / 2}}+\frac{D_{1}}{D_{2}^{1 / 2}} \frac{\partial^{2}}{\partial x^{2}}\right] \rho(x, t)=0 \tag{10}
\end{equation*}
$$

where the operator of fractional differentiation with respect to time is

$$
\frac{\partial^{1 / 2} f}{\partial t^{1 / 2}}=\int_{-\infty}^{\infty} \frac{\partial f(\tau)}{\partial \tau} \frac{d \tau}{|t-\tau|^{1 / 2}}
$$

The fact that the diffusion equation (10) is of an integrodifferential type is a corollary of random disappearance and subsequent emergence of particles (the departure of particles from the axis and their return) as they wander along the structure's axis. Our goal here is a further generalization of these results.

## 3. MULTIDIMENSIONAL CASE

Let us first examine a three-dimensional comb structure. Such a structure is formed by attaching additional teeth to the existing comb structure that point in the direction parallel to the $z$ axis. Hence in the three-dimensional case displacements in the $x$-direction are possible only along the intersection of the planes $y=0$ and $z=0$. In other words, the diffusion coefficient $D_{x x}$ is finite only if $y=0$ and $z=0$, i.e., $D_{x x}=D_{1} \delta(y) \delta(z)$. Accordingly, a displacement in the $y$-direction is possible only if $z=0$, and displacement along the $z$ axis is ordinary. Thus, we obtain the diffusion tensor

$$
\hat{D}=\left(\begin{array}{ccc}
D_{1} \delta(y) \delta(z) & 0 & 0  \tag{11}\\
0 & D_{2} \delta(z) & 0 \\
0 & 0 & D_{3}
\end{array}\right)
$$

so that the corresponding diffusion equation with coefficient (11) in the mixed ( $s, k, y, z$ )-representation is

$$
\begin{equation*}
\left[s-D_{1} k^{2} \delta(y) \delta(z)-D_{2} \delta(z) \frac{\partial^{2}}{\partial y^{2}}-D_{3} \frac{\partial^{2}}{\partial z^{2}}\right] \rho(s, k, y, z)=0 \tag{12}
\end{equation*}
$$

We seek a solution of Eq. (12) in the form

$$
\begin{equation*}
\rho(s, k, y, z)=g(s, k) \exp \left(-\lambda_{2}|y|-\lambda_{3}|z|\right) . \tag{13}
\end{equation*}
$$

Substituting (13) into Eq. (12) yields the following formulas for the parameters $\lambda_{2}$ and $\lambda_{3}$ and the function $g(s, k)$ :

$$
\begin{align*}
& \lambda_{3}^{2}=\frac{s}{D_{3}}, \quad \lambda_{2}^{2}=\frac{2 \lambda_{3} D_{3}}{D_{2}}=\frac{2\left(s D_{3}\right)^{1 / 2}}{D_{2}},  \tag{14}\\
& g(s, k)=\frac{1}{2 \lambda_{2} D_{2}+D_{1} k^{2}} . \tag{15}
\end{align*}
$$

For the mean-square displacement along the $x$ and $y$ axes we then have

$$
\begin{align*}
& \left\langle X^{2}(t)\right\rangle \propto t^{1 / 4},  \tag{16}\\
& \left\langle Y^{2}(t)\right\rangle \propto t^{1 / 2} . \tag{17}
\end{align*}
$$

Hence in the $N$-dimensional case the diffusion tensor is described by the matrix

$$
\hat{D}=\left(\begin{array}{ccccc}
D_{1} \delta\left(x_{2}\right) \cdots \delta\left(x_{N}\right) & 0 & \cdots & 0 & 0  \tag{18}\\
0 & D_{2} \delta\left(x_{3}\right) \cdots \delta\left(x_{N}\right) & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & D_{N-1} \delta\left(x_{N}\right) & 0 \\
0 & 0 & \cdots & 0 & D_{N}
\end{array}\right)
$$

Accordingly, we seek a solution of the $N$-dimensional diffusion problem in the form

$$
\begin{align*}
& \rho\left(s, k, x_{2}, x_{3}, \ldots, x_{N}\right) \\
& \quad=g(s, k) \exp \left(-\lambda_{2}\left|x_{2}\right|-\lambda_{3}\left|x_{3}\right|-\cdots-\lambda_{N}\left|x_{N}\right|\right) \tag{19}
\end{align*}
$$

Here the parameters $\lambda_{n}$ are linked through the formulas

$$
\begin{equation*}
2 \lambda_{N}=\frac{s}{D_{N}}, \quad \lambda_{N-1}^{2}=\frac{2 \lambda_{N} D_{N}}{D_{N-1}}, \ldots, \quad \lambda_{2}^{2}=\frac{2 \lambda_{3} D_{3}}{D_{2}} \tag{20}
\end{equation*}
$$

and the function $g(s, k)$ is defined in (15). The expressions (19) and (20) comprise the complete solution of the problem. For instance, we can easily calculate the mean-square displacement along the main axis of the structure:

$$
\begin{equation*}
\left\langle X_{N}^{2}(t)\right\rangle \propto t^{1 / 2(N-1)} . \tag{21}
\end{equation*}
$$

Now, the mean-square displacement for the next lateral tooth (this tooth and the attached teeth comprise an ( $N-1$ )-dimensional structure) is

$$
\begin{equation*}
\left\langle X_{N-1}^{2}(t)\right\rangle \propto t^{1 / 2(N-2)}, \tag{22}
\end{equation*}
$$

etc. On the penultimate axis, from which only teeth of infinite length emerge, we have

$$
\begin{equation*}
\left\langle X_{2}^{2}(t)\right\rangle \propto t^{1 / 2} \tag{23}
\end{equation*}
$$

Thus, a random walk on a multidimensional comb structure is of a hierarchical nature, and there are many variants of behavior of the mean-square displacement along the axes of the structure. Here the equations describing a random walk along the $m$ th axis of an N -dimensionalstructure can be represented in the form of a system of equations in which the first-order time derivative is replaced with a fractional derivative of the appropriate order:

$$
\begin{equation*}
\left(s^{\alpha}+\partial^{2} / \partial x_{m}^{2}\right) \rho(s, x)=0, \tag{24}
\end{equation*}
$$

where $\alpha=1 / 2(N-m)$.

## 4. COMB STRUCTURE WITH TEETH OF FINITE LENGTH

Up to this point we examined comb structures with infinitely long teeth. Now we turn to the case of diffusion along a two-dimensional structure with teeth of finite length $L$ and reflecting boundaries. The following method will be used to solve this problem.

We write Eq. (4) in the form of an ordinary diffusion equation with an inhomogeneous right-hand side,

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}-D_{2} \frac{\partial^{2} \rho}{\partial y^{2}}=D_{1} \delta(y) \frac{\partial^{2} \rho}{\partial x^{2}}, \tag{25}
\end{equation*}
$$

and the boundary conditions

$$
\begin{equation*}
J(y= \pm L)=0 \tag{26}
\end{equation*}
$$

The Green's function of Eq. (25) with the boundary conditions (26) is well known:

$$
\begin{equation*}
G(y, t)=\frac{1}{L} \sum_{m=0}^{\infty} \exp \left(-D_{2} t \frac{m^{2} \pi^{2}}{L^{2}}\right) \cos \frac{m \pi y}{L} . \tag{27}
\end{equation*}
$$

Thus we obtain an integral equation for the concentration:
$\rho(x, y, t)=\int G\left(y-y^{\prime}, t-t^{\prime}\right) D_{1} \delta\left(y^{\prime}\right) \frac{\partial^{2} \rho\left(x, y^{\prime}, t^{\prime}\right)}{\partial x^{2}} d y^{\prime} d t^{\prime}$.
This equation has the simplest form in the ( $s, k, y$ )-representation:

$$
\begin{equation*}
\rho(s, k, y)=-\frac{D_{1} k^{2}}{L} \sum \frac{\cos (m \pi y / L)}{s+m^{2} \pi^{2} / L^{2}} \rho(s, k, 0) . \tag{28}
\end{equation*}
$$

At $y=0$ we obtain a closed-form equation for $\rho(s, k, 0)$ :

$$
\begin{equation*}
K(s, L) \rho(s, k)=-D_{1} k^{2} \rho(s, k) . \tag{29}
\end{equation*}
$$

Here the inverse operator is

$$
\begin{equation*}
K^{-1}=\frac{1}{s L}+\frac{\operatorname{coth}\left[L\left(s D_{2}\right)^{1 / 2}\right]}{2\left(s D_{2}\right)^{1 / 2}} . \tag{30}
\end{equation*}
$$

When the teeth are of infinite length $(L=\infty)$, we have the well-known formula $K(s, \infty)=2\left(s D_{2}\right)^{1 / 2}$. For long time intervals we have the ordinary asymptotic equation for diffusion with the diffusion coefficient depending on tooth length:

$$
\begin{equation*}
\left[s+\text { const } \times D_{1} k^{2} / L\right] \rho(s, k)=0 \tag{31}
\end{equation*}
$$

The structure that we have studied had teeth of equal length $L$. Now we assume that the $N$ teeth have various lengths, $L_{1}, L_{2}, \ldots, L_{N}$, and that this pattern repeats periodically. The distance between the sites on the structure's axis is $a$. To understand how a random walk on such a structure can be described, we analyze the case of two lengths, $L_{1}$ and $L_{2}$. We write the second derivative with respect to the coordinate $x$ in the finite-difference form and introduce the notation $K\left(s, L=L_{1}\right)=K_{1}$ and $K\left(s, L=L_{2}\right)=K_{2}$. We also denote the particle concentration at the point on the axis to which a tooth of length $L_{1}$ is attached by $F_{1}\left(F_{2}\right.$ is intro-
duced in a similar way). Then the following system of equations describing the behavior of the particles on the axis can be written:

$$
\begin{align*}
& K_{1} F_{1}(x)=D_{1} \frac{F_{2}(x+a)+F_{2}(x-a)-2 F_{1}(x)}{a^{2}}, \\
& K_{2} F_{2}(x)=D_{1} \frac{F_{1}(x+a)+F_{1}(x-a)-2 F_{2}(x)}{a^{2}} \tag{32}
\end{align*}
$$

or, in the $k$-representation,

$$
\left(\begin{array}{cc}
K_{1}(s)-2 \frac{D_{1}}{a^{2}} & 2 D_{1} \cos k a  \tag{33}\\
2 D_{1} \cos k a & K_{2}(s)-2 \frac{D_{1}}{a^{2}}
\end{array}\right)\binom{F_{1}(k)}{F_{2}(k)}=0
$$

$$
\left(\begin{array}{ccccccc}
T_{1} & \exp (i k a) & 0 & 0 & \cdots & 0 & \exp (-i k a) \\
\exp (-i k a) & T_{2} & \exp (i k a) & 0 & \cdots & 0 & 0 \\
0 & \exp (-i k a) & T_{3} & \exp (i k a) & \cdots & 0 & 0 \\
0 & 0 & \exp (-i k a) & T_{4} & \cdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\exp (i k a) & 0 & 0 & \cdots & \cdots & \exp (-i k a) & T_{N}
\end{array}\right)=0
$$

Thus, instead of the ordinary diffusion equation we have an N -channeldiffusion equation, i.e., instead of a fairly simple dispersion law $s=k^{2}$, valid for ordinary diffusion, we have an $N$ th order equation with $N$ solutions. Moreover, according to (30), the type of operator $K$ depends on the relationship between the parameter $s$ and the diffusion time $t_{i}=D / L_{i}^{2}$ along a tooth.

Let us analyze the solutions of Eqs. (35) by qualitative reasoning. Suppose the tooth lengths differ substantially. Then the problem acquires a hierarchy of times related to diffusion along these teeth: $t_{1} \ll t_{2} \ll t_{3} \ll \cdots \ll t_{N}$. Over short times, shorter than any characteristic times of the problem, diffusion is anomalous, as it is in a comb structure with infinitely long teeth. As time increases, anomalous diffusion is replaced by ordinary diffusion with a diffusion coefficient depending on the length of the particular tooth. Over times $t_{1} \ll t<t_{2}, D \sim D_{1} / L_{1} ;$ over times $t_{2} \ll t<t_{3}, D \sim D_{1} / L_{2}$; etc.:

$$
\begin{aligned}
& \left\langle X^{2}(t)\right\rangle \propto t^{1 / 2}, \quad t<t_{1} \ll \cdots<t_{N}, \\
& \left\langle X^{2}(t)\right\rangle \propto D_{1} t / L_{m}, \quad t_{m} \ll t<t_{m+1} .
\end{aligned}
$$

A more detailed solution of this system merits a separate investigation.

## 5. CONTINUOUS-TIME RANDOM WALK

The above problem of a random walk on an N -dimensional comb structure is related to the problem of diffusion in a medium with traps (continuous-time random

Setting the determinant of this equation to zero, we can find the relationship between the parameters $s$ and $k$, or in other words, the analog of the diffusion equation in the ( $s, k$ )-representation:

$$
\begin{equation*}
T_{1}(s) T_{2}(s)-C^{2} \cos ^{2} k a=0, \tag{34}
\end{equation*}
$$

where $T(s)=K(s)-C$, and $C=2 D_{1} / a^{2}$. From Eq. (34) with equal tooth lengths and as $a \rightarrow 0$ we obtain Eq. (9), as expected.

Thus, to describe random walks on $N$ teeth of differing length, we must set up a system of $N$ equations. Such a system emerges because diffusion strongly depends on what teeth (and of what length) are involved in the random walk of a particle. The above analysis suggests that in the case of a comb structure with $N$ teeth, the determinant takes the form
e
walk). What makes the two problems different is that in diffusion in a medium with traps the particles do not disappear but, with a certain probability, stay at each site. The total number of diffusing particles is conserved. ${ }^{9,10}$ For a comb structure, the statement of the problem with a continuous distribution over the time lags in the two-dimensional case amounts to studying the quantity

$$
\begin{equation*}
\widetilde{G}(x, t)=\int G(x, y, t) d y \tag{36}
\end{equation*}
$$

According to (5), the function $\widetilde{G}(x, t)$ is described by the equation

$$
\begin{equation*}
\left[s+\frac{D_{1} k^{2} s^{1 / 2}}{D_{2}}\right] \widetilde{G}=1 \tag{37}
\end{equation*}
$$

Hence, in the case of a medium with traps, the diffusion equation has the form of the continuity equation for a medium with temporal dispersion:

$$
\begin{equation*}
\frac{\partial \rho(x, t)}{\partial t}-\frac{\partial J}{\partial x}=0, \tag{38}
\end{equation*}
$$

where

$$
\begin{equation*}
J=-\frac{D_{1}}{2 D_{2}} \frac{\partial}{\partial x} \int \frac{\partial \rho(x, \tau)}{\partial \tau} \frac{d \tau}{|t-\tau|^{1 / 2}} . \tag{39}
\end{equation*}
$$

Diffusion is still anomalous with the same exponent $\theta=2$.

We now turn to the three-dimensional case and examine $G(s, k, y, a)$ averaged over the $y$ and $z$ axes, i.e., the function $\widetilde{G}(s, k)=\int G(s, k, y, z) d y d z$. According to (13), for this function we have the equation

$$
\begin{equation*}
\left[s D_{2}+D_{1} k^{2}\left(\frac{4 s D_{3}}{D_{2}}\right)^{3 / 4}\right] \widetilde{G}=1 \tag{40}
\end{equation*}
$$

Hence the diffusion equation has the form of the continuity equation with a diffusion current

$$
\begin{equation*}
J(x, t) \propto-\frac{\partial}{\partial x} \int \frac{\partial \rho(x, \tau)}{\partial \tau} \frac{\partial \tau}{|t-\tau|^{3 / 4}} . \tag{41}
\end{equation*}
$$

Now we study the Green's function averaged over one coordinate, $z$ :

$$
\begin{equation*}
\widetilde{G}(k, y, t)=\exp \left(-\lambda_{2}|y|\right) / \lambda_{3}\left(2 \lambda_{2} D_{2}+D_{1} k^{2}\right) . \tag{42}
\end{equation*}
$$

Accordingly, motion along the $y=0$ axis is described by the equation

$$
\begin{equation*}
\left[s^{3 / 4}+A s^{1 / 2} k^{2}\right] \widetilde{G}_{1}(s, k)=0, \quad A=\text { const. } \tag{43}
\end{equation*}
$$

The number of particles on the $y=0$ axis is not conserved, since they leave for the dead ends along the $y=0$ axis. The diffusion current also contains a time derivative of order $1 / 2$.

Clearly, in the N -dimensional case the equation for the function $\widetilde{G}_{m}$ averaged over the $m$ coordinates has the form

$$
\begin{equation*}
\left(s^{\beta}+s^{\nu} k^{2}\right) \widetilde{G}_{m}(s, k)=0 \tag{44}
\end{equation*}
$$

where $\beta=(N-m+1) / 4$, and $\nu=(N-m-1) / 4$.

## 6. DIFFUSION ON A COMB STRUCTURE OF INTERACTING ELECTRONS

Generally, the current has a diffusion component and a field component:

$$
\begin{equation*}
\mathbf{j}=-D \nabla \rho+\sigma \mathbf{E}, \tag{45}
\end{equation*}
$$

where the diffusion coefficient $D$ and the conductivity $\sigma$ have the tensor form (3), and the electric field satisfies Poisson's equation

$$
\begin{equation*}
\operatorname{div} \mathbf{E}=4 \pi \rho \tag{46}
\end{equation*}
$$

Hence the distribution of electric potential over the comb structure is described by the equation for the 4-potential with singular coefficients:

$$
\begin{align*}
& \left\{\left[\frac{\partial}{\partial t}-D_{1} \delta(y) \frac{\partial^{2}}{\partial x^{2}}-D_{2} \frac{\partial^{2}}{\partial y^{2}}\right]\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)-\sigma_{1} \delta(y)\right. \\
& \left.\quad \times\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)\right\} \varphi=0 . \tag{47}
\end{align*}
$$

Using the Laplace transform with respect to time and the Fourier transform with respect to $x$, we obtain an equation for the potential in the mixed $(s, k, y)$-representation:

$$
\begin{align*}
& \left\{\left[s+D_{1} k^{2} \delta(y)-D_{2} \frac{\partial^{2}}{\partial y^{2}}\right]\left(-k^{2}+\frac{\partial^{2}}{\partial y^{2}}\right)\right. \\
& \left.\quad+4 \pi \sigma_{1} \delta(y) k^{2}-4 \pi \sigma_{2} \frac{\partial^{2}}{\partial y^{2}}\right\} \varphi=0 . \tag{48}
\end{align*}
$$

To find the general form of the solution of Eq. (48), we first examine a pure diffusion problem ( $\left.\sigma_{1}=\sigma_{2}=0\right)$ and then find the potential for this case. Such an approach also suggests a way of solving Eq. (48) in the general case. According to (6), the number density of diffusing particles on the structure is given by

$$
\begin{equation*}
\rho(s, k, y)=\rho(s, k) \exp (-\lambda|y|), \tag{49}
\end{equation*}
$$

i.e., in the $(s, k, y)$-representation we have

$$
\begin{align*}
\rho(s, k, y) & =\rho(s, k) \int \exp (-\lambda|y|+i q y) d y \\
& =\rho(s, k) \frac{2 \lambda}{\lambda^{2}+q^{2}} . \tag{50}
\end{align*}
$$

Thus, according to Poisson's equation, the electric potential $\varphi$ is given by

$$
\begin{equation*}
\varphi(s, k, q)=\frac{A(s, k)}{\left(\lambda^{2}+q^{2}\right)\left(k^{2}+q^{2}\right)} \tag{51}
\end{equation*}
$$

If we again transform to the mixed $(s, k, y)$-representation, we find that

$$
\begin{equation*}
\varphi(s, k, y)=\phi(s, k)\left[\frac{\exp (-k|y|)}{k}+\frac{\exp (-\lambda|y|)}{\lambda}\right] . \tag{52}
\end{equation*}
$$

Note that after differentiating this expression twice with respect to $y$, the singular parts cancel. Hence, we seek a solution of Eq. (48) in a similar form:

$$
\begin{equation*}
\varphi(s, k, y)=\phi(s, k)\left[\frac{\exp (-\mu|y|)}{\mu}+\frac{\exp (-\lambda|y|)}{\lambda}\right] . \tag{53}
\end{equation*}
$$

The parameters $\mu$ and $\lambda$ can be found by substituting the solution (53) into Eq. (48):

$$
\begin{align*}
& \mu^{2}=\frac{s+4 \pi \sigma+D_{2} k^{2}-\left[\left(s+4 \pi \sigma+D_{2} k^{2}\right)^{2}+4 D_{2} s k^{2}\right]^{1 / 2}}{2 D_{2}}, \\
& \lambda^{2}=\frac{s+4 \pi \sigma+D_{2} k^{2}+\left[\left(s+4 \pi \sigma+D_{2} k^{2}\right)^{2}+4 D_{2} s k^{2}\right]^{1 / 2}}{2 D_{2}} \tag{54}
\end{align*}
$$

The signs in (54) are determined by the condition that at $\sigma_{1}=\sigma_{2}=0$ the solution (53) becomes (52), i.e.,

$$
\begin{equation*}
\lim _{\substack{\sigma_{1} \rightarrow 0 \\ \sigma_{2} \rightarrow 0}} \mu^{2}=k^{2}, \quad \lim _{\substack{\sigma_{1} \rightarrow 0 \\ \sigma_{2} \rightarrow 0}} \lambda^{2}=\frac{s}{D_{2}} . \tag{55}
\end{equation*}
$$

Accordingly, we have an expression for the function $\phi(s, k)$ :

$$
\begin{align*}
\phi(s, k)= & {\left[\frac{\left(2 \mu D_{2}+D_{1} k^{2}\right)\left(\mu^{2}-k^{2}\right)-\sigma_{1} k^{2}}{\mu}\right.} \\
& \left.-\frac{\left(2 \lambda D_{2}+D_{1} k^{2}\right)\left(\lambda^{2}-k^{2}\right)-\sigma_{1} k^{2}}{\lambda}\right]^{-1} . \tag{56}
\end{align*}
$$

Formulas (53)-(56) provide a complete solution of the problem of diffusion in interacting particles in a comb structure. Heretofore, the diffusion of interacting particles in inhomogeneous media has been studied only by computer simulation.

How does the general solution (56) of the problem become the solution of the relaxation problem at $D_{1}=D_{2}=0$ ? To answer this question, we note that in this passage to the limit the quantities that remain constant are

$$
\begin{align*}
& \lim _{D_{2} \rightarrow 0} \mu^{2}=k^{2} \frac{s}{s+4 \pi \sigma_{2}}, \\
& \lim _{D_{2} \rightarrow 0} D_{2}\left(\lambda^{2}-k^{2}\right)=s+4 \pi \sigma_{2}, \tag{57}
\end{align*}
$$

and the parameter $\lambda$ tends to infinity as $1 / D_{2}^{1 / 2}$. With allowance for this fact, we can easily use (53)-(56) to derive an expression for the electric potential in the problem of the spreading of electric charge in a comb structure:

$$
\begin{equation*}
\varphi(s, k, y)=\frac{\exp \left\{-k|y|\left[s /\left(s+4 \pi \sigma_{2}\right)\right]\right\}}{2 k\left[s\left(s+4 \pi \sigma_{2}\right)\right]^{1 / 2}+4 \pi \sigma_{1} k^{2}} . \tag{58}
\end{equation*}
$$

## 7. CONCLUSION

We have studied random walks in the comb-structure model and found that the existence of dead ends in the current-carrying paths, teeth in the comb structure, leads to the anomalous nature of the random walk. We have established that for diffusion problems in which the number of particles is not conserved the generalized diffusion equation must be of the integro-differential type: instead of having a first time derivative, the equation must contain a fractionalorder derivative [see Eq. (24)]. Fractional-order time derivatives emerge because of the random disappearance and reappearance of diffusing particles (the departure of particles from the axis and their return).

In the case of teeth of finite length, over long times anomalous diffusion is replaced by ordinary diffusion, but the diffusion coefficient is explicitly dependent on the tooth length $L$. It is shown that a random walk on multidimensional comb structures with a variety of tooth lengths is of a hierarchical nature and that different power functions representing the time dependence of the mean-square displacement are possible. Thus, to explicitly allow for the effect of dead ends in the percolation paths in inhomogeneous media, one must use generalized equations with fractional-order time derivatives.

The situation is completely different when we examine random walks in a medium with a continuous distribution of time lags on traps. As noted earlier, the problem of diffusion in a medium with traps differs from the problem of diffusion along the axis of a comb structure with departure to dead ends. The difference lies in the fact that the particles do not
disappear but, with a certain probability, stay at each site. The total number of diffusing particles is conserved. Hence we have the law of mass conservation, expressed by a continuity equation. However, the anomalous nature of diffusion, due to the capture of particles by the traps, leads to an unusual expression for the diffusion current [see Eq. (39)]. Note that mathematically Eqs. (24) and (38) with current (39) are different. Despite the fact that in both problems diffusion is anomalous, has the same exponent $\theta=2$, and the solutions of the respective equations are almost the same, these equations describe different physical situations. First, in diffusion along the axis of a comb structure the number of particles is not conserved. Second, the diffusion fluxes are different.

The equations with fractional-order time derivative similar to those discussed in the present paper appear in the description of diffusion on Cantor sets. ${ }^{11}$ In their review, ${ }^{12}$ Olemskor̆ and Flat discuss these results and interpret fractional-order time derivatives. According to Ref. 12, the fractional order of the time derivative corresponds to the relative fraction of mechanical (reversible in time) and dissipative diffusion (irreversible) processes. They do not really distinguish between Eqs. (24) and (38) with allowance for (39), i.e., between fractional-order time derivatives proper and the expression for the current in terms of fractional-order derivatives. However, as the example of a comb structure shows, fractional-order time derivatives can only arise in the study of dissipative diffusion processes, and the different equations describe different physical situations. The existence of dead ends alters the order of the time derivative, while the capture of particles by traps changes in the final analysis the expression for the diffusion current.
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# Photoinduced superstructure in the low-temperature phase of a Peierls system 
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This paper is a theoretical study of the properties of the low-temperature phase of a Peierls system when nonequilibrium electron-hole pairs are excited in the phase. A microscopic theory is developed to show that at low temperatures a spatially nonuniform periodic structure with a modulated band gap forms in the thermodynamically nonequilibrium system considered. The critical temperature of formation of such a superstructure, the critical electron-hole pair concentration, the spatial period, and the percentage modulation are calculated. © 1999 American Institute of Physics. [S1063-7761(99)01004-5]

## 1. INTRODUCTION

At low temperatures, a one-dimensional chain of equidistantly positioned atoms each of which contains one outer electron is known to become unstable against crystal-lattice period doubling. ${ }^{1}$ The corresponding phase transition, characterized by structural distortions and by formation of a band gap in the electron spectrum, is known as the Peierls transition, and the system where such a transition occurs a Peierls system.

Theoretical results obtained from the Peierls model are used to describe the experimentally observed properties of many quasi-one-dimensional materials. ${ }^{1-6}$ Among the beststudied materials is vanadium dioxide, whose onedimensional electron conduction band forms because of the overlap of the $3 d$-wave functions of the vanadium atoms, which appear as chains parallel to the crystallographic axis $\mathbf{C}$ (Ref. 4). Below 340 K , vanadium atoms in a chain converge pairwise and a forbidden band forms in the electron spectrum at the Fermi level, so that the low-temperature phase of $\mathrm{VO}_{2}$ can be assumed to be a one-dimensional (quasi-onedimensional) Peierls semiconductor. ${ }^{6}$

Assuming that the Peierls mechanism is the driving force behind the metal-semiconductor phase transition at 340 K in vanadium dioxide and that Hubbard repulsion among the electrons at a single site is negligible, a group of researchers ${ }^{7-13}$ theoretically investigated and interpreted a large body of experimental data related to studies of the effect on this transition of various external factors, such as uniaxial and hydrostatic uniaxial pressure, ${ }^{7}$ alloying by substitutional impurities, ${ }^{8-11}$ the interaction of a vanadium dioxide film and the substrate, ${ }^{12}$ and adsorption. ${ }^{13}$

It is of interest to study the behavior of the lowtemperature phase of a Peierls system when nonequilibrium electron-hole pairs are excited in the phase. To the author's knowledge, this problem was first examined by Berggren and Huberman, ${ }^{14}$ who used numerical analysis to show that, due to strong electron-phonon coupling, a rise in the electronhole pair concentration leads to a narrowing of the band hap, and the process may be sudden for high levels of excitation. This result has been corroborated by the theory of photoin-
duced phase transitions in systems with Peierls's instability ${ }^{15,16}$ and by data from experiments in which vanadium dioxide films were irradiated by high-power laser pulses. ${ }^{17-19}$

Berggren and Huberman ${ }^{14}$ used the phenomenological Ginzburg-Landau expansion of the free energy in powers of the order parameter of the phase transition to show that the uniform semiconducting phase of a Peierls system at low temperatures and high concentrations of nonequilibrium (e.g., photoinduced) electron-hole pairs is unstable against the formation of a periodic superstructure with a spatially modulated band gap. The instability is due to the strong dependence of the electron spectrum on the electron concentration in the conduction band. ${ }^{15}$ It is known that an instability of a similar type can also be caused by a strong dependence of the band gap on temperature or deformation of the crystal lattice, ${ }^{20}$ or by variations in the dielectric constant generated by band-gap variations. ${ }^{15}$ The phenomenological diffusion-deformation-drift models of instability discussed in Refs. 14,15 , and 20 describe the time-dependent regime in the initial stages of superstructure formation.

Note that spatially and temporally nonuniform solutions were analyzed by Mamin ${ }^{21}$ and Kopaev et al., ${ }^{22}$ who pointed out the possibility of emergence of moving superstructures and solitons ${ }^{21}$ and of time-periodic variations in the band gap in the electron spectrum of a system with Peierls's instability. ${ }^{22}$

This paper develops a microscopic theory of steady-state (i.e., already formed) superstructure. The theory is based on a generalization, to the case of nonequilibrium systems, of the mechanism of low-temperature instability of a crystal lattice against static distortions with a wave vector $\mathbf{q}$, when the electron spectrum $\varepsilon(\mathbf{k})$ satisfies the nesting condition ${ }^{23}$

$$
\begin{equation*}
\varepsilon(\mathbf{k})=-\varepsilon(\mathbf{k}+\mathbf{q}) \tag{1.1}
\end{equation*}
$$

for all vectors $\mathbf{k}$ near the Fermi surface and for a fixed vector q lying on the Fermi surface.

In the semiconducting phase of the Peierls system and at high levels of excitation of nonequilibrium electron-hole pairs, the Fermi quasilevels of the valence and conduction bands lie in the respective allowed bands of the electron
spectrum. In view of the one-dimensional nature of the system and the symmetry of $\varepsilon(\mathbf{k})$, the condition (1.1) is met near each quasilevel, which results in a transformation of crystal lattice at low temperatures. Here secondary forbidden bands form near the Fermi quasilevels, which in the case at hand is equivalent to spatial modulation of the order parameter of the metal-semiconductor phase transition of the closely related band gap in the electron spectrum of the system.

## 2. SYSTEM HAMILTONIAN

Let us examine a chain of atoms each of which has one outer electron. The Hamiltonian of the electron subsystem in the tight binding approximation can be written as ${ }^{1}$

$$
\begin{equation*}
H=\sum_{m} B_{m, m+1}\left(a_{m}^{+} a_{m+1}+a_{m+1}^{+} a_{m}\right), \tag{2.1}
\end{equation*}
$$

where $m$ is the number of the atom in the chain, $B_{m, m+1}$ is the overlap integral of the wave functions of neighboring electrons, and $a_{m}^{+}$and $a_{m}$ are the operators of electron creation and annihilation at the $m$ th atom.

For narrow-gap systems, e.g., for the Peierls model, the separation of adjacent atoms, $r_{m, m+1}$, exceeds the effective radius $R$ of the atomic wave function of an electron severalfold. In this case the overlap integral $B_{m, m+1}$ is given by the expression ${ }^{24}$

$$
\begin{equation*}
B_{m, m+1} \propto \exp \left(-\frac{r_{m, m+1}}{R}\right) . \tag{2.2}
\end{equation*}
$$

We write the coordinate of the $m$ th site in the chain with spatially modulated pairwise convergence of atoms as follows:

$$
\begin{equation*}
x_{m}=m r_{0}+\frac{R \xi}{2} \cos (\pi m)\left\{1+\zeta \cos \left[k_{0}\left(m-\frac{1}{2}\right)\right]\right\} \tag{2.3}
\end{equation*}
$$

where $r_{0}$ is the atomic separation in the metallic phase; $\xi$ is the period-doubling parameter for a one-dimensional crystal, which characterizes the pairwise convergence of atoms (the order parameter of the metal-semiconductor phase transition); $\zeta$ is the parameter of modulation of $\xi$ with a wave vector $k_{0}=2 \pi / j$, with $j$ the number of atoms in the chain over one spatial period of the superstructure.

At $\zeta=0$, formula (2.3) describes spatially uniform pairwise convergence of atoms, which characterizes the change in the structure of the lattice under a metal-semiconductor phase transition in the Peierls system. ${ }^{1}$ When $\zeta \neq 0$, there is spatial modulation of the structural distortions of the onedimensional crystal, which leads to similar modulation of the band gap in the semiconducting phase of the Peierls system.

Formula (2.3) is written in such a way that in the Fourier spectrum of the static displacements of the atoms from the equidistant positions of equilibrium there are three modes with the wave numbers $q=\pi, q=\left(\pi-k_{0}\right)$, and $q=(\pi$ $+k_{0}$ ). This leads, as we will shortly see (Secs. 3 and 4), to the formation in the electron spectrum of the Hamiltonian (2.1) of forbidden bands at points where the electron quasiwave number is $k= \pm \pi / 2, k= \pm\left(\pi-k_{0}\right) / 2$, and $k= \pm(\pi$ $\left.+k_{0}\right) / 2$ (see Fig. 1). If the Fermi level (or quasilevel) is in a


FIG. 1. Sketch of the $k$-dependence of the electron spectrum $\varepsilon_{k}$ [Eqs. (4.4) and (4.5)] of the Hamiltonian specified by (2.5) and (2.4) of the superstructure in the Peierls system with pairwise convergence of atoms [Eq. (2.3)].
forbidden band, the given transformation of the electron spectrum reduces the free energy of the electron subsystem and under certain conditions may correspond to a new stable state of dynamic equilibrium [see the emergence of stable nontrivial solutions $\xi \neq 0, \zeta \neq 0$ in Eqs. (5.4) and (5.5)]. The term $1 / 2$ in the cosine in (2.3) has no effect on the final result and has been introduced to simplify (2.4) and all subsequent formulas.

With allowance for the fact that $r_{m, m+1}=x_{m+1}-x_{m}$, Eqs. (2.2) and (2.3) in the approximation $\zeta \ll 1$ yield

$$
\begin{align*}
B_{m, m+1}= & B_{m}^{(1)}+B_{m}^{(2)}=b \exp \left[(-1)^{m} \xi\right] \\
& +b \xi \zeta \cos (\pi m) \cos \left(k_{0} m\right) \cos \left(k_{0} / 2\right), \tag{2.4}
\end{align*}
$$

where $b$ is the overlap integral in the metallic phase (at $\xi=0$ ). With the Hamiltonian of the electron subsystem written in the form (2.1), the phases of the wave functions are selected so that $b$ in (2.4) is a real quantity.

Substituting (2.4) into (2.1), we finally obtain

$$
\begin{equation*}
H=\sum_{i=1}^{2} H_{i}, \quad H_{i}=\sum_{m} B_{m}^{(i)}\left(a_{m}^{+} a_{m+1}+a_{m+1}^{+} a_{m}\right) \tag{2.5}
\end{equation*}
$$

Note that in view of the approximation $\zeta \ll 1$, adopted in the derivation of (2.4), $H_{2} \ll H_{1}$ in the Hamiltonian (2.5).

## 3. ELECTRON SPECTRUM OF THE SPATIALLY UNIFORM SYSTEM

We begin with a spatially uniform Peierls system $(\zeta=0)$. In (2.5) we have $H=H_{1}$. To diagonalize the Hamiltonian (2.5) we employ Bogolyubov's method of canonical transformations. ${ }^{25}$ We introduce the collective secondquantization Fermi operators $c_{k}$ and $c_{k}^{+}$as follows:

$$
\begin{equation*}
a_{m}=\frac{1}{\sqrt{N}} \sum_{k} c_{k} e^{i k m} \tag{3.1}
\end{equation*}
$$

where $N$ is the number of atoms in the chain, $k=0$, $\pm 2 \pi / N, \ldots, \pm \pi$, and $c_{k+2 \pi}=c_{k}$. In the new operator representation the Hamiltonian (2.5) becomes

$$
\begin{equation*}
H_{1}=\sum_{k} 2 b\left(c_{k}^{+} c_{k} \cosh \xi \cos k+i c_{k}^{+} c_{k-\pi} \sinh \xi \sin k\right) \tag{3.2}
\end{equation*}
$$

In (3.2) we apply another canonical transformation to the operators $\alpha_{k}$ and $\alpha_{k}^{+}$:

$$
\begin{equation*}
c_{k}=\frac{\alpha_{k}+i \varphi_{k} \alpha_{k-\pi}}{\sqrt{1+\varphi_{k}^{2}}} . \tag{3.3}
\end{equation*}
$$

The function $\varphi_{k}$ in (3.3) is selected in such a way that the resulting Hamiltonian is diagonal in the new variables $\alpha_{k}$ and $\alpha_{k}^{+}$:

$$
\begin{equation*}
H_{1}=\sum_{k} E_{k} \alpha_{k}^{+} \alpha_{k} \tag{3.4}
\end{equation*}
$$

Substituting (3.3) into (3.2) and zeroing out the offdiagonal elements, we obtain an expression for $\varphi_{k}$ and a dispersion law for $E_{k}$ :

$$
\begin{align*}
& \varphi_{k}=\frac{\cosh \xi \cos k-\operatorname{sgn}(\cos k) \sqrt{\cos ^{2} k+\sinh ^{2} \xi}}{\sinh \xi \sin k}  \tag{3.5}\\
& E_{k}=2 b \operatorname{sgn}(\cos k) \sqrt{\cos ^{2} k+\sinh ^{2} \xi} \tag{3.6}
\end{align*}
$$

We see that for $\xi \neq 0$ the spectrum $E_{k}$ has two bands, with the lower band in the ground state completely occupied and the upper band vacant (the semiconducting phase). At $\xi=0$ the spectrum (3.6) consists of one half-filled band (the metallic phase).

## 4. ELECTRON SPECTRUM OF THE SPATIALLY NONUNIFORM SYSTEM

We now turn to the case where $\zeta=0$ in (2.3)-(2.5). To calculate the electron spectrum of the Hamiltonian (2.5), we use the perturbation-theory approach, ${ }^{26}$ bearing in mind that $H_{2} \ll H_{1}$. The matrix elements of the perturbation operator $H_{2}$ [Eqs. (2.5) and (2.4)] in the representation of the secondquantization Fermi operators $c_{k}$ [Eq. (3.1)] have the form

$$
\begin{equation*}
\left(H_{2}\right)_{p k}=d_{k} \delta_{p, k+k_{0}+\pi}+h_{k} \delta_{p, k-k_{0}+\pi}, \tag{4.1}
\end{equation*}
$$

where

$$
\begin{align*}
& d_{k}=i b \xi \xi \exp \left(-\frac{i k_{0}}{2}\right) \sin \left(k+\frac{k_{0}}{2}\right) \cos \frac{k_{0}}{2}, \\
& h_{k}=i b \xi \zeta \exp \left(\frac{i k_{0}}{2}\right) \sin \left(k-\frac{k_{0}}{2}\right) \cos \frac{k_{0}}{2} . \tag{4.2}
\end{align*}
$$

When we pass to the Fermi operators $\alpha_{k}$ of (3.3), the matrix elements (4.1) of the Hamiltonian $H_{2}$ of (2.5) become

$$
\begin{align*}
\left(H_{2}\right)_{s q}= & {\left[\left(1+\varphi_{s}^{2}\right)\left(1+\varphi_{q}^{2}\right)\right]^{-1 / 2} } \\
& \times\left[\left(d_{q} \delta_{s, q+k_{0}+\pi}+h_{q} \delta_{s, q-k_{0}+\pi}\right)\left(1-\varphi_{q} \varphi_{s}\right)\right. \\
& \left.-i\left(d_{q} \delta_{s, q+k_{0}}+h_{q} \delta_{s, q-k_{0}}\right)\left(\varphi_{q}+\varphi_{s}\right)\right] . \tag{4.3}
\end{align*}
$$

Bearing this in mind, we can find an approximate expression for the electron spectrum $\varepsilon_{k}$ of the Hamiltonian (2.5) in second-order perturbation theory for $k \in[0, \pi / 2]$ :
$\varepsilon_{k}=\frac{1}{2}\left[E_{k}+E_{q}+\operatorname{sgn}\left(E_{k}-E_{q}\right) \sqrt{\left(E_{k}-E_{q}\right)^{2}+4\left|H_{k}\right|^{2}}\right]$,
where

$$
\begin{equation*}
q=k+k_{0}+\pi, \quad H_{k}=\frac{\xi \zeta b\left(1-\varphi_{k} \varphi_{k+k_{0}}\right) \sin \left(k+k_{0} / 2\right)}{\left(1+\varphi_{k}^{2}\right)\left(1+\varphi_{k+k_{0}}^{2}\right)}, \tag{4.5}
\end{equation*}
$$

and $E_{k}$ is the electron spectrum of the unperturbed system (3.6). For values of the quasiwave number $k \in$ $[-\pi, 0] \cup[\pi / 2, \pi]$, the spectrum $\varepsilon_{k}$ can be found from (4.4) and (4.5) with allowance for parity and symmetry, i.e., $\varepsilon_{k}$ $=\varepsilon_{-k}$ and $\varepsilon_{k}=-\varepsilon_{k+\pi}$. A sketch of $\varepsilon$ as a function of $k$ is depicted in Fig. 1.

We see that the pairwise convergence of atoms leads to the formation of forbidden bands in the electron spectrum at points $k \mp \pi / 2$ (see Eq. (3.6)), while spatial modulation (2.3) of this pairwise convergence leads to the formation of secondary forbidden bands at points $k=\mp k_{1}, \mp k_{2}$, where $k_{1,2}$ $=\left(\pi \mp k_{0}\right) / 2$.

Let us study more thoroughly the $k$-dependence of $\varepsilon_{k}$ for $k \in[0, \pi / 2]$. Bearing in mind that the electron spectrum (4.4) differs substantially from (3.6) only in the region $0 \leqslant \pi / 2$ $-k \leqslant k_{0} \ll 1$, if we use (3.5) in (4.5) for $H_{k}$, we can write the approximate expressions

$$
H_{k} \simeq \begin{cases}b \xi \zeta, & k \in\left(\pi / 2-k_{0}, \pi / 2\right),  \tag{4.6}\\ 0, & k \in\left[0, \pi / 2-k_{0}\right] .\end{cases}
$$

Substituting (4.6) into (4.4) and keeping only the quadratic approximation for $E_{k}$ near the bottom of the conduction band, we finally obtain
$\varepsilon_{k}$

$$
\simeq \begin{cases}E_{k_{1}}+\frac{b\left(k-k_{1}\right)^{2}}{\sinh \xi}-b \operatorname{sgn}\left(k-k_{1}\right) &  \tag{4.7}\\ \times \sqrt{\left[\frac{k_{0}\left(k-k_{1}\right)}{\sinh \xi}\right]^{2}+(\xi \zeta)^{2}}, & k \in\left[\pi / 2-k_{0}, \pi / 2\right), \\ E_{k}, & k \in\left[0, \pi / 2-k_{0}\right] .\end{cases}
$$

Thus, as Eqs. (4.7) imply, when there is spatial modulation (2.3) at point $k=k_{1}=\left(\pi-k_{0}\right) / 2$ there forms a forbidden band, or gap, $\Delta \varepsilon_{g}=2 b \xi \zeta$.

Note that the form of (4.3) suggests that a forbidden band forms also at $k=k_{0} / 2$. Here, $\varepsilon_{k}$ near $k=k_{0} / 2$ has the form (4.4), where now $q=k-k_{0}$ and

$$
\begin{equation*}
H_{k} \simeq b\left(k-\frac{k_{0}}{2}\right)^{2} \xi \zeta \tanh \xi \tag{4.8}
\end{equation*}
$$

Equation (4.8) shows, however, that $H_{k_{0} / 2}=0$, and hence at $k=k_{0} / 2$ no forbidden bands form in the electron spectrum.

## 5. EQUILIBRIUM EQUATIONS

Let us examine the behavior of the low-temperature phase of a Peierls system when nonequilibrium electronhole pairs are excited in the phase. We assume that the process is due to stimulated transitions of electrons from the valence band to the conduction band that occur, for instance, because of the dipole electron-photon interaction with the incident radiation. As is known, the characteristic intraband relaxation time of electrons, $\tau_{e} \sim 10^{-14} \mathrm{~s}$, is much shorter than the interband relaxation time $\tau \sim 10^{-11} \mathrm{~s}$ (see Ref. 27). Hence, when a light field with a constant amplitude irradiates
the system, we can approximately assume ${ }^{28}$ that within each electron band there is thermodynamic equilibrium between the electrons, with a Fermi quasilevel corresponding to each band. Violation of the thermodynamic equilibrium between the bands caused by external light manifests itself in the difference between the various Fermi quasilevels

The above approach to describing a thermodynamically nonequilibrium system consisting of a set of thermodynamically equilibrium subsystems can be generalized to the case where the incident radiation has an adiabatically slowlyvarying amplitude $A$ (the variation $\Delta A$ of the amplitude over a time interval $\tau_{e} \sim 10^{-14} \mathrm{~s}$ is much smaller than $A$ ). The reason for this is that the electron subsystem within each band has time to closely follow the field variations, so that at each moment the subsystem is in thermodynamic equilibrium. To a certain extent this situation is similar to the one usually encountered in the description of thermodynamically equilibrium systems when the external parameters vary adiabatically slowly.

Below we limit ourselves to building a theory for this specific case. Transient processes that take $\tau_{e} \sim 10^{-14} \mathrm{~s}$ when a steep leading or trailing edge of the light pulse passes through the system will not be discussed.

The free energy $F_{j}$ of the electron subsystem of the $j$ th band ( $j=1,2$ ) is specified by

$$
\begin{equation*}
F_{j}=\mu_{j} N_{j}-k_{B} T \sum_{k} \ln \left[1+\exp \left(\frac{\mu_{j}-\varepsilon_{k}}{k_{B} T}\right)\right], \tag{5.1}
\end{equation*}
$$

where $\mu_{j}$ and $N_{j}$ are, respectively, the Fermi quasilevel and the number of electrons of the $j$ th band. Summation over $k$ in (5.1) is done within the limits of the $j$ th band specified by (4.4) $(|k|<\pi / 2$ at $j=1$ and $\pi / 2<|k|<\pi$ at $j=2$ ).

As is known, the characteristic relaxation time of the phonon subsystem is $\tau_{\mathrm{ph}} \sim 10^{-13} \mathrm{~s}$ (see Ref. 27). Hence at the moments when the amplitude of the pulse of incident radiation changes insignificantly during $\tau_{\mathrm{ph}} \sim 10^{-13} \mathrm{~s}$ (adiabatically slow variation of the external parameter), the phonon subsystem has time to relax to its dynamically equilibrium state, which depends on the instantaneous amplitude of the pulse.

In this case the expression for free energy of the crystal lattice with allowance for structural distortions [Eq. (2.3)] can be written in the harmonic approximation as follows:

$$
\begin{equation*}
F_{c}=F_{0}+\frac{\gamma}{2} \sum_{m}\left(r_{m, m+1}-r_{0}\right)^{2} \tag{5.2}
\end{equation*}
$$

where $F_{0}$ is the free energy (it characterizes the dynamics of the lattice), and $\gamma$ is the stiffness of the lattice under static displacements (2.3) of the atoms. This formula is written in the molecular field approximation, ${ }^{1}$ in which it is assumed that the phonon part $F_{0}$ does not depend on the parameters $\xi$ and $\zeta$, which are responsible for static distortions. From a physical standpoint the given approximation means that there is no interaction between dynamic $(\omega \neq 0)$ and static $(\omega=0)$ phonon modes.

If we combine (2.3) and the fact that $r_{m, m+1}=x_{m+1}$ $-x_{m}$ with (5.2), we obtain

$$
\begin{equation*}
F_{c}=F_{0}+\frac{A}{2} \xi^{2}\left[1+\frac{1}{2} \zeta^{2} \cos ^{2}\left(\frac{k_{0}}{2}\right)\right], \tag{5.3}
\end{equation*}
$$

where $A=\gamma N R^{2}$.
For a thermodynamically nonequilibrium system to be in the steady state of dynamic equilibrium, the generalized forces $f_{1}$ and $f_{2}$ corresponding to the generalized coordinates $\xi$ and $\zeta$ must vanish:

$$
\begin{align*}
& f_{1} \equiv-\left(\frac{\partial F_{1}}{\partial \xi}\right)_{T, N_{1}}-\left(\frac{\partial F_{2}}{\partial \xi}\right)_{T, N_{2}}-\left(\frac{\partial F_{c}}{\partial \xi}\right)_{T}=0  \tag{5.4}\\
& f_{2} \equiv-\left(\frac{\partial F_{1}}{\partial \zeta}\right)_{T, N_{1}}-\left(\frac{\partial F_{2}}{\partial \zeta}\right)_{T, N_{2}}-\left(\frac{\partial F_{c}}{\partial \zeta}\right)_{T}=0 \tag{5.5}
\end{align*}
$$

If we combine these equations with (5.1) and (5.3), we find that

$$
\begin{align*}
f_{1}= & -A \xi\left[1+\frac{1}{2} \zeta^{2} \cos ^{2}\left(\frac{k_{0}}{2}\right)\right] \\
& +2 \sum_{|k| \leqslant \pi / 2} \frac{\partial \varepsilon_{k}}{\partial \xi} \tanh \left(\frac{\varepsilon_{k}-\mu}{2 k_{B} T}\right)=0,  \tag{5.6}\\
f_{2}=- & \frac{1}{2} A \xi^{2} \zeta \cos ^{2}\left(\frac{k_{0}}{2}\right)+2 \sum_{|k| \leqslant \pi / 2} \frac{\partial \varepsilon_{k}}{\partial \zeta} \tanh \left(\frac{\varepsilon_{k}-\mu}{2 k_{B} T}\right)=0 . \tag{5.7}
\end{align*}
$$

The expressions (5.6) and (5.7) are the equations of equilibrium of a Peierls system. They determine the behavior of the parameters $\xi$ and $\zeta$ when nonequilibrium electron-hole pairs are excited.

Physically, it is convenient to adopt the total concentration $n$ of electron-hole pairs (which includes equilibrium and nonequilibrium excitations) as the external control parameter characterizing the effect of light on the system. To do this, we must write, in addition to (5.6) and (5.7), an equation that reflects the electroneutrality of the system (this equation links $n$ and the Fermi quasilevel $\mu$ ):

$$
\begin{equation*}
n=\frac{N}{2}-\sum_{|k| \leqslant \pi / 2} \tanh \frac{\varepsilon_{k}-\mu}{2 k_{B} T} . \tag{5.8}
\end{equation*}
$$

Thus, Eqs. (5.6), (5.7), and (5.8) form a complete set of equations for determining the parameters $\xi$ and $\zeta$ of structural distortions of the lattice [Eq. (2.3)] at a given temperature $T$ and a given electron-hole pair concentration $n$.

## 6. FORMATION OF A PERIODIC SUPERSTRUCTURE AT ABSOLUTE ZERO T=0

We begin our analysis of Eqs. (5.6)-(5.8) with the case $T=0$ under the assumption that the superstructure modulation parameter $\zeta$ is much smaller than unity. Then Eq. (5.6) yields

$$
\begin{align*}
A \xi- & \frac{4 b N}{\pi}\left(K\left(\sqrt{1-\tanh ^{2} \xi}\right) \sinh \xi-2 \xi \ln \right. \\
& \left.\times\left|\frac{k_{0} / 2+\sqrt{\left(k_{0} / 2\right)^{2}+\xi^{2}}}{\xi}\right|\right)=0 \tag{6.1}
\end{align*}
$$



FIG. 2. Sketch of the dependence of the order parameter $\xi$ of the metalsemiconductor phase transition on the total concentration $n$ of electron-hole pairs. At $T=0$ the quantities $\xi_{1}$ and $n_{1}$ are given by (6.6), while for $T \neq 0$ [with allowance for the condition (7.2)] they are given by (7.5).
where $K(x)$ is the complete normal elliptic integral of the first kind.

Equation (6.1) describes the relationship between the parameter $\xi$ and the concentration $n$ of the nonequilibrium electron-hole pairs in a Peierls system. If we allow for the fact that in real physical systems the concentration $n$ of electron-hole pairs is much lower than $N$ and that the order parameter $\xi$ of the metal-semiconductor phase transition does not exceed 0.5 (see Refs. 1-6), Eq. (6.1) yields the approximate relationship

$$
\begin{equation*}
n=\frac{N}{\pi}\left(\xi_{0}-\xi\right) \sqrt{\frac{\xi}{\xi_{0}}}, \tag{6.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{0}=\frac{\pi}{2} \exp \left\{\sin ^{-1}\left(\frac{\pi}{4}\right)-\frac{A \pi}{4 b N}\right\} \tag{6.3}
\end{equation*}
$$

is order parameter of the metal-semiconductor phase transition at $n=0$.

In deriving Eqs. (6.2) and (6.3) we also used the equation

$$
\begin{equation*}
k_{0}=\frac{\pi n}{N} \tag{6.4}
\end{equation*}
$$

which is valid at $T=0$. A rough sketch of the $\xi$ vs. $n$ dependence with allowance for the condition of stability under spatially uniform fluctuations of the order parameter $\xi$ of the metal-semiconductor phase transition,

$$
\begin{equation*}
\frac{\partial n}{\partial \xi}<0 \tag{6.5}
\end{equation*}
$$

is depicted in Fig. 2. We see that as the electron-hole pair concentration $n$ increases to the value $n_{1}$, the order parameter $\xi$ of the metal-semiconductor phase transition smoothly decreases to $\xi_{1}$, where

$$
\begin{equation*}
n_{1}=\frac{2 N \xi_{0}}{3 \sqrt{3} \pi}, \quad \xi_{1}=\frac{\xi_{0}}{3} . \tag{6.6}
\end{equation*}
$$

At point $n_{1}$ the value of $\xi$ suddenly drops from $\xi_{1}$ to zero (the phase transition to the metallic state.)

Combing Eq. (5.7) with (4.7) and (5.8), we obtain an expression for the superstructure modulation parameter $\xi$ at $T=0$ :

$$
\begin{equation*}
\zeta=\frac{k_{0}^{2}}{2 \xi \sinh \xi} \sinh ^{-1} \frac{\pi A k_{0} \cos ^{2}\left(k_{0} / 2\right)}{16 b N \sinh \xi} . \tag{6.7}
\end{equation*}
$$

Taking (6.4) into account and assuming that $k_{0}=\pi n / N \ll 1$, we see that (6.7) yields the approximate formula

$$
\begin{equation*}
\zeta=\frac{8 b n}{A \xi} . \tag{6.8}
\end{equation*}
$$

Thus, at $T=0$ a superstructure in a Peierls system exists in the entire semiconducting phase for $n \in\left(0, n_{1}\right)$. Here the modulation parameter $\zeta$ given by (6.8) monotonically increases with $n$ from the value $\zeta(n=0)=0$ to the value $\zeta 1$ :

$$
\begin{equation*}
\zeta_{1}=\zeta\left(n=n_{1}\right)=\frac{16 b N}{\pi \sqrt{3} A} \tag{6.9}
\end{equation*}
$$

while the spatial period of the system,

$$
\begin{equation*}
\lambda=\frac{2 \pi r_{0}}{k_{0}}=\frac{2 r_{0} N}{n}, \tag{6.10}
\end{equation*}
$$

monotonically decreases from $\lambda(n=0)=\infty$ to

$$
\begin{equation*}
\lambda_{1}=\lambda\left(n=n_{1}\right)=\frac{3 \sqrt{3} \pi r_{0}}{\xi_{0}} . \tag{6.11}
\end{equation*}
$$

Here are some numerical estimates. To calculate the stiffness coefficient $A$ of the crystal lattice of the Peierls system, we use the formula ${ }^{10}$

$$
\begin{equation*}
A=\frac{4 b N}{\pi}\left[\ln \left(\frac{\pi b}{2 k_{B} T_{0}}\right)+1\right], \tag{6.12}
\end{equation*}
$$

where $T_{0}$ is the critical temperature of a thermodynamically equilibrium metal-semiconductor transition in the Peierls system.

If we use typical numerical values of the physical quantities for $\mathrm{VO}_{2}$ (see Refs. 4 and 7), i.e., $b \approx 0.3 \mathrm{eV}, T_{0}$ $\approx 340 \mathrm{~K}, r_{0} \approx 3 \AA, N \approx 10^{23} \mathrm{~cm}^{-3}$, and $\xi_{0} \approx 0.5$, then Eqs. (6.12), (6.6), (6.9), and (6.11) suggest that $A$ $\approx 10^{23} \mathrm{eV} / \mathrm{cm}^{3}, n_{1} \approx 6 \times 10^{21} \mathrm{~cm}^{-3}, \zeta_{1} \approx 0.9$, and $\lambda_{1} \approx 100 \AA$.

## 7. FORMATION OF A PERIODIC SUPERSTRUCTURE AT T $=0$

We analyze Eqs. (5.6)-(5.8) with $T \neq 0$ under the assumption that the Peierls system is a nondegenerate or weakly degenerate semiconductor:

$$
\begin{equation*}
\mu-2 b \sinh \xi<2 k_{B} T . \tag{7.1}
\end{equation*}
$$

This relationship, which imposes a restriction on the size of the region within which the Fermi quasilevel $\mu$ may vary, is equivalent, if we allow for Eq. (5.8), to an approximate inequality, an upper bound on the concentration $n$ of the electron-hole pairs:

$$
\begin{equation*}
n<n_{2}=\frac{8 N}{3 \pi} \sqrt{\frac{k_{B} T \sinh \xi}{b}} \tag{7.2}
\end{equation*}
$$

Combining (5.6) and (5.8) and assuming that the superstructure modulation parameter $\zeta$ is much smaller than unity, we obtain an approximate equation for the order parameter $\xi$ of the metal-semiconductor phase transition:
$A \xi-4 b\left[\frac{N}{\pi} K\left(\sqrt{1-\tanh ^{2} \xi}\right) \sinh \xi-n \cosh \xi\right]=0$,
where $K(x)$ is the complete normal elliptic integral of the first kind.

Bearing in mind that in real physical systems the electron-hole pair concentration $n \ll N$ and that the order parameter $\xi$ of the metal-semiconductor phase transition does not exceed 0.5 (see Refs. 1-6), from (7.3) we obtain the approximate equation

$$
\begin{equation*}
n=\frac{N \xi}{\pi} \ln \frac{\xi_{0}}{\xi}, \tag{7.4}
\end{equation*}
$$

with $\xi_{0}$ determined by (6.3).
Figure 2 is a rough sketch of that segment of $\xi(n)$ given by (7.4) where the stability condition (6.5) is satisfied. We see that the behavior of $\xi(n)$ is similar to that in a system with $T=0$, but now the sudden transition to the metallic phase takes place at

$$
\begin{equation*}
n_{1}=\frac{N \xi_{0}}{\pi e}, \quad \xi_{1}=\frac{\xi_{0}}{e} \tag{7.5}
\end{equation*}
$$

The inequality (6.5) is the criterion of stability for the semiconducting phase of the Peierls system against a metalsemiconductor phase transition. Now we study this system for stability under a transition to a spatially nonuniform state with a periodic spatial modulation order parameter $\xi$ of the metal-semiconductor phase transition $(\zeta \neq 0)$. Bearing in that at the moment at which the solution loses its stability, $\zeta=0$,

$$
\begin{equation*}
\left.\frac{\partial f_{2}}{\partial \zeta}\right|_{T, \zeta=0}=0, \tag{7.6}
\end{equation*}
$$

from Eq. (5.7) we obtain

$$
\begin{equation*}
T=\frac{2 b^{2} N k_{0}}{\pi A k_{B} \cos ^{2}\left(k_{0} / 2\right)} . \tag{7.7}
\end{equation*}
$$

When a photoinduced superstructure with a wave number $k_{0}$ is formed, the forbidden band in the electron spectrum $E(k)$ [see Eq. (3.6)] emerges at the point where the Fermi quasilevel $\mu$ is located:

$$
\begin{equation*}
E\left(\frac{\pi-k_{0}}{2}\right)=\mu \tag{7.8}
\end{equation*}
$$

This yields the approximate expression Equation (7.9)

$$
\begin{equation*}
\mu=2 b \sinh \xi+\frac{b k_{0}^{2}}{4 \sinh \xi} . \tag{7.9}
\end{equation*}
$$

According to Eq. (5.8), when the Fermi quasilevel $\mu$ is in the conduction band, the concentration $n$ of electron-hole pairs is given by the approximate expression

$$
\begin{equation*}
n=\frac{N}{3 \pi k_{B} T} \sqrt{\frac{\sinh \xi}{b}\left(\mu+2 k_{B} T-2 n \sinh \xi\right)^{3}} \tag{7.10}
\end{equation*}
$$

If we now use Eqs. (7.7)-(7.10), we can find a formula for the critical concentration $n_{c}$ of electron-hole pairs above which $\left(n>n_{c}\right)$ the semiconducting phase of the Peierls system contains a photoinduced superstructure:
$n_{c}=\frac{2 N}{3 \pi} \sqrt{\frac{2 k_{B} T \sinh \xi}{b}\left[1+\frac{k_{B} T}{32 b^{3} \sinh \xi}\left(\frac{\pi A}{N}\right)^{2}\right]^{3}}$.
Combining Eqs. (7.9) and (7.10), we obtain an expression for the spatial period $\lambda$ of the superstructure:

$$
\begin{align*}
\lambda & =\frac{2 \pi r_{0}}{k_{0}} \\
& =\frac{\pi r_{0}}{\sqrt{\left(3 \pi k_{B} T n \sinh \xi / N b\right)^{2 / 3}-2 k_{B} T \sinh \xi / b}} . \tag{7.12}
\end{align*}
$$

In particular, Eqs. (7.11) and (7.12) imply that at the critical point $n_{c}$, at the moment when the superstructure is formed, the value of the period $\lambda_{c}=\lambda\left(n_{c}\right)$ is given by

$$
\begin{equation*}
\lambda_{c}=\frac{4 b^{2} N r_{0}}{A k_{B} T} \tag{7.13}
\end{equation*}
$$

To observe the superstructure, the following conditions must be met:

$$
\begin{equation*}
n_{c}<n<n_{1} . \tag{7.14}
\end{equation*}
$$

which imply, in particular, that $n_{c}<n_{1}$. If we combine this fact with (7.5) and (7.11), we obtain an approximate equation for the critical temperature $T_{c}$ above which there can be no superstructure, no matter what the value of $n$ is:

$$
\begin{equation*}
\frac{8 k_{B} T_{c}}{9 b \xi_{0}}\left[1+\frac{e k_{B} T_{c}}{32 b^{3} \xi_{0}}\left(\frac{\pi A}{N}\right)^{2}\right]^{3}=1 \tag{7.15}
\end{equation*}
$$

Let us now give the results of numerical estimates. If we use typical numerical values of the physical quantities for $\mathrm{VO}_{2}$ (Refs. 4 and 7), i.e., $b \approx 0.3 \mathrm{eV}, r_{0} \approx 3 \AA, N$ $\approx 10^{23} \mathrm{~cm}^{-3}, \xi_{0} \approx 0.5, A \approx 10^{23} \mathrm{eV} \mathrm{cm}^{3}$, and $T \approx 100 \mathrm{~K}$, then Eqs. (7.2), (7.5), (7.11), (7.13), and (7.15) suggest that $n_{2}$ $\approx 10^{22} \mathrm{~cm}^{-3}, \quad n_{1} \approx 6 \times 10^{21} \mathrm{~cm}^{-3}, \quad n_{c} \approx 5 \times 10^{21} \mathrm{~cm}^{-3}, \quad \lambda_{c}$ $\approx 130 \AA$, and $T_{c} \approx 200 \mathrm{~K}$. Note that here the numerical value of $n_{1}$ coincides, in order of magnitude, with the value estimated from the experimental data, $n_{1} \approx 10^{21} \mathrm{~cm}^{-3}$ (see Ref. 18).

## 8. DIPOLE-MOMENT OPERATOR

From now on we will assume that the nonequilibrium concentration of the electron-hole pairs in the system considered is created thanks to the electric dipole electronphoton interaction with the incident radiation. To describe this interaction, we first calculate the dipole-moment operator of a spatially uniform ( $\zeta=0$ ) Peierls system. In the tight binding approximation, this dipole-moment operator is

$$
\begin{equation*}
\mathbf{d}=\sum_{n}\left(\mathbf{d}_{n, n+1} a_{n}^{+} a_{n+1}+\mathbf{d}_{n, n+1}^{*} a_{n+1}^{+} a_{n}\right), \tag{8.1}
\end{equation*}
$$

where the dependence of $\mathbf{d}_{n, n+1}$ on $\xi$ is similar to (2.4):

$$
\begin{align*}
\mathbf{d}_{n, n+1} & =\left(\mathbf{d}_{1}+i \mathbf{d}_{2}\right) \exp \left((-1)^{n} \xi\right) \\
& =-e \int \psi_{n}^{*}(\mathbf{r}) \mathbf{r} \psi_{n+1}(\mathbf{r}) d \mathbf{r} \tag{8.2}
\end{align*}
$$

Here $\psi_{n}(\mathbf{r})$ is the atomic wave function of the electron at the $n$th site, and $e$ is the electron charge. By selecting the phases of the wave functions $\psi_{n}(\mathbf{r})$ so that the overlap integral (2.4) is real we ensure that both $\mathbf{d}_{1}$ and $\mathbf{d}_{2}$ in (8.2) are uniquely defined.

Substituting (3.1) into (8.1) and allowing for (8.2) and the identity $\exp \left[(-1)^{n} \xi\right]=\cosh \xi+(-1)^{n} \sinh \xi$, we obtain

$$
\begin{align*}
\mathbf{d}= & 2 \sum_{k}\left[\cosh \xi\left(\mathbf{d}_{1} \cos k-\mathbf{d}_{2} \sin k\right) c_{k}^{+} c_{k}\right. \\
& \left.+i \sinh \xi\left(\mathbf{d}_{1} \sin k+\mathbf{d}_{2} \cos k\right) c_{k}^{+} c_{k-\pi}\right] . \tag{8.3}
\end{align*}
$$

Introducing the Fermi operators $\alpha_{k}$ and $\alpha_{k}^{+}$into (8.3) and allowing for (3.3) and (3.5) we finally obtain

$$
\begin{align*}
\mathbf{d}= & \sum_{k}\left\{\left[\frac{\mathbf{d}_{1} E_{k}}{b}-\frac{2 \mathbf{d}_{2}}{1+\varphi_{k}^{2}}\left[\left(1-\varphi_{k}^{2}\right) \cosh \xi \sin k\right.\right.\right. \\
& \left.\left.+2 \varphi_{k} \sinh \xi \cos k\right]\right] \alpha_{k}^{+} \alpha_{k}+i \frac{2 \mathbf{d}_{2}}{1+\varphi_{k}^{2}}\left[\left(1-\varphi_{k}^{2}\right) \sinh \xi\right. \\
& \left.\left.\times \cos k-2 \varphi_{k} \cosh \xi \sin k\right] \alpha_{k}^{+} \alpha_{k-\pi}\right\} \tag{8.4}
\end{align*}
$$

Note the formal similarity of the operators (2.1) and (8.1) at $\mathbf{d}_{2}=0$. Hence the operators (3.4) and (8.4) are also formally similar.

Suppose that without an external electric field the total dipole moment of the system is zero. Then Eqs. (8.4) and (3.6) imply that $\mathbf{d}_{1}=0$. Thus, the fact that we have chosen the phases of the wave functions $\psi_{n}(\mathbf{r})$ so that the overlap integral $B_{n, n+1}$ in (2.1) is real ensures, in the present case, that the interstitial dipole-moment matrix element $\mathbf{d}_{n, n+1}$ in (8.1) is imaginary. The case of $\mathbf{d}_{1} \neq 0$ can probably be observed in systems exhibiting ferroelectric properties, but we will not consider such systems here. As $\xi \rightarrow 0$, as Eq. (3.5) indicates, $\varphi_{k} \rightarrow 0$ for all $k \neq \pm \pi / 2$, with the result that $\mathbf{d}_{k, k-\pi} \rightarrow 0$ in (8.4) and all dipole transitions are forbidden. If $\xi \neq 0$, then $\mathbf{d}_{k, k-\pi} \neq 0$ in (8.4), and the corresponding dipole transitions are allowed. Since in this case the interval $k \in$ ( $-\pi / 2, \pi / 2$ ] is the first Brillouin zone, the given transitions in the spectrum (3.6) are vertical band-to-band transitions.

## 9. INTERACTION WITH RADIATION

The interaction between the system and the light field is described by an operator $V$, which in the dipole approximation can be written as

$$
\begin{equation*}
V=-\mathbf{d} \cdot \mathbf{E}(t)=\mathbf{d} \cdot \int \mathbf{E}_{\omega} e^{-i \omega t} d \omega, \tag{9.1}
\end{equation*}
$$

where $\mathbf{e}_{\omega}$ and $\omega$ are the amplitude and frequency of a spectral component of the light field.

We assume the incident radiation $\mathbf{E}(t)$ to be a quasimonochromatic time-independent random process linearly po-
larized along the crystal's axis. ${ }^{29}$ As a result, all the spectral components $\mathbf{E}_{\omega}$ are statistically independent: ${ }^{29,30}$

$$
\begin{equation*}
\left\langle\mathbf{E}_{\omega} \cdot \mathbf{E}_{\omega_{1}}\right\rangle=G(\omega) \delta\left(\omega+\omega_{1}\right) . \tag{9.2}
\end{equation*}
$$

Here $G(\omega)$ is the spectral density of the light field, which for a quasimonochromatic signal can be written as ${ }^{29}$

$$
\begin{equation*}
G(\omega)=I g\left(|\omega|-\omega_{0}\right) \tag{9.3}
\end{equation*}
$$

where $\omega_{0}$ is the carrier frequency, and $g(x)$ is a nonnegative bell-shaped function, with its maximum at $x=0$, satisfying the normalization $\int g(x) d x=1$. The width $\Delta \omega$ of the spectrum $G(\omega)$ satisfies the inequality $\Delta \omega \ll \omega_{0}$. The quantity $I$ $=\int G(\omega) d \omega / 2$ is the intensity of the light field (in the Gaussian system of units, to within a factor $c n / 2 \pi$, where $c$ is the speed of light, and $n$ is the medium's refractive index).

Using Liouville's equation ${ }^{31}$

$$
\begin{equation*}
i \hbar \frac{\partial \rho}{\partial t}=[H+V, \rho], \tag{9.4}
\end{equation*}
$$

and allowing for Eqs. (9.1) and (9.2), we obtain an equation for the diagonal elements $\rho_{k k}$ of the density matrix $\rho$ of the electron subsystem in second-order perturbation theory:

$$
\begin{equation*}
\frac{\partial \rho_{k k}}{\partial t}=\frac{2 \pi}{\hbar^{2}} \sum_{s}\left|\mathbf{d}_{k s}\right|^{2} G\left(\frac{E_{s}-E_{k}}{\hbar}\right)\left(\rho_{s s}-\rho_{k k}\right) \tag{9.5}
\end{equation*}
$$

where $\mathbf{d}_{k s}$ is the matrix element of the dipole moment operator (8.4). In the special case of a monochromatic field $\mathbf{E}(t)$ $=\mathbf{E}_{0} \cos \left(\omega_{0} t+\varphi\right)$ with a uniformly distributed random phase $\varphi$, the spectral density is

$$
G(\omega)=\frac{1}{4} \mathbf{E}_{0}^{2}\left[\delta\left(\omega-\omega_{0}\right)+\delta\left(\omega+\omega_{0}\right)\right] .
$$

Then Eq. (9.5) becomes Fermi's Golden Rule for the probability of stimulated transitions: ${ }^{30}$

$$
\begin{equation*}
\frac{\partial \rho_{k, k-\pi}}{\partial t}=\frac{\pi}{2 \hbar}\left|\mathbf{E}_{0} \cdot \mathbf{d}_{k, k-\pi}\right|^{2} \delta\left(2 E_{k}-\hbar \omega_{0}\right) \tag{9.6}
\end{equation*}
$$

Here (9.6) we assumed that the lower level (with the quasiwave number $k-\pi$ ) is completely occupied and the upper level (with the quasiwave number $k$ ) is vacant.

If we combine (8.4) and (3.6) with (9.5), we obtain

$$
\begin{equation*}
\frac{\partial \rho_{k k}}{\partial t}=\frac{2 \pi}{\hbar^{2}} d_{k}^{2} G\left(\frac{2 \varepsilon_{k}}{\hbar}\right) \tanh \frac{\varepsilon_{k}-\mu}{2 k_{B} T}, \tag{9.7}
\end{equation*}
$$

where
$d_{k}=\frac{2 d_{2}}{1+\varphi_{k}^{2}}\left|\left(1-\varphi_{k}^{2}\right) \sinh \xi \cos k-2 \varphi_{k} \cosh \xi \sin k\right|$.

In deriving Eq. (9.7) we assumed that the spectral density $G(\omega)$ of the light field is localized near the frequencies $\omega_{k}$ $=2 \varepsilon_{k} / \hbar$ at which the electron spectrum $\varepsilon_{k}$ of a spatially nonuniform Peierls system [see Eq. (4.7)] coincides with the spectrum $E_{k}$ of a spatially uniform Peierls system [see Eq. (3.6)], i.e., there is excitation of electron-hole pairs into the depth of the allowed band.

Combining Eqs. (3.6) and (9.7), we obtain a transport equation for the concentration $n=2 \Sigma_{|k| \leqslant \pi / 2} \rho k k$ of the electron-hole pairs:
$\frac{\partial n}{\partial t}=\frac{4 \pi}{\hbar^{2}} \sum_{|k| \leqslant \pi / 2} d_{k}^{2} \tanh \left(\frac{\varepsilon_{k}-\mu}{2 k_{B} T}\right) G\left(\frac{2 \varepsilon_{k}}{\hbar}\right)-\frac{n-n_{0}}{\tau}$,
where $n_{0}$ is the electron-hole pair concentration in the absence of a light field, i.e., $n_{0}=n(\mu=0)$. The last term on the right-hand side of Eq. (9.9) allows for band-to-band relaxation with a relaxation time $\tau$. Equation (9.9) shows that the variation in $n$ is due to the interaction of the electron subsystem and the spectral components of the light field with frequencies $\omega_{k}=2 \varepsilon_{k} / \hbar$.

Taking (9.3) into account, from Eq. (9.9) in the steadystate regime $(\partial n / \partial t=0)$ we finally obtain
$I=\frac{\left(n-n_{0}\right) \hbar^{2}}{4 \pi \tau}\left[\sum_{|k| \leqslant \pi / 2} d_{k}^{2} \tanh \left(\frac{\varepsilon_{k}-\mu}{2 k_{B} T}\right) g\left(\frac{2 \varepsilon_{k}}{\hbar}-\omega_{0}\right)\right]^{-1}$.

Equations (5.8), (5.6), and (9.10) constitute a complete set of equations with respect to the internal parameters $\mu, n$, and $\xi$ of a spatially uniform $(\zeta=0)$ Peierls system with given external parameters $T, I, \omega_{0}$, etc.

## 10. EXCITATION BY A MONOCHROMATIC LIGHT FIELD

For a monochromatic light field, we analyze Eq. (9.10) with allowance for (7.4), which holds at $T$, where the form factor $g(x)=\delta(x)$. In (9.10) we replace the sum by an integral over $d E$, bearing in mind that the density of electron states $\nu(E)$ corresponding to the spectrum (3.6) takes the form
$\nu(E)=\frac{2 N E}{\pi \sqrt{\left(4 b^{2} \cosh ^{2} \xi-E^{2}\right)\left(E^{2}-4 b^{2} \sinh ^{2} \xi\right)}}$
and that, according to (9.8), (3.5), and (3.6), the matrix element of the dipole-moment operator, $d_{k}$, at $\varepsilon_{k}=E$ is given by

$$
\begin{equation*}
d(E) \equiv d_{k}\left(\varepsilon_{k}=E\right)=\frac{4 b d_{2} \cosh \xi \sinh \xi}{E} . \tag{10.2}
\end{equation*}
$$

Then at $\tanh \left[\left(\hbar \omega_{0} / 2-\mu\right) / 2 k_{B} T\right]=1$ we have the following $I$ vs. $\xi$ dependence:

$$
\begin{align*}
I= & I(\xi) \\
= & \frac{\hbar^{2} \omega_{0}\left[\xi \ln \left(\xi_{0} / \xi\right)-\pi n_{0} / N\right]}{512 \pi \tau b^{2} d_{2}^{2} \cosh ^{2} \xi \sinh ^{2} \xi} \\
& \times \sqrt{\left[16 b^{2} \cosh ^{2} \xi-\left(\hbar \omega_{0}\right)^{2}\right]\left[\left(\hbar \omega_{0}\right)^{2}-16 b^{2} \sinh ^{2} \xi\right]} . \tag{10.3}
\end{align*}
$$

Similar calculations with $T=0$, as Eqs. (9.10), (6.2), (10.1), and (10.2) imply, lead to the expression

$$
\begin{align*}
I= & I(\xi) \\
= & \frac{\hbar^{2} \omega_{0}\left(\xi_{0}-\xi\right) \sqrt{\xi / \xi_{0}}}{512 \pi \tau b^{2} d_{2}^{2} \cosh ^{2} \xi \sinh ^{2} \xi} \\
& \times \sqrt{\left[16 b^{2} \cosh ^{2} \xi-\left(\hbar \omega_{0}\right)^{2}\right]\left[\left(\hbar \omega_{0}\right)^{2}-16 b^{2} \sinh ^{2} \xi\right]} . \tag{10.4}
\end{align*}
$$

Thus, when $T=0$, we have (10.4) for $I(\xi)$, (6.2) for $n(\xi)$, (6.8) for $\zeta(n)$, and (6.10) for $\lambda(n)$. These formulas indirectly specify (in parametric form) the electron-hole pair concentration $n$, the modulation parameter $\zeta$, and the period $\lambda$ of the superstructure as functions of the light-field intensity $I$.

When $T$ is finite, we have (10.3) for $I(\xi)$, (7.4) for $n(\xi)$, and (7.12) for $\lambda(n, \xi)$, which implicitly specify $n(I)$ and $\lambda(I)$.

Here are some numerical estimates. We use typical numerical values of the physical quantities for $\mathrm{VO}_{2}$ : $b \approx 0.3 \mathrm{eV}, N \approx 10^{23} \mathrm{~cm}^{-3}$, and $\xi_{0} \approx 0.5$ (Refs. 4 and 7); $\tau \sim 10^{-11}$ s (Ref. 27); and $d_{2} \sim 10^{-18}$ esu (Refs. 30 and 32). Then from (10.3) and (10.4) with allowance for (7.5) and (6.6) it follows that at the photoinduced semiconductormetal phase transition point, $I_{1}(T=0) \approx I_{1}(T=100 \mathrm{~K})$ $\sim 10^{6}$ esu. This corresponds to a light-field intensity $I_{1} c / 2 \pi$ $\sim 10^{15} \mathrm{esu} \sim 10^{8} \mathrm{~W} / \mathrm{cm}^{2}$. A photoinduced superstructure can be observed when $I \in\left(I_{c}, I_{1}\right)$, with $I_{c}(T=0)=0$. When $T=100 \mathrm{~K}$, Eqs. (7.11), (7.4), and (10.3) yield $I_{1}-I_{c} \approx 2$ $\times 10^{5}$ esu, which corresponds to a light-field intensity $c\left(I_{1}\right.$ $\left.-I_{c}\right) / 2 \pi \approx 2 \times 10^{14} \mathrm{esu} \approx 2 \times 10^{7} \mathrm{~W} / \mathrm{cm}^{2}$.

## 11. DISCUSSION

The high values of the critical intensities, namely $I_{1} c / 2 \pi \approx I_{c} c / 2 \pi \sim 10^{7}-10^{8} \mathrm{~W} / \mathrm{cm}^{2}$, obtained via the theory elaborated in this paper, appear to be determined by the fact that observing photoinduced effects of formation of a superstructure and the semiconductor-metal phase transition requires high nonequilibrium electron-hole pair concentrations, $n_{c} \sim n_{1} \sim 0.05 N$ (see the results of numerical estimates at the end of Sec. 7). The value of $n_{c}$ (and hence of $I_{c}$ ) can be reduced by lowering the temperature [see Eq. (7.11)]. However, numerical estimates show that even at $T=1 \mathrm{~K}$ the values of the critical concentration $n_{c}$ and critical intensity $I_{c}$ remain very large: $n_{c} \approx 5 \times 10^{20} \mathrm{~cm}^{-3}$ and $I_{c} c / 2 \pi \approx 7$ $\times 10^{6} \mathrm{~W} / \mathrm{cm}^{2}$.

To observe the predicted phenomena in experiments, one should use very thin (down to atomic dimension) filamentary (one-dimension) or film (two-dimensional) samples placed inside a material that is transparent to radiation at the laser frequency and acts as a good heat sink (say, superfluid helium).

Another possible way to prevent overheating of the system is to use high-power short-pulse laser light. In this case the formulas of Sec. 7, in particular, the expressions for the concentrations $n_{1}$ [Eq. (7.5)] and $n_{c}$ [Eq. (7.11)] remain valid if the laser pulse length exceeds severalfold the characteristic relaxation times $\tau_{\mathrm{ph}} \sim 10^{-13} \mathrm{~s}$ and $\tau_{e} \sim 10^{-14} \mathrm{~s}$ of the phonon and interband electron subsystems, respectively.

In view of what has just been said, the experiment conducted by Bugaev et al. ${ }^{18}$ can be cited as an example. The researchers irradiated a vanadium dioxide film by picosecond laser pulses with an intensity $I \approx 5 \times 10^{8} \mathrm{~W} / \mathrm{cm}^{2}$ and observed a photoinduced semiconductor-metal phase transition. Here, as the numerical estimates of the present paper show, the critical concentration of the nonequilibrium carriers at the phase transition point, $n_{1} / N$, was roughly $10^{-2}$, and the variation in the sample temperature, $\Delta T$, did not exceed 10 K .

An experiment similar to the one described in Ref. 18 but conducted at low temperatures ( $T<T_{c}$ ) would probably make it possible to observe photoinduced superstructures. The temperature $T$ of the sample should be maintained as low as possible, since according to (7.11) this reduces the threshold value of the critical nonequilibrium electron-hole pair concentration $n_{c}$ above which a superstructure of the type described in the present paper appears in a Peierls semiconductor.

## 12. CONCLUSION

We have studied the behavior of the low-temperature phase of a Peierls system when nonequilibrium electronhole pairs are excited in the phase. We have found that as the total concentration $n$ of the excited electron-hole pairs increases (including thermal and light excitations), the order parameter $\xi$ of the metal-semiconductor phase transition smoothly decreases to the value $\xi_{1}$ (Eqs. (7.4) and (7.5) and Fig. 2), and at the concentration $n_{1}$ given by Eq. (7.5) a sudden transition to the metallic phase occurs.

At low temperatures $T<T_{c}$, where $T_{c}$ is defined in (7.15), and at electron-hole concentrations $n$ such that $n_{c}$ $<n<n_{1}$ [see Eqs. (7.11) and (7.5)], a spatially nonuniform periodic structure forms in the Peierls system. This structure is the one-dimensional spatial modulation of the band gap $E_{p}$ in the electron spectrum with a spatial period $\lambda=2 \pi r_{0} / k_{0}$ [see Eq. (7.12)]:

$$
\begin{equation*}
E_{g}=4 b \sinh \left\{\xi\left[1+\zeta \cos \left(k_{0}\left(m-\frac{1}{2}\right)\right)\right]\right\} \tag{12.1}
\end{equation*}
$$

where $m$ is the number of the atom in the chain.
At time of formation, i.e., when $n=n_{c}$, the period $\lambda$ of this heterostructure is given by (7.13). Then, as $n$ increases, $\lambda$ decreases according to Eq. (7.12). After the light pulse has traveled through the system, when the concentration $n$ becomes lower than the critical value ( $n<n_{c}$ ), the heterostructure disappears.

At $T=0$, the photoinduced heterostructure exists in the semiconducting phase of the Peierls system at any concentration $n$ lower than $n_{1}$ [Eq. (6.6)], since here $n_{c}=0$. As $n$ increases, the spatial period $\lambda$ of the heterostructure [Eq. (6.10)] monotonically decreases from $\lambda(n=0)=\infty$ to $\lambda(n$ $=n)=\lambda_{1}$ [Eq. (6.11)]. Also, as $n$ increases, the parameter $\zeta$ [Eq. (6.8)] of modulation of the band gap [Eq. (12.1)] increases from $\zeta(n=0)=0$ to $\zeta\left(n=n_{1}\right)=\zeta_{1}$ [Eq. (6.9)].

Basing our reasoning on the assumption that the photoexcitation of nonequilibrium electron-hole pairs is due to the electric dipole interaction of the electron subsystem and the
photons of the incident radiation, we have derived expressions for the value of the light-field intensity $I$ at which observation of the photoinduced superstructure is possible, and made numerical estimates (see Sec. 10). We have found that the photoinduced superstructure forms at intensities $I$ $\in\left(I_{c}, I_{1}\right)$, where $I_{c}(T=0)=0$, and monotonically grows as the intensity increases to $I_{c}\left(T=T_{c}\right)=I_{1}$. The value of $I_{1}$ changes little under temperature variations $\left(I_{1}(T=0)\right.$ $\simeq I_{1}\left(T=T_{c}\right)$ ) .

In conclusion it must be noted that the photoinduced superlattice of alternating metallic and superconducting phases in a vanadium dioxide film on a substrate, the superlattice observed so far in experiments, constitutes an irreversible structure, with a period $\lambda \sim 1 \mu \mathrm{~m}$, left after the light pulse has passed through the system, ${ }^{19}$ and probably cannot be interpreted by the theory developed in this paper. Experiments that would detect a thermodynamically nonequilibrium superstructure that disappears after irradiation has ceased have yet to be conducted.
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# Effect of the micromagnetic structure of domain walls on the properties of an isolated domain in a thin magnetic film 

Yu. I. Dzhezherya<br>Institute of Magnetism, National Academy of Sciences, Ukraine<br>(Submitted 27 August 1998)<br>Zh. Éksp. Teor. Fiz. 115, 1315-1325 (April 1999)<br>The effect of the inner structure of domain walls on the time-independent parameters of an isolated stripe domain in a thin ferromagnetic film is studied. The adopted variant of the perturbation theory makes it possible to account, within a unified approach, for the contributions of the magnetostatic and exchange interactions. © 1999 American Institute of Physics. [S1063-7761(99)01104-X]

The physical theory of magnetic domain walls has been thoroughly studied. ${ }^{1-5}$ The current interest can be explained, on the one hand, by the broad promise of using materials containing domains in microelectronics and, on the other, by the development of the nonlinear theory of magnetism.

The classical theory of ferromagnetism is based on the dynamical Landau-Lifshitz equations, which make it possible to extract exhaustive information about the state of the magnetic system. However, if we use models that are close to reality, the equations become very complicated and many simplifying assumptions have to be introduced into the calculations.

For instance, in a model widely used in studies of properties of magnetic domains, the domain walls are interpreted as infinitely thin geometric boundaries with their own surface energy. ${ }^{1,6-8}$ This model provides a good description of the state of the system in low magnetizing fields but cannot be used in fields with large amplitudes, when the domain width becomes comparable to the thickness of the domain walls. In such a situation the inner structure of the domain walls has a strong effect on the properties of the magnetic domains.

The present study uses the Landau-Lifshitz equations to investigate an isolated stripe domain localized in a thin ferromagnetic film and the dependence of the domain properties on the inner structure of the domain wall. The limits of the results will also be investigated. The method of regularizing perturbations of the nonlinear equations developed in this paper in general form can be used to study other physical problems.

The characteristics of the system investigated in the present paper are determined by the energy functional with the following structure:
$E=\iint d x d y \int_{0}^{L} d z w(\mathbf{m})$,
$w(\mathbf{m})=M_{0}^{2}\left\{\frac{\alpha}{2}\left(\frac{\partial \mathbf{m}}{\partial \mathbf{x}}\right)^{2}+\frac{\beta}{2}\left(1-m_{z}^{2}\right)-h_{z} m_{z}-\frac{1}{2} \mathbf{m h}_{m}\right\}$,
where $\mathbf{m}=\mathbf{M} / M_{0}$ is the unit magnetization vector, $M_{0}$ is the saturation magnetization, $\alpha$ and $\beta$ are, respectively, the
exchange-interaction and uniaxial-anisotropy constants, $h_{z}$ $=H_{z} / M_{0}$ is the reduced magnetic field parallel to the easymagnetization axis and orthogonal to the plane of the film, $\mathbf{h}_{m}$ is the intrinsic magnetostatic field of the ferromagnet, and $L$ is the film thickness.

In our domain-structure studies we will assume that the plane of the domain walls limiting the isolated stripe domain is orthogonal to the $x$ axis. It has proved convenient to study the magnetization states in terms of the angular variables $\theta$ and $\varphi$, which are the polar and azimuthal angles in a system of coordinates whose polar axis is the $x$ axis. Here the relationship between the components of the magnetization vector and the new variables is

$$
\begin{equation*}
\mathbf{m}=(\cos \theta, \sin \theta \sin \varphi, \sin \theta \cos \varphi) \tag{2}
\end{equation*}
$$

As is known, the magnetostatic field of the sample induced by magnetic inhomogeneities is given by the formula ${ }^{3}$

$$
\begin{equation*}
\mathbf{h}_{m}=\nabla \int d \mathbf{r}^{\prime}\left(m_{i}\left(\mathbf{r}^{\prime}\right) \frac{\partial}{\partial x_{i}}\right) \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{3}
\end{equation*}
$$

Mathematically, magnetic domain walls are represented by the soliton solutions of the Landau-Lifshitz equations. These equations for the angular variables in the timeindependent case can be derived by varying the energy functional (1) in the variables $\theta$ and $\varphi$,

$$
\begin{equation*}
\frac{\partial w}{\partial \theta}-\nabla \frac{\partial w}{\partial \nabla \theta}=0, \quad \frac{\partial w}{\partial \varphi}-\nabla \frac{\partial w}{\partial \nabla \varphi}=0 \tag{4}
\end{equation*}
$$

with the following boundary conditions at the film surface:
$\frac{\partial \theta(z=0)}{\partial z}=\frac{\partial \theta(z=L)}{\partial z}=\frac{\partial \varphi(z=0)}{\partial z}=\frac{\partial \varphi(z=L)}{\partial z}=0$.
When studying the domain structures in film materials, one must allow for the effect of the magnetostatic fields generated by the surface inhomogeneities in the magnetization distribution. The presence of such inhomogeneities distorts the inner structure of the domain walls. However, as shown in Ref. 1, for thin-film materials whose thickness $L \approx \Lambda$ $=\sqrt{\alpha / 4 \pi}$, these distortions are effectively suppressed by intensive exchange interaction. Hence in the zeroth approximation the structure of the domain walls can be assumed to be
of the Bloch type. The assumption is especially true when one deals with ultrathin magnetic films ${ }^{9}$ (the technology needed to fabricate such films is being actively developed). In our notation, this case corresponds to $\theta=\pi / 2$. We will assume that deviations from the Bloch configuration can be described by small corrections $\theta_{1}(\mathbf{r})$, such that $\left|\theta_{1}\right| \ll 1$. The limits of the approximations are examined in the Appendix.

Thus, if we assume that

$$
\begin{equation*}
\theta(\mathbf{r})=\frac{\pi}{2}+\theta_{1}(\mathbf{r}) \tag{6}
\end{equation*}
$$

and that the distribution of magnetization is uniform along the $x$ axis parallel to the plane of the domain walls, we obtain equations that describe the state of the domain structure to within terms of first order in $\theta_{1}(\mathbf{r})$ :

$$
\begin{align*}
& -l^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right) \varphi+\sin \varphi \cos \varphi+\varepsilon \\
& \times\left(h_{z}+h_{z}^{m}(x, z, \varphi)\right) \sin \varphi=0,  \tag{7.1}\\
& \hat{L}(\varphi) \theta_{1}-l^{2} \frac{\partial^{2} \theta}{\partial z^{2}}+\varepsilon h_{x}^{m}(x, z, \varphi)=0,  \tag{7.2}\\
& \binom{h_{x}^{m}}{h_{z}^{m}}=-\binom{\frac{\partial}{\partial x}}{\frac{\partial}{\partial z}} \int_{-\infty}^{\infty} d x^{\prime} \int_{0}^{L} d z^{\prime} \cos \varphi \\
& \times \frac{z-z^{\prime}}{\left(x-x^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}}, \tag{7.3}
\end{align*}
$$

where

$$
\hat{L}(\varphi)=-l^{2} \frac{\partial^{2}}{\partial x^{2}}+\cos ^{2} \varphi-l^{2}\left(\frac{\partial \varphi}{\partial x}\right)^{2}
$$

is a linear operator, $h_{i}^{m}$ are the components of the magnetostatic field, $l=\sqrt{\alpha / \beta}$ is the domain-wall thickness parameter, and $\varepsilon=1 / \beta \ll 1$ is a small parameter. Terms proportional to $\varepsilon \theta_{1}$ have been dropped from Eq. (7.2).

Obviously, the magnetization inhomogeneities on the surface of the film, generated by the domain walls, lead to the emergence in Eq. (7.1) of a small nonlinear operator $\varepsilon h_{z}^{m}(x, z, \varphi)$, which is explicitly coordinate-dependent. The variants of the theory for studying the effect of adiabatic temporal perturbations are discussed in Ref. 10. Here we generalize the results of Ref. 10 to the case of slow spatial modulations.

Since $\theta_{1}$ is assumed small, in the leading approximation the state of the magnetization field is determined by the boundary value problem

$$
\begin{align*}
& -l^{2} \frac{\partial^{2} \varphi}{\partial x^{2}}+\sin \varphi \cos \varphi \\
& \quad=l^{2} \frac{\partial^{2} \varphi}{\partial z^{2}}-\varepsilon\left(h_{z}+h_{z}^{m}(x, z, \varphi)\right) \sin \varphi \tag{8.1}
\end{align*}
$$

$$
\frac{\partial \varphi(z=0)}{\partial z}=\frac{\partial \varphi(z=L)}{\partial z}=0, \quad \frac{\partial \varphi(x \rightarrow \pm \infty)}{\partial x}=0 .
$$

The variations in $\varphi$ along the $z$ axis are caused by small perturbations proportional to $\varepsilon$, so that we will assume that these variations are small. The right-hand side of Eq. (8.1) is considered a perturbation.

Ordinary perturbation theory can be used if a perturbation leads to small quantitative corrections. Hence, when studying a nonlinear problem, we must ensure that the perturbation we ignored in the zeroth approximation does not introduce variations of the qualitative nature into the system.

For instance, in a zero magnetic field $h_{z}$, one of the ground states of the system involved is a solitary $180^{\circ}$ domain wall, while in a finite magnetic field the steady-state solution describing this structure is unstable, and a ground state is, for example, an isolated stripe domain magnetized in the direction opposite to that of the external magnetic field. In this sense the perturbation described by the expression on the right-hand side of Eq. (8.1) is of a singular nature and dramatically transforms the state of the system.

To apply the methods of perturbation theory we must regularize the perturbation.

One variant of regularization can be represented in general form for an arbitrary equations that has soliton solutions.

Let us consider a boundary value problem for the nonlinear equation

$$
\begin{equation*}
-l^{2} \frac{\partial^{2} \varphi}{\partial x^{2}}+\hat{L}_{0}(\varphi)=l^{2} \frac{\partial^{2} \varphi}{\partial z^{2}}-\varepsilon h(x, z, \varphi), \tag{9}
\end{equation*}
$$

where $\hat{L}_{0}(\varphi)$ and $h(x, z, \varphi)$ are nonlinear operators, $\varepsilon \ll 1$ is a small parameter whose modulations along the $z$ axis are due to a perturbation and are assumed small.

For the sake of definiteness we assume that the boundary conditions are

$$
\begin{align*}
& \frac{\partial \varphi(x \rightarrow \pm \infty)}{\partial x}=0,  \tag{10.1}\\
& \frac{\partial \varphi(z=0, L)}{\partial z}=0 . \tag{10.2}
\end{align*}
$$

We also assume that the perturbation is of a singular nature and cannot be take into account by standard perturbation-theory methods. We will attempt to single out the specific feature of this perturbation by specifying a simpler operator $\varepsilon L_{1}(H, \varphi)$, where $H$ is an undefined parameter, which generally depends on the variable $z$.

We introduce this operator into Eq. (9), which becomes

$$
\begin{align*}
& -l^{2} \frac{\partial^{2} \varphi}{\partial x^{2}}+\hat{L}_{0}(\varphi)+\varepsilon \hat{L}_{1}(H, \varphi) \\
& \quad=l^{2} \frac{\partial^{2} \varphi}{\partial z^{2}}-\varepsilon\left(h(x, z, \varphi)-\hat{L}_{1}(H, \varphi)\right) . \tag{11}
\end{align*}
$$

We performed this transformation in order to select an effective operator $L_{1}(H, \varphi)$ that affects the structure of the solution in the same as the initial perturbation $h(x, z, \varphi)$.

Thus, assuming that the right-hand side of Eq. (11) is the regularized perturbation, we write the solution of (11) as follows:

$$
\begin{equation*}
\varphi(x)=\varphi_{0}\left(x-x_{0}, H\right)+\varepsilon \varphi_{1}\left(x-x_{0}, H\right)+\cdots, \tag{12}
\end{equation*}
$$

where $\varphi_{0}\left(x-x_{0}, H\right)$ is the two-parameter solution of the boundary value problem

$$
\begin{align*}
& -l^{2} \frac{\partial^{2} \varphi_{0}}{\partial x^{2}}+L_{0}\left(\varphi_{0}\right)+\varepsilon L_{1}\left(H, \varphi_{0}\right)=0,  \tag{13}\\
& \frac{\partial \varphi_{0}(x \rightarrow \pm \infty)}{\partial x}=0 .
\end{align*}
$$

Since Eq. (13) does not depend explicitly on the variable $x$, its solution can be obtained in general form at least as integrals. The solution is translation invariant.

The value of the correction is determined by the inhomogeneous boundary value problem
$G_{0}\left(\varphi_{0}, H\right) \varphi_{1}=f_{1}\left(X, x_{0}, z, H\right), \quad \varphi_{1}(x= \pm \infty, H)=0$,
$f_{1}\left(X, x_{0}, z, H_{0}\right)=\left(L_{1}\left(\varphi_{0}, H_{0}\right)-h\left(X+x_{0}, z, \varphi_{0}\right)\right)+\alpha \frac{\partial^{2} \varphi_{0}}{\partial z^{2}}$,
$\frac{\partial^{2} \varphi_{0}}{\partial z^{2}}=\frac{\partial^{2} \varphi_{0}}{\partial x^{2}}\left(\frac{\partial x_{0}}{\partial z}\right)^{2}-\frac{\partial \varphi_{0}}{\partial x} \frac{\partial^{2} x_{0}}{\partial z^{2}}-2 \frac{\partial^{2} \varphi_{0}}{\partial x \partial H} \frac{\partial x_{0}}{\partial z} \frac{\partial H}{\partial z}$
$+\frac{\partial^{2} \varphi_{0}}{\partial H^{2}}\left(\frac{\partial H}{\partial z}\right)^{2}+\frac{\partial \varphi_{0}}{\partial H} \frac{\partial^{2} H}{\partial z^{2}}$,
$G_{0}\left(\varphi_{0}, H\right)=-l^{2} \frac{\partial^{2}}{\partial X^{2}}+\frac{\partial L_{0}\left(\varphi_{0}, H\right)}{\partial \varphi_{0}}+\varepsilon \frac{\partial L_{1}\left(\varphi_{0}, H\right)}{\partial \varphi_{0}}$,
where $X=x-x_{0}$.
For the right-hand side not to contain secular terms, we must correctly determine the parameters $x_{0}$ and $H$. This is achieved by ensuring that the inhomogeneous equation (14) meets the solvability conditions, and this requires knowing the solutions of the corresponding homogeneous equation. These conditions can easily be found by differentiating Eq. (13) with respect to the parameters $H$ and $x_{0}$. Here we have

$$
\begin{align*}
& G_{0}\left(\varphi_{0}, H\right) \psi_{1}(X)=0, \\
& G_{0}\left(\varphi_{0}, H\right) \psi_{2}(X)=-\varepsilon H \frac{\partial}{\partial H} L_{1}\left(\varphi_{0}, H\right), \tag{16}
\end{align*}
$$

where

$$
\psi_{1}(X)=\frac{\partial \varphi_{0}}{\partial X}, \quad \psi_{2}(X)=H \frac{\partial \varphi_{0}}{\partial H}
$$

Thus, $\psi_{1}(x)$ has a zero eigenvalue, is a solution of the homogeneous equation corresponding to (14), and is localized near the solution. Clearly, in the leading approximation in $\varepsilon$ these features are also inherent in $\psi_{2}(x)$.

The solvability conditions for Eq. (14) have the form

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x\binom{\psi_{1}(X)}{\psi_{2}(X)} f_{1}\left(X, x_{0}, H_{0}\right)=0 \tag{17}
\end{equation*}
$$

They determine a system of differential equations that together with the boundary conditions

$$
\begin{equation*}
\frac{\partial x_{0}(z=0, L)}{\partial z}=\frac{\partial H(z=0, L)}{\partial z}=0 \tag{18}
\end{equation*}
$$

make it possible to find the effective parameters.
Since it is known that $\psi_{1}(X)$ is a solution of the homogeneous equation in (16), we may formally assume that $\varphi_{1}$ has been determined. ${ }^{11}$

The application of this approach simplifies substantially if we wish to find the solution of the equation in the onedimensional case. Here $x_{0}$ and $H$ are constants whose values are determined by the conditions (17). In this case we an easily establish the nature of the perturbation.

If

$$
\int_{-\infty}^{\infty} d x \frac{\partial \varphi_{0}}{\partial x} h\left(x, \varphi_{0}\right) \neq 0
$$

for all values of the parameter $x_{0}$, where $\varphi_{0}$ is the solution of the unperturbed problem

$$
-l^{2} \frac{\partial^{2} \varphi_{0}}{\partial x^{2}}+L_{0}\left(\varphi_{0}\right)=0, \quad \frac{\partial \varphi_{0}(x \rightarrow \pm \infty)}{\partial x}=0
$$

the solution cannot be approximated by a one-parameter solution and the perturbation is of a singular nature, which requires allowing for its singularity.

The success of this method depends on how we select the effective operator $L_{1}(\varphi, H)$. Since there is always a certain ambiguity in selecting this operator, a simple form of the operator is preferable.

Following the theory, we select the effective operator in the form $L_{1}(\varphi, H)= \pm H \sin \varphi$.

Then the leading approximation to the solution of Eqs. (7.1), (8.1) and (8.2) is determined by the simpler boundary value problem

$$
\begin{align*}
& -l^{2} \frac{\partial^{2} \varphi_{0}}{\partial x^{2}}+\sin \varphi_{0} \cos \varphi_{0} \pm \varepsilon H \sin \varphi_{0}=0 \\
& \quad \frac{\partial \varphi_{0}( \pm \infty, H)}{\partial X}=0 . \tag{19}
\end{align*}
$$

When $H$ is positive, depending on the sign in front of it the solution of (19) is
$\varphi_{0}(X, H)$

$$
= \begin{cases}\pi+2 \arctan \left\{\sqrt{\frac{\varepsilon H}{1+\varepsilon H}} \sinh \left(\sqrt{1+\varepsilon H} \frac{X}{l}\right)\right\}, & +H,  \tag{20}\\ \pi-2 \arctan \left\{\sqrt{\frac{\varepsilon H}{1-\varepsilon H}} \cosh \left(\sqrt{1-\varepsilon H} \frac{X}{l}\right)\right\}, & -H .\end{cases}
$$

From the physical viewpoint, the solutions in (20) correspond to bound states of two unipolar and heteropolar Bloch walls. The polarity is determined by the sense of rotation of the magnetization vector in the plane of the domain walls. The parameter $H$ in this case is an effective superposition of the external magnetic field and the intrinsic magne-
tostatic field. Clearly, ${ }^{12}$ the value of $H$ is linked to the width parameter $d$ of the stripe domain through the relationship

$$
\begin{equation*}
H(z)=4 \beta \exp (-d(z) / l) \tag{21}
\end{equation*}
$$

The corrections to the leading approximation are determined by the boundary value problem (14), where

$$
\begin{align*}
G_{0}\left(\varphi_{0}, H\right)=- & l^{2} \frac{\partial^{2}}{\partial X^{2}}+\cos 2 \varphi_{0} \pm \varepsilon H \cos \varphi_{0}  \tag{22}\\
f_{1}\left(X, z, x_{0}, H\right)= & \sin \varphi_{0}\left( \pm H-h_{z}-h_{z}^{m}\right. \\
& \left.\times\left(X+x_{0}, z, \varphi_{0}\right)\right)+\alpha \frac{\partial^{2} \varphi_{0}}{\partial z^{2}} .
\end{align*}
$$

In what follows, a plus sign denotes an isolated stripe domain limited by unipolar domain walls and a minus sign denotes an isolated stripe domain limited by heteropolar domain walls.

In the leading approximation, the solutions $\psi_{1}$ and $\psi_{2}$ of the homogeneous equation are

$$
\begin{equation*}
\psi_{1}(X)=\frac{\partial \varphi_{0}}{\partial X}, \quad \psi_{2}(X)=\sin \varphi_{0}+O(\varepsilon) \tag{23}
\end{equation*}
$$

In our case, instead of deriving an equation for the parameter $H$, it is convenient to use (17) and derive an equation for the width parameter of an isolated stripe domain, $d(z)$, via the unambiguous relationship (21).

To obtain the equations for the parameters $x_{0}$ and $d$ from the conditions (17), it is advisable to use the properties of the function $\varphi_{0}(X, H)$, which make it possible to evaluate the improper integrals via asymptotic methods to high accuracy.

Clearly, the following conditions hold for an arbitrary smooth function $F(x / L)$ :

$$
\begin{align*}
& \int_{-\infty}^{\infty} d x \frac{\partial \varphi_{0}}{\partial x} \sin \varphi_{0} F\left(\frac{x}{L}\right) \\
& \quad \approx 2\left(F\left(\frac{-d / 2+x_{0}}{L}\right)-F\left(\frac{d / 2+x_{0}}{L}\right)\right)+O\left(\frac{l}{L}\right), \\
& \int_{-\infty}^{\infty} \frac{d x}{l} \sin ^{2} \varphi_{0} F\left(\frac{x}{L}\right) \\
& \quad \approx 2\left(F\left(\frac{-d / 2+x_{0}}{L}\right)+F\left(\frac{d / 2+x_{0}}{L}\right)\right)+O\left(\frac{l}{L}\right), \\
& \int_{-\infty}^{\infty} d x\left(1-\cos \varphi_{0}\right) F\left(\frac{x}{L}\right) \\
& \quad \approx 2 \int_{-d / 2+x_{0}}^{d / 2+x_{0}} d x F\left(\frac{x}{L}\right)+O\left(\frac{l}{L}\right) . \tag{24}
\end{align*}
$$

Using these properties, we can write the components of the magnetostatic field in the form

$$
\begin{align*}
h_{i}^{m}(x, z)= & 2 \frac{\partial}{\partial x_{i}} \int_{0}^{L} d z^{\prime}\left(\arctan \frac{d\left(z^{\prime}\right) / 2+x-x_{0}\left(z^{\prime}\right)}{z-z^{\prime}}\right. \\
& \left.+\arctan \frac{d\left(z^{\prime}\right) / 2-x+x_{0}\left(z^{\prime}\right)}{z-z^{\prime}}\right), \quad i=x, z \tag{25}
\end{align*}
$$
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Thus, on the basis of Eqs. (21) and (23)-(25) and the conditions (17) we obtain

$$
\begin{align*}
l \frac{\partial^{2} x_{0}}{\partial z^{2}}= & \frac{\varepsilon}{2}\left(h_{z}^{m}\left(x_{0}-\frac{d}{2}, z\right)-h_{z}^{m}\left(x_{0}+\frac{d}{2}, z\right)\right)  \tag{26.1}\\
l \frac{\partial^{2} d}{\partial z^{2}}= & \varepsilon\left( \pm 8 \beta \exp \left(-\frac{d}{l}\right)-2 h_{z}-h_{z}^{m}\left(x_{0}-\frac{d}{2}, z\right)\right. \\
& \left.-h_{z}^{m}\left(x_{0}+\frac{d}{2}, z\right)\right) . \tag{26.2}
\end{align*}
$$

Clearly, $x_{0}=$ const is an exact solution of Eq. (26.1) corresponding to the boundary conditions (18). Equation (26.2) is a nonlinear integrodifferential equation and cannot be solved exactly. However, since its right-hand side contains a small parameter and is actually a perturbation, the solution (in accordance with the boundary conditions $\partial d(0) / \partial z$ $=\partial d(L) / \partial z=0 \quad$ can be written $d(z)=d_{0}+d_{1}(z)+\cdots$, where $d_{0}$ is a constant whose value has yet to be found.

From Eq. (26.2) it follows that the equation for the corrections in the approximation linear in $\varepsilon$ is

$$
\begin{align*}
l \frac{\partial^{2} d}{\partial z^{2}}= & \varepsilon\left\{-2 h_{z} \pm 8 \beta \exp \left(-\frac{d_{0}}{l}\right)-8\right. \\
& \left.\times\left(\arctan \frac{d_{0}}{L-z}+\arctan \frac{d_{0}}{z}\right)\right\} \tag{27}
\end{align*}
$$

By integrating Eq. (27) over the interval $[0<z<L]$ with allowance for the boundary conditions we obtain a relationship the links the width of an isolated stripe domain to the strength of the external magnetic field:

$$
\begin{align*}
h_{z}= & 4\left\{ \pm \beta \exp \left(-d_{0} / l\right)+2 \arctan \frac{L}{d_{0}}\right. \\
& \left.-\frac{d_{0}}{L} \ln \left(1+\left(\frac{L}{d_{0}}\right)^{2}\right)\right\} . \tag{28}
\end{align*}
$$
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The first term on the right-hand side corresponds to the exchange interaction due to allowance for the inner structure of the stripe domain. It is dominant over a narrow stripe domain and is negligible in weak magnetic fields, when (28) asymptotically tends to the limit obtained in the model of geometric domain boundaries. ${ }^{1}$ Figures 1 and 2 depict, for films of different thicknesses, the dependence of the width of a stripe domain in the model of geometric domain walls (curve 1 ) and of a domain limited by unipolar and heteropolar domain walls (curves 2 and 3, respectively).

The results obtained in this paper make it possible to establish the value of the critical magnetic field above which there can be no bound state of heteropolar Bloch walls. Obviously, the critical field is defined as the extremum of the function (28) for heteropolar domain walls, whose plots are depicted in Figs. 1 and 2. The dependence of the critical field on the film thickness for materials with different values of anisotropy is depicted in Fig. 3.

The solution of Eq. (27) can easily be expressed in terms of elementary functions. The width of the domain is the greatest at the center of the magnetic film. However, according to estimates for materials with an anisotropy $\beta=100$ and a thickness $L \approx 10 l$, the correction $d_{1}$ is very small and does exceed 0.1l. Calculations show that in examining an isolated stripe domain one can ignore the distortions in its structure over the thickness for a broad class of films.

Thus, the proposed method of regularizing perturbations has proved extremely useful in studies of an applied physical
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problem. The method has made it possible to transcend the geometric domain-wall model and investigate the state of a magnetic domain over a range of field strengths in which the inner structure of the domain walls determines (together with the magnetostatic interaction) the property of the system.

I am grateful to V. G. Bar'yakhtar and Yu. I. Gorobets for useful discussions of the material contained in this paper.

## APPENDIX

In this appendix we discuss the use of the Bloch-wall approximation. The obvious criterion of validity of the adopted assumptions is that $\left|\theta_{1}\right| \ll 1$, where of $\theta_{1}$ is the solution of the boundary value problem obtained by substituting $\varphi(x) \approx \varphi_{0}(x, H)$ into (7.2) and performing the necessary transformations:

$$
\begin{aligned}
& G_{0}\left(\varphi_{0}, H\right) \theta_{1}-l^{2} \frac{\partial^{2} \theta_{1}}{\partial z^{2}}=-\varepsilon h_{x}^{m}(x, z), \\
& h_{x}^{m}(x, z)=-\ln \frac{(L-z)^{2}+(x-d / 2)^{2} z^{2}+(x+d / 2)^{2}}{(L-z)^{2}+(x+d / 2)^{2} z^{2}+(x-d / 2)^{2}} \\
& \frac{\partial \theta_{1}(z=0, L)}{\partial z}=0 .
\end{aligned}
$$

Here we have dropped terms proportional to $\varepsilon \theta_{1}$ and used the condition $l^{2}\left(\partial \varphi_{0} / \partial x\right)^{2}=\sin ^{2} \varphi_{0}+O(\varepsilon)$.

Since the eigenfunctions (23) of the discrete low-lying levels of the operator $G_{0}\left(\varphi_{0}, H\right)$ are known, we can expand $\theta_{1}(x, z)$ in these functions:

$$
\begin{equation*}
\theta_{1}(x, z)=C_{1}(z) l \frac{\partial \varphi_{0}}{\partial x}+C_{2}(z) \sin \varphi_{0} \tag{A2}
\end{equation*}
$$

Plugging (A2) into Eq. (A1) and finding the scalar products of the result and the corresponding eigenfunctions of the discrete spectrum, we obtain equations for the expansion coefficients $C_{i}(z)$, which for an isolated stripe domain limited by unipolar domain walls obey the relationship

$$
\begin{equation*}
\frac{\partial^{2} C_{2}}{\partial z^{2}}=\frac{1}{2 \Lambda^{2}}\left\{\ln \frac{z}{L-z}-\frac{1}{2} \ln \frac{d_{0}^{2}+z^{2}}{d_{0}^{2}+(L-z)^{2}}\right\} \tag{A3}
\end{equation*}
$$

and for an isolated stripe domain limited by heteropolar domain walls, the relationship

$$
\begin{equation*}
\frac{\partial^{2} C_{1}}{\partial z^{2}}=\frac{1}{2 \Lambda^{2}}\left\{\ln \frac{z}{L-z}-\frac{1}{2} \ln \frac{d_{0}^{2}+z^{2}}{d_{0}^{2}+(L-z)^{2}}\right\}, \tag{A4}
\end{equation*}
$$

where $\Lambda=\sqrt{\alpha / 4 \pi}$ is the characteristic magnetic length.
The first term in the braces describes the effect of the intrinsic magnetostatic field on the magnetization distribution in the domain walls limiting the isolated stripe domain. The second term describes the influence of an adjacent domain wall on the magnetization state and moderates somewhat the magnetization twisting effects in the domain walls (analysis shows that the contribution of this term is insignificant). Hence in estimating the perturbation we ignore the second term, which only strengthens the criterion.

The value of the angle $\theta_{1}(x, z)$ specified by Eqs. (A3) and (A4) and the relationship (A2) has the form

$$
\theta_{1}(x, z) \approx\left\{\begin{array}{l}
\gamma(z) \sin \varphi_{0}(x),  \tag{A5}\\
\gamma(z) l \frac{\partial \varphi_{0}(x)}{\partial x},
\end{array}\right.
$$

with the upper value corresponding to a bound state of the unipolar domain walls limiting the isolated stripe domain and the lower value, a bound states of the heteropolar domain walls limiting the isolated stripe domain. The factor $\gamma(z)$ is given by the formula

$$
\begin{aligned}
\gamma(z)= & \frac{1}{4}\left(\frac{L}{\Lambda}\right)^{2}\left(\left(\frac{z}{L}\right)^{2} \ln \frac{z}{L}-\left(1-\frac{z}{L}\right)^{2} \ln \left(1-\frac{z}{L}\right)\right. \\
& \left.+\frac{1}{4}\left(1-\frac{2 z}{L}\right)\right) .
\end{aligned}
$$

The value of $\theta_{1}$ is at its maximum at the surface of the film:

$$
\left|\theta_{1 \max }\right|=\frac{1}{16}\left(\frac{L}{\Lambda}\right)^{2}
$$

Thus, the configuration of the domain walls in thin films with parameters satisfying the condition $(L / \Lambda)^{2} \ll 16$ may be considered to be of the Bloch type.
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Electron paramagnetic resonance ( EPR ) spectra of samples of the systems $\mathrm{Ba}_{1-x} \mathrm{~K}_{x} \mathrm{BiO}_{3}$ and $\mathrm{BaPb}_{y} \mathrm{Bi}_{1-y} \mathrm{O}_{3}$ are investigated over wide ranges of composition and temperature. Two main lines in the EPR spectrum with factors $g_{1} \approx 2.1$ and $g_{2} \approx 4.2$ are found for all compositions. It is shown that the observed EPR line with $g_{2} \approx 4.2$ is due to oxygen ions. This probably indicates the presence of oxygen ions with different effective charges, i.e., the existence of charge density waves in the oxygen-ion sublattice in addition to charge density waves in the bismuth sublattice. © 1999 American Institute of Physics. [S1063-7761(99)01204-4]

## 1. INTRODUCTION

Compounds based on bismuth- $\mathrm{Ba}_{1-x} \mathrm{~K}_{x} \mathrm{BiO}_{3}$ (BKBO) and $\mathrm{BaPb}_{y} \mathrm{Bi}_{1-y} \mathrm{O}_{3}(\mathrm{BPBO})$-with perovskite structure are similar in their crystalline structure and in a number of physical properties to cuprate high-temperature superconductors (HTSC). The relatively high critical temperatures $T_{c}$ of these compounds, despite the lack of copper ions and the magnetic moments associated with them, make these systems a very interesting object for checking various hypotheses about the nature of HTSC's. The anomalous behavior of some of the physical properties of BKBO and BPBO systems, and the nature of the metal-insulator concentration transition and superconductivity in these compounds, have yet to be thoroughly explained.

A number of unusual properties of BKBO and BPBO, and also of cuprate HTSC's, have been linked to structural, charge, or magnetic ordering in the Bi or Cu sublattice. However, the observed anomalous softening of longitudinal optical phonon frequencies in the [100] direction for the metallic phases in BKBO (Ref. 1) and in the cuprate HTSC's $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ (LSCO) and $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ (YBCO) (Ref. 2) cannot be explained by charge ordering in the bismuth-ion sublattice or by spin ordering in the copper-ion sublattice. Ordering of this kind should lead to anomalies in the phonon spectrum in the [110] directions, which are not observed in experiment. ${ }^{1,2}$

In all of these compounds an anomalous (negative) thermal expansion is observed at low temperatures, ${ }^{3,4}$ as well as an anomalous temperature dependence of the upper critical magnetic field $H_{c 2}$ (Refs. 5 and 6) along with other anomalies. In $\mathrm{BKBO}, \mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4}, \mathrm{YBCO}$, the bismuth cuprate HTSC's $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CuO}_{6+\delta}$, and $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8+\delta}$, the cross section of the Fermi surface is almost a square ${ }^{7-11}$ with flat segments parallel to the [100] directions. The singling out of
these directions can also not be explained simply by ordering in the copper-ion sublattice for cuprate HTSC's or in the bismuth-ion sublattice in BKBO since, as already noted, the symmetric directions for all orderings are the directions [110]. ${ }^{12}$

Taking these and other experimental facts into account, we conjectured ${ }^{13,14}$ that in HTSC systems, besides the orderings with symmetry in the [110] directions, there exists a charge ordering in the oxygen-ion sublattice, i.e., a charge density wave in this sublattice with symmetry directions [100]. In particular, for BKBO (Ref. 13), besides the charge density wave in the [110] direction in the bismuth-ion sublattice, it is probably also necessary to allow for a charge density wave in the oxygen-ion sublattice in the [100] direction. In the approximation of the tight-binding method this means that oxygen ions with different effective charges should exist in the system, whose ordering is important for the formation of the electron band structure and the Fermi surface.

A preliminary series of experiments carried out by us, and in particular measurements of EPR spectra, ${ }^{15}$ show that in BKBO ordering of oxygen ions with different effective charges possibly exists. For a more detailed elucidation of the nature of the observed EPR signals and the role of oxygen, in the present work we carried out integrated studies of BKBO and BPBO systems. The measurements were carried out on samples of varied composition, where the concentrations of all the cations $(\mathrm{Ba}, \mathrm{Bi}, \mathrm{K}, \mathrm{Pb})$ and oxygen varied over a wide range. Special attention was given to the quality and certification of the samples.

## 2. SAMPLES

Samples of the system $\mathrm{Ba}_{1-x} \mathrm{~K}_{x} \mathrm{BiO}_{3}(0 \leqslant x \leqslant 0.50)$ were prepared by nitrate technology. ${ }^{16}$ Stoichiometric quantities of
$\mathrm{KNO}_{3}, \mathrm{Ba}\left(\mathrm{NO}_{3}\right)_{2}$, and $\mathrm{Bi}_{2} \mathrm{O}_{3}$ powders were mixed and heated in a nitrogen atmosphere at 965 K for 1 h , and then at 988 K for 30 min . The mixture was cooled to 720 K , the nitrogen atmosphere was replaced by an oxygen atmosphere, and the mixture was kept in it for 30 min . The temperature was then dropped to 420 K and the mixture was taken out of the oven. A similar cycle of 'grinding-synthesisannealing'" was carried out five times for each composition. Afterwards the samples were pressed into pellets which were held at 988 K for 1 h in a nitrogen atmosphere, and then at 720 K for 30 min in an oxygen atmosphere, then slowly $(10 \mathrm{~h})$ cooled to 420 K and taken out of the oven.

X-ray diffraction revealed a single-phase character of the samples with $x \leqslant 0.50$ and a lack of splittings of reflections in the diffraction patterns. The pseudocubic lattice parameter ' $a$ ', had a dependence on the composition $x$ of the form $a$ $=4.3548-0.1743 x$ (in $\AA$ ) in agreement with Ref. 16. To characterize the samples, we measured the temperature dependence of their electrical resistance $R(T)$ and magnetic susceptibility $\chi(T)$. For $x<0.3$ the samples had a semiconductor dependence of $R(T)$, in the range $0.3<x \leqslant 0.50$ they manifested metallic properties: in this case the maximum superconducting transition temperature $T_{c} \approx 30 \mathrm{~K}$ was obtained for the $\mathrm{Ba}_{0.6} \mathrm{~K}_{0.4} \mathrm{BiO}_{3}$ sample. An indication of the high quality of the samples is provided by the large fraction of the Meissner phase (more than $50 \%$ ) measured in a magnetic field of 40 Oe .

Samples of the system $\mathrm{BaPb}_{y} \mathrm{Bi}_{1-y} \mathrm{O}_{3}$ were also prepared by nitrate technology, but in substantially different thermal regimes. A stoichiometric mixture of $\mathrm{Pb}\left(\mathrm{NO}_{3}\right)_{2}$, $\mathrm{Ba}\left(\mathrm{NO}_{3}\right)_{2}$, and $\mathrm{Bi}_{2} \mathrm{O}_{3}$ powders was heated in an oxygen atmosphere to 950 K and kept at that temperature for 1 h . The temperature was then raised to 990 K , and the mixture was held there for 4 h . The powders were then ground and pressed into pellets which were kept for 4 h in an oxygen atmosphere at 1100 K . The pellets were ground up again, pressed, and kept in an oxygen atmosphere for 4 h at 1200 K . After this, the samples were cooled to 1073 K and taken out of the oven. This procedure was repeated two more times, but at a synthesis temperature of 1300 K , the first time for 4 h , and the second time for 50 h . The last anneal was carried out at 1073 K for 12 h , after which the samples were cooled outside the oven in an oxygen atmosphere. Note that samples with $y \geqslant 0.5$ were prepared in the indicated regime; for samples with smaller values of $y$, the maximum synthesis temperature was reduced to 1100 K as $y$ was reduced to zero. All remaining conditions of synthesis were identical for all compositions.

As shown in Refs. 17 and 18, annealing of samples of $\mathrm{BaPb}_{y} \mathrm{Bi}_{1-y} \mathrm{O}_{3-\delta}$ in an oxygen flux at 1073 K for 12 h ensures complete oxygen stoichiometry ( $\delta=0.00 \pm 0.01$ ).

According to $x$-ray diffraction results, all prepared samples were single-phase. The samples with $y<0.5$ had a monoclinc structure (for $\mathrm{BaBiO}_{3}$ we have $a=0.6187 \mathrm{~nm}, b$ $=0.6138 \mathrm{~nm}, c=0.8670 \mathrm{~nm}, \beta=90.165^{\circ}$ ). For the samples with $y>0.5$ an orthorhombic structure was observed (for $\mathrm{BaPb}_{0.75} \mathrm{Bi}_{0.25} \mathrm{O}_{3}$ we have $a=0.6079 \mathrm{~nm}, b=0.6061 \mathrm{~nm}, c$ $=0.8554 \mathrm{~nm}, \beta=90^{\circ}$ ). To characterize the samples we measured the temperature dependence of their electrical resis-
tance $R(T)$ and magnetic susceptibility $\chi(T)$. For $y<0.65$ the samples had a semiconductor dependence of $R(T)$, and for $y>0.65$ they exhibited metallic properties, where the maximum superconducting transition temperature $T_{c}$ $\approx 12.5 \mathrm{~K}$ obtained for the composition $\mathrm{BaPb}_{0.75} \mathrm{Bi}_{0.25} \mathrm{O}_{3}$.

Analysis of the samples using a LAMMA-1000 laser microprobe mass-spectrometer with a sensitivity threshold of $10^{17} \mathrm{~cm}^{-3}$ did not reveal even a trace of copper or any magnetic impurities.

## 3. RESULTS

EPR spectra were measured with a Bruker ESP-300 spectrometer at 9.45 GHz in the temperature range $3-300 \mathrm{~K}$. The first derivative of the absorption signal in the magnetic field was measured. We used an ESR-900 flow-through helium cryostat with an Oxford Instruments ITC-4 temperature regulator, for which the measurement error of the temperature in the range $T<30 \mathrm{~K}$ was at most $\pm 0.2 \mathrm{~K}$.

We examined samples with the following compositions: the insulator $\mathrm{BaBiO}_{3}$, the 'parent'" compound of both systems, BKBO and BPBO; samples of the $\mathrm{Ba}_{1-x} \mathrm{~K}_{x} \mathrm{BiO}_{3}$ system with $x=0.13$-an insulator, $x=0.30$-a composition near the insulator-metal transition, $x=0.35$-lightly doped $\left(T_{c} \sim 20 \mathrm{~K}\right), \quad x=0.40$-optimally doped $\quad\left(T_{c}=30 \mathrm{~K}\right), x$ $=0.45$ and $x=0.50$-heavily doped superconductors (for $x$ $=0.50 T_{c} \leqslant 15 \mathrm{~K}$ ); samples of the $\mathrm{BaPb}_{y} \mathrm{Bi}_{1-y} \mathrm{O}_{3}$ system with $y=0.20$ and $y=0.50$-insulators, $y=0.65$-a composition near the edge of the insulator-metal transition, $y=0.75\left(T_{c}=12.5 \mathrm{~K}\right), y=0.90\left(T_{c}=8 \mathrm{~K}\right)$ and $y=1.00-$ metals. In addition, we prepared samples of the systems BKBO and BPBO, specially annealed in argon to create oxygen vacancies.

To eliminate the 'sample degradation'" effect on the measurement results noted in Refs. 19 and 20, all of the basic EPR measurements were made on freshly prepared materials, which were ground into powder immediately after final heat treatment and poured together with pure mineral oil directly into the EPR cells. Subsequent studies were carried out in these cells. Such 'hermetization" of the samples made it possible not only to eliminate the dependence of the results on the time elapsed since sample preparation, but also to eliminate the possibility of partial orientation of the powder in the magnetic field. In the control samples, which were intentionally left in powder form and not mixed with mineral oil, we observed considerable degradation of the EPR signals, especially the EPR line in the "half-field" (see below), only a few days after grinding the pellets. This effect indicates a possible reason for the irreproducibility of results noted in a number of published works. As our preliminary measurements have shown, ${ }^{13,15}$ one of the principal reasons for sample degradation is loss of oxygen. Note also that the EPR signal of high-purity mineral oil was very low in comparison with the sample signal, although a weak narrow line with $g \approx 2.0$ was also detected.

Above all, note that the presence of two prominent lines in the EPR sample was typical of all samples. One of the lines was observed in a field $B_{0} \approx 0.34 \mathrm{~T}\left(g_{1} \approx 2.1\right)$, the second was observed in the "half-field" $B_{0} \approx 0.17 \mathrm{~T}\left(g_{2}\right.$


FIG. 1. Examples of EPR lines with $g_{1} \approx 2.1$ and $g_{2} \approx 4.2$ for samples of the $\mathrm{BaPb}_{y} \mathrm{Bi}_{1-y} \mathrm{O}_{3}$ and $\mathrm{Ba}_{1-x} \mathrm{~K}_{x} \mathrm{BiO}_{3}$ systems in a magnetic field $B$ up to 0.5 T : $1-y=0, T=3.5 \mathrm{~K}, 2-y=0.5, T=3.5 \mathrm{~K}, 3-y=0.75, T=13.5 \mathrm{~K}, 4-y$ $=1, T=3.5 \mathrm{~K}, 5-x=0.13, T=3.5 \mathrm{~K}(T$ is the measurement temperature of the samples).
$\approx 4.2$ ). By way of example, Fig. 1 displays spectra for four samples of the $\mathrm{BaPb}_{y} \mathrm{Bi}_{1-y} \mathrm{O}_{3}$ system $(y=0,0.5,0.75,1.0)$ and the $\mathrm{Ba}_{0.87} \mathrm{~K}_{0.13} \mathrm{BiO}_{3}$ sample. As a rule, the total intensity of the 'high-field" line $\left(g_{1}\right)$ is significan tly greater than that of the "low-field"' line $\left(g_{2}\right)$, but in some samples their intensities are comparable. It is possible that this depends on the conditions of the anneal or on subtle features of the effect itself. Figure 1 shows the intensities of both lines for all samples, expressed on the same scale and referenced approximately to a common origin.

The intensity (amplitude) of the $g_{2}$ line of the samples depended on the temperature $T$; however, the width of this line and its position did not. For the $g_{1}$ line we observed a definite dependence of the position and width on $T$ in the high temperature region ( $T>100 \mathrm{~K}$ ). Its shape was also observed to evolve with increasing lead content in the BPBO samples.

In the present work we discuss the behavior of only the low-field line with $g_{2} \approx 4.2$, which is of greatest interest. The EPR absorption line at half the field strength is well known ${ }^{21}$
to indicate the presence of triplet states in the system, i.e., of pairs of states with triplet ordering of the magnetic moments. The most probable source of this EPR signal in the investigated samples is triplet excited states of localized hole pairs with spin $S=1$ (Ref. 15). It follows from the estimated intensity of the lines with $g_{2} \approx 4.2$ that the number of such pairs in the samples amounts to $10^{-3}-10^{-2}$ of the number of $\mathrm{Bi}(\mathrm{Pb})$ ions. This estimate is consistent with magnetic susceptibility measurements. ${ }^{22}$

The intensities of the two lines fall off rapidly with increasing temperature. Figure 2 shows the temperature dependence of the inverse intensity $I_{p}^{-1}$ of the EPR lines with $g_{2}$ $\approx 4.2$ for several samples of the BPBO and BKBO systems (here $I_{p}$ is the peak-to-peak amplitude of the EPR line). It can be seen that the results for all samples at $T<30-40 \mathrm{~K}$ are well described by the dependence $I_{p}^{-1} \propto \chi_{\text {EPR }}^{-1}$, where $\chi_{\mathrm{EPR}}^{-1}=C /(T+\Theta)$, with a common value of $\Theta$ for samples of different composition in $\mathrm{Ba}, \mathrm{K}, \mathrm{Bi}$, and Pb , but the same stoichiometric oxygen content. Thus, the nature and intensity of the interaction between localized pairs, defined by the parameter $\Theta$, depend weakly on the potassium and lead doping levels of the systems considered. The mean value of the parameter $\Theta=4 \pm 2 \mathrm{~K}$.

Since there are several possibilities in BPBO and BKBO systems for the formation of localized triplet pairs, we carried out a series of measurements on the effect of doping and heat treatment on the observed EPR signals. We observed an EPR signal in the half-field in the parent material $\mathrm{BaBiO}_{3}$; consequently, we know that this is signal is not due to potassium or lead ions. On the other hand, it follows from the bismuth substitution experiments carried out in this study that these signals are not due to bismuth ions either. For partial replacement of barium by potassium (up to $50 \%$ ) the EPR signal varied only slightly. Taking into account here that the EPR signals varied strongly (as will be made clear below) only when the oxygen content was varied, it is natural to assume that these signals are due to oxygen ions.

To clarify the role of oxgyen in the formation of the observed signals, we carried out an additional series of experiments. High-quality BKBO and BPBO samples were annealed in argon at $T=1070 \mathrm{~K}$ for 1 h and then quenched. The measurements showed that the amplitude of the signal with $g_{2} \approx 4.2$ decreased roughly tenfold with some difference in the magnitude of decrease for different compositions. Next, the BPBO samples were annealed again, this time in an oxygen atmosphere at $T=1070 \mathrm{~K}$ for 1 h , and then quenched. In

$I_{p}^{-1}$, arb. units

FIG. 2. Temperature dependence of the inverse intensity $I_{p}^{-1}$ of the EPR line with $g_{2} \approx 4.2$ for the $\mathrm{BaPb}_{y} \mathrm{Bi}_{1-y} \mathrm{O}_{3}$ systems and $\mathrm{Ba}_{1-x} \mathrm{~K}_{x} \mathrm{BiO}_{3}$ systems: $y=1$ ( $\bigcirc$ ) , $y=0.75(\times), y=0.5(\square), y$ $=0.2(\diamond), x=0.4(+)$ (the BKBO sample annealed in argon, $T_{c}<4 \mathrm{~K}$ ). The solid line shows the dependence $I_{p}^{-1}(T)=(T+\Theta) / C$. a) The dependence $I_{p}^{-1}(T)$ up to $T=100 \mathrm{~K}$; b) the dependence $I_{p}^{-1}(T)$ in the lower temperature region ( $T<30 \mathrm{~K}$ ).
this case the amplitude of the EPR signals increased severalfold. The incomplete recovery of the EPR signal to its original value is due to insufficient duration of the oxygen anneal. Complete recovery of the oxygen stoichiometry would require a 12 -hour anneal. ${ }^{17,18}$ However, such a lengthy high-temperature anneal would lead to other changes in the samples associated with their preparation. A corresponding anneal in argon for samples of the BKBO system was carried out at $T \approx 700 \mathrm{~K}$ for 1 h with subsequent cooling in argon to $T=420 \mathrm{~K}$ followed by quenching. In this case, a decrease in the intensity of the EPR signal was also observed, which again rose after an additional anneal in oxygen. Thus, these experiments show that the EPR signal in the half-field decreases as oxygen leaves the sample, resulting in the emergence of oxygen vacancies. To observe these signals, it is necessary to have high-quality samples with full oxygen stoichiometry. Loss of oxygen is pobably the reason for sample degradation and the disappearance of EPR signals under suboptimal handling of the samples.

We also carried out other experiments on the effect of heat treatment (temperature and duration of anneal, quench rate, etc.). Experiments on potassium and lead doping and a study of the effect of the argon and oxygen anneals, as well as other conditions of preparation, demonstrate convincingly that the EPR signals with $g_{2} \approx 4.2$ are related to oxygen and are observed only in high-quality samples. The authors of Refs. 19, 23-25 who studied $\mathrm{La}_{2} \mathrm{CuO}_{4}$ and $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ samples, also concluded that it is necessary to have highquality samples without oxygen vacancies to observe EPR signals. However, it is more complicated to observe EPR signals in the LSCO system in the half-field due to the stronger signal of the $\mathrm{Cu}^{+2}$ ions. In addition, there are specific requirements on the local symmetry of the lattice when observing such EPR signals. ${ }^{19}$

## 4. DISCUSSION

The line with $g_{2} \approx 4.2$, present in the EPR spectra of all the samples, is a distinguishing feature of the so-called ' $\Delta M_{s}= \pm 2$ forbidden'' transition between levels of the system with spin $S=1$ (Ref. 21), where $M_{s}$ is the magnetic quantum number.

The first observation of triplet EPR signals in HTSC materials and their interpretation belong to Thomann et al. ${ }^{19}$ In $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ samples without oxygen vacancies they were able to observe the corresponding pair of EPR signals. From the temperature dependence of the signal with $g \approx 4$ they were able to conclude that the interaction between the magnetic centers is ferromagnetic and that the ground state of this system is a triplet while its excited state is a singlet. Note that the presence of a Cu subsystem in the samples made it much harder to interpret the results. The authors of Ref. 19 could therefore not draw any definitive conclusions regarding the nature of the observed pairs. Nevertheless, they took localization of additional (doped) holes as the most probable reason for them.

In our opinion, such EPR signals can be understood on the basis of the model of "ordered ionic-covalent bonds. ${ }^{14,26}$ In this model it is shown that in BKBO and

BPBO systems, the insulating state results from charge density waves in the sublattice of oxygen and bismuth ions. For the sake of illustration, we can describe the same scheme in terms of different effective charges in the bismuth-ion sublattice and different effective charges in the oxygen-ion sublattice. This corresponds to the emergence of ionic-covalent $\mathrm{Bi}-\mathrm{O}$ bonds with different degree of covalency. In other words, ionic-covalent $\mathrm{Bi}-\mathrm{O}^{-0.5}$ bonds with a higher fraction of covalency exist in the sample, along with the usual $\mathrm{Bi}-\mathrm{O}^{-2}$ bonds. A justification of the magnitudes of the effective charges of the Bi and O ions is given in Ref. 26. The ordering of such ionic-covalent bonds $\left(\mathrm{Bi}-\mathrm{O}^{-0.5}\right)$ is superstructural, and leads to the formation of a dielectric gap. Due to overlap of the wave functions and the ordering of these bonds, a filled valence band without localized magnetic moments is formed.

Above we spoke of ideal, i.e., defect-free ordering of the $\mathrm{Bi}-\mathrm{O}^{-0.5}$ ionic-covalent bonds. This is diagrammed in Fig. 3a for a single $\mathrm{Bi}-\mathrm{O}$ plane. In this case, as can be seen from the figure, the superstructural ordering of the $\mathrm{Bi}-\mathrm{O}^{-0.5}$ bonds leads to a doubling of the lattice period. The energy gap $\Sigma$ in the vicinity of the point $(\pi / a)(1 / 2,1 / 2, / 12)$ of the Brillouin zone is shown in Fig. 3b (here $a$ is the distance between bismuth ions). In real samples, breaches arise in the ideal ordering of the $\mathrm{Bi}-\mathrm{O}^{-0.5}$ ionic-covalent bonds. One such breach is shown in Fig. 3c, where this breach, that is to say, ordering defect is encircled by a dashed line for clarity. It creates an acceptor impurity level in the band gap, denoted by the arrow in Fig. 3d.

This defect, which results from a breach in the ordering of the $\mathrm{O}^{-0.5}$ ions, has a localized magnetic moment. For a sufficient concentration of such impurity centers, their magnetic moment can be detected by EPR. When a bound pair of such impurity centers forms, a singlet ground-state level and a triplet impurity excited level arise in the band gap in the vicinity of the neighboring bismuth ions. Such a bound pair of impurity centers is depicted in Fig. 3e and, for clarity, is also encircled by a dashed line. The energy spectrum of a crystal with such defects is shown in Fig. 3f. The single and triplet levels in the figure are represented by a corresponding pair of arrows.

Doping and the emergence of free carriers at the top of the valence band has a definite effect on the intensity of the EPR lines due to screening. However, the fact that EPR signals have been observed in the metallic phase of BKBO and BPBO suggests that their metallic state is indeed a state of a degenerate semiconductor. This conclusion is consistent with optical studies. ${ }^{27-30}$ The conductivity and superconductivity in such a degenerate semiconductor are due to free carriers arising upon doping.

As is well known, ${ }^{13}$ states at the top of the valence band are derived mainly from $2 p$ oxygen states. The contribution of the bismuth states amounts to $3-5 \%$ and decreases with potassium doping (BKBO) or lead doping (BPBO). The contribution of potassium and lead to these states is essentially zero. Therefore, the state of the oxygen 'defect'" levels in the band gap $\Sigma$ near the top of the valence band depends weakly on the potassium or lead concentration. When Bi is replaced by Pb (the replacement can be complete), $\mathrm{Bi}-\mathrm{O}^{-0.5}$


FIG. 3. Diagram of local violations of ideal ordering of the ionic-covalent bonds, also showing "impurity", levels in the band gap in the vicinity of the wave vector $\mathbf{k}=\pi / a(1 / 2,1 / 2,1 / 2) ; \quad \boldsymbol{\nabla}-\mathrm{Bi}$ ions; $\boldsymbol{-} \mathrm{O}^{-2}$ ions; $\boldsymbol{\nabla} \rightsquigarrow$-ionic-covalent bond $\left(\mathrm{Bi}-\mathrm{O}^{-0.5}\right)$, $\mathrm{Ba}, \mathrm{K}$, and Pb ions not shown; a-diagram of ideal ordering of the ionic-covalent bonds for one $\mathrm{Bi}-\mathrm{O}$ plane; b-dispersion $E(\mathbf{k})$ of the valence band and the conduction band with band gap $\Sigma$; c-defect in the ordering of the ionic-covalent bonds (encircled by the dashed line); d-"impurity" level in the band gap with a local magnetic moment (represented by the arrow); e-bound pair of defects in the ordering of the ioniccovalent bonds for neighboring Bi ions (encircled by the dashed line); $f —$ singlet ( $\uparrow \downarrow$ ) and triplet ( $\uparrow \uparrow$ ) levels in the band gap.
bonds are supplanted by corresponding ionic/covalent $\mathrm{Pb}-\mathrm{O}^{-0.5}$ bonds. This is the reason for the weak dependence of the EPR signals on the lead doping level.

The strong dependence of the EPR signals on the presence of oxygen vacancies is related to the fact that these are donor vacancies. ${ }^{13,17,18}$ Compensation of acceptor levels thus arises, which leads to disappearance of the EPR signals.

Reference 20 reported the observation of EPR signals with $g_{1} \approx 2.1$ and $g_{2} \approx 4.2$ in some specimens of the BKBO system. The authors of Ref. 20 were able to observe such signals only in insulating samples with $x=0.13$ and $x$ $=0.25$, whereas no EPR signals were observed in the parent compound $\mathrm{BaBiO}_{3}$ or in superconducting samples with $x$ $=0.40$ and $x=0.50$. They therefore concluded that localized hole pairs, being an EPR signal source, result exclusively from potassium doping. Since we were able to consistently observe EPR signals in undoped $\mathrm{BaBiO}_{3}$, this conclusion must be characterized as erroneous. The lack of EPR signals in some samples in Ref. 20 may be linked to 'aging effects" (the authors themselves noted this effect in their work).

We now consider the temperature dependence of the observed EPR signal with $g_{2} \approx 4.2$ in more detail. Since the position, shape, and width of this EPR line did not change with temperature over the range investigated, the temperature dependence of the intensity of the EPR signal $I_{p}$ can be analyzed using the formula ${ }^{21}$

$$
\begin{equation*}
I_{p}=\frac{C}{T+\Theta} \exp \left(-\frac{J_{p}}{T}\right) \tag{1}
\end{equation*}
$$

where $J_{p}$ is the exchange coupling constant inside the pair of localized magnetic moments, $\Theta$ is the paramagnetic Curie temperature characterizing the interaction in the system of triplet pairs, and $C$ is a constant. Analysis of the dependence (1) for the samples investigated showed that $J_{p} \geqslant 0$. For example, for $\mathrm{BaBiO}_{3}$ we have $J_{p}=0.9 \pm 0.5 \mathrm{~K}$, and for $\mathrm{Ba}_{0.6} \mathrm{~K}_{0.4} \mathrm{BiO}_{3}$ we obtain $J_{p}=3.9 \pm 0.5 \mathrm{~K}$. Similar values are also observed for other compositions. Taking into account the smallness of $J_{p}$, we can replace formula (1) by the simplified dependence

$$
\begin{equation*}
I_{p} \approx \frac{C}{T+\Theta} \tag{2}
\end{equation*}
$$

which does not include the activation factor $\exp \left(-J_{p} / T\right)$.
The dependence $I_{p}^{-1}(T)$ is plotted in Fig. 2, where the solid line corresponds to formula (2). Least-squares fitting of the experimental data plotted in Fig. 2 yields $\Theta=4 \pm 2 \mathrm{~K}$ for the investigated samples, i.e., the quantity $\Theta>0$, which indicates an antiferromagnetic interaction between the triplet localized pairs. It is clear from Fig. 2 that samples of differing composition have very similar values of $\Theta$.

From the above estimate of $J_{p}>0$, it follows ${ }^{21,31}$ that the ground state of a localized pair is a singlet, and the excited state is a triplet, as shown in Fig. 3f for acceptor impurity levels.

## 5. CONCLUSION

To sum up, we have shown that the observed EPR signals are due to oxygen ions and are detected only in highquality samples. The presence of magnetic moments on the localized pairs probably indicates that aside from the $\mathrm{Bi}-\mathrm{O}^{-2}$ ionic bonds, bonds of type $\mathrm{Bi}-\mathrm{O}^{-\alpha}$ (or $\mathrm{Pb}-\mathrm{O}^{-\alpha}$ in $\mathrm{BaPbO}_{3}$ ) also exist, where $\alpha<2$, i.e., ionic-covalent bonds exist between bismuth with oxygen. Their observation by EPR is possible in the case of a breach of ideal ordering. It follows from these experiments that besides the familiar superstructural ordering in the bismuth-ion sublattice, an additional superstructural ordering (or charge density wave) probably also exists in the oxygen-ion sublattice. The presence of a charge density wave in the oxygen-ion sublattice should affect the band structure of oxide HTSC systems.
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We study the energy spectrum of the impurity states in tunnel-coupled double quantum wells for Coulomb and short-range donor potentials. We calculate the impurity contribution and the density of states and detect the transformation of a localized donor state into a resonant state when the binding energy of the donor in an isolated quantum well is less than the separation of the energy levels of the double quantum wells. In the opposite case, where the binding energy is greater than the level separation, there is tunneling repulsion between adjacent impurity levels, with the degree of degeneracy of the levels changing when there is tunneling mixing of the ground and excited impurity states from different wells. Resonant states emerge in an asymmetric double quantum well, while in a symmetric double quantum well the impurity level at the barrier's center proves to be localized even against the background of the continuum. The calculations are based on a general expression for the impurity contribution to the density of states in terms of a 2-by-2 matrix Green's function, i.e., only a pair of tunnel-coupled levels of the double quantum wells is taken into account. For an impurity with a short-range potential, we derive a matrix generalization of the Koster-Slater solution, while the impurity with a Coulomb potential is analyzed by using the approximation of a narrow resonance and close arrangement of the repulsive levels. © 1999 American Institute of Physics.
[S1063-7761(99)01304-9]

## 1. INTRODUCTION

The transport and optical properties of double quantum wells change significantly (see Refs. 1-7 and the literature cited therein) due to tunneling mixing of the electronic states of the left- $(l)$ and right-hand ( $r$ ) quantum wells. The structure of the donor states in double quantum wells can also be significantly altered in comparison to ordinary bulk ${ }^{8}$ and two-dimensional ${ }^{9}$ states. This modification of the donor states is reflected in qualitative features (see Fig. 1) when the binding energy is comparable to the level separation in the double quantum wells, $\Delta_{T}$, whose value is determined by the height and width of the barrier (the upper band diagrams in Fig. 1 correspond to weak interwell tunneling, while the lower diagrams demonstrate the tunneling mixing effect). If the binding energy of a Coulomb impurity in the $l$ quantum well is higher than the energy level separation $\Delta_{T}$ in the absence of tunneling, at certain values of $\Delta$ the ground-state level in the $l$ quantum well may coincide with the ground or excited state in the $r$ quantum well (see the upper band diagrams in Figs. 1a and 1b). Due to tunneling mixing, these levels repel each other near their crossing point (the anticrossing effect), as shown in the lower band diagrams in Figs. 1a and 1b. When the ground level mixes with an excited degenerate state (Fig. 1b), the degree of degeneracy of the emerging state is lower. But if the energy of the electron of the donor state in the $l$ quantum well shows up against the background of the continuum of the $r$ quantum well (see upper diagram in Fig. 1c), then due to tunneling mixing this state becomes resonant (see the lower band diagram in Fig. 1c).

Resonant donor states are studied in this paper for the cases of short-range defects and Coulomb impurities. These two types of impurity have different energy spectra even when there is only one quantum well: a point defect produces a single bound state, while a Coulomb impurity produces a series of levels (which leads to the possibility of changing the degree of degeneracy by level mixing; see Fig. 1b). When the impurity is at the center of the barrier of a symmetric double quantum well, the impurity potentials in the $l$ and $r$ quantum wells coincide, with the result that longitudinal electron localization and the tunneling mixing of size-quantized states prove to be independent. In this case, a localized, i.e., nonresonant, state emerges against the background of the continuum.

The foregoing modification of the impurity energy spectrum has a powerful effect on electron transport and the optical properties of a double quantum well at moderate doping, but thus far only heavily doped and pure double quantum wells have been thoroughly studied. ${ }^{1,5}$ Tunneling mixing of the ground and excited donor states in a double quantum well was detected by Ranganathan et al., ${ }^{10}$ who used the method of far-infrared radiation magnetotransmission (Dzyubenko and Yablonskiî ${ }^{11}$ also examined the mixing of the ground and excited magnetoexcitonic states). These results were discussed on the basis of variational calculations of donor binding energy, while the resonant states and the features of the spectrum of excited states we have just discussed cannot be obtained by the standard variational approach. We also note that the special features of the excitonic energy spectrum are similar to those of a Coulomb impurity. Although the ground state of excitons in a double quantum


FIG. 1. Band diagram, energies of the subband extrema (solid lines), and impurity levels (dashed lines) for double quantum wells in the absence of tunneling coupling (upper panel) and for tunnel-coupled quantum wells (lower panel). a) Repulsion of ground states; b) mixing of the excited and ground states from the $r$ and $l$ quantum wells; c) transformation of a localized state into a resonant state.
well has been thoroughly studied (see Ref. 12 and the literature cited therein), the appreciable broadening of excitonic lines due to tunneling is discussed only by Fox et al. ${ }^{13}$ and Oberli et al. ${ }^{14}$ The presence of such features in excitonic absorption spectra is corroborated by the numerical calculations of Glutsch et al. ${ }^{15}$ Crossing of localized levels was studied only for magnetoexcitonic states. ${ }^{16}$

In this paper we calculate the impurity contribution to the density of states by employing the one-electron Green's function ${ }^{17}$ in the 2-by-2 matrix representation, which allows only for a pair of the lowest tunnel-coupled levels in the $l$ and $r$ quantum wells. We obtain an exact solution of the Koster-Slater type for a short-range potential, while the Coulomb potential is analyzed by using the approximations of a narrow resonance and close tunnel-coupled levels.

In Sec. 2 we derive an expression for the impurity contribution to the density of states. In Secs. 3 and 4 we apply this formalism to point defects and Coulomb impurities. Finally, in Sec. 5 we discuss the results and draw conclusions.

## 2. BASIC EQUATIONS

We begin with the formalism describing the impurity contribution to the density of states $\rho(E)$ of the double quantum wells. This contribution can be expressed in terms of the retarded Green's function $G_{\varepsilon}$ in the usual way:

$$
\begin{equation*}
\rho(E)=\lim _{\varepsilon \rightarrow E+i 0} \operatorname{Im} \frac{2}{\pi} \int d z \sum_{\mathbf{p}} G_{\varepsilon}(\mathbf{p} z, \mathbf{p} z) \tag{1}
\end{equation*}
$$

Here we have used the $\mathbf{p}, z$-representation, $\mathbf{p}$ is the 2 D momentum of the electron, the $z$ axis is perpendicular to the plane of the 2D layer, and the normalization area is taken to be unity. The Green's function satisfies the equation

$$
\begin{align*}
& \left(H_{\mathrm{DQW}}-\varepsilon\right) G_{\varepsilon}\left(\mathbf{p} z, \mathbf{p}^{\prime} z^{\prime}\right) \\
& \quad-\sum_{\mathbf{p}_{1}} V\left(\left|\mathbf{p}-\mathbf{p}_{1}\right|, z\right) G_{\varepsilon}\left(\mathbf{p}_{1} z, \mathbf{p}^{\prime} z^{\prime}\right)=\delta_{\mathbf{p p}^{\prime}} \delta\left(z-z^{\prime}\right) \tag{2}
\end{align*}
$$

where $H_{\text {DQW }}$ is the double-quantum-well Hamiltonian in the absence of impurities. The potential energy of the Coulomb center in (2) is given by

$$
\begin{equation*}
V(p, z)=\frac{2 \pi e^{2} \hbar}{\kappa p} \exp \left(-\frac{p\left|z-z_{D}\right|}{\hbar}\right) \tag{3}
\end{equation*}
$$

in which the dielectric constant $\kappa$ is homogeneous in the direction perpendicular to the double quantum well; the Coulomb center is at $\left(0,0, z_{D}\right)$. For a point defect (i.e., a substitutional impurity),

$$
V(p, z)=u_{p} \delta\left(z-z_{D}\right)
$$

where the delta function is localized on a scale of the order of the lattice constant $a$, and the potential $u_{p}$ is constant for $p<p_{m}$ and small for $p>p_{m}$ (here the maximum momentum $p_{m}$ is of order $\left.\hbar / a\right)$.

Shallow impurity states, for which the binding energy is small compared to the distance between the levels in the quantum well, can be described by allowing for only the lowest tunnel-coupled double-quantum-well states. For such states the Green's function can be expanded in the orbitals of the $l$ and $r$ quantum wells, the latter being denoted by $\varphi_{l}(z)$ and $\varphi_{r}(z)$ :

$$
\begin{equation*}
G_{\varepsilon}\left(\mathbf{p} z, \mathbf{p}^{\prime} z^{\prime}\right)=\sum_{j j^{\prime}} \varphi_{j}(z) G_{\varepsilon}\left(\mathbf{p} j, \mathbf{p}^{\prime} j^{\prime}\right) \varphi_{j^{\prime}}\left(z^{\prime}\right) \tag{4}
\end{equation*}
$$

The expansion coefficients $G_{\varepsilon}\left(\mathbf{p} j, \mathbf{p}^{\prime} j^{\prime}\right)$ for a 2-by-2 matrix Green's function $\hat{G}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$, which in such an 'isospin', representation is determined by the equation

$$
\begin{align*}
& \left(\varepsilon_{p}+\hat{h}-\varepsilon\right) \hat{G}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \\
& \quad-\sum_{\mathbf{p}_{1}} \hat{V}\left(\left|\mathbf{p}-\mathbf{p}_{1}\right|\right) \hat{G}_{\varepsilon}\left(\mathbf{p}_{1}, \mathbf{p}^{\prime}\right)=\delta_{\mathbf{p p}^{\prime}} \tag{5}
\end{align*}
$$

where $\varepsilon_{p}=p^{2} / 2 m$ is the kinetic energy, $\hat{h}=(\Delta / 2) \hat{\sigma}_{z}+T \hat{\sigma}_{x}$ is the Hamiltonian matrix describing transverse motion, the $\hat{\sigma}_{i}$ are the Pauli matrices, and $\Delta$ is the distance between the
lowest levels in the isolated $l$ and $r$ quantum wells. The expressions for $\Delta$ and the tunneling matrix element $T$ are given in Ref. 18 for the flat-band model. We assume that the level separation $\Delta$ and the binding energy of an electron on a donor are small compared to the distance to the higher levels of the double quantum wells. In this case, the tunnelingHamiltonian approximation accounts exactly for the intermingling of the pair of lowest states in the double quantum wells, with only the contributions of the higher levels ignored. Only the diagonal elements of the impurity-potential matrix $\hat{V}(p)$ in Eq. (5) are important (the off-diagonal elements are small compared to $T \hat{\sigma}_{x}$ ). These elements are given by

$$
\begin{equation*}
V_{j}(p)=\frac{2 \pi e^{2} \hbar}{\kappa p} \int_{-d_{j} / 2}^{d_{j} / 2} d z \varphi_{j}^{2}(z) \exp \left(-\frac{p\left|z-z_{D j}\right|}{\hbar}\right), \tag{6}
\end{equation*}
$$

where the $z$-coordinate is measured from the center of the $j$ th quantum well $\left(z_{j}\right), z_{D j}=\left(z_{D}-z_{j}\right)$, and $d_{j}$ is the width of the $j$ th quantum well. For a point defect localized in the $j$ th quantum well we use $V_{j}(p)=u_{p} \varphi_{j}^{2}\left(z_{D}\right)$, ignoring the exponentially small off-diagonal matrix elements $u_{p} \varphi_{l}\left(z_{D}\right) \varphi_{r}\left(z_{D}\right)$. An expression similar to that for $V_{j}(p)$ can also be written for a potential generated by a small-scale inhomogeneity of the heteroboundaries of double quantum wells (such a potential was described in Ref. 19 in connection with the problem of scattering by nonideal heteroboundaries). In this case,

$$
\begin{equation*}
V_{j}(p)=\frac{2 \pi \varepsilon_{j} \xi b^{2}}{d_{j}} \tag{7}
\end{equation*}
$$

where $\varepsilon_{j}$ is the level energy in the $j$ th quantum well, and $\xi$ and $b$ are the height and longitudinal size of the inhomogeneity.

The density of states (1) in the 'isospin'" representation can be transformed to

$$
\begin{equation*}
\rho(E)=\lim _{\varepsilon \rightarrow E+i 0} \operatorname{Im} \frac{2}{\pi} \operatorname{Tr} \sum_{\mathbf{p}} \hat{G}_{\varepsilon}(\mathbf{p}, \mathbf{p}) \tag{8}
\end{equation*}
$$

where Tr denotes the trace, the sum of the diagonal matrix elements. Thus, to describe both localized and resonant impurity states we must solve the matrix integral equation (5) and do the summation in (8). Below we carry out these calculations analytically for point defects described by the matrix form of the Koster-Slater equation; for Coulomb donors we use additional approximations.

## 3. POINT DEFECTS

By introducing the retarded Green's function in the absence of impurities, $\hat{g}_{\varepsilon}(p) \delta_{\mathbf{p p}^{\prime}}$, where

$$
\begin{equation*}
\hat{g}_{\varepsilon}(p)=\left(\varepsilon_{p}+\hat{h}-\varepsilon\right)^{-1}, \tag{9}
\end{equation*}
$$

we can write Eq. (5) as

$$
\begin{equation*}
\hat{G}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=\hat{g}_{\varepsilon}(p) \delta_{\mathbf{p} \mathbf{p}^{\prime}}+\hat{g}_{\varepsilon}(p) \hat{V} \sum_{\mathbf{p}_{1}}^{\prime} \hat{G}_{\varepsilon}\left(\mathbf{p}_{1}, \mathbf{p}^{\prime}\right) \tag{10}
\end{equation*}
$$

Here the sum $\Sigma_{\mathbf{p}_{1}}^{\prime}$ is calculated for $\left|\mathbf{p}_{1}\right|<P_{m}$, and the potential matrix $\hat{V}$ is determined by the components (7), which are p-independent. If we ignore small subbarrier penetration, then for an impurity localized in the $j$ th well we have $\hat{V}$ $=V_{j} \hat{P}_{j}$, where $\hat{P}_{l}=\left(1+\hat{\sigma}_{z}\right) / 2$ and $\hat{P}_{r}=\left(1-\hat{\sigma}_{z}\right) / 2$ are the projection operators on the orbitals of the $l$ and $r$ quantum wells, and $V_{j}$ has been defined in (7).

To solve Eq. (10), we do the summation over $\mathbf{p}$ and write the sum as follows:

$$
\begin{equation*}
\sum_{\mathbf{p}}^{\prime} \hat{G}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=\left[1-\sum_{\mathbf{p}}^{\prime} \hat{g}_{\varepsilon}(p) \hat{V}\right]^{-1} \hat{g}_{\varepsilon}\left(p^{\prime}\right) \tag{11}
\end{equation*}
$$

Substituting this into the right-hand side of Eq. (10) yields
$\hat{G}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=\hat{g}_{\varepsilon}(p)\left\{\delta_{\mathbf{p}^{\prime}}+\hat{V}\left[1-\sum_{\mathbf{p}}^{\prime} \hat{g}_{\varepsilon}(p) \hat{V}\right]^{-1} \hat{g}_{\varepsilon}\left(p^{\prime}\right)\right\}$,
where the second term describes the perturbation introduced by the impurity. Inserting (12) into (8), we obtain an expression for the impurity contribution to the density of states:

$$
\begin{align*}
\delta \rho_{\mathrm{imp}}(E)= & \lim _{\varepsilon \rightarrow E+i 0} \operatorname{Im} \frac{2 n_{\mathrm{imp}}}{\pi} \operatorname{Tr} \sum_{\mathbf{p}}^{\prime} \hat{g}_{\varepsilon}(p) \hat{V} \\
& \times\left[1-\sum_{\mathbf{p}_{1}}^{\prime} \hat{g}_{\varepsilon}\left(p_{1}\right) \hat{V}\right]^{-1} \hat{g}_{\varepsilon}(p) \tag{13}
\end{align*}
$$

The introduction of the impurity concentration $n_{\text {imp }}$ into (13) presupposes that the electronic states at different impurities do not overlap (i.e., the distance between impurities in the plane of a double quantum well does not exceed the radii of the states localized at the impurities).

Summation over $\mathbf{p}_{1}$ in Eq. (13) yields the matrix

$$
\begin{equation*}
\hat{\lambda}(\varepsilon)=\frac{\rho_{2 \mathrm{D}}}{2}\left[\hat{V} I_{+}(\varepsilon)+\left(\frac{\Delta}{\Delta_{T}} \hat{\sigma}_{z}+\frac{2 T}{\Delta_{T}} \hat{\sigma}_{x}\right) \hat{V} I_{-}(\varepsilon)\right], \tag{14}
\end{equation*}
$$

where

$$
\begin{align*}
& I_{+}(\varepsilon)=\ln \frac{\xi_{m}^{2}}{\left(\varepsilon+\Delta_{T} / 2\right)\left(\varepsilon-\Delta_{T} / 2\right)} \\
& I_{-}(\varepsilon)=\ln \frac{\varepsilon+\Delta_{T} / 2}{\varepsilon-\Delta_{T} / 2} . \tag{15}
\end{align*}
$$

Here $\rho_{2 \mathrm{D}}=m / \pi \hbar^{2}, \xi_{m}=p_{m}^{2} / 2 m$, and $\Delta_{T}=\sqrt{\Delta^{2}+4 T^{2}}$ is the distance between the tunnel-coupled levels (the energies $\pm \Delta_{T} / 2$ determine the positions of the extrema of the tunnelcoupled subbands). Using (14), we can write

$$
\begin{equation*}
\delta \rho_{\mathrm{imp}}(E)=\lim _{\varepsilon \rightarrow E+i 0} \operatorname{Im} \frac{2 n_{\mathrm{imp}}}{\pi} \operatorname{Tr}[1-\hat{\lambda}(\varepsilon)]^{-1} \frac{d \hat{\lambda}(\varepsilon)}{d \varepsilon} . \tag{16}
\end{equation*}
$$

After calculating the trace, we obtain the final analytic expression,


FIG. 2. Contribution of a short-range defect to the density of states $D(E)$ $=\delta \rho_{\text {imp }}(E) / 2 n_{\text {imp }}$ for double quantum wells with $\Delta=2 \mathrm{meV}$ for various values of $T: T=0.5 \mathrm{meV}$ (solid curves), and $T=0.25 \mathrm{meV}$ (dashed curves). The energy $E$ is measured in meV , and $D(E)$ is measured in in $\mathrm{meV}^{-1}$. The donor level in an isolated $l$ quantum well (at $T=0$ ) is fixed at $E_{0}=0 \mathrm{meV}$ (a) and $E_{0}=0.5 \mathrm{meV}$ (b).

$$
\begin{equation*}
\delta \rho_{\mathrm{imp}}(E)=-\lim _{\varepsilon \rightarrow E+i 0} \operatorname{Im} \frac{2 n_{\mathrm{imp}}}{\pi} \frac{d}{d \varepsilon} \ln \left[1-\frac{\rho_{2 \mathrm{D}} V_{j}}{4} J(\varepsilon)\right] \tag{17}
\end{equation*}
$$

where $J(\varepsilon)=I_{+}(\varepsilon) \pm\left(\Delta / \Delta_{T}\right) I_{-}(\varepsilon)$, and the plus and minus signs refer to impurities localized in the $l$ and $r$ quantum wells, respectively.

Suppose that the impurity is in the $l$ well. Direct calculation of (17) for $E<-\Delta_{T} / 2$ yields $\delta \rho_{\text {imp }}(E)=2 n_{\text {imp }} \delta(E$ $-E_{L}$ ), where the energy $E_{L}$ of the localized state can be found by solving the equation

$$
\begin{equation*}
\left(1-\frac{\Delta}{\Delta_{T}}\right) \ln \left|\frac{E+\Delta_{T} / 2}{E_{0}-\Delta / 2}\right|+\left(1+\frac{\Delta}{\Delta_{T}}\right) \ln \left|\frac{E-\Delta_{T} / 2}{E_{0}-\Delta / 2}\right|=0 \tag{18}
\end{equation*}
$$

where $E_{0}$ is the energy of a localized state in an isolated $l$ well. In a symmetric DQW, i.e., $\Delta=0$, the energy $E_{L}$ is $-\sqrt{E_{0}^{2}+T^{2}}$, and as $|\Delta|$ increases, the energy approaches the edge of the continuum.

But if the solution of Eq. (18) is found for $|E|<\Delta_{T} / 2$, then due to tunneling mixing of the localized level and the states of the continuum, a resonant state is formed. First we give the simple analytic expressions for weak tunnel coupling, $T / \Delta^{2} \ll 1$, assuming that the level $E_{0}$ is far from the band edge, i.e., $(T / \Delta)^{2} \ln \left[\left(\Delta / 2+E_{0}\right) /\left(\Delta / 2-E_{0}\right)\right] \ll 1$. We denote the solution of Eq. (18) for this case by $E_{R}$. For the impurity contribution to the density of states near $E_{R}$ (where $\left.\left|E-E_{R}\right| \ll\left|E_{R} \pm \Delta / 2\right|\right)$ we have

$$
\begin{equation*}
\delta \rho_{\mathrm{imp}}(E)=\frac{2 n_{\mathrm{imp}} \quad \Gamma}{\pi\left(E-E_{R}\right)^{2}+\Gamma^{2}} \tag{19}
\end{equation*}
$$

where the energy $\Gamma=\pi(T / \Delta)^{2}\left(\Delta / 2-E_{0}\right)$ is the level's halfwidth. Equation (19) is valid for a narrow resonance, with $\Gamma$ small compared to $E_{R}$. The results of calculating the impurity contribution $\delta \rho_{\text {imp }}(E)$ to the density of states [using the general expression (17)] are depicted in Figs. 2 and 3. Figure 2 demonstrates that as the interwell tunnel coupling in-


FIG. 3. Same as in Fig. 2 for $T=1 \mathrm{meV}$ and various level separations: curve $1, \Delta=2 \mathrm{meV}$; curve $2, \Delta=3 \mathrm{meV}$; curve $3, \Delta=4 \mathrm{meV}$; curve $4, \Delta$ $=5 \mathrm{meV}$.
creases, the peak decreases, broadens, and is shifted toward higher energies. For the limit of uncoupled quantum wells ( $T=0$ ), we have a delta-function peak at energy $E_{0}$. Comparison of the values of $\delta \rho_{\text {imp }}(E)$ obtained for various values of $E_{0}$ shows that the deeper the level, the more effective its transformation into a resonant state (i.e., the level width proves to be greater, all other parameters being equal). The shape of the peak in $\delta \rho_{\text {imp }}(E)$ calculated for various values of $\Delta$ is depicted in Fig. 3. Clearly, as the level separation increases, the peak is shifted toward lower energies, with its amplitude varying nonmonotonically. As $\Delta$ decreases, i.e., a symmetric double quantum well is realized, the peak is shifted toward the edge of the continuum of the upper subbands and broadens. If $\Delta / T<(\pi-2) / \sqrt{\pi-1}$ [this inequality follows from (17)], the impurity contribution to the density of states monotonically increases with energy, i.e., there is no resonant state.

## 4. TUNNELING MODIFICATION OF COULOMB STATES

To describe a Coulomb donor, we use the representation of the diagonal Hamiltonian $\hat{S}^{-1} \hat{H} \hat{S}$, where $\hat{S}=\exp \left(i \psi \hat{\sigma}_{y}\right)$, with the angle $\psi$ determined by $\tan 2 \psi=2 T / \Delta_{T}$ (such a description of electrons in a double quantum well was introduced in Ref. 18). The integral equation for the Green's function in such a representation, $\hat{\mathscr{G}}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ $=\hat{S}^{-1} \hat{G}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \hat{S}$, can be written

$$
\begin{align*}
& \left(\varepsilon_{p}+\frac{\Delta_{T}}{2} \hat{\sigma}_{z}-\varepsilon\right) \hat{\mathscr{G}}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)-\sum_{\mathbf{p}_{1}} \hat{\mathscr{G}}\left(\left|\mathbf{p}-\mathbf{p}_{1}\right|\right) \hat{\mathscr{G}}_{\varepsilon}\left(\mathbf{p}_{1}, \mathbf{p}^{\prime}\right) \\
& \quad=\delta_{\mathbf{p p}^{\prime}} \tag{20}
\end{align*}
$$

Here $\hat{\mathscr{V}}(p)=\hat{S}^{-1} \hat{V}(p) \hat{S}$, where the diagonal matrix $\hat{V}(p)$ is defined by its components (6). At this point in our discourse it is convenient to introduce an auxiliary Green's function $\hat{g}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ satisfying Eq. (20), which takes into account only the diagonal part of the matrix $\hat{\mathscr{V}}$. The matrix $\hat{g}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ is diagonal, and its components are

$$
\begin{equation*}
g_{\varepsilon}^{ \pm}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=\sum_{\lambda} \frac{\phi_{\lambda}^{ \pm}(\mathbf{p}) \phi_{\lambda}^{ \pm}\left(\mathbf{p}^{\prime}\right)^{*}}{E_{\lambda}^{ \pm}-\varepsilon} \tag{21}
\end{equation*}
$$

where the wave functions $\phi_{\lambda}^{ \pm}$and the eigenvalues $E_{\lambda}^{ \pm}$can be found by solving the equation

$$
\begin{align*}
& \left(\varepsilon_{p} \pm \frac{\Delta_{T}}{2}-E_{\lambda}^{ \pm}\right) \phi_{\lambda}^{ \pm}(\mathbf{p})-\sum_{\mathbf{p}_{1}} V_{ \pm}\left(\left|\mathbf{p}-\mathbf{p}_{1}\right|\right) \phi_{\lambda}^{ \pm}\left(\mathbf{p}_{1}\right)=0,  \tag{22}\\
& 2 V_{ \pm}(p)=\left[V_{l}(p)+V_{r}(p)\right] \pm \frac{\Delta}{\Delta_{T}}\left[V_{l}(p)-V_{r}(p)\right] .
\end{align*}
$$

The $\pm$ states correspond to localized donor states related to the upper $(+)$ or lower $(-)$ subbands of the double quantum wells without allowance for Coulomb mixing. The offdiagonal elements of the potential matrix $\hat{\mathscr{V}}$ are given by $w(p) \hat{\sigma}_{x}$, where

$$
\begin{equation*}
w(p)=\frac{T}{\Delta_{T}}\left[V_{l}(p)-V_{r}(p)\right] . \tag{23}
\end{equation*}
$$

Using the diagonal matrix $\hat{g}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$, we rewrite Eq. (20):

$$
\begin{align*}
\hat{\mathscr{G}}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)= & \hat{g}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)-\sum_{\mathbf{p}_{1}, \mathbf{p}_{2}} \hat{g}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}_{1}\right) w\left(\left|\mathbf{p}_{1}-\mathbf{p}_{2}\right|\right) \\
& \times \hat{\sigma}_{x} \hat{\mathscr{G}}_{\varepsilon}\left(\mathbf{p}_{2}, \mathbf{p}^{\prime}\right) \tag{24}
\end{align*}
$$

Eliminating the off-diagonal components of $\hat{\mathscr{G}}_{\varepsilon}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ from the system of integral equations (24), we obtain two independent integral equations for the diagonal components $\mathscr{G}_{\varepsilon}^{+}$and $\mathscr{G}_{\varepsilon}^{-}$, which describe donor states related to the upper and lower subbands, respectively. We write these equations for the Green's functions $\mathscr{G}_{\varepsilon}^{ \pm}\left(\lambda, \lambda^{\prime}\right)$ in the $\lambda$-representation, which is introduced by the following relationship:

$$
\begin{equation*}
\mathscr{G}_{\varepsilon}^{ \pm}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=\sum_{\lambda, \lambda^{\prime}} \phi_{\lambda}^{ \pm}(\mathbf{p}) \mathscr{G}_{\varepsilon}^{ \pm}\left(\lambda, \lambda^{\prime}\right) \phi_{\lambda^{\prime}}^{ \pm}\left(\mathbf{p}^{\prime}\right)^{*} \tag{25}
\end{equation*}
$$

The system of equations for $\mathscr{G}_{\varepsilon}^{ \pm}\left(\lambda, \lambda^{\prime}\right)$ has the form

$$
\begin{align*}
& \left(E_{\lambda}^{ \pm}-\varepsilon\right) \mathscr{G}_{\varepsilon}^{ \pm}\left(\lambda, \lambda^{\prime}\right) \\
& \quad=\delta_{\lambda \lambda^{\prime}}+\sum_{\lambda_{1}} W_{\varepsilon}^{\mp}\left(\lambda, \lambda_{1}\right) \mathscr{G}_{\varepsilon}^{ \pm}\left(\lambda_{1}, \lambda^{\prime}\right), \tag{26}
\end{align*}
$$

where the kernel $W_{\varepsilon}^{\mp}$ is given by

$$
\begin{align*}
W_{\varepsilon}^{\mp}\left(\lambda, \lambda^{\prime}\right)= & \sum_{\mathbf{p}_{1}, \mathbf{p}_{1}^{\prime}, \mathbf{p}_{2}, \mathbf{p}_{2}^{\prime}} \phi_{\lambda}^{ \pm}\left(\mathbf{p}_{1}\right) * w\left(\left|\mathbf{p}_{1}-\mathbf{p}_{1}^{\prime}\right|\right) \\
& \times g_{\varepsilon}^{\mp}\left(\mathbf{p}_{1}^{\prime}, \mathbf{p}_{2}^{\prime}\right) w\left(\left|\mathbf{p}_{2}^{\prime}-\mathbf{p}_{2}\right|\right) \phi_{\lambda^{\prime}}^{ \pm}\left(\mathbf{p}_{2}\right) . \tag{27}
\end{align*}
$$

Note that Eqs. (26) and (27) are exact if one uses the exact eigenfunctions determined by Eq. (22).

In the simplest case of a symmetric double quantum well with an impurity at the barrier's center, Eq. (6) yields $V_{l}(p)=V_{r}(p)$, so that $w(p)=0$. As a result, even when the tunnel coupling of the $l$ and $r$ quantum wells is strong, $\delta \rho_{\text {imp }}(E)$ can be expressed in terms of $\Sigma_{\lambda} \mathscr{G}_{\varepsilon}^{ \pm}(\lambda, \lambda)$, and
contains independent contributions from the 'plus'" and "minus" states. In this case only localized states emerge.

In an asymmetric double quantum well or when the impurity is not at the barrier's center, the off-diagonal elements of $\hat{\mathscr{G}}(p)$ are finite and the 'plus'" states mix with the 'minus" states. In this case, depending on the relationship between $\Delta_{T}$ and the binding energy of the donor, two transformations of the bare 'plus'" or "minus'" donor states are possible: transformation of a localized state to a resonant state if the former emerges against the background of the continuum, or discrete-level repulsion near the point of level crossing. Below we examine the contribution of these modifications of the spectrum to $\delta \rho_{\text {imp }}(E)$ at $E$ close to the energy of the 'plus'" donor ground state, when only the resonant contributions to the Green's function $g_{\varepsilon}^{+}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ should be taken into account. This approximation can be used when the tunnel coupling between the 'plus'" and 'minus"' states is weak; according to (23), such coupling can emerge when $T / \Delta_{T}$ is small (weak tunnel coupling between the $l$ and $r$ quantum wells), or when the difference $V_{l}(p)-V_{r}(p)$ is small (slightly asymmetric double quantum well). In the latter case, $T / \Delta_{T}$ may be of order unity, i.e., the results of this approximation can be used even when the interwell tunnel coupling is strong. Allowing only for the contribution of the ground state to the expansion (21), for the "plus", state we have

$$
\begin{equation*}
g_{\varepsilon}^{+}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=\frac{\phi_{0}^{+}(\mathbf{p}) \phi_{0}^{+}\left(\mathbf{p}^{\prime}\right)^{*}}{E_{0}^{+}-\varepsilon}, \tag{28}
\end{equation*}
$$

where $\phi_{0}^{+}(\mathbf{p})$ and $E_{0}^{+}$are the eigenfunction and energy of the ground donor state, and the terms in the sum in (21) with $\lambda \neq 0$ have been discarded. As a result, from Eq. (26) for $\mathscr{G}_{\varepsilon}^{+}(\lambda, \lambda)$ it immediately follows that

$$
\begin{equation*}
\mathscr{S}_{\varepsilon}^{+}(0,0)=\left[E_{0}^{+}-W_{\varepsilon}^{-}(0,0)-\varepsilon\right]^{-1} . \tag{29}
\end{equation*}
$$

The kernel $W_{\varepsilon}^{+}$in the integral equation (26) for $\mathscr{G}_{\varepsilon}^{-}$is degenerate and is specified by

$$
\begin{align*}
& W_{\varepsilon}^{+}\left(\lambda, \lambda^{\prime}\right)=\frac{E(\lambda) E\left(\lambda^{\prime}\right)^{*}}{E_{0}^{+}-\varepsilon}, \\
& E(\lambda)=\sum_{\mathbf{p}, \mathbf{p}^{\prime}} \phi_{\lambda}^{-}(\mathbf{p})^{*} w\left(\left|\mathbf{p}-\mathbf{p}^{\prime}\right|\right) \phi_{0}^{+}\left(\mathbf{p}^{\prime}\right) . \tag{30}
\end{align*}
$$

Using (3), we obtain a closed expression for $\mathscr{G}_{\varepsilon}^{-}\left(\lambda, \lambda^{\prime}\right)$ :

$$
\begin{align*}
\mathscr{G}_{\varepsilon}^{-}\left(\lambda, \lambda^{\prime}\right)= & \left(E_{\lambda}^{-}-\varepsilon\right)^{-1}\left[\delta_{\lambda \lambda^{\prime}}+\frac{E(\lambda) E\left(\lambda^{\prime}\right)^{*}}{E_{\lambda^{\prime}}^{-}-\varepsilon}\right. \\
& \left.\times\left(E_{0}^{+}-\varepsilon-\sum_{\lambda_{1}} \frac{\left|E\left(\lambda_{1}\right)\right|^{2}}{E_{\lambda_{1}}^{-}-\varepsilon}\right)^{-1}\right] \tag{31}
\end{align*}
$$

Thus, the donor contribution to the density of states can be expressed in terms of the sum

$$
\sum_{\lambda}\left[\mathscr{G}_{\varepsilon}^{+}(\lambda, \lambda)+\mathscr{G}_{\varepsilon}^{-}(\lambda, \lambda)\right],
$$

and to calculate this sum we require the variational solutions of (22) and the integrals in (29).

## 4.a. Resonant donor state

Here we examine the case where the donor state energy $E_{0}^{+}$, which can be found from Eq. (22) for the ''plus', state, is greater than $-\Delta_{T} / 2$, i.e., the level $E_{0}^{+}$emerges against the background of the continuum formed by 'minus'" states. In this case ( $w(p) \neq 0$ ), donor 'plus'" states mix with 'minus", states of the subband, with the result that the discrete level is transformed into a resonant level. If this resonance is far from the edge of the continuum of the 'minus", states, in calculating $W_{\varepsilon}^{-}(0,0)$ in (27) we can use the free Green's function

$$
\begin{equation*}
g_{\varepsilon}^{-}\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \simeq \delta_{\mathbf{p p}^{\prime}}\left(\varepsilon_{p}-\frac{\Delta_{T}}{2}-\varepsilon\right)^{-1} \tag{32}
\end{equation*}
$$

(i.e., the Green's function that ignores Coulomb corrections). Using $W_{\varepsilon}^{-}(0,0)$ from (27), we find that

$$
\begin{align*}
& W_{\varepsilon}^{-}(0,0) \simeq \sum_{\mathbf{p}} \frac{\Phi(\mathbf{p})}{\varepsilon_{p}-\Delta_{T} / 2-\varepsilon}, \\
& \Phi(\mathbf{p}) \simeq\left|\sum_{\mathbf{p}_{1}} w\left(\left|\mathbf{p}-\mathbf{p}_{1}\right|\right) \phi_{0}^{+}\left(\mathbf{p}_{1}\right)\right|^{2} . \tag{33}
\end{align*}
$$

The impurity contribution $\delta \rho_{\text {imp }}(E)$ to the density of states for a narrow resonance is again given by (19). The shift of the peak energy $E_{R}$ in relation to $E_{0}^{+}$and the peak's halfwidth $\Gamma$ are given by

$$
\begin{align*}
& E_{R}-E_{0}^{+} \simeq \mathscr{P} \sum_{\mathbf{p}} \frac{\Phi(\mathbf{p})}{\varepsilon_{p}-\Delta_{T} / 2-E_{0}^{+}}, \\
& \Gamma \simeq \pi \sum_{\mathbf{p}} \Phi(\mathbf{p}) \delta\left(\varepsilon_{p}-\frac{\Delta_{T}}{2}-E_{0}^{+}\right), \tag{34}
\end{align*}
$$

where $\mathscr{P}$ signifies the principal value of the integral.
We first calculate $\Gamma$ with (34) for narrow quantum wells in which the width $\bar{d}$ of a double quantum well is much less than the Bohr radius $a_{B}$. Estimating the characteristic momentum $p$ at $\hbar / a_{B}$, we expand the matrix elements up to first-order terms in $p \bar{d} / \hbar$, when $w(p)$ proves to be independent of $p$. If we now use the ground-state wave functions of the two-dimensional Coulomb problem to calculate $\Phi(\mathbf{p})$, we find that

$$
\begin{equation*}
\Gamma=R\left(\frac{\bar{d}}{a_{B}} \frac{T}{\Delta_{T}}\right)^{2} F\left(z_{D}\right), \tag{35}
\end{equation*}
$$

where $R=m e^{4} / 2 \kappa^{2} \hbar^{2}$ is the effective Rydberg constant $(R$ $\simeq 5.8 \mathrm{meV}$ for the parameters of GaAs). The function $F\left(z_{D}\right)$ for a double quantum well with flat bands, which is determined by the position of the impurity, is given by

$$
\begin{align*}
F\left(z_{D}\right)= & 2 \pi\left(\frac{d_{l}}{\bar{d}}\right)^{2}\left[\left(1+\frac{2 z_{D}}{d_{l}}\right)^{2}\right. \\
& \left.-\frac{2(d+\bar{d})}{d_{l}}-\left(\frac{4}{\pi^{2}}\right) \cos \left(\frac{\pi z_{D}}{d_{l}}\right)^{2}\right]^{2} \tag{36}
\end{align*}
$$



FIG. 4. Broadening of a resonant state as a function of level separation $\Delta$ for a $100 / 40 / 120-\AA(\mathrm{AlGa}) A s$ double-quantum-well structure. The distance from the impurity to the left heteroboundary of the double quantum wells is $0 \AA$ (curve 1 ), $50 \AA$ (curve 2), $100 \AA$ (curve 3), and $120 \AA$ (curve 4). Energies are normalized to the binding energy $4 R$ of the 2D Coulomb center. The vertical dashed lines indicate the energies at which a resonant state is transformed into a localized state.
where the impurity is assumed to be in the $l$ quantum well, the position $z_{D}$ is reckoned from the middle of the $l$ well, and $d$ is the barrier width. If the impurity is inside the barrier, (36) must be replaced by $F\left(z_{D}\right)=2 \pi(8 / \bar{d})^{2}\left[z_{D}+\left(d_{l}\right.\right.$ $\left.\left.-d_{r}\right) / 4\right]^{2}$, but if the impurity is outside the well, $F\left(z_{D}\right)$ $=8 \pi(1+d / \bar{d})^{2}$. In the adopted approximation, the principal contribution to the level shift is provided by large momenta, and we have the estimate

$$
\begin{equation*}
E_{R}-E_{0}^{+} \simeq \frac{\Gamma}{\pi} \ln \left|\frac{\varepsilon_{m}}{\Delta_{T} / 2+E_{0}^{+}}\right|, \tag{37}
\end{equation*}
$$

where $\varepsilon_{m} \simeq(\pi \hbar / \bar{d})^{2} / 2 m$ is the cutoff energy. Thus, in thin double quantum wells the shift of the narrow resonance is small.

The results of calculating the dependence of broadening on the level separation $\Delta$ for the case where the quantumwell width is comparable to the Bohr radius is depicted in Fig. 4 (the level separation $\Delta$ can be varied by applying a transverse electric field to the double quantum well). The energy $E_{0}^{+}$was calculated by the variational method with a trial function $\phi_{0}^{+}(\rho)=\sqrt{8 / \pi a_{0}^{2}} \exp \left(-2 \rho / a_{0}\right)$, where $a_{0}$ is the variational parameter. The calculations were done for the $\mathrm{AlGaAs} / \mathrm{GaAs}$ structure with quantum-well widths of 100 and $120 \AA$ and a barrier width of $40 \AA$. For such a structure, in the absence of an external transverse electric field, $T / 4 R$ $\simeq 0.05$ and $\Delta / 4 R \simeq 0.7$ ( $4 R$ is the binding energy of a twodimensional Coulomb donor). Figure 4 shows that the dimensionless broadening $\Gamma / 4 R$ monotonically decreases as the level moves away from the edge of the continuum of the lower subband, which is shown by a vertical dotted line (near the edge of the continuum the broadening is large and the narrow-resonance approximation becomes invalid). Furthermore, broadening largely depends on the position $z_{D}$ of the impurity: $\Gamma$ increases severalfold if the impurity is shifted away from the outer boundary of the double quantum well
(curve $1, z_{D}=-d_{l} / 2$ ) toward the center of the quantum well (curve $2, z_{D}=0$ ). A further shift of the impurity in the direction of the quantum-well-barrier interface (curve 3, $z_{D}=d_{l} / 2$ ) and toward the center of the barrier (curve $4, z_{D}$ $\left.=\left(d+d_{l}\right) / 2\right)$ leads to a rapid decrease in level broadening. At $z_{D}=\left(d+d_{l}\right) / 2$ this broadening is due to the small difference in the quantum-well widths, with the result that a narrow peak emerges. This type of broadening is consistent with the results obtained for a point defect in Sec. 3.

## 4.b. Anticrossing of localized levels

We next consider a small level separation $\Delta_{T}$ for which the donor ground state $E_{0}^{+}$turns out to lie below the bottom of the lowest subband, i.e., $E_{0}^{*}<-\Delta_{T} / 2$. We examine the features of the energy spectrum that emerge when the level $E_{0}^{+}$is close to the energy of the excited or ground states related to the lower subband. To calculate $\delta \rho_{\text {imp }}(E)$ near the crossing of the ground states, in (27) we use the unperturbed Green's function $g_{\varepsilon}^{-}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ in the same approximations as in $g_{\varepsilon}^{+}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ in (28). This substitution yields $\mathscr{G}_{\varepsilon}^{-}(0,0)$ in a form similar to (29) with the kernel

$$
\begin{equation*}
W_{\varepsilon}^{+}(0,0) \simeq \frac{E^{2}(0)}{E_{0}^{+}-\varepsilon} \tag{38}
\end{equation*}
$$

Using these solutions for $\mathscr{G}_{\varepsilon}^{ \pm}$, we obtain an expression for the impurity contribution to the density of states:

$$
\begin{align*}
\delta \rho_{\mathrm{imp}}(E) & \simeq \frac{2 n_{\mathrm{imp}}}{\pi} \lim _{\varepsilon \rightarrow E+i 0} \operatorname{Im} \frac{E_{0}^{-}+E_{0}^{+}-2 \varepsilon}{\left(E_{0}^{-}-\varepsilon\right)\left(E_{0}^{+}-\varepsilon\right)-E^{2}(0)} \\
& =2 n_{\mathrm{imp}}\left[\delta\left(E_{-}-E\right)+\delta\left(E_{+}-E\right)\right], \tag{39}
\end{align*}
$$

where $E_{ \pm}$are the energy levels modified due to tunneling and defined as the poles of the fraction in (39). The energy $E_{-}$corresponds to the ground state and the energy $E_{+}$to the first excited state of the donor in the double quantum well:

$$
\begin{equation*}
E_{ \pm}=\frac{E_{0}^{+}+E_{0}^{-}}{2} \pm \sqrt{\frac{\left(E_{0}^{+}-E_{0}^{-}\right)^{2}}{4}+E^{2}(0)}, \tag{40}
\end{equation*}
$$

where $E_{0}^{ \pm}$are the eigenvalues determined by Eq. (22), and the energy $E(0)$ of level repulsion can be calculated using (30).

Let us study the dependence of $E_{ \pm}$on the level separation $\Delta$ (see Figs. 5 and 6) for a double quantum well with the same parameters as in Sec. 4a. In our calculations we use the same variational solutions as in calculating $\Gamma$. The functions $E_{ \pm}(\Delta)$ vary significantly, depending on whether the impurity is in the interwell barrier or in a quantum well. If the impurity is inside the barrier, the $E_{ \pm}$vs. $\Delta$ curves demonstrate ordinary 'anticrossing' (see the pairs of curves 4, 4' and $3,3^{\prime}$ in Fig. 5, where curves 4 and 3 correspond to the $E_{+}$level and curves $4^{\prime}$ and $3^{\prime}$ to the $E_{-}$level). Figure 5 shows that the $E_{ \pm}$vs. $\Delta$ dependence differs only slightly from the behavior of the edge of the continuum, $\pm \Delta_{T} / 2$ (cf. curves $3^{\prime}$ and $4^{\prime}$ and curve 0 , which corresponds to the edge of the spectrum, $-\Delta_{T} / 2$ ). Similar nonmonotonic behavior of the binding energy of a donor and exciton was detected by Galbraith and Duggan ${ }^{20}$ and Bayer and Timofeev. ${ }^{21}$ Note


FIG. 5. Dependence of $E_{ \pm}$defined by (40) on $\Delta$. For the same positions of the impurity as in Fig. $4, E_{+}$and $E_{-}$are given by the curves $1-4$ and $1^{\prime}-4^{\prime}$, respectively. Curve 0 corresponds to the edge of the continuum, $-\Delta_{T} / 2$.
that the segments of curves $1-4$ above the edge of the continuum (curve 0 ) correspond to the energy of the resonant states.

The $E_{ \pm}$vs. $\Delta$ dependence becomes more complicated when the impurity is inside a quantum well or at the outer heteroboundary (curves $2,2^{\prime}$ and $1,1^{\prime}$ in Fig. 5). The solutions $E_{0}^{ \pm}$of Eq. (22) obtained without accounting for the repulsion energy $E(0)$ are found to cross twice as $\Delta$ increases, as shown in Fig. 6 (the pairs of dashed and dotted curves in the lower panel). The $E_{ \pm}$vs. $\Delta$ dependence for an impurity localized at the center of the quantum well $\left(z_{D}\right.$ $=0)$ and that for an impurity localized at a distance $3 d_{l} / 4$ from the outer heteroboundary $\left(z_{D}=d_{l} / 4\right)$ are depicted in Fig. 6 by solid curves. What is important here is that according to (23) and (30) the characteristic repulsion energy $E(0)$ in (40) resonantly increases as $\Delta \rightarrow 0$ (this dependence is depicted in the upper panel of Fig. 6). Thus, for large values of $\Delta$, where $E(0)$ varies monotonically, we have ordinary anticrossing, while for small values of $\Delta$, where the crossing of the $E_{0}^{ \pm}$takes place simultaneously with a resonant in-


FIG. 6. $\Delta$-dependence of $E_{ \pm}$for an impurity with $z_{D}=50 \AA$ (solid curves 2 and $2^{\prime}$ ) and with $z_{D}=75 \AA$ (solid curves $2 a$ and $2 a^{\prime}$ ). The dashed and dotted curves in the lower panel correspond to energies $E_{0}^{ \pm}$, and the curves in the upper panel represent the repulsion energies $E(0)$.
crease in $E(0)$, the repulsion of the levels $E_{ \pm}$increases, so that a singularity of the anticrossing type disappears.

Reasoning along similar lines, we can calculate the anticrossing of levels in the case where the ground-state energy $E_{0}^{+}$is close to the energy $E_{l}^{-}$of the lowest excited states. Here $g_{\varepsilon}^{+}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ is given by (28) and the excited states are described only by the $s$ - and $p$-contributionsto $g_{\varepsilon}^{-}\left(\mathbf{p}, \mathbf{p}^{\prime}\right)$ :

$$
\begin{equation*}
g_{\varepsilon}^{-}\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \simeq \sum_{l} \frac{\phi_{1 l}^{-}(\mathbf{p}) \phi_{1 l}^{-}\left(\mathbf{p}^{\prime}\right)^{*}}{E_{1 l}^{-}-\varepsilon} \tag{41}
\end{equation*}
$$

where $l=s, p ; E_{1 p}^{-}$is the energy of the twofold degenerate $p$-state; and $E_{1 s}^{-}$is the energy of the excited $s$-state (note that in the approximation of a narrow quantum well $E_{1 p}^{-}=E_{1 s}^{-}$, i.e., we have a threefold degenerate excited state, as shown in Fig. 1b). Substituting these Green's functions into (29) and (31), we obtain

$$
\begin{align*}
& \mathscr{G}_{\varepsilon}^{+}(0,0)=\left[E_{0}^{+}-\varepsilon-\frac{|E(1 s)|^{2}}{\left(E_{1 s}^{-}-\varepsilon\right)}-\frac{2|E(1 p)|^{2}}{\left(E_{1 p}^{-}-\varepsilon\right)}\right]^{-1},  \tag{42}\\
& \mathscr{G}_{\varepsilon}^{-}(1 l, 1 l)=\left(E_{1 l}^{-}-\varepsilon\right)^{-1}+\frac{|E(1 l)|^{2}}{\left(E_{1 l}^{-}-\varepsilon\right)^{2}} \mathscr{G}_{\varepsilon}^{+}(0,0)
\end{align*}
$$

Note that in this case two characteristic repulsion energies then emerge, $|E(1 s)|$ and $|E(1 p)|$, which are given by Eq. (30). Using (42) and transforming $\mathscr{G}_{\varepsilon}^{+}(0,0)+\sum_{l} \mathscr{G}_{\varepsilon}^{-}(1 l, 1 l)$, we obtain

$$
\begin{align*}
\delta \rho_{\text {imp }}(E) \simeq & \frac{2 n_{\text {imp }}}{\pi} \lim _{\varepsilon \rightarrow E+i 0} \operatorname{Im}\left\{\left(E_{1 p}^{-}-\varepsilon\right)^{-1}-\frac{d}{d \varepsilon} \ln \left[\left(E_{1}-\varepsilon\right)\right.\right. \\
& \left.\left.\times\left(E_{2}-\varepsilon\right)\left(E_{3}-\varepsilon\right)\right]\right\} \\
= & 2 n_{\text {imp }}\left[\delta\left(E_{1 p}^{-}-E\right)+\sum_{j=1,2,3} \delta\left(E_{j}-E\right)\right] \tag{43}
\end{align*}
$$

where the $E_{j}$ are the solutions of the equation

$$
\begin{equation*}
\left(E_{1 p}^{-}-E\right)\left(\mathscr{E}_{+}-E\right)\left(\mathscr{E}_{-}-E\right)-2|E(1 p)|^{2}\left(E_{1 s}^{-}-E\right)=0 \tag{44}
\end{equation*}
$$

Here we have introduced the notation

$$
\begin{equation*}
\mathscr{E}_{ \pm}=\frac{\left(E_{0}^{+}+E_{1 s}^{-}\right)}{2} \pm \sqrt{\frac{\left(E_{0}^{+}-E_{1 s}^{-}\right)^{2}}{4}+|E(1 s)|^{2}} \tag{45}
\end{equation*}
$$

The value of the parameter $E_{1 s}^{-}$lies between $\mathscr{E}_{+}$and $\mathscr{E}_{-}$, i.e., the cubic equation (44) has three roots. Thus, we have found that anticrossing appears for both crossings of the levels, while there are no values of the parameters yielding one real and two complex-valued parameters. The study of a more complicated dependence of the solution on $\Delta$ (similar to those depicted in Fig. 6 for close-lying ground states) does not alter these conclusions, although the anticrossing pattern is more complicated. We do not list the results of our calculations here, since the observation of anticrossing of the excited and ground states is fairly complicated in doped double quantum wells due to the low splitting energies. This effect, however, might be of interest for low-density excitons.

## 5. CONCLUSION

In this paper we have discussed the special features of the impurity contribution to the density of states of double quantum wells, features that originate in the tunneling mixing of states of the $l$ and $r$ quantum wells. We found two qualitative changes in the impurity energy spectrum: the emergence of resonant states and the repulsion of the levels corresponding to the ground states or the ground and excited states. Earlier studies of donors dealt with the binding energy of the donor bound states as functions of the double-quantum-well parameters, with the energy found by standard variational calculations. ${ }^{20,22,23}$ Below we discuss the possibility of these features showing up in experiments involving the optical and transport characteristics of the double quantum wells, and indicate the adopted approximations.

Note that the nonoverlapping of resonant states and the anticrossing of localized states discussed in this paper can be studied in experiments only for double-quantum-well doping levels that satisfy the condition $n_{\text {imp }} \bar{r}^{2} \ll 1(\bar{r}$ is the effective size of the donor, of the order of several Bohr radii). Due to the moderate electron concentrations, the sensitivity of submillimeter spectral measurements will be low. It would therefore be interesting to study the fundamental band-toband transitions (by the photoluminescence or photoluminescence excitation spectra) in asymmetric double quantum wells. In such structures only the electronic states are tunnelcoupled, while the upper hole states are localized in one quantum well, since the separation of the hole extrema exceeds $\Delta_{T}$.

Variations in $\Delta_{T}$ (controlled by a transverse electric field) can have a dramatic effect on the optical spectra of such structures due to the transformation of localized states into resonant states or, at a certain value of $\Delta_{T}$, to the anticrossing effect. As noted in Sec. 1, excitonic peak broadening was detected by Fox et al. ${ }^{13}$ and Oberli et al., ${ }^{14}$ but a detailed study of this effect has yet to be done. To our knowledge, the study of resonant states in Coulomb donors or structural defects (substitutional impurities or geometric faults in the heteroboundaries) has also yet to be conducted in double quantum wells. In such structures with nonideal heteroboundaries, the band-to-band transition edge broadens (this phenomenon was studied in Ref. 19), with the shape of the spectrum being highly dependent on the asymmetry of the scattering. For short-range defects, the shape of the optical spectrum also strongly depends on the defect localization in one or the other quantum well, since the hole states of only one quantum well participate in the transitions. The contribution of a narrow resonant state can also affect the longitudinal conductivity (or other transport coefficients) in selectively doped double quantum wells containing a $\delta$-layer of doping impurities with a concentration of about $10^{11} \mathrm{~cm}^{-2}$. Under a transverse voltage applied to the sample, the special features become evident when the energy of the resonant state coincides with the Fermi energy.

We now list the principal approximations adopted in the calculations. In describing impurity states we used the resonant tunneling approximation ${ }^{19}$ and allowed for tunneling mixing of only the lowest pair of electronic levels in the
quantum wells, while all higher levels of the $l$ and $r$ quantum wells were ignored. The approximations of a parabolic energy spectrum and a homogeneous dielectric constant are common in structures of type I based on (GaAl)As or (GaIn)As; for such structures the models of Coulomb and short-range potentials used in this paper also hold. The onecenter approximation (i.e., the overlap of wave functions at different centers is ignored) makes it possible to simplify calculations significantly if we write $\delta \rho_{\text {imp }}(E)$ as a sum of separate impurity concentrations. The results are applicable only for small $n_{\text {imp }} \bar{r}^{2}$ (see above). Here the states close to the edge of the continuum are ignored and the resonances are assumed narrow, so that the halfwidth $\Gamma$ [see (19)] is small compared to the energy gap from the position of the resonance to the edge of the continuum. In solving the integral equation (24) we used the approximation in which tunneling modification of the spectrum (broadening of the resonance peak or the shift of levels due to mixing) is small compared to the characteristic energies in the absence of tunneling (binding energies of the impurities in separate quantum wells and level separation). These assumptions do not affect the qualitative picture of the donor states in double quantum wells.

Thus, we have studied the specific features of the impurity contribution to the density of states in double quantum wells for short-range defects and Coulomb donors. We have also discussed the feasibility of experimentally measuring the various effects, and consistency criteria for the results. We have noted that similar effects occur for excitonic states.
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#### Abstract

An investigation is reported of stimulated two-photon emission by Bose-condensed excitons accompanied by a coherent two-exciton recombination, i.e., by simultaneous recombination of two excitons with opposite momenta leaving unchanged the occupation numbers of exciton states with momenta $\mathbf{p} \neq 0$. Raman light scattering (RLS) accompanied by a similar two-exciton recombination (or production of two excitons) is also analyzed. The processes under consideration can occur only if a system contains Bose condensate, so their detection can be used as a new method to reveal Bose condensation of excitons. The recoil momentum, which corresponds to a change in the momentum of the electromagnetic field in the processes, is transferred to phonons or impurities. If the recoil momentum is transmitted to optical phonons with frequency $\omega_{0}^{s}$, whose occupation numbers are negligible, and the incident light frequency satisfies $\omega<2 \Omega_{-}$, where $\Omega_{-}=\Omega-\omega_{0}^{s}$ is the difference frequency and $\Omega$ is the light frequency corresponding to the recombination of an exciton with zero momentum, stimulated twophoton emission and RLS with coherent two-exciton recombination give rise to a line at $2 \Omega_{-}$ $-\omega$ and an anti-Stokes component at $\omega+2 \Omega_{-}$, respectively. For $\omega>2 \Omega_{-}$the RLS spectrum contains Stokes and anti-Stokes components at frequencies $\omega \pm 2 \Omega_{-}$, whereas stimulated two-photon emission is impossible. Formulas for the cross sections at finite temperatures are obtained for the processes under consideration. Our estimates indicate that a spectral line at $2 \Omega_{-}$ $-\omega$, corresponding to the stimulated two-photon emission accompanied by coherent optical phonon-assisted two-exciton recombination can be experimentally detected in $\mathrm{Cu}_{2} \mathrm{O}$. © 1999 American Institute of Physics. [S1063-7761(99)01404-3]


## 1. INTRODUCTION

The most interesting collective effects in systems of excitons are the anticipated exciton Bose condensation and superfluidity (see Refs. 1-7 and references therein). Recently a number of publications reported on the detection of Bose condensation and superfluidity of excitons in $\mathrm{Cu}_{2} \mathrm{O}$ based on observations of changes in exciton luminescence spectra ${ }^{8,9}$ and ballistic transport of excitons, ${ }^{9-11}$ which have been discussed in the literature. ${ }^{12-14}$ Observations of condensation of indirect excitons in coupled quantum wells under strong magnetic fields have also been reported (see Ref. 15, a theoretical discussion in Refs. 16-18, and references therein). In this connection, the detailed investigation of coherent exciton properties, whose detection could be used to reveal exciton Bose condensation, seems to be important.

If a system of excitons is in a Bose condensed state, the mean values of the annihilation (creation) operator of the exciton with zero momentum in the ground state are nonvanishing:

$$
\begin{equation*}
\langle N-1| Q_{0}|N\rangle=\langle N+1| Q_{0}^{+}|N\rangle=\sqrt{N_{0}} . \tag{1}
\end{equation*}
$$

Here $|N\rangle$ is the ground state of the exciton system with the average number of excitons $N, Q_{0}$ is the annihilation operator of an exciton with zero momentum, and $N_{0}$ is the number of excitons in the condensate.

Equation (1) clearly shows that, as a result of the recombination (production) of an exciton with zero momentum, a system of Bose-condensed excitons goes over to the ground state, which differs from the initial one in the average number of excitons with momentum $\mathbf{p}=0$. The recombination of excitons with zero momentum is responsible for a peak (the so-called condensate peak) in the exciton luminescence spectrum at frequency $\Omega=\left[E_{0}(N)-E_{0}(N-1)\right] / \hbar$, where $E_{0}(N)$ is the energy of the ground state of the exciton system.

If the exciton-exciton interaction is nonvanishing, then, in addition to the mean values defined by Eq. (1), products of two annihilation (creation) operators of excitons with opposite momenta averaged over the ground state of the Bosecondensed exciton system (the so-called anomalous averages) are also nonvanishing:

$$
\begin{equation*}
\langle N-2| Q_{-p} Q_{p}|N\rangle \neq 0, \quad\langle N+2| Q_{-p}^{+} Q_{p}^{+}|N\rangle \neq 0 . \tag{2}
\end{equation*}
$$

In this paper we consider the unusual optical properties inherent in Bose-condensed state of interacting excitons due to the nonvanishing anomalous averages (2). It will be shown that coherent recombination or production, i.e., simultaneous annihilation or creation of two excitons with opposite momenta, corresponding to the anomalous averages (2) is possible due to interaction with the electromagnetic field. In such processes, the occupation numbers of excitons with $\mathbf{p} \neq 0$ are unchanged, and the final state of the excitons dif-
fers from the initial one only in the average number of excitons with zero momentum. In particular, after the twoexciton recombination, the average number of condensate excitons is reduced by two.

Coherent two-exciton recombination can contribute, for example, to the stimulated two-photon emission or to Raman light scattering (RLS) by Bose-condensed excitons. RLS can also be accompanied by coherent production of two excitons. In these processes, the momentum of the exciton-photon system is not conserved: the recoil momentum, equal to the change in the momentum of the electromagnetic field, is transferred to phonons or impurities. ${ }^{19,20}$ In this paper we consider the processes in which the recoil momentum is transferred to two optical phonons. The prospects for such processes are probably best in the exciton system in $\mathrm{Cu}_{2} \mathrm{O}$ crystal, which is one of most interesting crystals in view of the observation of exciton Bose condensation. In fact, the radiative recombination accompanied by the transmission of the recoil momentum to one optical phonon is typical for excitons in $\mathrm{Cu}_{2} \mathrm{O} .{ }^{7}$ Using the energy and momentum conservation laws, one can prove that, in a defect-free crystal, coherent recombination of two excitons is possible only if the recoil momentum is transferred to two phonons.

At low temperatures, the occupation numbers of optical phonons are small, so it is most probable that the recoil momentum is transferred to two phonons produced in the process. If the phonon dispersion is negligible and the incident light frequency satisfies $\omega<2 \Omega_{-}$, a line in the spectrum of the stimulated two-phonon emission at $2 \Omega_{-}-\omega$ and an antiStokes component in the RLS spectrum at $\omega+2 \Omega_{-}$should appear. Here $\Omega_{-}=\Omega-\omega_{0}^{s}$ and $\omega_{0}^{s}$ is the optical phonon frequency. Both these lines correspond to coherent two-exciton recombination: the energy of the initial state of the system is higher than the energy of its final state by $2 \hbar \Omega$, where $\Omega$ is the frequency corresponding to the recombination of an exciton with zero momentum. If $\omega>2 \Omega_{-}$holds, the RLS spectrum should contain the anti-Stokes component at $\omega$ $+2 \Omega_{-}$, which corresponds to coherent two-exciton recombination, and the Stokes component at $\omega-2 \Omega_{-}$due to coherent production of two excitons. Stimulated emission of two photons is impossible in this case. The lines at frequencies $\left|\omega \pm 2 \Omega_{-}\right|$can appear only if the excitons are in the Bose-condensed state, and after a transition to the normal state these lines should disappear.

The paper is organized as follows. In Sec. 2 we consider stimulated two-photon emission with coherent two-exciton recombination accompanied by the transmission of the recoil momentum to phonons. The diagram technique is used to obtain the cross sections of two-photon processes involving coherent two-exciton recombination (or production) at finite temperatures. This approach allows one to express the appropriate elements of the $S$-matrix in a natural manner in terms of anomalous Green's functions of Bose-condensed excitons. The cross section of stimulated two-photon emission with coherent phonon-assisted two-exciton recombination is obtained, and its temperature dependence is studied. This dependence can be nonmonotonic under certain conditions. Namely, in a certain temperature range below $T_{\mathrm{c}}$ the cross section of stimulated two-photon emission can increase with
the growth of temperature and can become even higher than it is at $T=0$. The causes of this unusual temperature dependence are investigated.

Section 3 is dedicated to RLS accompanied by coherent processes of two-exciton recombination or production. In Sec. 4 the possibility of experimental observation of the lines at frequencies $\left|\omega \pm 2 \Omega_{-}\right|$corresponding to stimulated twophoton emission and RLS is analyzed. Our numerical estimates for excitons in $\mathrm{Cu}_{2} \mathrm{O}$ indicate that a spectral line at $2 \Omega_{-}-\omega$ corresponding to the stimulated optical phononassisted two-exciton recombination can be detected and, so can be used to reveal exciton Bose condensation.

## 2. STIMULATED TWO-PHOTON EMISSION ACCOMPANIED BY COHERENT TWO-EXCITON RECOMBINATION

The effective Hamiltonian describing phonon-assisted radiative recombination (production) of excitons can be expressed as follows (see Ref. 20 and Appendix A):

$$
\begin{align*}
\hat{H}_{L}= & \sum_{p q}\left[L_{p q}^{>} e^{-i \Omega t} Q_{p}(t) c_{q}^{+}(t) b_{p-q}^{+}(t)\right. \\
& +L_{p q}^{<} e^{-i \Omega t} Q_{p}(t) c_{q}^{+}(t) b_{q-p}(t) \\
& +L_{p q}^{\prime>} e^{-i \Omega t} Q_{p}(t) c_{q}(t) b_{p+q}^{+}(t) \\
& \left.+L_{p q}^{\prime<} e^{-i \Omega t} Q_{p}(t) c_{q}(t) b_{-p-q}(t)+\text { H.c. }\right] \tag{3}
\end{align*}
$$

where

$$
\begin{aligned}
& L_{p q}^{>(<)}=i \sqrt{2 \pi \omega_{q}} \mathbf{e}^{*} \cdot \mathbf{f}_{p q}^{>(<)}, \\
& L_{p q}^{\prime>(<)}=-i \sqrt{2 \pi \omega_{q}} \mathbf{e} \cdot \mathbf{f}_{p q}^{\prime>(<)},
\end{aligned}
$$

$\Omega$ is the frequency corresponding to the recombination of an exciton with zero momentum. The Hamiltonian (3) is written in the Heisenberg representation. Here $Q_{p}(t)=Q_{p}$ $\times \exp [-i \epsilon(p) t]$ and $b_{p}(t)=b_{p} \exp \left(-i \omega_{p}^{s} t\right)$ are the annihilation operators of an exciton and a phonon with momentum $p$, respectively, and $c_{q}(t)=c_{q} \exp \left(-i \omega_{q} t\right)$ is the annihilation operator of a photon with momentum $q$ ( $\omega_{q}$ and $\mathbf{e}$ are the photon frequency and its polarization unit vector). The exciton energy is measured with respect to the bottom of the exciton band: $\boldsymbol{\epsilon}(0)=0$. The effective matrix elements $\mathbf{f}_{p q}^{>(<)}$ and $\mathbf{f}_{p q}^{\prime>(<)}$ are responsible for the recombination of an exciton with momentum $\mathbf{p}$, which includes, in addition to the emission (absorption) of a photon with momentum $\mathbf{q}$, the simultaneous emission or absorption of a phonon. ${ }^{1)}$ (see Ref. 20 and Appendix A).

By expanding the evolution operator

$$
\hat{S}(t)=T_{t} \exp \left[-i \int_{-\infty}^{t} \hat{H}_{L}\left(t^{\prime}\right) d t^{\prime}\right]
$$

in powers of $\hat{H}_{L}$ and retaining terms up to second order, we obtain an expression for the elements of the $S$-matrix corresponding to phonon-assisted two-photon processes:

$$
\begin{equation*}
S_{n^{\prime} n}=\frac{(-i)^{2}}{2!} \iint_{-\infty}^{\infty}\left\langle n^{\prime}\right| T_{t} \hat{H}_{L}\left(t^{\prime}\right) \hat{H}_{L}\left(t^{\prime \prime}\right)|n\rangle d t^{\prime} d t^{\prime \prime} \tag{4}
\end{equation*}
$$

where $n$ and $n^{\prime}$ label the initial and final states of the system composed of excitons and phonons + electromagnetic field.

Let us consider the two-photon emission by excitons in the Bose-condensed state due to coherent two-exciton recombination, i.e., a transition of the exciton system from state $|n\rangle_{\mathrm{exc}}=|n, N\rangle_{\mathrm{exc}}$ to the state $|m\rangle_{\mathrm{exc}}=|n, N-2\rangle_{\mathrm{exc}}$, which differs from the initial state in the average number of excitons with momentum $\mathbf{p}=0$. In this process, the change in the electromagnetic field momentum is $\mathbf{k}^{\prime}+\mathbf{k}$, where $\mathbf{k}$ and $\mathbf{k}^{\prime}$ are the momenta of emitted photons. The recoil momentum $\delta \mathbf{k}=-\left(\mathbf{k}^{\prime}+\mathbf{k}^{\prime}\right)$ is entirely transferred to phonons, since the momentum of the exciton system is zero in both the initial and final states.

For the element of the $S$-matrix corresponding to coherent phonon-assisted two-exciton recombination, we have

$$
\begin{align*}
\left(S_{p}\right)_{m n}= & -\frac{1}{2} \iint_{-\infty}^{\infty} d t^{\prime} d t^{\prime \prime} \exp \left[-i \Omega\left(t^{\prime}+t^{\prime \prime}\right)\right] \\
& \times\left\{\left[L_{p k}^{>} L_{-p k^{\prime}}^{>}\langle m| T_{t} Q_{p}\left(t^{\prime}\right) Q_{-p}\left(t^{\prime \prime}\right)|n\rangle_{\mathrm{exc}}\right.\right. \\
& \times\langle f| T_{t} b_{p-k}^{+}\left(t^{\prime}\right) b_{-p-k^{\prime}}^{+}\left(t^{\prime \prime}\right)|i\rangle_{\mathrm{phon}} \\
& +L_{q-p, k}^{>} L_{p-q, k^{\prime}}^{>}\langle m| T_{t} Q_{q-p}\left(t^{\prime}\right) Q_{p-q}\left(t^{\prime \prime}\right)|n\rangle_{\mathrm{exc}} \\
& \left.\times\langle f| T_{t} b_{-p-k^{\prime}}^{+}\left(t^{\prime}\right) b_{p-k}^{+}\left(t^{\prime \prime}\right)|i\rangle_{\mathrm{phon}}\right] \\
& \times\langle f| T_{t} c_{k}^{+}\left(t^{\prime}\right) c_{k^{\prime}}^{+}\left(t^{\prime \prime}\right)|i\rangle_{\mathrm{phot}} \\
& +\left[L_{-p k^{\prime}}^{>} L_{p k}^{>}\langle m| T_{t} Q_{-p}\left(t^{\prime}\right) Q_{p}\left(t^{\prime \prime}\right)|n\rangle_{\mathrm{exc}}\right. \\
& \times\langle f| T_{t} b_{-p-k^{\prime}}^{+}\left(t^{\prime}\right) b_{p-k}^{+}\left(t^{\prime \prime}\right)|i\rangle_{\mathrm{phon}} \\
& +L_{p-q, k^{\prime}}^{>} L_{q-p, k}^{>}\langle m| T_{t} Q_{p-q}\left(t^{\prime}\right) Q_{q-p}\left(t^{\prime \prime}\right)|n\rangle_{\mathrm{exc}} \\
& \left.\times\langle f| T_{t} b_{p-k}^{+}\left(t^{\prime}\right) b_{-p-k^{\prime}}^{+}\left(t^{\prime \prime}\right)|i\rangle_{\mathrm{phon}}\right] \\
& \left.\times\langle f| T_{t} c_{k^{\prime}}^{+}\left(t^{\prime}\right) c_{k}^{+}\left(t^{\prime \prime}\right)|i\rangle_{\mathrm{phot}}\right\}, \tag{5}
\end{align*}
$$

where $\quad \mathbf{q}=\mathbf{k}-\mathbf{k}^{\prime}$. Here $|i\rangle_{\text {phot }}=|0\rangle_{\text {phot }}$ and $|f\rangle_{\text {phot }}$ $=\left|1_{k}, 1_{k^{\prime}}\right\rangle_{\text {phot }}$ are the initial and final states of the electromagnetic field, respectively. Assuming that the phonons are optical and the lattice temperature $T_{\text {lat }}$, which is, generally speaking, different from the exciton temperature $T$, is sufficiently small ( $T_{\text {lat }} \ll \omega_{0}^{s}$, where $\omega_{0}^{s}$ is the characteristic energy of optical phonons), we take $|i\rangle_{\text {phon }}=|0\rangle_{\text {phon }}$ and $|f\rangle$ $=\left|1_{p-k}, 1_{-p-k^{\prime}}\right\rangle_{\text {phon }}$.

By averaging over the Gibbs distribution for the exciton system, we obtain the element of the $S$-matrix responsible for the two-photon emission that transforms the system from its state of thermodynamic equilibrium $|i\rangle_{\mathrm{exc}}=\Sigma_{n} \exp [(F$ $\left.\left.-E_{n}(N)+\mu N\right) / T\right]|n, N\rangle_{\text {exc }}$ to the state $|f\rangle_{\mathrm{exc}}=Q_{0}^{2}|i\rangle / N_{0}$ :

$$
\begin{equation*}
\left(S_{p}\right)_{f i}=\sum_{n} \exp \left[\left(F-E_{n}(N)+\mu N\right) / T\right]\left(S_{p}\right)_{m n} \tag{6}
\end{equation*}
$$

Expressing the $S$-matrix element (6) in terms of the anomalous Green's function of the excitons, we obtain


FIG. 1. Diagrams corresponding to two-photon emission accompanied by coherent phonon-assisted two-exciton recombination (the notation is explained in the text).

$$
\begin{align*}
\left(S_{p}\right)_{f i}= & -\frac{1}{2} \iint_{-\infty} d t^{\prime} d t^{\prime \prime} \exp \left[-i \Omega\left(t^{\prime}+t^{\prime \prime}\right)\right] \\
& \times\left\{\left[L_{p k}^{>} L_{-p k^{\prime}}^{>}\left(n_{0}(T) \delta_{p}+i \hat{G}_{-p}\left(t^{\prime}-t^{\prime \prime}\right)\right)\right.\right. \\
& \times\langle f| T_{t} b_{p-k}^{+}\left(t^{\prime}\right) b_{-p-k^{\prime}}^{+}\left(t^{\prime \prime}\right)|i\rangle_{\text {phon }} \\
& +L_{q-p, k}^{>} L_{p-q, k^{\prime}}^{>}\left(n_{0}(T) \delta_{p-q}+i \hat{G}_{p-q}\left(t^{\prime}-t^{\prime \prime}\right)\right) \\
& \left.\times\langle f| T_{t} b_{-p-k^{\prime}}^{+}\left(t^{\prime}\right) b_{p-k}^{+}\left(t^{\prime \prime}\right)|i\rangle_{\text {phon }}\right] \\
& \times\langle f| T_{t} c_{k}^{+}\left(t^{\prime}\right) c_{k^{\prime}}^{+}\left(t^{\prime \prime}\right)|i\rangle_{\text {phot }}+L_{-p k^{\prime}}^{>} L_{p k}^{>}\left(n_{0}(T) \delta_{p}\right. \\
& \left.+i \hat{G}_{p}\left(t^{\prime}-t^{\prime \prime}\right)\right)\langle f| T_{t} b_{-p-k^{\prime}}^{+}\left(t^{\prime}\right) b_{p-k}^{+}\left(t^{\prime \prime}\right)|i\rangle_{\text {phon }} \\
& +L_{p-q, k^{\prime}}^{>} L_{q-p, k}^{>}\left(n_{0}(T) \delta_{p-q}+i \hat{G}_{q-p}\left(t^{\prime}-t^{\prime \prime}\right)\right) \\
& \times\langle f| T_{t} b_{p-k}^{+}\left(t^{\prime}\right) b_{-p-k^{\prime}}^{+}\left(t^{\prime \prime}\right)|i\rangle_{\text {phon }}\langle f| T_{t} c_{k^{\prime}}^{+}\left(t^{\prime}\right) \\
& \left.\times c_{k}^{+}\left(t^{\prime \prime}\right)|i\rangle_{\text {phot }}\right\},
\end{align*}
$$

where $\delta_{p}=1$ at $p=0$ and $\delta_{p}=0$ for $p \neq 0$. Here $\hat{G}_{p}\left(t^{\prime}\right.$ $\left.-t^{\prime \prime}\right)$ is the causal Green's function of Bose-condensed excitons at temperature $T$ :

$$
\begin{align*}
\hat{G}_{p}\left(t^{\prime}-t^{\prime \prime}\right)= & -i\left(1-\delta_{p}\right) \sum_{n} \exp \left[\left(F-E_{n}(N)+\mu N\right) / T\right] \\
& \times\langle n, N-2| T_{t} Q_{-p}\left(t^{\prime}\right) Q_{p}\left(t^{\prime \prime}\right)|n, N\rangle_{\mathrm{exc}}, \tag{8}
\end{align*}
$$

and the function $n_{0}(T)$ is the density of excitons in the condensate at this temperature.

The resulting element (7) of the $S$-matrix is expressed by the sum of diagrams shown in Fig. 1. The lines with oppositely directed arrows denote the causal anomalous Green's function of excitons in the Bose-condensed state for $T>0$ [if the momenta next to this line vanish, it corresponds to the function $n_{0}(T)$ ]. The wavy lines correspond to photon creation operators, and the dashed lines indicate phonon creation operators. The vertices on these diagrams correspond to
matrix elements $L_{p k}^{>}$, where $p$ and $k$ are the momenta of the exciton and photon lines originating at the vertex. ${ }^{2)}$

Integration over $t^{\prime}-t^{\prime \prime}$ and $t^{\prime \prime}$ yields

$$
\begin{align*}
\left(S_{p}\right)_{f i}= & 2 \pi i T_{k^{\prime} k}(\mathbf{p})[(\sqrt{2}-1) \delta(\mathbf{p}-\mathbf{q} / 2)+1] \\
& \times \delta\left(\omega^{\prime}+\omega+\omega_{p-k}^{s}+\omega_{-p-k^{\prime}}^{s}-2 \Omega\right), \tag{9}
\end{align*}
$$

where

$$
\begin{align*}
T_{k^{\prime} k}(\mathbf{p})= & i\left\{L _ { p k } ^ { > } L _ { - p k ^ { \prime } } ^ { > } \left[2 \pi n_{0}(T) \delta_{p} \delta\left(\omega+\omega_{p-k}^{s}-\Omega\right)\right.\right. \\
& \left.+i \hat{G}_{p}\left(\omega+\omega_{p-k}^{s}-\Omega\right)\right] \\
& +L_{q-p, k}^{>} L_{p-q, k^{\prime}}^{>}\left[2 \pi n _ { 0 } ( T ) \delta _ { p - q } \delta \left(\omega+\omega_{-p-k^{\prime}}^{s}\right.\right. \\
& \left.\left.-\Omega)+i \hat{G}_{p-q}\left(\omega+\omega_{-p-k^{\prime}}^{s}-\Omega\right)\right]\right\} \tag{10}
\end{align*}
$$

is the matrix element of the two-photon emission due to coherent phonon-assisted two-exciton recombination, which is similar to the scattering amplitude in the collision problem..$^{22}$ In deriving this equation, we have taken into account the fact that the anomalous Green's function is an even function of frequency and does not depend on the momentum direction. The sum in the brackets in Eq. (9) takes into account the fact that the momenta of emitted phonons are equal at $\mathbf{p}=\mathbf{q} / 2$.

Let us limit our discussion to stimulated phonon-assisted two-photon emission with negligible phonon dispersion $\left(\omega_{q}^{s}=\omega_{0}^{s}\right)$. It follows from Eq. (9) that stimulated twophoton emission of this kind gives rise to a line at frequency $2 \Omega_{-}-\omega$, where $\Omega_{-}=\Omega-\omega_{0}^{s}$ and $\omega$ is the incident light frequency. ${ }^{3)}$

The differential cross section of stimulated two-photon emission corresponding to coherent phonon-assisted twoexciton recombination is given by

$$
\begin{align*}
d \sigma^{L}= & \frac{2 \pi}{c}\left[\frac{1}{2} \sum_{\mathbf{p} \neq \mathbf{q} / 2}\left|T_{k^{\prime} k}(\mathbf{p})\right|^{2}\right. \\
& \left.+2\left|T_{k^{\prime} k}(\mathbf{q} / 2)\right|^{2}\right] \frac{\left(2 \Omega_{-}-\omega\right)^{2}}{(2 \pi c)^{3}} d o^{\prime}, \tag{11}
\end{align*}
$$

where

$$
\begin{align*}
T_{k^{\prime} k}(\mathbf{p})= & i\left\{L _ { p k } ^ { > } L _ { - p k ^ { \prime } } ^ { > } \left[2 \pi n_{0}(T) \delta_{p} \delta\left(\omega-\Omega_{-}\right)\right.\right. \\
& \left.+i \hat{G}_{p}\left(\omega-\Omega_{-}\right)\right]+L_{q-p, k}^{>} L_{p-q, k^{\prime}}^{>}\left[2 \pi n_{0}(T)\right. \\
& \left.\left.\times \delta_{p-q} \delta\left(\omega-\Omega_{-}\right)+i \hat{G}_{p-q}\left(\omega-\Omega_{-}\right)\right]\right\} . \tag{12}
\end{align*}
$$

The factor $1 / 2$ in front of the sum over $\mathbf{p}$ in Eq. (11) is introduced because the sum over all possible $\mathbf{p}$ includes the emission of two phonons with momenta $\mathbf{p}-\mathbf{k}$ and $-\mathbf{p}-\mathbf{k}^{\prime}$ twice: $T_{k^{\prime} k}(\mathbf{p})=T_{k^{\prime} k}(-\mathbf{p}+\mathbf{q})$.

It is clear that for $\omega \neq \Omega_{-}$the terms proportional to $n_{0}(T)$ do not contribute to the cross section (11). In this case, it is proportional to the anomalous Green's functions, which are determined, as is well known, not only by the presence of Bose condensate, but also by the interparticle interaction. Thus, stimulated two-photon emission corresponding to co-
herent phonon-assisted two-exciton recombination at $\omega$ $\neq \Omega_{-}$can take place only in a nonideal gas of Bosecondensed excitons.

Assuming that the condition $\omega \neq \Omega_{-}$holds, we express cross section (11) as follows:

$$
\begin{align*}
d \sigma^{L}= & \frac{\omega\left(2 \Omega_{-}-\omega\right)^{3}}{c^{4}}\left[\frac{1}{2} \sum_{p \neq q / 2}\left|\left(s_{p}\right)_{n m} e_{n}^{*} e_{m}^{*}\right|^{2}\right. \\
& \left.+2\left|\left(s_{q / 2}\right)_{n m} e_{n}^{*} e_{m}^{*}\right|^{2}\right] d o^{\prime}, \tag{13}
\end{align*}
$$

where

$$
\begin{align*}
\left(s_{p}\right)_{n m}= & \hat{G}_{p}\left(\omega-\Omega_{-}\right)\left(f_{-p k^{\prime}}^{>}\right)_{n}\left(f_{p k}^{>}\right)_{m}+\hat{G}_{p-q}\left(\omega-\Omega_{-}\right) \\
& \times\left(f_{-p k^{\prime}}^{>}\right)_{n}\left(f_{p k}^{>}\right)_{m} \tag{14}
\end{align*}
$$

is the tensor of the two-photon emission corresponding to coherent phonon-assisted two-exciton recombination.

The causal Green's function $\hat{G}_{p}(\omega)$ is related to the advanced and retarded Green's functions by the following formula: ${ }^{23}$

$$
\begin{align*}
\hat{G}_{p}(\omega)= & \frac{1}{2}\left(1+\operatorname{coth} \frac{\omega}{2 T}\right) \hat{G}_{p}^{R}(\omega) \\
& +\frac{1}{2}\left(1-\operatorname{coth} \frac{\omega}{2 T}\right) \hat{G}_{p}^{A}(\omega) \tag{15}
\end{align*}
$$

By using Eq. (15) we arrive on the following

$$
\begin{align*}
\left(s_{p}\right)_{n m}= & \frac{1}{2}\left\{\left[\left(1+\operatorname{coth} \frac{\Delta \omega}{2 T}\right) \hat{G}_{p}^{R}(\Delta \omega)\right.\right. \\
& \left.+\left(1-\operatorname{coth} \frac{\Delta \omega}{2 T}\right) \hat{G}_{p}^{A}(\Delta \omega)\right]\left(f_{-p k^{\prime}}^{>}\right)_{n}\left(f_{p k}^{>}\right)_{m} \\
& +\left[\left(1+\operatorname{coth} \frac{\Delta \omega}{2 T}\right) \hat{G}_{p-q}^{R}(\Delta \omega)\right. \\
& \left.+\left(1-\operatorname{coth} \frac{\Delta \omega}{2 T}\right) \hat{G}_{p-q}^{A}(\Delta \omega)\right] \\
& \left.\times\left(f_{p-q, k^{\prime}}^{>}\right)_{n}\left(f_{q-p, k}^{>}\right)_{m}\right\} \tag{16}
\end{align*}
$$

where $\Delta \omega=\omega-\Omega_{-}$.
Using this expression, we calculate the sum over $\mathbf{p}$ in Eq. (13) for the cross section of stimulated two-photon emission:

$$
\begin{aligned}
\sum_{p \neq q / 2} & \left|\left(s_{p}\right)_{n m} e_{n}^{*} e_{m}^{*}\right|^{2} \\
& =\frac{1}{2} \sum_{p \neq q / 2}\left\{2 \left[\left(1+\operatorname{coth}^{2} \frac{\Delta \omega}{2 T}\right)\left|\hat{G}_{p}^{R}(\Delta \omega)\right|^{2}\right.\right. \\
& \left.+\left(1-\operatorname{coth}^{2} \frac{\Delta \omega}{2 T}\right) \operatorname{Re}\left[\hat{G}_{p}^{R}(\Delta \omega)\right]^{2}\right] \mid\left(\mathbf{e}^{\prime *} \cdot \mathbf{f}_{-p k^{\prime}}^{>}\right) \\
& \times\left.\left(\mathbf{e}^{*} \cdot \mathbf{f}_{p k}^{>}\right)\right|^{2}+\left[\left(1+\operatorname{coth} \frac{\Delta \omega}{2 T}\right) \hat{G}_{p}^{R}(\Delta \omega)+(1\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.-\operatorname{coth} \frac{\Delta \omega}{2 T}\right) \hat{G}_{p-q}^{R *}(\Delta \omega)\right]\left[\left(1+\operatorname{coth} \frac{\Delta \omega}{2 T}\right) \hat{G}_{p-q}^{R *}(\Delta \omega)\right. \\
& \left.+\left(1-\operatorname{coth} \frac{\Delta \omega}{2 T}\right) \hat{G}_{p-q}^{R}(\Delta \omega)\right]\left(\mathbf{e}^{\prime *} \cdot \mathbf{f}_{-p k^{\prime}}^{>}\right)\left(\mathbf{e}^{*} \cdot \mathbf{f}_{p k}^{>}\right) \\
& \left.\times\left(\mathbf{e}^{\prime} \cdot \mathbf{f}_{p-q, k^{\prime}}^{>*}\right)\left(\mathbf{e} \cdot \mathbf{f}_{q-p, k}^{>*}\right)\right\} \tag{17}
\end{align*}
$$

In deriving this formula, we have taken into account the relation between the advanced and retarded Green's
functions on the real axis of $\omega: G_{p}^{A}(\omega)=G_{p}^{R *}(\omega)$.
Further calculation of stimulated two-photon emission cross section (13) requires an expression for the retarded anomalous Green's function of excitons at a finite temperature. It can be obtained by analytically continuing the anomalous Green's function in the Matsubara representation to the upper half-plane of $\omega$.

The anomalous Green's function of a Bose system in the Matsubara representation is given by the following expression: ${ }^{24}$

$$
\begin{equation*}
\hat{G}_{p}\left(\omega_{s}\right)=-\frac{\left(1-\delta_{p}\right) \Sigma_{\omega_{s} p}^{02}}{\left(i \omega_{s}-\epsilon_{0}(p)+\mu-\Sigma_{\omega_{s} p}^{11}\right)\left(i \omega_{s}+\epsilon_{0}(p)-\mu+\Sigma_{-\omega_{s},-p}^{11}\right)+\Sigma_{\omega_{s} p}^{20} \Sigma_{\omega_{s} p}^{02}}, \tag{18}
\end{equation*}
$$

where $\omega_{s}=2 \pi s T$ and $s$ is integer. Here $\epsilon_{0}(p)=p^{2} / 2 m$ and $\mu$ is the system chemical potential defined by the formula $\mu=\left.\left[\Sigma_{\omega_{s} p}^{11}-\Sigma_{\omega_{s} p}^{02}\right]\right|_{\omega_{s}=p=0}$.

For $T \sim T_{\mathrm{c}}$, where $T_{\mathrm{c}}$ is the Bose condensation temperature of an ideal Bose gas, the self-energy parts of a dilute Bose system with interparticle interaction can be expressed as follows: ${ }^{24}$

$$
\begin{equation*}
\Sigma_{\omega_{s} p}^{11}=\frac{8 \pi}{m} n a, \quad \Sigma_{\omega_{s} p}^{20}=\Sigma_{\omega_{s} p}^{02}=\frac{4 \pi}{m} n_{0}(T) a, \tag{19}
\end{equation*}
$$

where $n$ is the total density of particles, $a$ is the amplitude for their scattering by one another, and $n_{0}(T)$ is the total density of particles in the Bose condensate, which can be approximately calculated by the formula $n_{0}(T)=n\left[1-\left(T / T_{\mathrm{c}}\right)^{3 / 2}\right]$.

Thus, the anomalous Green's function for a dilute exciton gas can be expressed as

$$
\begin{equation*}
\hat{G}_{p}\left(\omega_{s}\right)=\left(1-\delta_{p}\right) \frac{\zeta(T)}{\omega_{s}^{2}+\epsilon_{p}^{2}} \tag{20}
\end{equation*}
$$

where

$$
\begin{aligned}
& \epsilon_{p}=\sqrt{\xi_{p}^{2}-\zeta^{2}(T)}, \quad \xi_{p}=\frac{p^{2}}{2 m}+\zeta(T) \\
& \zeta(T)=\mu(0)\left[1-\left(\frac{T}{T_{c}}\right)^{3 / 2}\right], \quad \mu(0)=\frac{4 \pi n a}{m},
\end{aligned}
$$

$m$ is the exciton mass. The parameter $\mu(0)$ is the chemical potential of the excitons at $T=0$.

Analytical continuation of $\hat{G}_{p}\left(\omega_{s}\right)$ to the upper halfplane yields an expression for the retarded anomalous Green's function:

$$
\begin{equation*}
\hat{G}_{p}^{R}(\omega)=-\left(1-\delta_{p}\right) \frac{\zeta(T)}{\left(\omega-\epsilon_{p}+i \Gamma_{p} / 2\right)\left(\omega+\epsilon_{p}+i \Gamma_{p} / 2\right)} \tag{21}
\end{equation*}
$$

Here $\Gamma_{p}=\tau_{p}^{-1}$ and $\tau_{p}$ is the lifetime of a quasiparticle with momentum $p$ in the exciton system.

By substituting Eq. (21) in (17), one can easily find that the main contribution to the cross section of stimulated twophoton emission (13) at $|\Delta \omega| \gg \Gamma_{p}$ is due to the terms in which $\epsilon_{p} \sim|\Delta \omega|$. Therefore, matrix elements $\mathbf{f}_{-p k^{\prime}}^{>}$and $\mathbf{f}_{p k}^{>}$ can be replaced by their values corresponding to the momentum $p_{L}$ that satisfies the condition $\epsilon\left(p_{L}\right)=\Delta \omega$ and carried out of the integrand. Moreover, if the condition $p_{L} \gg q$ is fulfilled, one can set $q=0$ in the sum over $p$ in Eq. (17). Thus, we have

$$
\begin{align*}
\sum_{\mathbf{p}}\left|\left(s_{p}\right)_{n m} e_{n}^{*} e_{m}^{*}\right|^{2}= & 2\left[\left(1+\operatorname{coth}^{2} \frac{\Delta \omega}{2 T}\right) \sum_{p}\left|\hat{G}_{p}^{R}(\Delta \omega)\right|^{2}\right. \\
& \left.+\left(1-\operatorname{coth}^{2} \frac{\Delta \omega}{2 T}\right) \sum_{p} \operatorname{Re}\left[\hat{G}_{p}^{R}(\Delta \omega)\right]^{2}\right] \\
& \times\left|f_{n}\left(\omega_{L}^{\prime}\right) f_{m}\left(\omega_{L}\right) e_{n}^{*} e_{m}^{*}\right|^{2}, \tag{22}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{f}\left(\omega_{L}\right)=\frac{1}{4 \pi} \int \mathbf{f}^{>}\left(p_{L}, k\right) d o_{p_{L}} \\
& \mathbf{f}\left(\omega_{L}^{\prime}\right)=\frac{1}{4 \pi} \int \mathbf{f}^{>}\left(p_{L}, k^{\prime}\right) d o_{p_{L}}
\end{aligned}
$$

are the matrix elements averaged over the directions of vector $\mathbf{p}_{L}$.

Replacing the summation in Eq. (22) by the integration over $\mathbf{p}$, we obtain

$$
\begin{equation*}
\sum_{\mathbf{p}}\left|\hat{G}_{p}^{R}(\Delta \omega)\right|^{2}=\int_{0}^{\infty} \frac{d^{3} p}{(2 \pi)^{3}} \frac{\zeta^{2}(T)}{\left|\left(\Delta \omega+i \Gamma_{p} / 2\right)^{2}-\epsilon_{p}^{2}\right|^{2}} \tag{23}
\end{equation*}
$$

This (23) integral diverges as $\Gamma_{p} \rightarrow 0$. Representing it as a sum of two integrals each of which converges at $\Gamma_{p} \rightarrow 0$ and replacing the integration over $\mathbf{p}$ by the integration over $t$ $=\xi_{p} / \zeta(T)$ yields

$$
\begin{align*}
\sum_{\mathbf{p}}\left|\hat{G}_{p}^{R}(\Delta \omega)\right|^{2}= & \frac{\sqrt{2 m^{3} / \zeta(T)}}{2 \pi^{2}\left(\beta_{+}^{2}-\beta_{-}^{2}\right)} \\
& \times\left[\int_{1}^{\infty} \frac{d t \sqrt{t-1}}{t^{2}-\beta_{+}^{2}}-\int_{1}^{\infty} \frac{d t \sqrt{t-1}}{t^{2}-\beta_{-}^{2}}\right] \tag{24}
\end{align*}
$$

where

$$
\begin{aligned}
& \beta_{ \pm}^{2}=\left(\alpha_{L} \pm i \gamma_{L}\right)^{2}+1, \quad \alpha_{L}=\frac{|\Delta \omega|}{\zeta(T)}, \\
& \gamma_{L}=\frac{\Gamma_{L}}{2 \zeta(T)}, \quad \Gamma_{L}=\Gamma_{p_{L}} .
\end{aligned}
$$

Thus, in calculating the integrals on the right-hand side of the resulting equation, one can set $\beta_{ \pm}^{2}=\beta^{2} \pm i \delta$. As a result, we obtain

$$
\begin{equation*}
\sum_{\mathbf{p}}\left|\hat{G}_{p}^{R}(\Delta \omega)\right|^{2}=\frac{\sqrt{2 m^{3} \zeta(T)\left(\sqrt{\alpha_{L}^{2}+1}-1\right)}}{4 \pi \alpha_{L} \Gamma_{L} \sqrt{\alpha_{L}^{2}+1}} \tag{25}
\end{equation*}
$$

The second sum over $\mathbf{p}$ in Eq. (22) converges even as $\Gamma_{p} \rightarrow 0$. Therefore, if $|\Delta \omega| \gtrdot \Gamma_{p}$ holds we can set $\Gamma_{p}=0+$ in this sum. In this case, we have

$$
\begin{align*}
\operatorname{Re} \sum_{p}\left[\hat{G}_{p}^{R}(\Delta \omega)\right]^{2}= & -\frac{\sqrt{2 m^{3} / \zeta(T)}}{16 \pi} \\
& \times \frac{\sqrt{\sqrt{\alpha_{L}^{2}+1}-1}\left(\sqrt{\alpha_{L}^{2}+1}+2\right)}{\alpha_{L} \sqrt{\left(\alpha_{L}^{2}+1\right)^{3}}} \tag{26}
\end{align*}
$$

It is clear that for $|\Delta \omega| \gg \Gamma_{p}$ the following relation takes place:

$$
\left|\sum_{\mathbf{p}} \operatorname{Re}\left[G_{p}^{R}(\Delta \omega)\right]^{2}\right| \ll \sum_{p}\left|G_{p}^{R}(\Delta \omega)\right|^{2}
$$

Thus,

$$
\begin{align*}
\sum_{\mathbf{p}}\left|\left(s_{p}\right)_{n m} e_{n}^{\prime *} e_{m}^{*}\right|^{2}= & \frac{\sqrt{2 m^{3} \zeta(T)\left(\sqrt{\alpha_{L}^{2}+1}-1\right)}}{2 \pi \alpha_{L} \Gamma_{L} \sqrt{\alpha_{L}^{2}+1}} \\
& \times\left(1+\operatorname{coth}^{2} \frac{\Delta \omega}{2 T}\right) \\
& \times\left|f_{n}\left(\omega_{L}^{\prime}\right) f_{m}\left(\omega_{L}\right) e_{m}^{\prime *} e_{n}^{*}\right|^{2} \tag{27}
\end{align*}
$$

By substituting this expression in the formula for the differential cross section (13), we obtain

$$
\begin{align*}
d \sigma^{L}= & \frac{\omega\left(2 \Omega_{-}-\omega\right)^{3}}{4 \pi c^{4}} \frac{\sqrt{2 m^{3} \zeta(T)\left(\sqrt{\alpha_{L}^{2}+1}-1\right)}}{\alpha_{L} \Gamma_{L} \sqrt{\alpha_{L}^{2}+1}} \\
& \times\left(1+\operatorname{coth}^{2} \frac{\Delta \omega}{2 T}\right)\left|f_{n}\left(\omega_{L}^{\prime}\right) f_{m}\left(\omega_{L}\right) e_{n}^{*} e_{m}^{*}\right|^{2} d o^{\prime} \tag{28}
\end{align*}
$$

If the exciton-phonon system is isotropic and the incident light is monochromatic and linearly polarized, one has $\left|e_{m}^{*} f_{m}\left(\omega_{L}\right)\right|^{2}=\mathbf{f}^{2}\left(\omega_{L}\right) / 3$. Summing over the polarizations of photon $\omega^{\prime}$ and integrating over the directions of its momentum (note that in the case of stimulated two-photon emission the photon $\omega$ is identical to the incident one), we obtain the total cross section of stimulated two-photon emission corresponding to the coherent phonon-assisted two-exciton recombination:

$$
\begin{align*}
\sigma^{L}(\omega, T)= & \frac{\omega\left(2 \Omega_{-}-\omega\right)^{3}}{c^{4}} \frac{\sqrt{8 m^{3} \zeta(T)\left(\sqrt{\alpha_{L}^{2}+1}-1\right)}}{9 \alpha_{L} \Gamma_{L} \sqrt{\alpha_{L}^{2}+1}} \\
& \times\left(1+\operatorname{coth}^{2} \frac{\Delta \omega}{2 T}\right) \mathbf{f}^{2}\left(\omega_{L}\right) \mathbf{f}^{2}\left(\omega_{L}^{\prime}\right) \tag{29}
\end{align*}
$$

Note that, if the conditions $\Delta \omega \ll \Omega_{-}, \mu(0) \ll \Omega$, and $\tau^{L}=$ const are fulfilled, then at a given ratio between the exciton chemical potential $\mu(0)$ at zero temperature and twice the temperature of their Bose condensation, $\gamma$ $=\mu(0) / 2 T_{\mathrm{c}}$ the parameter $\sigma^{L}(\Delta \omega, T) / \sigma^{L}(0,0)$ is uniquely determined by two quantities, $x=\Delta \omega / 2 T_{\mathrm{c}}$ and $y=T / T_{\mathrm{c}}$ :

$$
\begin{equation*}
\frac{\sigma^{L}(\Delta \omega, T)}{\sigma^{L}(0,0)}=\frac{z^{2} \sqrt{\sqrt{x^{2}+z^{2}}-z}}{|x| \sqrt{2 \gamma\left(x^{2}+z^{2}\right)}}\left(1+\operatorname{coth}^{2} \frac{x}{y}\right), \tag{30}
\end{equation*}
$$

where $z=\gamma\left(1-y^{3 / 2}\right)$.
The dependence of the cross section (29) on frequency (strictly speaking, on the difference between the incident light frequency $\omega$ and $\Omega_{-}$) is shown in Fig. 2a for different temperatures of the exciton subsystem. This cross section as a function of temperature at different fixed values of the difference $\Delta \omega=\omega-\Omega_{-}$is shown in Fig. 2b. All the curves in Fig. 2 correspond to $\gamma=0.3$, and it is assumed that $\tau^{L}$ $=$ const. It is clear that for $|\Delta \omega| \ll T_{\mathrm{c}}$ and $T<T_{\mathrm{c}}$ there is a temperature range where the cross section (29) of stimulated two-photon emission is a nonmonotonic function of temperature: $\sigma^{L}$ increases with the growth of temperature and can even become larger than it is at $T=0$.

The reason for this unusual temperature dependence is the following. The cross section (29) of stimulated twophoton emission is determined by two quantities that depend on the temperature differently, namely, through $\zeta(T)$, which is proportional to the number of excitons in the condensate, and through the occupation numbers of quasiparticle levels of the exciton system with the quasiparticle energy $\boldsymbol{\epsilon}\left(p_{L}\right)$ $=|\Delta \omega|$. Specifically, the density of the condensate and hence $\zeta(T)$ decrease as the temperature increases. This, in turn, reduces the cross section (29). On the other hand, using Bogoliubov's $u-v$ transforms, one can easily show that coherent two-exciton recombination, which is a second-order process with respect to the Hamiltonian (3), proceeds via intermediate states of the exciton system containing one particle more (less) than the state of thermodynamic equilibrium (see also Refs. 19 and 20). The cross section of stimulated two-photon emission corresponding to coherent two-exciton recombination is proportional to


FIG. 2. Cross section of stimulated two-photon emission accompanied by coherent optical phonon-assisted two-exciton recombination: (a) as a function of the difference $\Delta \omega=\omega-\Omega_{-}$between the incident light frequency $\omega$ and $\Omega_{-}$at various temperatures $T$ of the exciton system: (1) $T / T_{\mathrm{c}}=0.01$; (2) 0.10 ; (3) 0.60 ; (4) 0.90 ; (5) 0.99 ; (b) as a function of the exciton system temperature $T$ at various $\Delta \omega$ : (1) $|\Delta \omega| / 2 T_{\mathrm{c}}=0.2$; (2) 0.3 ; (3) 0.9 . The curves were plotted using Eq. (30). For all curves $\mu(0) / 2 T_{\mathrm{c}}=0.3$, and $\tau^{L}$ is assumed to be constant.

$$
\left(n_{p_{L}}+1\right)^{2}+n_{p_{L}}^{2}=\frac{1}{2}\left(1+\operatorname{coth}^{2} \frac{\Delta \omega}{2 T}\right),
$$

where $n_{p_{L}}=\left[\exp \left(\epsilon_{p_{L}} / T\right)-1\right]^{-1}$ is the occupation number of the quasiparticle state with energy $\epsilon\left(p_{L}\right)=|\Delta \omega|$ in the exciton system. As the temperature increases, $n_{p}$ also rises, which increases the cross section (29). If this tendency dominates, the cross section of stimulated two-photon emission corresponding to coherent two-exciton recombination should increase with the temperature. In fact, the tendency to decrease the cross section should dominate sooner or later as $T \rightarrow T_{\mathrm{c}}$, since it must vanish at $T=T_{\mathrm{c}}$.

Note that the temperature dependence of the cross section (29) of the stimulated two-photon emission accompanied by coherent two-exciton recombination has been calculated in the approximation (19), which is correct only in a narrow temperature interval about the Bose condensation temperature $T_{\mathrm{c}}$, which is assumed to equal the Bose condensation temperature in an ideal Bose gas. Although this approximation allows one to reproduce formally our results ${ }^{20}$ for $T=0$, in the intermediate temperature range the curve of the cross section $\sigma^{L}(\Delta \omega, T)$ versus temperature should be different from that plotted in Fig. 2. Nonetheless, the conclusion about the nonmonotonic temperature dependence of the cross section of stimulated two-photon emission is valid. For example, at $\Delta \omega / 2 T_{\mathrm{c}}=0.2$ we have $\sigma^{L}(\Delta \omega, T)>\sigma^{L}(\Delta \omega, 0)$ even for $T_{\mathrm{c}}-T \ll T_{\mathrm{c}}$ (Fig. 2b), where the approximation (19) is correct.

## 3. RAMAN LIGHT SCATTERING

Coherent two-exciton recombination can accompany not only in the stimulated two-photon emission but also the Raman light scattering (RLS). Abrikosov and Falkovsky ${ }^{25}$ analyzed RLS in a superconductor, whose analogue in a semiconductor was RLS by a dense electron-hole plasma with coupling between electrons and holes (a phase transition in this system was studied by Keldysh and Kopaev; ${ }^{26}$ see also
the review by Kopaev ${ }^{27}$ and references therein). But we are discussing the case of a low density of electrons and holes (exciton gas). Moreover, it is essential for the case of RLS under consideration that the electron-hole system not be in equilibrium, because this is the situation when coherent twoexciton recombination (production) can cause the exciton system to undergo a transition to a state with a lower (higher) energy. In the case of such RLS with the transfer of the recoil momentum to the two optical phonons energy conservation is described by the formula

$$
\begin{equation*}
\omega+2 \Omega_{-}=\omega^{\prime} . \tag{31}
\end{equation*}
$$

The case considered here corresponds to the appearance of an anti-Stokes component at frequency $\omega^{\prime}$ defined by this formula.

In addition, an RLS process with coherent two-exciton production is also possible, and energy conservation in this case is described by the equation ${ }^{4)}$

$$
\begin{equation*}
\omega-2 \Omega_{-}=\omega^{\prime} . \tag{32}
\end{equation*}
$$

This formula determines the frequency $\omega^{\prime}$ of the Stokes component corresponding to this Raman scattering. It is clear that RLS with coherent phonon-assisted two-exciton production is possible only for $\omega>2 \Omega_{-}$. Stimulated two-photon emission corresponding to the coherent phonon-assisted twoexciton recombination is impossible in this case.

The analysis of RLS accompanied by coherent twoexciton recombination (or production) is similar to that of stimulated two-photon emission with coherent two-exciton recombination. Since the formulas for the cross section of RLS with coherent two-exciton recombination or production are lengthy, here we only indicate how these formulas can be derived from Eq. (29) using appropriate substitutions.

1. The cross section of RLS accompanied by coherent phonon-assisted two-exciton recombination is obtained by replacing some variables in Eq. (29):

$$
\begin{array}{ll}
\mathbf{f}\left(\omega_{L}\right) \rightarrow \mathbf{f}^{\prime}\left(\tilde{\omega}_{L}\right), & \mathbf{f}\left(\omega_{L}^{\prime}\right) \rightarrow \mathbf{f}\left(\tilde{\omega}_{L}^{\prime}\right), \quad \omega \rightarrow-\omega, \\
\Delta \omega \rightarrow \omega+\Omega_{-}, & \alpha_{L} \rightarrow \tilde{\alpha}_{L}, \quad \Gamma_{L} \rightarrow \widetilde{\Gamma}_{L} .
\end{array}
$$

Here $\tilde{\alpha}_{L}=\left(\Omega_{-}+\omega\right) / \zeta(T), \widetilde{\Gamma}_{L}$ is the reciprocal lifetime of a quasiparticle with energy $\epsilon\left(\tilde{p}_{L}\right)=\Omega_{-}+\omega$ in the exciton system,

$$
\begin{aligned}
& \mathbf{f}^{\prime}\left(\tilde{\omega}_{L}\right)=\frac{1}{4 \pi} \int \mathbf{f}^{\prime>}\left(\tilde{p}_{L}, k\right) d o_{p_{L}}, \\
& \mathbf{f}\left(\tilde{\omega}_{L}^{\prime}\right)=\frac{1}{4 \pi} \int \mathbf{f}^{>}\left(\tilde{p}_{L}, k^{\prime}\right) d o_{\tilde{p}_{L}} .
\end{aligned}
$$

2. The cross section of RLS due to coherent phononassisted two-exciton production ( $\omega>2 \Omega_{-}$) is derived from Eq. (29) by substituting

$$
\mathbf{f}\left(\omega_{L}\right) \rightarrow \mathbf{f}^{\prime}\left(\omega_{L}\right), \quad 2 \Omega_{-}-\omega \rightarrow \omega-2 \Omega_{-}
$$

where

$$
\mathbf{f}^{\prime}\left(\omega_{L}\right)=\frac{1}{4 \pi} \int \mathbf{f}^{\prime>}\left(p_{L}, k\right) d o_{p_{L}}
$$

## 4. POSSIBILITY OF EXPERIMENTAL DETECTION OF TWO-PHOTON PROCESSES ACCOMPANIED BY COHERENT TWO-EXCITON RECOMBINATION

Let us analyze the possibility of experimentally detecting stimulated two-photon emission and RLS accompanied by coherent phonon-assisted two-exciton recombination. First we consider stimulated two-photon emission.

The light intensity $I^{L}\left(\omega^{\prime}\right)$ at frequency $\omega^{\prime}=2 \Omega_{-}-\omega$ resulting from stimulated two-photon emission with transfer of the recoil momentum to the optical phonons is given by the expression

$$
\begin{equation*}
I^{L}\left(\omega^{\prime}\right)=\frac{\omega^{\prime}}{\omega} \sigma^{L}(\omega) I(\omega) \tag{33}
\end{equation*}
$$

where $\sigma^{L}(\omega)$ is the cross section of this process [Eq. (29)] and $I(\omega)$ is the intensity (in $\mathrm{W} / \mathrm{cm}^{2}$ ) of incident light of frequency $\omega$.

The intensity (33) can be expressed as a sum of two terms:

$$
\begin{equation*}
I^{L}\left(\omega^{\prime}\right)=\Delta I^{L}\left(\omega^{\prime}\right)+\widetilde{I}^{L}\left(\omega^{\prime}\right) \tag{34}
\end{equation*}
$$

where $\widetilde{I}^{L}\left(\omega^{\prime}\right)$ is the intensity of the two-photon emission resulting from two consecutive processes: the spontaneous emission at frequency $\omega^{\prime}=2 \Omega_{-}-\omega$ and the subsequent stimulated emission at frequency $\omega$, each of which satisfies the energy conservation law.

If the incident light frequency satisfies $\omega>\Omega_{-}$, then $\omega^{\prime}<\Omega_{-}$holds. In this case, the spontaneous emission at frequency $\omega^{\prime}=2 \Omega_{-}-\omega<\Omega_{-}$is due to exciton recombination with production of a Bogoliubov quasiparticle with momentum $\mathbf{p}_{L}$ that satisfies the condition $\boldsymbol{\epsilon}\left(p_{L}\right)=\Delta \omega$ (see Appendix $\mathrm{B}, \Delta \omega=-\Delta \omega^{\prime}$ ). The spontaneous recombination of excitons produces in the exciton system $I_{s}^{L}\left(\omega^{\prime}\right) / \omega^{\prime}$ quasiparticles with energy $\epsilon\left(p_{L}\right)=\Delta \omega$ per unit time, where $I_{s}^{L}\left(\omega^{\prime}\right)$ is the luminescence intensity (57) (see Appendix B and Ref.
28). These quasiparticles disappear in a time of order of $\tau^{L}$. The disappearance of some of these quasiparticles is accompanied by the stimulated recombination of excitons and the induced emission of light at frequency $\omega$. Thus, for $\omega$ $>\Omega_{-}$the intensity $\widetilde{I}^{L}\left(\omega^{\prime}\right)$ is given by the relation

$$
\begin{equation*}
\tilde{I}^{L}\left(\omega^{\prime}\right)=\frac{\tau^{L}}{\tau_{r}^{L}} I_{s}^{L}\left(\omega^{\prime}\right), \tag{35}
\end{equation*}
$$

where $\tau_{r}^{L}$ is the lifetime of the quasiparticle with energy $\epsilon\left(p_{L}\right)$ with respect to its recombination accompanied by stimulated emission at frequency $\omega$, provided that the exciton system contains one quasiparticle with momentum $\mathbf{p}_{L}$ more than it does in the state of thermodynamic equilibrium. The time $\tau_{r}^{L}$ can be easily calculated using Fermi's 'golden rule'':

$$
\begin{align*}
& \frac{1}{\tau_{r}^{L}}=\frac{(2 \pi)^{2}}{3 c} \mathbf{f}^{2}\left(\omega_{L}\right) u_{p_{L}}^{2}\left(n_{p_{L}}+1\right) I(\omega) \\
& u_{p_{L}}^{2}=\frac{1}{2}\left(\frac{\sqrt{\alpha_{L}^{2}+1}}{\alpha_{L}}+1\right), \quad n_{p_{L}}=\frac{1}{e^{\Delta \omega / T}-1} \tag{36}
\end{align*}
$$

where $u_{p_{L}}$ is Bogoliubov's coefficient and $n_{p_{L}}$ is the distribution function of quasiparticles with energy $\epsilon\left(p_{L}\right)=\Delta \omega$ at temperature $T$.

If the incident light frequency satisfies $\omega<\Omega_{-}$and hence $\omega^{\prime}>\Omega_{-}$, the situation is similar to that discussed above. In this case, the spontaneous emission at frequency $\omega^{\prime}$ is due to the recombination of an exciton accompanied by the disappearance of one Bogoliubov quasiparticle with energy $\epsilon\left(p_{L}\right)=-\Delta \omega$ in the exciton system. For $\omega^{\prime}>\Omega_{-}$, the number of quasiparticles of energy $\epsilon\left(p_{L}\right)=-\Delta \omega$ which disappear per unit time as a result of spontaneous recombination of excitons is $I_{s}^{L}\left(\omega^{\prime}\right) / \omega^{\prime}$. In a time of order of $\tau^{L}$, the missing quasiparticles are replaced by new ones, some of which are accompanied by stimulated emission at frequency $\omega$. Thus, for $\omega<\Omega_{-}$we have

$$
\begin{equation*}
\widetilde{I}^{L}\left(\omega^{\prime}\right)=\frac{\tau^{L}}{\tau_{c}^{L}} I_{s}^{L}\left(\omega^{\prime}\right), \tag{37}
\end{equation*}
$$

where $\tau_{c}^{L}$ is the lifetime of an exciton with momentum $\mathbf{p}_{L}$ with respect to stimulated recombination, which results in both stimulated emission at frequency $\omega$ and production of a quasiparticle of energy $\epsilon\left(p_{L}\right)=-\Delta \omega$, provided that the exciton system contains one quasiparticle with momentum $\mathbf{p}_{L}$ less than it does in the state of thermodynamic equilibrium. Using Fermi's ' 'golden rule," we obtain the following expression for $\tau_{c}^{L}$ :

$$
\begin{align*}
& \frac{1}{\tau_{c}^{L}}=\frac{(2 \pi)^{2}}{3 c} \mathbf{f}^{2}\left(\omega_{L}\right) v_{p_{L}}^{2} n_{p_{L}} I(\omega), \\
& v_{p_{L}}^{2}=\frac{1}{2}\left(\frac{\sqrt{\alpha_{L}^{2}+1}}{\alpha_{L}}-1\right) . \tag{38}
\end{align*}
$$

Using Eqs. (35)-(38) and (57) from Appendix B, we obtain the intensity $\widetilde{I}^{L}\left(\omega^{\prime}\right)$ in the general case:

$$
\begin{align*}
& \tilde{I}^{L}\left(2 \Omega_{-}-\omega\right)=\frac{2 \Omega_{-}-\omega}{\omega} \tilde{\sigma}^{L}(\omega) I(\omega), \\
& \tilde{\sigma}^{L}(\omega)= \tau^{L} \frac{\omega\left(2 \Omega_{-}-\omega\right)^{3}}{c^{4}} \frac{\sqrt{2 m^{3} \zeta(T)\left(\sqrt{\alpha_{L}^{2}+1}-1\right)}}{18 \alpha_{L} \sqrt{\alpha_{L}^{2}+1}} \\
& \times \mathbf{f}^{2}\left(\omega_{L}\right) \mathbf{f}^{2}\left(\omega_{L}^{\prime}\right)\left[\operatorname{sign}(\Delta \omega)+\operatorname{coth} \frac{|\Delta \omega|}{2 T}\right]^{2} . \tag{39}
\end{align*}
$$

The spectral line at frequency $\omega^{\prime}=2 \Omega_{-}-\omega$ due to the stimulated two-photon emission accompanied by coherent phonon-assisted two-exciton recombination will be superposed on the luminescence spectrum of Bose-condensed excitons. It clearly follows from Eqs. (35) and (37) that $\widetilde{I}^{L}\left(\omega^{\prime}\right)$ determines a fraction of the spontaneous emission intensity $I_{s}^{L}\left(\omega^{\prime}\right)$. Thus, the total intensity of the emission at frequency $\omega^{\prime}$ can be expressed as follows:

$$
\begin{equation*}
I_{\mathrm{tot}}^{L}\left(\omega^{\prime}\right)=\Delta I^{L}\left(\omega^{\prime}\right)+I_{s}^{L}\left(\omega^{\prime}\right) \tag{40}
\end{equation*}
$$

where $I_{s}^{L}\left(\omega^{\prime}\right)$ is the luminescence intensity at frequency $\omega^{\prime}$ in the absence of incident light of frequency $\omega, \Delta I^{L}\left(\omega^{\prime}\right)$ is the observed light intensity at frequency $\omega^{\prime}$ due to stimulated two-photon emission with coherent two-exciton recombination. By substituting the cross section (29) in Eq. (33) and using Eqs. (34) and (39), we obtain the observed light intensity $\Delta I^{L}\left(\omega^{\prime}\right)$ :

$$
\begin{align*}
& \Delta I^{L}\left(2 \Omega_{-}-\omega\right)=\frac{2 \Omega_{-}-\omega}{\omega} \Delta \sigma^{L}(\omega) I(\omega), \\
& \Delta \sigma^{L}(\omega)= \tau^{L} \frac{\omega\left(2 \Omega_{-}-\omega\right)^{3}}{c^{4}} \frac{\sqrt{8 m^{3} \zeta(T)\left(\sqrt{\alpha_{L}^{2}+1}-1\right)}}{9 \alpha_{L} \sqrt{\alpha_{L}^{2}+1}} \\
& \times \mathbf{f}^{2}\left(\omega_{L}\right) \mathbf{f}^{2}\left(\omega_{L}^{\prime}\right)\left[1+\operatorname{coth}^{2} \frac{\Delta \omega}{2 T}-\frac{1}{4}\right. \\
&\left.\times\left(\operatorname{sign}(\Delta \omega)+\operatorname{coth} \frac{|\Delta \omega|}{2 T}\right)^{2}\right] . \tag{41}
\end{align*}
$$

One can easily prove that $1 / 2 \leqslant \Delta \sigma^{L}(\omega) / \sigma^{L}(\omega) \leqslant 1$. In particular, at $T=0$ we have $\Delta \sigma^{L}(\omega)=\sigma^{L}(\omega)$ at $\omega<\Omega_{-}$and $\Delta \sigma^{L}(\omega)=\sigma^{L}(\omega) / 2$ at $\omega>\Omega_{-}$.

Using Eq. (29), we can estimate the cross section $\sigma^{L}$ of stimulated two-photon emission. In CGS units this expression has the form

$$
\begin{align*}
\sigma^{L}(\omega, T)= & \tau^{L} V \frac{\omega\left(2 \Omega_{-}-\omega\right)^{3}}{9 c^{4} \hbar^{4}} \frac{\sqrt{8 m^{3} \zeta(T)\left(\sqrt{\alpha_{L}^{2}+1}-1\right)}}{\alpha_{L} \sqrt{\alpha_{L}^{2}+1}} \\
& \times\left(1+\operatorname{coth}^{2} \frac{\Delta \omega}{2 T}\right) \mathbf{f}^{2}\left(\omega_{L}\right) \mathbf{f}^{2}\left(\omega_{L}^{\prime}\right), \tag{42}
\end{align*}
$$

where $V$ is the volume of excitons interacting with incident light and $\alpha_{L}=\hbar|\Delta \omega| / \zeta(T)$.

We shall consider as an example a system of Bosecondensed excitons in $\mathrm{Cu}_{2} \mathrm{O}$ at zero temperature. The exciton effective mass in this crystal is $m=2.7 m_{e}$, the characteristic
exciton radius is $a=7 \AA$, and the photon energy corresponding to the recombination of an exciton with zero momentum is $\hbar \Omega \simeq 2 \mathrm{eV}$. The optical recombination of an exciton in $\mathrm{Cu}_{2} \mathrm{O}$ is typically assisted by production of an optical phonon of energy $\hbar \omega_{0}^{s} \simeq 10 \mathrm{meV}$ with a negligible dispersion.

Let us estimate the exciton chemical potential at $T=0$ by the formula

$$
\mu(0)=\frac{4 \pi \hbar^{2}}{m} n a,
$$

where $n$ is the exciton density. Assuming that $n=10^{19} \mathrm{~cm}^{-3}$ (this density was achieved in some experiments, ${ }^{9}$ ) we obtain $\mu(0) \simeq 2.5 \mathrm{meV}$. An ideal gas of excitons with $n=10^{19}$ $\mathrm{cm}^{-3}$ should transform to the Bose-condensed state at $T_{\mathrm{c}}$ $\sim 50 \mathrm{~K}$, for which $\mu(0) / 2 T_{\mathrm{c}} \simeq 0.3$.

In the experiment ${ }^{9}$ excitons were produced by powerful nanosecond laser pulses at a wavelength $\lambda \simeq 500 \mathrm{~nm}$ focused into the spot of diameter $d \simeq 30 \mu \mathrm{~m}$ on the sample surface. The volume of the exciton system interacting with the incident light stimulating the two-photon emission can be estimated as $V=d^{2} l$, where $l \simeq 1 \mu \mathrm{~m}$ is the penetration depth of radiation with wavelength 500 nm .

As $\omega \rightarrow \Omega_{-}\left(\alpha_{L} \rightarrow 0\right)$, the cross section $\sigma^{L}$ increases. We write $\hbar\left(\Omega_{-}-\omega\right)=\mu(0)$. In this case

$$
\mathbf{f}\left(\omega_{L}\right) \simeq \mathbf{f}\left(\omega_{L}^{\prime}\right) \simeq \mathbf{F}, \quad \mathbf{F}=\frac{1}{4 \pi} \int \mathbf{F}^{>}\left(p_{L}, k\right) d o_{p_{L}}
$$

where $\mathbf{F}$ is the matrix element of the radiative phononassisted recombination of an isolated exciton. ${ }^{20}$ This matrix element can be estimated by the formula

$$
\begin{equation*}
\frac{1}{\tau_{\mathrm{exc}}}=\frac{4 \Omega_{-}^{3}}{3 c^{3} \hbar} \mathbf{F}^{2}, \tag{43}
\end{equation*}
$$

where $\tau_{\text {exc }}$ is the lifetime of an isolated exciton due to its spontaneous recombination with the emission of a photon of energy $\hbar \Omega_{-}$and an optical phonon with energy $\hbar \omega_{0}^{s}$. The lifetime of paraexcitons in $\mathrm{Cu}_{2} \mathrm{O}$ is $\tau_{\mathrm{exc}} \sim 100 \mu \mathrm{~s}$ (Ref. 7).

The relaxation time $\tau^{L}$ in the system of Bose-condensed excitons is a subject of further investigation. Even for zero temperature, it can be considerably shorter than the radiative lifetime of excitons $\tau_{\text {exc }}$ because a quasiparticle can disappear, for example, due to the emission of one or several acoustic phonons. Assuming that the time $\tau^{L}$ is within the interval $10^{-11}-10^{-5} \mathrm{~s}$ (the lower bound is defined by the condition $\Gamma_{L}=10^{-1} \epsilon\left(p_{L}\right)$, the upper bound is $\left.10^{-1} \tau_{\mathrm{exc}}\right)$, we obtain an estimate for the cross section of stimulated twophoton emission by Bose-condensed paraexcitons in $\mathrm{Cu}_{2} \mathrm{O}$ at $T=0: \sigma^{L}=10^{-16}-10^{-10} \mathrm{~cm}^{2}$.

The radiative lifetime of orthoexcitons in $\mathrm{Cu}_{2} \mathrm{O}$ is $\tau_{\text {exc }}$ $\sim 300 \mathrm{~ns}$. Assuming the relaxation time $\tau^{L}$ in a system of orthoexcitons in the Bose-condensed state to be within $10^{-11}-10^{-9} \mathrm{~s}$ (in this case the upper bound is determined by the time of transition between the orthoexciton and paraexciton states) yields $\sigma^{L}=10^{-11}-10^{-9} \mathrm{~cm}^{2}$ at $T=0$. Thus, stimulated two-photon emission accompanied by coherent two-exciton recombination can be experimentally detected in $\mathrm{Cu}_{2} \mathrm{O}$.

The cross section of RLS with coherent two-exciton recombination accompanied by the production of two optical phonons is determined by the squared product of two matrix elements

$$
\begin{aligned}
& \mathbf{f}^{\prime}\left(\tilde{\omega}_{L}\right)=\frac{1}{4 \pi} \int \mathbf{f}^{\prime>}\left(\tilde{p}_{L}, k\right) d o \tilde{p}_{L}, \\
& \mathbf{f}\left(\tilde{\omega}_{L}^{\prime}\right)=\frac{1}{4 \pi} \int \mathbf{f}^{>}\left(\tilde{p}_{L}, k^{\prime}\right) d o \tilde{p}_{L},
\end{aligned}
$$

where $\tilde{p}_{L}$ is determined by the condition $\epsilon\left(\tilde{p}_{L}\right)=\omega+\Omega_{-}$ (see Sec. 3). The band gap in $\mathrm{Cu}_{2} \mathrm{O}$ is wide $\left(\Omega_{-} \sim 10^{2} \omega_{0}^{s}\right)$, so $\epsilon\left(\tilde{p}_{L}\right) \gtrdot \omega_{0}^{s}$. Using the approach suggested in Appendix A, one can prove that in this case $\mathbf{f}\left(\widetilde{\omega}_{L}^{\prime}\right)$ and $\mathbf{f}^{\prime}\left(\tilde{\omega}_{L}\right)$ are negligible in comparison with the matrix elements $\mathbf{f}\left(\omega_{L}\right)$ and $\mathbf{f}\left(\omega_{L}^{\prime}\right)$ in Eq. (42) at $\left|\Omega_{-}-\omega\right| \sim \mu(0)$. Moreover, the cross section of the RLS under consideration is proportional to the lifetime of a quasiparticle with energy $\epsilon\left(\tilde{p}_{L}\right)=\omega+\Omega_{-}$, which is much shorter than the relaxation time $\tau^{L}$ in the cross section (42) for $\left|\Omega_{-}-\omega\right| \sim \mu(0)$. Thus, unlike stimulated two-photon emission, one can hardly detect RLS accompanied by coherent two-exciton recombination in $\mathrm{Cu}_{2} \mathrm{O}$. The situation is similar in the case of RLS with coherent twoexciton production.

## 5. CONCLUSIONS

In this paper, we have demonstrated that coherent twoexciton recombination, i.e., the simultaneous recombination of two excitons with opposite momenta, which corresponds to the existence of nondiagonal long-range order in the system expressed by nonvanishing anomalous averages of the form $\langle N-2| Q_{-p} Q_{p}|N\rangle$, is possible in a Bose-condensed exciton system interacting with the electromagnetic field. Similarly, coherent two-exciton production corresponding to anomalous averages like $\langle N-2| Q_{-p}^{+} Q_{p}^{+}|N\rangle$ is also possible. In these processes, the exciton occupation numbers are unchanged, and the final state of the exciton system differs from the initial one only in the average number of excitons with zero momentum. Coherent two-exciton recombination may also cause Raman light scattering by excitons in Bosecondensed state (RLS can also be accompanied by coherent two-exciton production). The recoil momentum corresponding to the change in the momentum of electromagnetic field is transferred to phonons or impurities. Both the stimulated two-photon emission and RLS with coherent two-exciton recombination (production) can occur only in the presence of Bose condensate in a system of interacting excitons, so the observation of these effects can be used as a strong experimental evidence for the existence of Bose condensation in exciton systems.

Using diagram methods, we have developed a technique for calculating the cross sections of stimulated two-photon emission and RLS accompanied by coherent two-exciton recombination (or production) at $T>0$. In this approach, the elements of the scattering matrix corresponding to the processes in question are expressed in a natural manner in terms of Green's functions of Bose-condensed excitons [see Eqs. (9), (10), and also (49)].

If the incident light frequency satisfies $\omega<2 \Omega_{-}$with $\Omega_{-}=\Omega-\omega_{0}^{s}$ ( $\Omega$ is the frequency of light due to the recombination of an exciton with zero momentum and $\omega_{0}^{s}$ is the optical phonon frequency), stimulated two-photon emission and RLS accompanied by coherent phonon-assisted twoexciton recombination give rise to a spectral line at frequency $2 \Omega_{-}-\omega$ and the anti-Stokes component at $\omega$ $+2 \Omega_{-}$, respectively. For $\omega>2 \Omega_{-}$the RLS spectrum contains both the anti-Stokes and Stokes components at frequencies $\omega \pm 2 \Omega_{-}$. The anti-Stokes line corresponds due to coherent two-exciton recombination, whereas the Stokes component is due to coherent phonon-assisted two-exciton production. In this case, stimulated two-photon emission is impossible.

Using the approximation (19), we have derived expressions for the cross sections of the processes under consideration at finite temperatures. In the limit $\left|\omega-\Omega_{-}\right| \ll T_{\mathrm{c}}\left(T_{\mathrm{c}}\right.$ is the temperature of Bose condensation), the cross section of stimulated two-photon emission is a nonmonotonic function of temperature. It increases in a certain temperature range below $T_{\mathrm{c}}$ and can even be larger than it is at $T=0$. The cause of this nonmonotonic behavior is that the cross section of the stimulated two-photon emission is determined not only by the density of excitons in the condensate, which decreases as the temperature increases and vanishes at $T=T_{\mathrm{c}}$, but also by the occupation numbers of quasiparticles with energies $\mid \omega$ $-\Omega_{-} \mid$in the exciton system, which increases as the temperature grows.

Our estimates indicate that for $\left|\omega-\Omega_{-}\right| \sim \mu(0)$, where $\mu(0)$ is the exciton chemical potential measured with respect to the exciton band bottom, a spectral line at $2 \Omega_{-}-\omega$ due to the stimulated two-photon emission accompanied by coherent optical phonon-assisted two-exciton recombination can be experimentally observed in $\mathrm{Cu}_{2} \mathrm{O}$.

The work was supported by grants from INTAS, Russian Fund for Fundamental Research, and Physics of Solid-State Nanostructures program.

## APPENDIX

## Effective matrix elements of exciton recombination

The objective of this Appendix is to prove that the twophoton emission and RLS accompanied by coherent twoexciton recombination can be analyzed from first principles, without using the effective Hamiltonian (3). Taking as an example two-photon emission, we will determine the conditions under which the analysis based on the effective Hamiltonian (3) is correct. In addition, we will show that the effective matrix elements of exciton recombination used in this paper do not depend on temperature and are equal to those calculated previously for $T=0$ (Ref. 20).

The Hamiltonian describing the interaction between excitons, phonons, and electromagnetic field can be written as

$$
\hat{V}(t)=\hat{W}(t)+\hat{D}(t),
$$

$$
\begin{aligned}
\hat{W}(t)= & \sum_{p q}\left[W_{q p} Q_{q}^{+}(t) Q_{p}(t) b_{q-p}(t)\right. \\
& \left.+W_{p q}^{*} Q_{q}^{+}(t) Q_{p}(t) b_{p-q}^{+}(t)\right],
\end{aligned}
$$

$$
\begin{align*}
\hat{D}(t) & =\sum_{q}\left[D_{q} e^{-i \Omega t} Q_{q}(t) c_{q}^{+}(t)\right. \\
& \left.+D_{q}^{\prime} e^{-i \Omega t} Q_{-q}(t) c_{q}(t)+\text { H.c. }\right] \tag{44}
\end{align*}
$$

where the Hamiltonian $\hat{W}(t)$ describes the scattering of excitons by phonons, $\hat{D}(t)$ is responsible for the interaction between excitons and electromagnetic field, $D_{q}$ $=i \sqrt{2 \pi \omega_{q}} \mathbf{e}^{*} \cdot \mathbf{d}_{q}, D_{q}^{\prime}=-i \sqrt{2 \pi \omega_{q}} \mathbf{e} \cdot \mathbf{d}_{q}$.

It is clear that the two-photon emission accompanied by coherent phonon-assisted two-exciton recombination is fourth-order in the Hamiltonian $\hat{V}(t)$. For the element of the $S$-matrix of the two-photon emission due to coherent twoexciton recombination and production of two optical phonons with momenta $\mathbf{p}-\mathbf{k}$ and $\mathbf{- p}-\mathbf{k}^{\prime}$ averaged with the Gibbs distribution, we have

$$
\begin{aligned}
\left(S_{p}\right)_{f i}= & \frac{(-i)^{4}}{4!} \int_{-\infty}^{\infty} \ldots \int\langle f| T_{t}\left[\hat{W}\left(t_{1}\right) \hat{W}\left(t_{2}\right) \hat{D}\left(t_{3}\right) \hat{D}\left(t_{4}\right)\right. \\
& +\hat{W}\left(t_{1}\right) \hat{D}\left(t_{2}\right) \hat{W}\left(t_{3}\right) \hat{D}\left(t_{4}\right) \\
& +\hat{D}\left(t_{1}\right) \hat{W}\left(t_{2}\right) \hat{W}\left(t_{3}\right) \hat{D}\left(t_{4}\right)
\end{aligned}
$$

$$
\begin{align*}
& +\hat{W}\left(t_{1}\right) \hat{D}\left(t_{2}\right) \hat{D}\left(t_{3}\right) \hat{W}\left(t_{4}\right) \\
& +\hat{D}\left(t_{1}\right) \hat{W}\left(t_{2}\right) \hat{D}\left(t_{3}\right) \hat{W}\left(t_{4}\right) \\
& \left.+\hat{D}\left(t_{1}\right) \hat{D}\left(t_{2}\right) \hat{W}\left(t_{3}\right) \hat{W}\left(t_{4}\right)\right]|i\rangle d t_{1} \ldots d t_{4} \tag{45}
\end{align*}
$$

Here $\quad\langle f| \ldots|i\rangle=\Sigma_{n} \exp \left[\left(F-E_{n}(N)+\mu N\right) / T\right]\langle m| \ldots|n\rangle$, where $\quad|n\rangle=|n, N\rangle_{\text {exc }}|i\rangle_{\text {phon }}|i\rangle_{\text {phot }} \quad$ and $\quad|m\rangle=\mid n, N$ $-2\rangle_{\text {exc }}|f\rangle_{\text {phon }}|f\rangle_{\text {phot }}$, and the other notation is given in Sec. 2.

By changing the time variables in each summand of Eq. (45) we can transform it to

$$
\begin{align*}
\left(S_{p}\right)_{f i}= & \frac{1}{4} \int_{-\infty}^{\infty} \ldots \int\langle f| T_{t} \hat{W}\left(t_{1}\right) \hat{W}\left(t_{2}\right) \\
& \times \hat{D}\left(t_{3}\right) \hat{D}\left(t_{4}\right)|i\rangle d t_{1} \ldots d t_{4} \tag{46}
\end{align*}
$$

where

$$
\begin{align*}
& \langle f| T_{t} \hat{W}\left(t_{1}\right) \hat{W}\left(t_{2}\right) \hat{D}\left(t_{3}\right) \hat{D}\left(t_{4}\right)|i\rangle \\
& \quad=D_{k} D_{k^{\prime}} \exp \left[-i \Omega\left(t_{3}+t_{4}\right)\right] \sum_{p_{1} p_{2}} W_{p_{1}, p_{1}+p+k^{\prime}} W_{p_{2}, p_{2}-p+k} \\
& \quad \times\left\{\left[\left\langle T_{t} Q_{p_{1}+p+k^{\prime}}^{+}\left(t_{1}\right) Q_{p_{1}}\left(t_{1}\right) Q_{p_{2}-p+k}^{+}\left(t_{2}\right) Q_{p_{2}}\left(t_{2}\right) Q_{k}\left(t_{3}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle \times\langle f| T_{t} b_{-p-k^{\prime}}^{+}\left(t_{1}\right) b_{p-k}^{+}\left(t_{2}\right)|i\rangle_{\text {phon }}\right.\right. \\
& \left.\quad+\left\langle T_{t} Q_{p_{2}-p+k}^{+}\left(t_{1}\right) Q_{p_{2}}\left(t_{1}\right) Q_{p_{1}+p+k^{\prime}}^{+}\left(t_{2}\right) Q_{p_{1}}\left(t_{2}\right) Q_{k}\left(t_{3}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle\langle f| T_{t} b_{p-k}^{+}\left(t_{1}\right) b_{-p-k^{\prime}}^{+}\left(t_{2}\right)|i\rangle_{\text {phon }}\right] \\
& \quad \times\langle f| T_{t} c_{k}^{+}\left(t_{3}\right) c_{k^{\prime}}^{+}\left(t_{4}\right)|i\rangle_{\text {phot }}+\left[\left\langle T_{t} Q_{p_{1}+p+k^{\prime}}^{+}\left(t_{1}\right) Q_{p_{1}}\left(t_{1}\right) Q_{p_{2}-p+k}^{+}\left(t_{2}\right) Q_{p_{2}}\left(t_{2}\right) Q_{k^{\prime}}\left(t_{3}\right) Q_{k}\left(t_{4}\right)\right\rangle\right. \\
& \quad \times\langle f| T_{t} b_{-p-k^{\prime}}^{+}\left(t_{1}\right) b_{p-k}^{+}\left(t_{2}\right)|i\rangle_{\text {phon }}+\left\langle T_{t} Q_{p_{2}-p+k}^{+}\left(t_{1}\right) Q_{p_{2}}\left(t_{1}\right) Q_{p_{1}+p+k^{\prime}}^{+}\left(t_{2}\right) Q_{p_{1}}\left(t_{2}\right) Q_{k^{\prime}}\left(t_{3}\right) Q_{k}\left(t_{4}\right)\right\rangle \\
& \left.\left.\quad \times\langle f| T_{t} b_{p-k}^{+}\left(t_{1}\right) b_{-p-k^{\prime}}^{+}\left(t_{2}\right)|i\rangle_{\text {phon }}\right]\langle f| T_{t} c_{k^{\prime}}^{+}\left(t_{3}\right) c_{k}^{+}\left(t_{4}\right)|i\rangle_{\text {phot }}\right\} . \tag{47}
\end{align*}
$$

Here $\langle\ldots\rangle=\Sigma_{n} \exp \left[\left(F-E_{n}(N)+\mu N\right) / T\right]\langle n, N-2| \ldots|n, N\rangle_{\text {exc }}$.
In the most interesting case $k \neq k^{\prime}$, we have
$\sum_{p_{1} p_{2}} W_{p_{1}, p_{1}+p+k^{\prime}}^{*} W_{p_{2}, p_{2}-p+k}^{*}$
$\left\langle T_{t} Q_{p_{1}+p+k^{\prime}}^{+}\left(t_{1}\right) Q_{p_{1}}\left(t_{1}\right) Q_{p_{2}-p+k}^{+}\left(t_{2}\right) Q_{p_{2}}\left(t_{2}\right) Q_{k}\left(t_{3}\right)\right.$
$\left.\times Q_{k^{\prime}}\left(t_{4}\right)\right\rangle=\sum_{p_{1}} W_{p_{1} p_{1}}^{*}\left[W_{-k^{\prime} k}^{*}\left\langle T_{t} Q_{p_{1}}^{+}\left(t_{1}\right) Q_{p_{1}}\left(t_{1}\right)\right\rangle\left\langle T_{t} Q_{k}^{+}\left(t_{2}\right) Q_{k}\left(t_{3}\right)\right\rangle\left\langle T_{t} Q_{-k^{\prime}}\left(t_{2}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle+W_{-k k^{\prime}}^{*}\left\langle T_{t} Q_{p_{1}}^{+}\left(t_{1}\right) Q_{p_{1}}\left(t_{1}\right)\right\rangle\right.$
$\left.\times\left\langle T_{t} Q_{k^{\prime}}^{+}\left(t_{2}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle\left\langle T_{t} Q_{-k}\left(t_{2}\right) Q_{k}\left(t_{3}\right)\right\rangle\right] \delta\left(p+k^{\prime}\right)+\sum_{p_{2}} W_{p_{2} p_{2}}^{*}\left[W_{-k^{\prime} k}^{*}\left\langle T_{t} Q_{-k}^{+}\left(t_{1}\right) Q_{k}\left(t_{3}\right)\right\rangle\left\langle T_{t} Q_{-k^{\prime}}\left(t_{1}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle\right.$
$\left.\times\left\langle T_{t} Q_{p_{2}}\left(t_{2}\right) Q_{p_{2}}^{+}\left(t_{2}\right)\right\rangle+W_{-k k^{\prime}}^{*}\left\langle T_{t} Q_{k^{\prime}}^{+}\left(t_{1}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle\left\langle T_{t} Q_{-k}\left(t_{1}\right) Q_{k}\left(t_{3}\right)\right\rangle\left\langle T_{t} Q_{p_{2}}^{+}\left(t_{2}\right) Q_{p_{2}}\left(t_{2}\right)\right\rangle\right] \delta(p-k)$
$+W_{-k, p-q}^{*} W_{-k^{\prime}, q-p}^{*}\left\langle T_{t} Q_{p-q}^{+}\left(t_{1}\right) Q_{q-p}^{+}\left(t_{2}\right)\right\rangle\left\langle T_{t} Q_{-k}\left(t_{1}\right) Q_{k}\left(t_{3}\right)\right\rangle\left\langle T_{t} Q_{-k^{\prime}}\left(t_{2}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle$
$+W_{-k^{\prime} p}^{*} W_{-k,-p}^{*}\left\langle T_{t} Q_{p}^{+}\left(t_{1}\right) Q_{-p}^{+}\left(t_{2}\right)\right\rangle\left\langle T_{t} Q_{-k^{\prime}}\left(t_{1}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle\left\langle T_{t} Q_{-k}\left(t_{2}\right) Q_{k}\left(t_{3}\right)\right\rangle+W_{q-p, k}^{*} W_{p-q, k^{\prime}}^{*}\left\langle T_{t} Q_{k}^{+}\left(t_{1}\right) Q_{k}\left(t_{3}\right)\right\rangle$

$$
\begin{align*}
& \times\left\langle T_{t} Q_{q-p}\left(t_{1}\right) Q_{p-q}\left(t_{2}\right)\right\rangle\left\langle T_{t} Q_{k^{\prime}}^{+}\left(t_{2}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle+W_{-p k^{\prime}}^{*} W_{p k}^{*}\left\langle T_{t} Q_{k^{\prime}}^{+}\left(t_{1}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle\left\langle T_{t} Q_{-p}\left(t_{1}\right) Q_{p}\left(t_{2}\right)\right\rangle\left\langle T_{t} Q_{k}^{+}\left(t_{2}\right) Q_{k}\left(t_{3}\right)\right\rangle \\
& +W_{-k, p-q}^{*} W_{p-q, k^{\prime}}^{*}\left\langle T_{t} Q_{p-q}^{+}\left(t_{1}\right) Q_{p-q}\left(t_{2}\right)\right\rangle\left\langle T_{t} Q_{-k}\left(t_{1}\right) Q_{k}\left(t_{3}\right)\right\rangle\left\langle T_{t} Q_{k^{\prime}}^{+}\left(t_{2}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle+W_{-k^{\prime} p}^{*} W_{p k}^{*}\left\langle T_{t} Q_{p}^{+}\left(t_{1}\right) Q_{p}\left(t_{2}\right)\right\rangle \\
& \times\left\langle T_{t} Q_{-k^{\prime}}\left(t_{1}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle\left\langle T_{t} Q_{k}^{+}\left(t_{2}\right) Q_{k}\left(t_{3}\right)\right\rangle+W_{q-p, k}^{*} W_{-k^{\prime}, q-p}^{*}\left\langle T_{t} Q_{k}^{+}\left(t_{1}\right) Q_{k}\left(t_{3}\right)\right\rangle\left\langle T_{t} Q_{q-p}\left(t_{1}\right) Q_{q-p}^{+}\left(t_{2}\right)\right\rangle \\
& \times\left\langle T_{t} Q_{-k^{\prime}}\left(t_{2}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle+W_{-p k^{\prime}}^{*} W_{-k,-p}^{*}\left\langle T_{t} Q_{k^{\prime}}^{+}\left(t_{1}\right) Q_{k^{\prime}}\left(t_{4}\right)\right\rangle\left\langle T_{t} Q_{-p}\left(t_{1}\right) Q_{-p}^{+}\left(t_{2}\right)\right\rangle\left\langle T_{t} Q_{-k}\left(t_{2}\right) Q_{k}\left(t_{3}\right)\right\rangle . \tag{48}
\end{align*}
$$

Similar expressions can be derived from the rest of the summands in Eq. (47).

By substituting Eq. (48) in (46) and performing integration over time variables, we obtain for $\mathbf{p}+\mathbf{k}^{\prime} \neq 0$ and $\mathbf{p}-\mathbf{k}$ $\neq 0$ (the phonons are assumed to be optical)

$$
\begin{align*}
& \left(S_{p}\right)_{f i}=2 \pi i T_{k^{\prime} k}(\mathbf{p})[(\sqrt{2}-1) \delta(\mathbf{p}-\mathbf{q} / 2)+1] \\
& \times \delta\left(\omega^{\prime}+\omega-2 \Omega_{-}\right), \\
& T_{k^{\prime} k}(\mathbf{p})=D_{k} D_{k^{\prime}}\left[W_{q-p, k}^{*} W_{p-q, k^{\prime}}^{*} G_{k}(\omega-\Omega) G_{k^{\prime}}\right. \\
& \times\left(\Omega_{-}-\omega-\omega_{0}^{s}\right) \widetilde{G}_{p-q}\left(\omega-\Omega_{-}\right) \\
& +W_{-k, p-q}^{*} W_{-k^{\prime}, q-p}^{*} \widetilde{G}_{-k}(\omega-\Omega) \widetilde{G}_{k^{\prime}} \\
& \times\left(\omega-\Omega_{-}+\omega_{0}^{s}\right) \widetilde{G}_{q-p}^{+}\left(\omega-\Omega_{-}\right) \\
& +W_{q-p, k}^{*} W_{-k^{\prime}, q-p}^{*} G_{k}(\omega-\Omega) \widetilde{G}_{k^{\prime}} \\
& \times\left(\omega-\Omega_{-}+\omega_{0}^{S}\right) G_{q-p}\left(\omega-\Omega_{-}\right) \\
& +W_{-k, p-q}^{*} W_{p-q, k^{\prime}}^{*} \widetilde{G}_{-k}(\omega-\Omega) G_{k^{\prime}}\left(\Omega_{-}-\omega\right. \\
& \left.-\omega_{0}^{s}\right) G_{p-q}\left(\Omega_{-}-\omega\right)+W_{-p k^{\prime}}^{*} W_{p k}^{*} G_{k^{\prime}}\left(\Omega_{-}\right. \\
& \left.-\omega-\omega_{0}^{s}\right) G_{k}(\omega-\Omega) \widetilde{G}_{-p}\left(\omega-\Omega_{-}\right) \\
& +W_{-k^{\prime} p}^{*} W_{-k,-p}^{*} \widetilde{G}_{-k}(\omega-\Omega) \widetilde{G}_{k^{\prime}}\left(\omega-\Omega_{-}\right. \\
& \left.+\omega_{0}^{s}\right) \widetilde{G}_{p}^{+}\left(\omega-\Omega_{-}\right)+W_{-k^{\prime} p}^{*} W_{p k}^{*} G_{k}(\omega \\
& -\Omega) \widetilde{G}_{k^{\prime}}\left(\omega-\Omega_{-}+\omega_{0}^{s}\right) G_{p}\left(\omega-\Omega_{-}\right) \\
& +W_{-p k^{\prime}}^{*} W_{-k,-p}^{*} \widetilde{G}_{-k}(\omega-\Omega) G_{k^{\prime}}\left(\Omega_{--} \omega\right. \\
& \left.\left.-\omega_{0}^{s}\right) G_{-p}\left(\Omega_{-}-\omega\right)\right], \tag{49}
\end{align*}
$$

where $\widetilde{G}_{p}(\omega), \widetilde{G}_{p}^{+}(\omega)$, and $G_{p}(\omega)$ are Fourier transforms of the anomalous and normal Green's functions of excitons in the Bose-condensed state, which are defined as follows:

$$
\begin{align*}
& G_{p}\left(t-t^{\prime}\right)=-i\left\langle T_{t} Q_{p}(t) Q_{p}^{+}\left(t^{\prime}\right)\right\rangle, \\
& \widetilde{G}_{p}^{(+)}\left(t-t^{\prime}\right)=-i\left\langle T_{t} Q_{-p}^{(+)}(t) Q_{p}^{(+)}\left(t^{\prime}\right)\right\rangle . \tag{50}
\end{align*}
$$

Thus, we have derived the expression for the element of the $S$-matrix responsible for the two-photon emission due to coherent recombination directly from the Hamiltonian of the interaction between excitons and electromagnetic field and the Hamiltonian of the exciton-phonon interaction (44). Elements of the $S$-matrix corresponding to the RLS accompanied by coherent two-exciton recombination (or production) can be derived similarly.

In the general case, Eq. (49) cannot be reduced to the corresponding expression (12) derived from the effective Hamiltonian (3). Below we will determine the conditions under which this is possible and derive an expression for $L_{p q}^{>}$.

By analyzing stimulated two-photon emission under the condition $\left|\omega-\Omega_{-}\right| \ll \omega_{0}^{s}$, we obtain

$$
\begin{align*}
T_{k^{\prime} k}(\mathbf{p})= & D_{k} D_{k^{\prime}}\left[W_{q-p, k}^{*} W_{p-q, k^{\prime}}^{*} G_{k}\left(-\omega_{0}^{s}\right) G_{k^{\prime}}\right. \\
& \times\left(-\omega_{0}^{s}\right) \widetilde{G}_{p-q}\left(\omega-\Omega_{-}\right) \\
& +W_{-k, p-q}^{*} W_{-k^{\prime}, q-p}^{*} \widetilde{G}_{-k} \\
& \times\left(-\omega_{0}^{s}\right) \widetilde{G}_{k^{\prime}}\left(\omega_{0}^{s}\right) \widetilde{G}_{q-p}^{+}\left(\omega-\Omega_{-}\right) \\
& +W_{q-p, k}^{*} W_{-k^{\prime}, q-p}^{*} G_{k}\left(-\omega_{0}^{s}\right) \widetilde{G}_{k^{\prime}}\left(\omega_{0}^{s}\right) G_{q-p}(\omega \\
& \left.-\Omega_{-}\right)+W_{-k, p-q}^{*} W_{p-q, k^{\prime}}^{*} \widetilde{G}_{-k}\left(-\omega_{0}^{s}\right) G_{k^{\prime}} \\
& \times\left(-\omega_{0}^{s}\right) G_{p-q}\left(\Omega_{-}-\omega\right)+W_{-p k^{\prime}}^{*} W_{p k}^{*} G_{k^{\prime}} \\
& \times\left(-\omega_{0}^{s}\right) G_{k}\left(-\omega_{0}^{s}\right) \widetilde{G}_{-p}\left(\omega-\Omega_{-}\right) \\
& +W_{-k^{\prime} p}^{*} W_{-k,-p}^{*} \widetilde{G}_{-k}\left(-\omega_{0}^{s}\right) \widetilde{G}_{k^{\prime}}\left(\omega_{0}^{s}\right) \widetilde{G}_{p}^{+}(\omega \\
& \left.-\Omega_{-}\right)+W_{-k^{\prime} p}^{*} W_{p k}^{*} G_{k}\left(-\omega_{0}^{s}\right) \widetilde{G}_{k^{\prime}}\left(\omega_{0}^{s}\right) G_{p}(\omega \\
& \left.-\Omega_{-}\right)+W_{-p k^{\prime}}^{*} W_{-k,-p}^{*} \widetilde{G}_{-k}\left(-\omega_{0}^{s}\right) G_{k^{\prime}} \\
& \left.\times\left(-\omega_{0}^{s}\right) G_{-p}\left(\Omega_{-}-\omega\right)\right] . \tag{51}
\end{align*}
$$

Under the conditions of approximation (19), we have for the retarded Green's functions

$$
\begin{align*}
& G_{p}^{R}(\omega)=-2 \min _{0}(T) \delta_{p} \delta(\omega)+G_{p}^{\prime R}(\omega), \\
& G_{p}^{\prime R}(\omega)=\left(1-\delta_{p}\right) \frac{\omega+\xi_{p}}{\left(\omega-\epsilon_{p}+i \Gamma_{p} / 2\right)\left(\omega+\epsilon_{p}+i \Gamma_{p} / 2\right)}, \tag{52}
\end{align*}
$$

from which an expression for $G_{p}(\omega)$ can be obtained. The anomalous Green's function $\widetilde{G}_{p}(\omega)$, which is defined by Eq. (50), is related to the Green's function $\hat{G}_{p}(\omega)$ [see definition (8), and Eqs. (15) and (21)] by the formula $\hat{G}_{p}(\omega)$ $=-2 \pi i n_{0}(T) \delta_{p} \delta(\omega)+\hat{G}_{p}(\omega)$.

By comparingthe normal and anomalous Green's functions at $\omega=\omega_{0}^{s}$, we obtain $\widetilde{G}_{k}\left(\omega_{0}^{s}\right) / G_{k}\left(\omega_{0}^{s}\right) \ll 1$ for $\omega_{0}^{s}$ $\gg \xi_{k}$. In this case the element (51) of the scattering matrix is determined by the expression

$$
\begin{align*}
T_{k^{\prime} k}(\mathbf{p})= & D_{k} D_{k^{\prime}}\left[W_{q-p, k}^{*} W_{p-q, k^{\prime}}^{*} G_{k}\left(-\omega_{0}^{s}\right) G_{k^{\prime}}\right. \\
& \times\left(-\omega_{0}^{s}\right) \widetilde{G}_{p-q}\left(\omega-\Omega_{-}\right)+W_{-p k^{\prime}}^{*} W_{p k}^{*} G_{k^{\prime}} \\
& \left.\times\left(-\omega_{0}^{s}\right) G_{k}\left(-\omega_{0}^{s}\right) \widetilde{G}_{-p}\left(\omega-\Omega_{-}\right)\right], \tag{53}
\end{align*}
$$

where $G_{k^{\prime}}\left(\omega_{0}^{s}\right) \simeq G_{k}\left(\omega_{0}^{s}\right) \simeq 1 / \omega_{0}^{s}$.
The comparison between the latter expression and Eq. (12) in Sec. 2 yields $L_{p q}^{>}$for the effective Hamiltonian of exciton recombination:

$$
\begin{equation*}
L_{p q}^{>}=-i \frac{D_{q} W_{p q}^{*}}{\omega_{0}^{s}} . \tag{54}
\end{equation*}
$$

The expressions for the other matrix elements of the exciton recombination in the effective Hamiltonian (3) can be derived similarly.

Thus, the two-photon emission accompanied by coherent two-exciton recombination can be analyzed with the aid of the effective Hamiltonian (3) with $L_{p q}^{>}$determined by Eq. (54) if the incident light satisfies the conditions $\left|\omega-\Omega_{-}\right|$ $<\omega_{0}^{s}$ and $\xi_{k} \ll \omega_{0}^{s}$. In this case, the matrix element (54) does not depend on temperature and $\mathbf{f}\left(\omega_{L}\right)$ is identical to the effective matrix element $\mathbf{F}$ responsible for the phonon-assisted recombination of an isolated exciton. ${ }^{20}$

## APPENDIX B

## Luminescence intensity of Bose-condensed excitons

The luminescence of Bose-condensed excitons for frequency $\omega^{\prime}<\Omega_{-}$is due to the optical phonon-assisted exciton recombination accompanied by the production of a Bogoliubov quasiparticle with energy $\epsilon\left(p_{L}^{\prime}\right)=\Omega_{-}-\omega^{\prime}$ in the exciton system. The matrix element of this recombination is

$$
\begin{align*}
& L=L_{p_{L}^{\prime}}^{>} v_{p_{L}} \sqrt{n_{p_{L}^{\prime}}+1}, \quad v_{p_{L}^{\prime}}^{2}=\frac{\sqrt{\alpha_{L}^{\prime 2}+1}-\alpha_{L}^{\prime}}{2 \alpha_{L}^{\prime}}, \\
& n_{p_{L}^{\prime}}=\left[\exp \left(\frac{\left|\Delta \omega^{\prime}\right|}{T}\right)-1\right]^{-1}, \tag{55}
\end{align*}
$$

where $\Delta \omega^{\prime}=\omega^{\prime}-\Omega_{-}$and $\alpha_{L}^{\prime}=\left|\Delta \omega^{\prime}\right| / \zeta(T)$.
Using the Fermi 'golden rule," we obtain the optical phonon-assisted luminescence intensity $I_{s}^{L}\left(\omega^{\prime}\right)$ of Bosecondensed excitons at frequencies $\omega^{\prime}<\Omega_{-}$:

$$
\begin{align*}
I_{s}^{L}\left(\omega^{\prime}\right)= & \frac{\left.\omega^{\prime 4} \sqrt{2 m^{3} \zeta(T)\left(\sqrt{\alpha_{L}^{\prime 2}+1}-1\right.}\right) \mathbf{f}^{2}\left(\omega_{L}^{\prime}\right)}{6 \pi^{2} c^{3} \sqrt{\alpha_{L}^{\prime 2}+1}\left(\sqrt{\alpha_{L}^{\prime 2}+1}+\alpha_{L}^{\prime}\right)} \\
& \times\left[1+\operatorname{coth} \frac{\left|\Delta \omega^{\prime}\right|}{2 T}\right] \tag{56}
\end{align*}
$$

The luminescence of Bose-condensed excitons for a frequency $\omega^{\prime}>\Omega_{-}$is due to the optical phonon-assisted exciton recombination accompanied by the disappearance of a quasiparticle with energy $\epsilon\left(p_{L}^{\prime}\right)=\omega^{\prime}-\Omega_{-}$. The matrix element of this recombination is derived from Eq. (55) by substituting $v_{p_{L}^{\prime}} \sqrt{n_{p_{L}^{\prime}}+1} \rightarrow \sqrt{1+v_{p_{L}^{\prime}}^{2}} \sqrt{n_{p_{L}^{\prime}}}$. The luminescence intensity at frequency $\omega^{\prime}>\Omega_{-}$is derived from Eq. (56) by substituting $\quad \alpha_{L}^{\prime} \rightarrow-\alpha_{L}^{\prime} \quad$ and $\quad \operatorname{coth}\left(\left|\Delta \omega^{\prime}\right| / 2 T\right)+1$
$\rightarrow \operatorname{coth}\left(\left|\Delta \omega^{\prime}\right| / 2 T\right)-1$. Thus, the expression that determines the luminescence spectrum of Bose-condensed excitons at an arbitrary frequency $\omega^{\prime} \neq \Omega_{-}$has the form

$$
\begin{align*}
I_{s}^{L}\left(\omega^{\prime}\right)= & \frac{\omega^{\prime 4} \sqrt{2 m^{3} \zeta(T)\left(\sqrt{\alpha_{l}^{\prime 2}+1}-1\right)} \mathbf{f}^{2}\left(\omega_{L}^{\prime}\right)}{6 \pi^{2} c^{3} \sqrt{\alpha_{L}^{\prime 2}+1}\left[\sqrt{\alpha_{L}^{\prime 2}+1}-\operatorname{sign}\left(\Delta \omega^{\prime}\right) \alpha_{L}^{\prime}\right]} \\
& \times\left[\operatorname{sign}\left(-\Delta \omega^{\prime}\right)+\operatorname{coth} \frac{\left|\Delta \omega^{\prime}\right|}{2 T}\right] . \tag{57}
\end{align*}
$$
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# Dynamics of domain walls with drifting Bloch lines in single crystals of yttrium iron garnet 
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Induction and magnetic methods are used to study the effect of drifting Bloch lines on the wall velocity in a single crystal sample of yttrium iron garnet cut in the form of a long prism with only one 180 -degree domain wall. A sharp increase in the velocity and in resonance bending vibrations of the wall are observed when Bloch line drift is initiated. The character of the wall motion is investigated under these conditions. An analysis of the experimental data shows that the effective reduction in the influence of drifting Bloch lines on the characteristics of the wall motion may be related to a magnetic aftereffect phenomenon. © 1999 American Institute of Physics. [S1063-7761(99)01504-8]

## 1. INTRODUCTION

It is well known that in the overwhelming majority of ferromagnetic crystals, the Bloch (Néel) lines that develop under static ${ }^{1}$ and dynamic ${ }^{2}$ conditions under the influence of the magnetostatic stray fields that exist at the sample surfaces are an obligatory structural element of the domain walls. They separate regions with opposite directions of the spin in the domain wall, and are therefore characterized by a vortical spin distribution ${ }^{3}$ and distinctive properties that change the character of the motion of a monopolar domain wall significantly. In particular, Bloch lines greatly reduce the mobility ${ }^{4}$ and amplitude of the bending eigenmodes ${ }^{5}$ of a monopolar wall, and also increase its effective mass. ${ }^{6}$

Direct experimental studies of the behavior of Bloch lines in moving domain walls in single crystal yttrium iron garnet ${ }^{7}$ have made it possible to study the motion of Bloch lines affected by gyrotropic forces, to determine their dynamic characteristics (mobility and the longitudinal and transverse components of the effective mass), and their behavior as a function of the amplitude of the exciting field. It has been shown that only in a relatively weak variable magnetic field that excites wall vibrations do the Bloch lines oscillate near their equilibrium positions. When the field exceeds a critical value ( $H_{\mathrm{cr}}$ ), the entire system of Bloch lines in a wall drifts along it at a velocity of several meters per second. ${ }^{8}$ The character of the motion of the wall itself changes when Bloch line drift sets in. In particular, the free damped oscillations of the wall initiated by magnetic field pulses and by the oscillations of the lines themselves are replaced by aperiodic damping. ${ }^{7}$

Line drift in yttrium iron garnet is accompanied by intense creation and annihilation of lines, and therefore it would seem that it should affect the velocity of a domain wall in the same way as observed during dynamic transformations of the domain wall structure in highly anisotropic garnet films ${ }^{2}$ in which Bloch lines are created, move, and vanish. The first, recent studies of bending vibrations of
walls with drifting Bloch lines in yttrium iron garnet show, however, that when Bloch line drift is excited, the effect of the lines on the velocity of a vibrating wall is sharply reduced. ${ }^{9}$ Here we describe the results of a comprehensive study of this unusual behavior in domain walls with drifting Bloch lines.

## 2. EXPERIMENTAL TECHNIQUE

These studies were conducted on a single crystal sample of yttrium iron garnet cut in the form of a $3.2 \times 0.7 \times 0.03$ $\mathrm{mm}^{3}$ rectangular prism. It contained a single $180^{\circ}$ domain wall that separated domains magnetized along the $\langle 111\rangle$ directions in the (112) plane of the wafer. In the initial state the wall contained vertical Bloch lines. As necessary, a monopolar state of the wall was created using a sinusoidal field $\left(H_{x}\right)$ parallel to the magnetization in the domains, and which initiated drift of the Bloch lines in the presence of an additional constant field $\left(H_{z}\right)$ perpendicular to the plane of the wafer. ${ }^{8}$ The magnetic field was produced by Helmholtz coils with a radius of 6 mm .

The motion of the domain wall was recorded by a small compensated coil wound directly on the sample. The induction signal from this coil was fed to an SK4-59 spectrum analyzer (to record the spectra of the vibrations), an S8-9 storage oscilloscope (to record single pulses), or a V3-39 millivoltmeter (to record the amplitude of the oscillations in the wall velocity). Motion of the Bloch lines along the wall was studied by a magnetooptical method using a polarizing microscope equipped with a photomultiplier. ${ }^{8}$ The signals were recorded and processed, and control of the measurement instruments was coordinated and synchronized by a personal computer.

## 3. EXPERIMENTAL RESULTS

Figure 1 shows flexural vibration spectra of the $180^{\circ}$ domain wall for various amplitudes $\left(H_{x 0}\right)$ of the driving sinusoidal field $H_{x}$. In a weak exciting field, the spectrum of


FIG. 1. The induction signal $\left(V_{0}\right)$, proportional to the amplitude of the oscillations in the displacement velocity of a demagnetized $180^{\circ}$ domain wall, as a function of the frequency $\nu$ of the sinusoidal field $H_{x}$ for various field amplitudes: $H_{x 0}=12 \mathrm{mOe}(1), 22.5(2,3), 30(4)$, and 45 (5).
the flexural oscillations of the wall is essentially invisible in the frequency dependence of the induction signal, which is proportional to the amplitude of the velocity oscillations of the wall ( $V_{0}=\omega y_{0}=2 \pi \nu y_{0}$, where $\nu$ is the frequency of the field and $y_{0}$ is the amplitude of the wall vibrations) (curve 1 ). As $H_{x 0}$ approaches the critical value $H_{\text {cr }}$, isolated peaks show up in the $V_{0}(\nu)$ curves (curve 2), which reflect the excitation of flexural vibrations in the wall with wave vectors perpendicular to the domain magnetizations. These peaks could disappear and reappear at the same or different resonance frequencies in successive measurements (curve 3). When the field reaches $H_{\mathrm{cr}}$, distinct and stable peaks show up in the $V_{0}(\nu)$ curves at low frequencies (curve 4), suggesting the excitation of flexural oscillations in the demagnetized wall. High-frequency resonance peaks have not yet formed in curve 4 ; these are stabilized as $H_{x 0}$ is increased further (curve 5). In addition, a comparison of curves 4 and 5 shows that as $H_{x 0}$ is increased, the resulting resonances shift to lower frequencies.

Figure 2a shows a magnetooptical image of a $180^{\circ}$ domain wall in the polarization microscope with slightly uncrossed polarizers. The white and black sections of the wall are characterized by opposite directions of the spin turn, and are separated by vertical Bloch lines. Figures 2b-2d show single oscilloscope traces of the time variation in the intensity of the light, measured with a photomultiplier, in the local part of the crystal indicated by a square in Fig. 2a. These were recorded in the intervals between successive increases in $H_{x 0}$ at a frequency of 1.8 MHz , corresponding to one of the resonance peaks in Fig. 1. At low field amplitudes the oscilloscope traces only contained a noise signal (Fig. 2b). The oscillations of the lines along the oscillating wall produced by gyrotropic forces ${ }^{7}$ do not show up in the single scope traces. As the field amplitude approached critical, at first single narrow peaks associated with the excitation of solitary nonlinear waves in the domain wall appeared that were similar to those observed in monopolar walls. ${ }^{8}$ The os-


FIG. 2. Magnetooptic imaging of a $180^{\circ}$ domain wall in a polarization microscope with an isolated cross section for a photometric measurement (a) and single oscilloscope traces (b-e) characterizing the variation in the intensity of the light transmitted through the photometric cross section with exciting field amplitudes $H_{x 0}=15 \mathrm{mOe}$ (b), 28 (c), 45 (d), and 75 (e). The frequency of the field is $\nu=1.8 \mathrm{MHz}$. The change in the intensity of the light is determined by the movement along the wall of "dark" and "light" subdomains and of nonlinear perturbation $s$ in the spin system in these subdomains.
cilloscope traces of Fig. 2c records the passage of several subdomains through the photometrically observed segment. The number of subdomains was different in successive measurements. Unstable peaks showed up in the $V_{0}(\nu)$ curve at this field level, which initiates unstable drift of the Bloch lines. They emerged only at the onset of line drift, and at those frequencies where that drift occurred. Stable drift of Bloch lines was observed only in the trace of Fig. 2d, which was recorded at a field amplitude for which flexural oscillations of the wall showed up clearly in the $V_{0}(\nu)$ curve (Fig. 1, curve 5). Further increases in $H_{x 0}$ were accompanied by a reduction in the average period of the magnetooptical signal (Fig. 2e) owing to the increased drift velocity of the Bloch lines.

Thus, a comparison of the data in Figs. 1 and 2 shows that when Bloch line drift is excited, there is a large increase in the displacement velocity and amplitude of flexural oscillations of the domain wall.

Figure 3 shows the amplitude $V_{0}$ of the oscillations in the velocity of the wall as a function of the amplitude $H_{x 0}$ of the exciting field measured at a resonant frequency of 1.8 MHz . The behavior of the Bloch lines in the wall observed during the time this curve was recorded corresponds to the traces of Fig. 2. The relationship between the wall displacement velocity and the behavior of the Bloch lines in the wall shows up more clearly in this curve. Just when line drift is excited, there is a sharp rise in the displacement velocity of the wall. Furthermore, this curve manifests 'hysteresis" in the discontinuity in the wall velocity as the field amplitude is raised or lowered. Figure 3 also shows fragments of single magnetooptical oscilloscope traces recorded before and after the velocity jump during forward and reverse scans. These show that the velocity jumps took place during forward or reverse scans of $V_{0}\left(H_{x 0}\right)$, when the drift of the Bloch lines either set in or ended, respectively, and as


FIG. 3. Amplitude $V_{0}$ of the velocity of wall oscillations as a function of the amplitude $H_{x 0}$ of an exciting field at $\nu=1.8 \mathrm{MHz}$, and fragments of singlesweep oscilloscope traces of the magnetooptical signal similar to those shown in Fig. 2.
can be seen in Fig. 3, when the field amplitude is reduced, line drift is observed in the wall at substantially lower fields than when the field $H_{x 0}$ is increased.

A comparison of $V_{0}\left(H_{x 0}\right)$ curves measured with rising field amplitude at the resonant frequencies (Fig. 4, curves 1 and 2) shows that the critical field $H_{c r}$ at which the velocity jump occurs lies in the range $27-32 \mathrm{mOe}$ and changes little in successive measurements. When these curves were plotted with decreasing $H_{x 0}$, this range extended to lower fields $(22 \mathrm{mOe})$ as a result of the hysteresis . At arbitrary frequencies (Fig. 4, curves 3-5), the displacement velocity of a wall does not increase so rapidly. This is because during forced oscillations of a wall, stable drift of Bloch lines is initiated more gradually as $H_{x 0}$ increases: it first occurs in isolated segments of the wall, and then over the entire wall. In the experiment, a tendency was observed for this transition in the field to widen as the frequency decreased. The fact that when the wall oscillates resonantly, stable line drift occurs


FIG. 4. $V_{0}\left(H_{x 0}\right)$ curves for resonant $(1,2)$ and arbitrary $(3-5)$ frequencies of the exciting field $H_{x}: \nu=1.8 \mathrm{MHz}(1), 3$ (2), 1 (3), 2.3 (4), and 3.8 (5).


FIG. 5. Single-sweep oscilloscope traces of the induction signal, proportional to the amplitude of the oscillations in the displacement velocity of the wall, which represent the wall oscillations in real time at $\nu=1 \mathrm{MHz}$ for field amplitudes $H_{x 0}=15 \mathrm{mOe}$ (a), 27 (b,c), 28.5 (d), 30 (e).
over a narrower range of $H_{x 0}$ probably suggests that line drift depends directly on the dynamical state of the wall, but not on the magnitude of $H_{x 0}$.

The single-sweep oscilloscope traces of Fig. 5 reflect the amplitude (or velocity $V_{0}$ ) of wall vibrations in near-critical fields at a frequency of 1 MHz . They show that in a weak field, the amplitude $y_{0}$ of wall vibrations does not vary in time (Fig. 5a). As the field amplitude approaches the critical value, the oscilloscope traces contain a time interval in which the wall vibrates with a higher amplitude (cf. Figs. 5b and 5c); they increase in Fig. 5c. Intervals with wall vibrations of even greater amplitude are visible in Fig. 5d, which increase as $H_{x 0}$ rises further, and finally the wall undergoes a transition to high-velocity motion (Fig. 5e). At the resonant frequencies this transition from "slow" to "fast" wall movement takes place over a narrower range of $H_{x 0}$. Thus, these data show that at field amplitudes close to $H_{\text {cr }}$, wall motion is manifestly nonstationary, owing to unstable Bloch line drift processes. Wall motion stabilizes somewhat at higher $H_{x 0}$, but it is still not harmonic. The latter may to a large extent be due to the nonuniform character of the Bloch line drift.

Curves 1 and 2 in Fig. 6 represent the measured $V_{0}\left(H_{x 0}\right)$ curves for a wall in an initially monopolar state at a nonresonant frequency of 0.8 MHz for the exciting field $H_{x}$. They were recorded in the presence of additional constant fields of $H_{z}=46$ and 40 Oe , respectively, perpendicular to the plane of the wafer, which maintained the monopolar state of the wall. These curves are qualitatively consistent with similar curves from Ref. 10, but they do differ slightly, since they were measured at different $\nu$ and $H_{z}$. A comparison of curves $l$ and 2, in particular, reveals how the auxiliary field $H_{z}$ affects the $V_{0}\left(H_{x 0}\right)$ curve. Clearly, as $H_{z}$ decreases, the knee in $V_{0}\left(H_{x 0}\right)$, which characterizes the onset of nonlinear excitations in the wall, ${ }^{8}$ moves to lower amplitudes of the exciting field.

Curve 3 in Fig. 6 was recorded for walls containing


FIG. 6. $V_{0}\left(H_{x 0}\right)$ at 0.8 MHz for domain walls in monopolar $(1,2)$ and demagnetized (3-5) initial states in the presence of an additional field $\mathrm{H}_{z}$ $=46 \mathrm{Oe}(1), 40(2), 20(5), 16$ (4), and 0 (3).

Bloch lines. $V_{0}\left(H_{x 0}\right)$ for a demagnetized wall clearly falls below curves 1 and 2, and it has essentially no sharp rise in $V_{0}$ owing to the excitation of line drift, since it was recorded at a low, nonresonant frequency of $H_{x}$. If the crystal is placed in an additional low field $H_{z}=16 \mathrm{Oe}$, then $V_{0}\left(H_{x 0}\right)$ for the demagnetized wall takes the form of curve 4 in Fig. 6. Direct observations of the behavior of the Bloch lines and measurements of single magnetooptical oscilloscope traces similar to those presented above showed that the sudden rise in the wall velocity in curve 4 near $H_{x 0}=20 \mathrm{mOe}$ was caused by excitation of Bloch lines in the wall, which in the presence of the field $H_{z}$ led to formation of a monopolar state in the wall. Curve 4 therefore coincided with curves 1 and 2. However, when the amplitude of the exciting field is increased further, a nonmonotonic reduction in $V_{0}$ is observed in curve 4 owing to the excitation of nonlinear perturbations in the wall that disrupt the monopolar state, and ultimately lead to the appearance of drifting lines in the wall. The wall velocity therefore decreases to a minimum, after which it rises slightly.

It is typical that in this range of $H_{x 0}$, curve 4 , which characterizes the velocity of a wall with drifting lines, is not coincident with curve 3 . This is because the flexural vibrations of a demagnetized wall (curve 3) are weaker than the vibrations of a "magnetized" wall (curve 4). ${ }^{11}$ As the field $H_{z}$ increased, a monopolar state developed in the wall for a weaker field $H_{x}$ and was maintained over a wider range of its amplitude, so that the drop in $V_{0}$ took place at a higher exciting field (curve 5). We note that similar behavior of vibrating walls has also been observed when an additional constant field $\left(H_{y}\right)$ is applied perpendicular to the plane of the wall. It enhanced the drift of Bloch lines ${ }^{12}$, and therefore stimulated the formation of a monopolar state in the wall over a certain range of $H_{x 0}$ that depends on $H_{y}$.

Figure 7 shows single oscilloscope traces representing oscillations of the wall over time under the conditions for curve 4 of Fig. 6 in the neighborhood of the field $H_{x}$ where


FIG. 7. Single-sweep oscilloscope traces of the induction signal representing wall oscillations in real time under the conditions of curve 4 of Fig. 6 in the region where $V_{0}$ is falling: $H_{x 0}=39 \mathrm{mOe}$ (a), 42 (b), 43.5 (c), 48 (d), and 67.5 (e); $H_{z}=16 \mathrm{Oe}, \nu=0.8 \mathrm{MHz}$.
$V_{0}$ drops. These show a gradual transition from 'fast'" to "slow" wall motion, in complete agreement with curve 4 (Fig. 6). In addition, these traces reveal the nonstationary nature of the wall motion associated with the unstable excitation of nonlinear processes in a monopolar wall, which leads to the formation of drifting Bloch lines in this wall.

## 4. DISCUSSION

The data presented here show that the excitation of Bloch line drift leads to a rise in the velocity of a domain wall containing Bloch lines, with the greatest enhancement in the wall velocity being observed at resonant frequencies. This sort of behavior of the domain wall is most likely related to a magnetic aftereffect. ${ }^{13}$ In our case, this phenomenon is determined by the interaction of Bloch lines and domain walls with point defects of the crystal lattice, whose state depends on the direction of the spins in them. According to the theory of this phenomenon, when either domain walls ${ }^{13}$ or Bloch lines ${ }^{14}$ interact with point defects they create a potential surface for themselves, and the greater the amplitude of their vibrations and their velocity, the lower the height of the relief. When they drift, the Bloch lines, first of all, cannot create a potential surface for their motion, so their influence on the motion of the domain wall should be weakened. In addition, every displacement of a Bloch line along a domain wall reverses the sense of spin precession in the wall, and thereby reduces the relief produced by the spins in the wall itself.

This has been partially confirmed in Ref. 9, where it is shown that wall flexural vibrations are enhanced when an additional magnetic field that induces low-frequency oscillations of Bloch lines along the wall is applied to a crystal.

Another important argument in favor of this explanation is the observed hysteresis in the wall velocity jump (see Fig. 3 ), which is analogous to the hysteresis in $V_{0}\left(H_{x 0}\right)$ measured at a monopolar wall in yttrium iron garnet. The latter has been explained in terms of a magnetic aftereffect. ${ }^{10}$ In our case, when the field amplitude increases, Bloch line drift is initiated in a high field (compared to the optimum), since the Bloch lines must overcome the potential relief that they produce at a lower $H_{x 0}$. When $H_{x 0}$ is reduced, drifting Bloch lines inhibit the formation of potential relief near the Bloch lines, so that drift of the lines is cut off in a lower field than the field that initiated their drift. Thus, in a backward scan of the $V_{0}\left(H_{x 0}\right)$ curve, Bloch line drift occurs at much lower fields than in a forward scan (see the oscilloscope traces of Fig. 3).

In conclusion, we also note that Bloch line drift is excited in yttrium iron garnet in very weak exciting fields. $H_{\text {cr }}$ is considerably weaker than the Walker field $H_{W}=2 \pi M \alpha$ $\approx 60 \mathrm{mOe}$ (where $\alpha$ is a dimensionless parameter characterizing the viscosity and $M$ is the saturation magnetization), which characterizes the onset of a dynamic transformation of the wall structure associated with precession of the spins in the wall, and thereby leads to time-dependent motion of the wall. ${ }^{15}$ Thus, the present experiments show that timedependent motion of the domain walls occurs in fields well below $H_{W}$.

Also noteworthy is the experimentally observed feasibility of deliberately altering the velocity of a vibrating wall (see Fig. 6), and thereby the high-frequency permeability of yttrium iron garnet, which may be useful in certain applications.
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## $\mathrm{Nd}_{2} \mathrm{CuO}_{4}$ : Chirality and its effect on optical and acoustic properties
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It is shown that two possible magnetic structures in the exchange doublet of the exchangenoncollinear antiferromagnetic material $\mathrm{Nd}_{2} \mathrm{CuO}_{4}$ that are distinguished by their chirality have certain differences in their optical and acoustic properties. These differences make it possible to identify these structures experimentally. © 1999 American Institute of Physics.
[S1063-7761(99)01604-2]

Among the cuprates, which were the basis for the discovery of widely studied HTSC compounds, ${ }^{1}$ one of the most interesting is $\mathrm{Nd}_{2} \mathrm{CuO}_{4}$. Indeed, it displays noncollinear, rectangular-crosswise magnetic exchange structure, with a number of magnetic and other properties associated with ferromagnetism. At $T \leqslant T_{N} \simeq 246 \mathrm{~K}$ the crystal chemical symmetry of this cuprate is described by the $D_{4 h}^{14}$ ( $P 4_{2} / m n m$ ) group, and the magnetic $\mathrm{Cu}^{2+}$ ions occupy a fourfold $4 f$ position. Figure 1a shows the projection of the crystallographic unit cell on the (001) plane, with the cell being chosen in two ways. It is denoted by dashed lines in accordance with Ref. 2, and solid lines in accordance with Refs. 3 and 4 when the coordinate axis is shifted along the $x$ axis by $-1 / 2$. The copper ions are shown, while the neodymium magnetic moments, which are ordered only at liquid helium temperatures, are not discussed further. The positions of several elements of symmetry are also indicated. The magnetic cell coincides with the crystal chemical cell. Two different magnetic exchange structures (I and II) are shown to the right in Fig. 1b. They have the same exchange energy (the 'exchange doublet''), and correspond to two different orientations of the states ( $o_{1}$ and $o_{2}$ ), whose energies differ only as a result of relativistic (magnetically anisotropic) interactions.

That these magnetic exchange structures in the magnetic doublet are different is also indicated by the fact that, independent of their orientational states, they have different magnetic symmetries. ${ }^{3}$ In fact, for example, the $\mathbf{4}_{2}$ symmetry axis is retained for structure I of the magnetic group, while it is converted into the 'dashed'' $\mathbf{4}_{2}^{\prime} \equiv \mathbf{4}_{2} \cdot 1^{\prime}$ axis (where $1^{\prime}$ is the time reversal operator) for structure II.

To describe the magnetic exchange structure and properties of $\mathrm{Nd}_{2} \mathrm{CuO}_{4}$, it is convenient introduce the ferromagnetism and antiferromagnetism basis vectors $\mathbf{M}$ and $\mathbf{L}_{n}$ ( $n$ $=a, b, c)$ instead of the four sublattice magnetizations $\mathbf{M}_{\nu}$ ( $\nu=1,2,3,4$ ):

$$
\begin{align*}
& \mathbf{M}=\mathbf{M}_{1}+\mathbf{M}_{2}+\mathbf{M}_{3}+\mathbf{M}_{4},  \tag{1}\\
& \mathbf{L}_{a}=\mathbf{M}_{1}+\mathbf{M}_{2}-\mathbf{M}_{3}-\mathbf{M}_{4},  \tag{2}\\
& \mathbf{L}_{b}=\mathbf{M}_{1}-\mathbf{M}_{2}+\mathbf{M}_{3}-\mathbf{M}_{4}, \tag{3}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{L}_{c}=\mathbf{M}_{1}-\mathbf{M}_{2}-\mathbf{M}_{3}+\mathbf{M}_{4} . \tag{4}
\end{equation*}
$$

It is important for the following discussion to know how these vectors transform under the symmetry operations of the $D_{4 h}^{14}$ group. Because the chemical and magnetic unit cells coincide, translations can be regarded as the symmetry identity element and we may consider only rotations and reflections corresponding to the generators of this group. For the latter it is convenient to take the $\mathbf{4}_{2} \| z$ helical symmetry axis, the $\boldsymbol{2}_{x y} \|[110]$ diagonal binary axis, and the center of symmetry $\overline{1}$ lying at the points of intersection of $\mathbf{4}_{2}$ with the planes $z=0$ and $z=1 / 2$, where the copper ions are located, as well as at other points separated from these by half the lattice period in any direction. Above all, it is necessary to find those permutations of the ion numbers that produce these symmetry elements, and then easily construct Table I, which lists additional transformations of the vectors (1)-(4) owing to these permutations.

For purposes of precision, it is desirable to elaborate upon the significance of this table. It shows what additional actions on the vectors $\mathbf{L}_{a}, \mathbf{L}_{b}$, and $\mathbf{L}_{c}$ produce the elements $\overline{1}, \mathbf{4}_{2}$, and $\mathbf{2}_{x y}$ as elements of the space group as a result of permutations of the atoms beyond the action of the point group. It is evident from the table that this permutation can lead to permutation of the indices $a, b$, and $c$, as well as an additional change in sign of several components of the vectors $L_{n}$ (the permutations have no effect on $\mathbf{M}$ ). In determining the resulting transformation of the components of these vectors, it is necessary, of course, to include both the "point effect'" of the symmetry elements (rotations and reflections) and their additional permutational effect, which is illustrated schematically in the table. As an example: $\mathbf{4}_{2} L_{b y}=L_{a x}$ (instead of $4 L_{y}=-L_{x}$ for the point permutation of 4).

It follows from Table I that the vector $\mathbf{L}_{c}$ in (4) only transforms into itself and therefore forms a one-dimensional vector representation corresponding to a collinear magnetic exchange structure with $\mathbf{M}_{1} \uparrow \uparrow \mathbf{M}_{4} \uparrow \downarrow \mathbf{M}_{2} \uparrow \uparrow \mathbf{M}_{3}$. Matters are different with $\mathbf{L}_{a}$ and $\mathbf{L}_{b}$, which transform into one another (for the operations $\mathbf{4}_{2}$ and $\boldsymbol{2}_{x y}$ ), to form a two-dimensional vector representation. These correspond to the noncollinear magnetic exchange structures illustrated in Fig. 1(b).

To distinguish between structures I and II in the exchange doublet, the so-called chirality vector is introduced. ${ }^{5}$


FIG. 1. Projection of the unit cell of $\mathrm{Nd}_{2} \mathrm{CuO}_{4}$ (group $D_{4 h}^{14} \equiv P 4_{2} / m n m$ ). a) Two choices: with center $\overline{1}$ (dashed lines) or with center $4_{2}$ (smooth lines). The $4 f$ sites occupied by $\mathrm{Cu}^{2+}$ ions are shown, along with the locations of the symmetry elements: inversion $\overline{1}$, fourth-order helical axis $4_{2}$, and binary axes $2_{x y}$ and $2_{x \bar{y}}$. b) Possible magnetic structures for chirality $Q_{z}=+1$ (I) and $Q=-1$ (II) and different orientational states $o_{1}$ and $o_{2}$, which differ by a $\pi / 2$ rotation about the $4_{2}$ axis.

$$
\begin{align*}
\mathbf{Q} & =\left(2 M_{0}\right)^{-2}\left(\left[\mathbf{M}_{1} \mathbf{M}_{2}\right]+\left[\mathbf{M}_{2} \mathbf{M}_{3}\right]+\left[\mathbf{M}_{3} \mathbf{M}_{4}\right]+\left[\mathbf{M}_{4} \mathbf{M}_{1}\right]\right) \\
& =(1 / 2)\left(2 M_{0}\right)^{-2}\left[\mathbf{L}_{a} \mathbf{L}_{b}\right], \tag{5}
\end{align*}
$$

where $\mathbf{M}_{\nu}^{2}=M_{0}^{2}$. With this condition (equal magnitudes), it is easy to find that $Q_{x}=Q_{y}=0$ for the magnetic exchange structures I and II shown in the figure, with $Q_{z}=+1$ for structure I and $Q_{z}=-1$ for structure II. This holds for both orientational states $o_{1}$ and $o_{2}$. Therefore, the magnetic exchange states I and II differ in the sign of their chirality, and in the following we refer to them as the $Q(+1)$ and $Q$ $(-1)$ structures.

It is then easy to show, with the aid of the above table of permutation transformations, that the projection $Q_{z}$ is an invariant of the $D_{4 h}^{14}$ group, i.e., of the transformations $\overline{1}, \mathbf{4}_{2}$, and $\boldsymbol{2}_{x y}$. Since this table only includes the permutation produced by these symmetry elements, in accordance with the above remarks their 'point effect'" must be taken into account separately. Here, for example, the sign change in Eq. (5) associated with the permutation of $a$ and $b$ for $\boldsymbol{2}_{x y}$ is cancelled by a sign change caused by this element for the $z$-projection of the vector $\mathbf{Q}$. In other words,

$$
\begin{equation*}
\overline{1} Q_{z}=Q_{z}, \quad \mathbf{4}_{2} Q_{z}=Q_{z}, \quad 2_{x y} Q_{z}=Q_{z} \tag{6}
\end{equation*}
$$

Proceeding to the optical properties, we write out the invariant expressions for those components of the dielectric permittivity tensor $\varepsilon_{i j}$ that depend on $Q_{z}$, which are needed to discuss wave vectors $\mathbf{k} \| z$ : ${ }^{6}$

$$
\begin{align*}
& \varepsilon_{x x}=\varepsilon_{\perp}+\alpha Q_{z}+\gamma_{1} L_{a}^{2}+\gamma_{2} L_{b}^{2} \\
& \varepsilon_{y y}=\varepsilon_{\perp}+\alpha Q_{z}+\gamma_{1} L_{b}^{2}+\gamma_{2} L_{a}^{2} \tag{7}
\end{align*}
$$

and

$$
\begin{equation*}
\varepsilon_{x y}=\varepsilon_{y x}^{*}=i \beta Q_{z} H_{z} \tag{8}
\end{equation*}
$$

TABLE I. Additional transformations of the vectors (1)-(4).

|  | $\mathbf{M}$ | $\mathbf{L}_{a}$ | $\mathbf{L}_{b}$ | $\mathbf{L}_{c}$ |
| :--- | :--- | :---: | :---: | :---: |
| $\overline{1}$ | $\mathbf{M}$ | $-\mathbf{L}_{a}$ | $-\mathbf{L}_{b}$ | $\mathbf{L}_{c}$ |
| $4_{2}$ | $\mathbf{M}$ | $\mathbf{L}_{b}$ | $-\mathbf{L}_{a}$ | $-\mathbf{L}_{c}$ |
| $2_{x y}$ | $\mathbf{M}$ | $\mathbf{L}_{b}$ | $\mathbf{L}_{a}$ | $\mathbf{L}_{c}$ |

Here $\varepsilon_{x x}$ and $\varepsilon_{y y}$ include exchange terms ${ }^{7}$ proportional to $L_{a}^{2}$ and $L_{b}^{2}$, besides a term with $Q_{z}$. But for the equilibrium magnetic exchange structures shown in the figure, $L_{a}^{2}=L_{b}^{2}$ ( $=8 M_{0}^{2}$ in the equal magnitude model), so that these terms yield the same renormalization of the constant $\varepsilon_{\perp}$. Retaining the previous notation for the renormalization constant, instead of Eq. (7) we can write

$$
\begin{equation*}
\varepsilon_{x x}=\varepsilon_{y y}=\varepsilon_{\perp}+\alpha Q_{z} \equiv \varepsilon_{Q} . \tag{9}
\end{equation*}
$$

Note that all three constants in Eqs. (8) and (9) ( $\varepsilon_{\perp}, \alpha$, and $\beta$ ) generally depend on the frequency $\omega$. Furthermore, $\beta$ vanishes as $\omega \rightarrow 0$.

In $\varepsilon_{x y}$ it might be possible to include a symmetric exchange term const $\cdot \mathbf{L}_{a} \mathbf{L}_{b} \cdot{ }^{7}$ However, for the structures shown in the figure (and by virtue of the equal magnitude condition), for which

$$
\begin{equation*}
\mathbf{L}_{c}=\mathbf{L}_{a} \mathbf{L}_{b}=0 \tag{10}
\end{equation*}
$$

this term goes to zero. This also applies to the relativistic terms $L_{a x} L_{b x}+L_{a y} L_{b y}=-L_{a z} L_{b z}$, which are isotropic in the xy plane. ${ }^{1)}$

Maxwell's equations for the wave fields with $\mathbf{k} \| z$ must therefore include the tensor $\varepsilon_{i j}$ defined by Eqs. (8) and (9). The results are circularly polarized waves with refractive indices

$$
\begin{equation*}
n_{1,2}^{2}=\varepsilon_{Q} \pm\left|\varepsilon_{x y}\right| \tag{11}
\end{equation*}
$$

and amplitude ratios (polarizations)

$$
\begin{equation*}
\left(\frac{E_{x}}{E_{y}}\right)_{1}=\left(\frac{E_{y}}{E_{x}}\right)_{2}=\frac{\varepsilon_{x y}}{\left|\varepsilon_{x y}\right|}=i Q_{z} \frac{\beta}{|\beta|} \tag{12}
\end{equation*}
$$

For $H_{z}=0$,

$$
\begin{equation*}
n_{1}^{2}=n_{2}^{2}=\varepsilon_{\perp}+\alpha Q_{z} \equiv n_{Q}^{2}, \tag{13}
\end{equation*}
$$

while there is a degeneracy in the polarization, i.e., the phase velocity $v_{Q}=c / n_{Q}$ is the same for both modes and does not depend on the direction of $\mathbf{E}$ in the $x y$ plane. But it does depend on the sign of $Q_{z}$. For the two domains with different chirality $\left(Q_{z}=+1\right.$ or -1$)$, the velocities are different, with

$$
\begin{equation*}
v_{ \pm 1}=\frac{c}{\sqrt{\varepsilon_{\perp}}}\left(1 \mp \frac{\alpha}{2 \varepsilon_{\perp}}\right) . \tag{14}
\end{equation*}
$$

When $H_{z} \neq 0$, according to Eqs. (11) and (12) a field of this sort leads to the Faraday effect, whose sign also depends on the sign of $Q_{z}$. According to Eq. (12), when the sign of $Q_{z}$ changes, a right circularly polarized wave becomes left circularly polarized, and vice versa. Here the Faraday rotation angle $\psi$ for a linearly polarized wave (per unit length) will be given by

$$
\begin{equation*}
\psi= \pm \frac{\omega\left|\beta H_{z}\right|}{2 c n_{Q}} \tag{15}
\end{equation*}
$$

where the sign is the same as that of the product $\beta Q_{z} H_{z}$.
It is scarcely necessary (being so obvious) to explain how this all changes if we include in $\varepsilon_{x y}$ (8), and therefore on the right-hand side of Eq. (12), a diamagnetic term proportional simply to $H_{z}$ (and thus independent of $Q_{z}$ ). We have assumed above that this is small compared to the antiferromagnetic (chiral) contribution.

Thus far we have been dealing with "domain chirality," having in mind that $Q(+1)$ and $Q(-1)$ domains can coexist, as they have the same exchange energies (the exchange doublet). In this case, the effects considered above might make it possible to observe a chiral domain structure of this type.

In fact, however, it has been found experimentally (see Scanthakumar et al. ${ }^{8}$ and references therein) and explained theoretically by Blinkin et al. ${ }^{3}$ and Vitebskii et al. ${ }^{4}$ that the exchange degeneracy in the $Q(+1)$ and $Q(-1)$ doublet is removed by a magnetic anisotropy, so that these structures develop over different temperature ranges. As the temperature decreases following the transition into the antiferromagnetic region at a temperature of $T_{N 1}=246 \mathrm{~K}$, the magnetic copper ions form the $Q(+1)$ magnetic exchange structure $\mathrm{I} o_{1}$ in the figure. This is referred to as phase I in Ref. 8 and phase $\tau_{2}$ in Refs. 3 and 4. Then at $T_{N 2}=75 \mathrm{~K}$ there is a sudden transition to a $Q(-1)$ magnetic exchange structure (structure $\mathrm{II} o_{1}$ in the figure), which is referred to as phase II in Ref. 8 or phase $\tau_{8}$ in Refs. 3 and 4.

As can be seen from the figure, the transition between the $Q(+1)$ and $Q(-1)$ phases can proceed, for example, through a simultaneous reversal of the magnetic moments 2 and 3 (i.e., in the $z=1 / 2$ layer) while moments 1 and 4 are unchanged (i.e., in the $z=0$ layer). As a result, there is a phase transition from a phase with chirality $Q=(+1)$ to one with $Q=(-1)$ (or vice versa). This is probably a first-order phase transition, since a change in chirality through a continuous in-phase rotation of the magnetic moments is impossible: the $Q(+1)$ and $Q(-1)$ phases are topologically distinct. Finally, at $T=T_{N 3}=30 \mathrm{~K}$ there is a reverse phase transition $Q(-1) \rightarrow Q(+1)$. Subsequently, at liquid helium temperatures, where the magnetic Nd ions already play a significant role, the magnetic structure of the copper ions becomes collinear (and for $T=1.5 \mathrm{~K}$ the magnetic moments of the Nd ions become ordered).

It might be hoped that the phase transitions described above, with a $Q(+1) \leftrightarrow Q(-1)$ change in chirality, would
show up as a change in the optical properties determined by Eqs. (11)-(15). For $H_{z}=0$ the velocity of light should change at the phase transition point, and for $H_{z} \neq 0$ the sign of the Faraday rotation angle should change as well.

Analogous acoustic effects associated with chirality probably also exist. In any case, this is of importance for chiral antiferromagnetic materials, which are not optically transparent.

Let us again consider an elastic wave with $\mathbf{k} \| z$. With Eq. (6) and the table it is easy to show that the invariant expressions for the elastic moduli $C_{i j k l}$ that determine this sound can be written in the form

$$
\begin{equation*}
C_{x z x z}=C_{y z y z}=C_{44}+\alpha Q_{z} \equiv C_{Q}, \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{x z y z}=-C_{y z x z}=i \beta Q_{z} H_{z} \tag{17}
\end{equation*}
$$

Here exchange (isotropic) terms of the type $L_{a}^{2}$ and $L_{b}^{2}$ are introduced through $C_{44}$, as for $\varepsilon_{x x}$ and $\varepsilon_{y y}$ [cf. Eq. (7)].

The solutions of the dynamic equations for elastic systems, allowing for Eqs. (16) and (17), are circularly polarized transverse waves whose wave numbers and polarizations are given by

$$
\begin{equation*}
k_{1,2} \simeq \frac{\omega}{v_{Q}}\left(1 \mp \frac{\left|\beta H_{z}\right|}{2 C_{44}}\right), \quad v_{Q}=\left(C_{Q} / \rho\right)^{1 / 2} \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{u_{x}}{u_{y}}\right)_{1}=\left(\frac{u_{y}}{u_{x}}\right)_{2}=i Q_{z} \frac{\beta}{|\beta|} . \tag{19}
\end{equation*}
$$

In the absence of a field $\left(H_{z}=0\right)$, the normal modes are degenerate with respect to the wave numbers and polarizations, so that their speed $v_{1}=v_{2} \equiv v_{Q}$ and is independent of the direction of the elastic displacements $\mathbf{u}$ in the $x y$ plane. But this velocity depends on the chirality $Q_{z}$, since it is different for the $Q(+1)$ and $Q(-1)$ phases.

When $H_{z} \neq 0$, this degeneracy is removed, so that even for the same chirality $Q_{z}$ the velocities $v_{1,2}=\omega / k_{1,2}$ are different according to Eq. (13). In addition, according to Eq. (19), the sign of the acoustic Faraday rotation depends on the sign of $Q_{z}$, which changes during a $Q(+1) \leftrightarrow Q(-1)$ phase transition.

In conclusion, we briefly recall the possible origin of the energy difference between the $Q(+1)$ and $Q(-1)$ phases. According to Eq. (6), the point is that the thermodynamic potential contains a term of the form

$$
\begin{equation*}
\text { const } \cdot Q_{z} \tag{20}
\end{equation*}
$$

which, in particular, can also produce this energy difference. As it is isotropic in the $x y$ plane [according to Eq. (20)], this term is highly reminiscent of antisymmetric DzyaloshinskiĭMoriya exchange, and like the latter, is probably a semirelativistic semi-exchange term. The term (20) of the thermodynamic potential is contained implicitly in the equations of Refs. 3 and 4. It can be obtained from the magnetic anisotropy energy if terms isotropic in the $x y$ basis plane are separated out.

As noted above, this discussion of certain features of the optical and acoustic properties of $\mathrm{Nd}_{2} \mathrm{CuO}_{4}$ is based on the results of Refs. 3 and 4, which provide a fairly convincing (from symmetry considerations) description of the $\mathrm{I} o_{1}$ and $\mathrm{II} o_{1}$ magnetic structures (see Fig. 1) and the phase transitions between them observed in neutron diffraction measurements. ${ }^{8}$ However, there are a great many other experiments devoted to magnetic structure and phase transitions in $\mathrm{Nd}_{2} \mathrm{CuO}_{4}$, including some that appeared later. These do not always agree with one another or with Ref. 8. The discussion seems to have been summarized in an article ${ }^{9}$ that actually confirms the results of Ref. 8, and therefore the existence of type I and II structures with differing chiral structures and phase transitions between them. (To avoid possible confusion in comparing our Fig. 1 with the corresponding figures in Ref. 9, note that the latter correspond to a crystal structure that exists at temperatures above the structural transition point, $T_{c} \approx 300 \mathrm{~K}$.)

These remarks again confirm the appropriateness of introducing chirality, which makes it possible to identify chiral magnetic structures by means of optical and acoustic measurements.

We note, finally, that the above effects of chirality on the properties of $\mathrm{Nd}_{2} \mathrm{CuO}_{4}$ should also show up in other cuprates of the form $\mathrm{R}_{2} \mathrm{CuO}_{4}$ (in particular, when R denotes Pr or

Sm ), which have analogous noncollinear magnetic exchange structure. ${ }^{9}$
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Based on the idea of a strong interaction within the same unit cell, the possible existence of a ferromagnetic instability in a system with jumps from transition element cations to nontransition element anions and vice versa is established. A phase diagram is constructed for the ferromagnetic ordering as a function of the degree of filling, $n_{p}$ and $n_{d}$, of the $p^{6}$ - and $d^{10}$-shells of non-transition and transition elements, respectively. © 1999 American Institute of Physics. [S1063-7761(99)01704-7]

## 1. STATEMENT OF THE PROBLEM AND GENERAL EQUATIONS

In this paper we study the electronic properties of the simplest metallic binary compounds with a CsCl-type structure (see Fig. 1 below).

The magnetic properties are studied in terms of a generalized Hubbard model in which the isolated atom states determined by Hund's rule are used as a zeroth approximation.

The interaction energy of the electrons within a given atom (the so-called Hubbard energy) is assumed to be the largest energy parameter and is assumed to be infinite from the start.

In the metallic phase, the long range part of the Coulomb and exchange interactions are substantially screened, so that in the following we only include the interaction between nearest neighbors owing to overlap of their wave functions:

$$
\begin{align*}
\hat{H}= & \sum_{\mathbf{r}, \mathbf{r}^{\prime}} V^{\alpha, k}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)\left\{\hat{e}_{\alpha, \sigma}^{+}(\mathbf{r}) \hat{p}_{k, \sigma}\left(\mathbf{r}^{\prime}\right)+\text { H.c. }\right\} \\
& +\sum_{\mathbf{r}, \sigma}\left(\epsilon_{e}-\sigma H\right) \hat{e}_{\alpha, \sigma}^{+}(\mathbf{r}) \hat{e}_{\alpha, \sigma}(\mathbf{r}) \\
& +\sum_{\mathbf{r}, \sigma}\left(\epsilon_{p}-\sigma H\right) \hat{p}_{k, \sigma}^{+}(\mathbf{r}) \hat{p}_{k, \sigma}(\mathbf{r}) \tag{1}
\end{align*}
$$

Here the indices $\alpha$ take two values corresponding to the two degenerate states, $\sqrt{3}\left(x^{2}-y^{2}\right)$ and $3 z^{2}-r^{2}$, of the $e_{g}$-electrons of a transition cation, and the indices $k$ take three values corresponding to the three degenerate states, $a=p_{x}, b=p_{y}$, and $c=p_{z}$, of the $p$-electrons of a nontransition anion.

The energy difference $r=\epsilon_{p}-\epsilon_{e}$ is assumed to be a given parameter, while the sum of the one-particle energies can be expressed in terms of the chemical potential $\mu=-\left(\epsilon_{p}-\epsilon_{e}\right) / 2$.

After transforming to a Fourier representation, the overlap integral matrix $\hat{V}^{\alpha, k}(\mathbf{q})$ is easily calculated for a given crystal structure. ${ }^{1}$

For a given location of the lowest states of the atomic multiplets, the collectivization of the transitions between the $N$ - and $(N+1)$-states is determined by the poles of the oneparticle Green function. To calculate it, we write the expansion of the creation and annihilation operators for all possible transitions between states of the lowest multiplets:

$$
\begin{equation*}
\hat{e}_{\alpha, \sigma}^{+}(\mathbf{r})=\sum_{\beta} g_{\beta}(\alpha, \sigma) \hat{X}_{\mathbf{r}}^{\beta}, \quad \hat{p}_{k, \sigma}(\mathbf{r})=\sum_{v} g_{v}(k, \sigma) \hat{Y}_{\mathbf{r}}^{v} \tag{2}
\end{equation*}
$$

Here $\beta$ and $v$ are the numbers of the one-particle $e$ - or $p$-transitions and $g_{\beta}$ and $g_{v}$ are the so-called genealogical coefficients, which we find for each specific type of transition.

In the end, it is necessary to calculate the average occupation number of each component of the multiplet as a function of the magnitude of the applied magnetic field $H$.

In the following we use the zero-loop approximation or Hubbard I approximation, ${ }^{2}$ in which each self-energy part of the one-particle Green function is replaced by the so-called end factor $f_{\beta}$ or $f_{v}$, which equals the sum of the occupation numbers of the initial and final states responsible for a given transition $\beta$ or $v$.

In this approximation ${ }^{3}$ the complete Green function $D_{\omega}(\mathbf{q})$ is the product of the virtual Green function $G_{\omega}^{\alpha, v}(\mathbf{q})$ and the end factor $f_{v}$. The virtual Green function itself satisfies a Dyson-type equation:

$$
\begin{equation*}
D_{\omega}^{\alpha, v}(\mathbf{q})=G_{\omega}^{\alpha, v}(\mathbf{q}) f(\mathbf{v}), \quad \hat{G}_{\omega}^{-1}(\mathbf{q})=\left(\hat{G}_{\omega}^{(0)}\right)^{-1}-\hat{W} . \tag{3}
\end{equation*}
$$

The elements of the matrix $\hat{W}$ are determined from the coefficients in the expansion (2) for the creation and annihilation operators after they are substituted in the Hamiltonian (1):

$$
\begin{equation*}
W_{\beta, v}(\mathbf{q})=f_{(\beta)} \sum_{\alpha, k} g_{\beta}(\alpha) \sum_{k} V^{\alpha, k}(\mathbf{q}) g_{v}(k) . \tag{4}
\end{equation*}
$$

All possible $N+1$-particle occupation numbers corresponding to the transition $\alpha\left(N_{k},(N+1)_{s}\right)$ at a specified tempera-


FIG. 1. CsCl-type cubic lattice.
ture $T$ and chemical potential are calculated from the diagonal matrix elements of the one-particle Green function with the aid of the following general formula:

$$
\begin{equation*}
n_{(N+1)}(s)=T \sum_{\omega, \mathbf{q}} \exp (i \omega \delta) D_{\omega}^{\alpha,-\alpha}(\mathbf{q}) \tag{5}
\end{equation*}
$$

Here $\delta$ is a positive infinitesimal quantity, $\omega=(2 n+1) \pi T$, and the symbol $-\alpha$ labels the transition that is the inverse of $\alpha$.

The right-hand side of Eq. (5) can be found using Eqs. (3) and (4) in terms of the end factors that appear in the matrix elements for the Green function and its inverse.

The average occupation numbers can be expressed in terms of the end factors, so that in the approximation used here it is possible to obtain a closed system of equations for the variations in all the end factors as a function of the applied magnetic field.

Ultimately, it is possible to obtain an equation for the magnetic permeability as a function of temperature and the average number of $n_{e^{-}}$and $n_{p}$-electrons belonging to a single unit cell.

The ferromagnetic instability is defined by an infinite spin magnetic susceptibility.

The method proposed here explains the ferromagnetism of compounds of type FeAl , with a Curie temperature $T_{c}=623 \mathrm{~K}$ and $n^{*} \approx 1 \mu_{B}$, and MnSi with a Curie temperature $T_{c}=34 \mathrm{~K}$ and $n^{*} \approx 0.4 \mu_{B}$. Assuming that the $t_{2 g}$-shell of the transition element and the $3 s$-shell of the nontransition element are completely filled, then the total number $n_{e}+n_{p}=3-n_{s}$, where $n_{s}$ is the average number of $4 s$-electrons of the transition element, which we take to be an arbitrary parameter.

For this reason, in the following we examine the simultaneous filling of the $e_{g}$ - and $3 p$-shells in detail for all integer ranges of $n_{p}$ and $n_{e}$.

The matrix of the transition integrals between nearest ions is proportional to the overlap integral $(16 / \sqrt{3}) \tau(111)_{x, x^{2}-y^{2}}$, which is assumed equal to unity below. The remaining matrix elements are calculated according to the $f c c$ unit cell structure shown in Fig. 1:

$$
\begin{align*}
\hat{V}^{\alpha, k}(\mathbf{q})= & \sqrt{3}\left(x^{2}-y^{2}\right) \\
& 3 z^{2}-r^{2}  \tag{6}\\
& \times\left(\begin{array}{ccc}
p_{x} & p_{y} & p_{z} \\
\sqrt{3} \nu_{x}^{-} \nu_{y}^{+} \nu_{z}^{+} & -\sqrt{3} \nu_{x}^{+} \nu_{y}^{-} \nu_{z}^{+} & 0 \\
-\nu_{x}^{-} \nu_{y}^{+} \nu_{z}^{+} & -\nu_{x}^{+} \nu_{y}^{-} \nu_{z}^{+} & 2 \nu_{x}^{+} \nu_{y}^{+} \nu_{z}^{-}
\end{array}\right)
\end{align*}
$$

where the matrix elements depend on the quasimomenta $q_{x, y, z}$ through the functions $v_{k}^{ \pm}=1 \pm \exp \left(i q_{k}\right)$.

## 2. CALCULATING THE PHASE DIAGRAM

Low concentrations, $n_{p, e}<1$. In the limiting case of infinite Hubbard energy, the creation and annihilation operators can be conveniently expressed in terms of $\hat{X}$, the transition operators between vacant $|0\rangle$ and one-particle $|\sigma, \lambda\rangle$ states:

$$
\begin{array}{ll}
\hat{e}_{\mathbf{r} \sigma, \eta}=\hat{X}_{\mathbf{r}}^{(0 \mid \sigma, \eta)}, & \hat{e}_{\mathbf{r} \sigma, \eta}^{+}=\hat{X}_{\mathbf{r}}^{(\sigma, \eta \mid 0)} ; \\
\hat{p}_{\mathbf{r} \sigma, \nu}=\hat{Y}_{\mathbf{r}}^{(0 \mid \sigma, \nu)}, & \hat{p}_{\mathbf{r} \sigma, \nu}^{+}=\hat{Y}_{\mathbf{r}}^{(\sigma, \nu \mid 0)} . \tag{7}
\end{array}
$$

After this expansion is substituted in the initial Hamiltonian (1) we obtain an explicit expression for the inverse Green function:

$$
\left.\hat{G}_{\omega}^{-1}(\mathbf{q})=e_{\alpha} \begin{array}{cc}
e_{\beta} & p_{s} \\
p_{k}
\end{array} \begin{array}{cc}
\left(i \omega-\epsilon_{e}\right) \delta_{\alpha, \beta} & -f_{\alpha} V^{\alpha, k}(\mathbf{q})  \tag{8}\\
-f_{p} V^{k, \beta}(\mathbf{q}) & \left(i \omega-\epsilon_{p}\right) \delta_{k, s}
\end{array}\right) .
$$

Here the $\epsilon_{p, e}$ are the energies of the one-particle $p$ - and $e$-states, $f_{p, e}$ are the end factors given by the sum of the occupation numbers of the initial and final states, $V^{\alpha, s}(\mathbf{q})$ is the energy matrix (6) for the transition, and $V^{k, \beta}(\mathbf{q})$ is the Hermitian conjugate matrix.

To find the average occupation numbers $n_{p, e}^{(\sigma)}$ we use the simplest approximation, ${ }^{2}$ in which the excitation energy is determined by the average self-energy part, which can be expressed in terms of the so-called end factors, which, in this case, equal the sum of the average number of vacant and one-particle states,

$$
\begin{equation*}
f_{p, k}^{(\sigma)}=n_{0}+n_{I, k}^{(\sigma)}, \quad f_{e, \alpha}^{(\sigma)}=n_{0}+n_{I, \alpha}^{(\sigma)} . \tag{9}
\end{equation*}
$$

Given that these are independent of the number $k$ of the one-particle state and $\alpha$, we obtain the following equations of state:

$$
\begin{align*}
& n_{e}^{(\sigma)}=\sum_{\alpha} n_{I, \alpha}^{(\sigma)}=2 f_{e}^{(\sigma)} \sum_{\mathbf{p} \lambda= \pm} a_{\mathbf{p}}^{(-\lambda)} n_{F}\left(\xi_{\mathbf{p}}^{(\sigma, \lambda)}\right),  \tag{10}\\
& n_{p}^{(\sigma)}=\sum_{k} n_{I, k}^{(\sigma)}=f_{p}^{(\sigma)}\left[n_{F}\left(\epsilon_{p}\right)+2 \sum_{\mathbf{p} \lambda= \pm} a_{\mathbf{p}}^{(\lambda)} n_{F}\left(\xi_{\mathbf{p}}^{(\sigma, \lambda)}\right)\right]
\end{align*}
$$

Here $n_{F}(\epsilon)$ is the Fermi distribution and the two doubly degenerate branches of the spectrum are

$$
\xi_{\mathbf{p}}^{(\sigma, \pm)}= \pm \sqrt{\left(\frac{r}{2}\right)^{2}+f_{p}^{(\sigma)} f_{e}^{(\sigma)} t_{\mathbf{p}}^{2}}-\sigma H-\mu,
$$

$$
\begin{equation*}
a_{\mathbf{p}}^{( \pm)}=\frac{1}{2}\left[1 \pm \frac{\tau}{\xi_{\mathbf{p}}^{(\sigma,+)}-\xi_{\mathbf{p}}^{(\sigma,-)}}\right], \tag{11}
\end{equation*}
$$

where

$$
\begin{aligned}
& t_{\mathbf{p}}^{2}=s_{x}^{2} c_{y}^{2} c_{z}^{2}+s_{y}^{2} c_{z}^{2} c_{x}^{2}+s_{z}^{2} c_{x}^{2} c_{y}^{2}, \quad s_{k}^{2}=4 \sin ^{2}\left(p_{k} / 2\right), \\
& c_{k}^{2}=4 \cos ^{2}\left(p_{k} / 2\right)
\end{aligned}
$$

The equations of state (10) can be expressed in terms of integrals of the single variable $t_{p}^{2}$, so it makes sense to introduce the density of states function

$$
\rho(\epsilon)=\sum_{p_{x}, p_{y}, p_{z}} \delta\left(\epsilon-t_{\mathbf{p}}^{2}\right),
$$

which can be used to write all the sums over the momentum.
Given the cubic symmetry, the end factors (9) can be expressed in terms of the average occupation numbers of the one-particle states,

$$
n_{p, e}^{(\sigma)}=\sum_{s=1}^{3,2} n_{s}^{(\sigma)}
$$

Since

$$
n_{0}+\sum_{s, \sigma} n_{s}^{(\sigma)}=1,
$$

we obtain

$$
\begin{equation*}
f_{p}^{(\sigma)}=1-n_{p}^{(-\sigma)}-\frac{2}{3} n_{p}^{(\sigma)}, \quad f_{d}^{(\sigma)}=1-n_{e}^{(-\sigma)}-\frac{1}{2} n_{e}^{(\sigma)} . \tag{12}
\end{equation*}
$$

From this we find the variation in the end factors in terms of the variation in the average occupation numbers, which are determined by the variation in the external magnetic field:

$$
\begin{equation*}
\delta n_{p, e}^{(\sigma)}=-\delta n_{p, e}^{-(\sigma)}, \quad \delta f_{p}^{(\sigma)}=\frac{1}{3} \delta n_{p}^{(\sigma)}, \quad f_{e}^{(\sigma)}=\frac{1}{2} \delta n_{e}^{(\sigma)} \tag{13}
\end{equation*}
$$

These formulas, along with the equations of state (10) for a given magnetic field, can be used to write an equation for just the variation in the end factors:

$$
\begin{align*}
& \delta f_{e}^{(\sigma)}=\left[K_{e}+L_{e}\right] \delta f_{e}^{(\sigma)}+\frac{f_{e}}{f_{p}} L_{d} \delta f_{p}-f_{e} R_{e} \sigma \delta H, \\
& \delta f_{p}^{(\sigma)}=\left[K_{p}+L_{p}\right] \delta f_{p}^{(\sigma)}+\frac{f_{p}}{f_{e}} L_{p} \delta f_{e}-f_{p} R_{p} \sigma \delta H . \tag{14}
\end{align*}
$$

This yields the magnetic susceptibility

$$
\begin{equation*}
\chi=\frac{\delta n_{e}^{\sigma}}{\delta H}+\frac{\delta n_{p}^{\sigma}}{\delta H}=2 \frac{\delta f_{e}^{\sigma}}{\delta H}+3 \frac{\delta f_{p}^{\sigma}}{\delta H} . \tag{15}
\end{equation*}
$$

We obtain the possibility of a ferromagnetic instability as the condition for a singularity in the magnetic susceptibility:

$$
\operatorname{det}\left(\begin{array}{cc}
1-\left(K_{e}+L_{e}\right), & -f_{e} L_{e} / f_{p}  \tag{16}\\
-f_{p} L_{p} / f_{e}, & 1-\left(K_{p}+L_{p}\right)
\end{array}\right)=0 .
$$

Here we have introduced the functions

$$
\begin{align*}
& K_{e}=\sum_{\mathbf{p}, \lambda= \pm} a_{\mathbf{p}}^{(-\lambda)} n_{F}\left(\xi_{\mathbf{p}}^{(\lambda)}\right)=\frac{n_{e}}{4-3 n_{e}}, \\
& \xi_{\mathbf{p}}^{( \pm)}= \pm \sqrt{(r / 2)^{2}+f_{e} f_{p} t_{\mathbf{p}}^{2}}-\mu, \tag{17}
\end{align*}
$$

and

$$
\begin{equation*}
K_{p}=\frac{1}{3}\left[n_{F}\left(\epsilon_{p}\right)+2 \sum_{\mathbf{p}, \lambda= \pm} a_{\mathbf{p}}^{(\lambda)} n_{F}\left(\xi_{\mathbf{p}}^{(\lambda)}\right)\right]=\frac{n_{p}}{6-5 n_{p}} . \tag{18}
\end{equation*}
$$

These functions all depend only on $f_{p} f_{e} t_{p}^{2}$, which is invariant under the cubic symmetry transformation [defined in Eq. (5)].

The coefficients $L_{p, e}$ in the equation that determine the limits for ferromagnetic ordering are defined in terms of the derivatives of the right-hand side of the equations of state:

$$
\begin{equation*}
L_{p, e}=b \frac{\partial K_{p, e}}{\partial b}, \quad \text { where } \quad b=g_{p}^{2} g_{e}^{2} f_{p} f_{e} t^{2} \tag{19}
\end{equation*}
$$

In this case the coefficients $g_{p, e}^{2}=1$ and

$$
\begin{equation*}
f_{e}=\frac{4-3 n_{e}}{4}, \quad f_{p}=\frac{6-5 n_{p}}{6} . \tag{20}
\end{equation*}
$$

In this range, the electronic states are resonant between the vacant and one-particle states. Thus, for a small number of excitations, no ferromagnetic state develops, ${ }^{3}$ but the system has elevated magnetic susceptibility.

Concentrations $n_{p}<1,1<n_{e}<2$. Let us examine the situation in which $e_{g}$-electrons resonate between one- and two-particle states, while, as before, the number of $p$-electrons is less than one ( $n_{p}<1$ ).

The one-particle states $\hat{e}_{1, \sigma}^{+}|0\rangle$ and $\hat{e}_{2, \sigma}^{+}|0\rangle$ have spin $1 / 2$. The lowest energy two-particle states ${ }^{3} A_{2}$ have spin $S=1$ :

$$
\begin{align*}
& \hat{e}_{1, \sigma}^{+} \hat{e}_{2, \sigma}^{+}|0\rangle \quad\left(S_{z}=\sigma\right), \\
& \frac{\hat{e}_{1, \uparrow}^{+} \hat{e}_{2, \downarrow}^{+}+\hat{e}_{1, \downarrow}^{+} \hat{e}_{2, \uparrow}^{+}}{\sqrt{2}}|0\rangle \quad\left(S_{z}=0\right) . \tag{21}
\end{align*}
$$

The higher energy ${ }^{1} E$ and ${ }^{1} A_{1}$ states are neglected.
For a finite external magnetic field, the variation in the end factors depends on the variation in both the one-particle $\left(n_{\mathrm{I}}\right)$ and two-particle ( $n_{\text {II }}$ ) occupation numbers. Given the symmetry of the system under interchange of the $e_{2}=3 z^{2}$ $-r^{2}$ and $e_{1}=\sqrt{3}\left(x^{2}-y^{2}\right)$ states, we find the variation in the end factors to be

$$
\begin{array}{ll}
f_{\mathrm{I}}^{(\sigma)}=n_{\mathrm{II}}^{(\sigma)}+n_{\mathrm{I}}^{(\sigma)}, & \delta f_{\mathrm{I}}^{(\sigma)}=\delta n_{\mathrm{II}}^{(\sigma)}+\delta n_{\mathrm{I}}^{(\sigma)}, \\
f_{2}^{(\sigma)}=n_{\mathrm{II}}^{(0)}+n_{\mathrm{I}}^{(-\sigma)}, & \delta f_{2}^{(\sigma)}=\delta n_{\mathrm{I}}^{(-\sigma)}=-\delta n_{\mathrm{I}}^{(\sigma)} . \tag{22}
\end{array}
$$

Therefore, in contrast to the previous 'one-particle" case, here it is necessary to have two independent equations for the variations in the one- and two-particle $e$-states.

In order to obtain these equations, we multiply the real part of the expansion of the annihilation operator,

$$
\begin{equation*}
\hat{e}_{\mathbf{r} \sigma}=g_{1} \hat{X}_{\mathbf{r}}^{(0, \sigma \mid \sigma, \sigma)}+g_{2} \hat{X}_{\mathbf{r}}^{(0,-\sigma \mid \sigma,-\sigma)}, \tag{23}
\end{equation*}
$$

where $g_{1}=1$ and $g_{2}=1 / \sqrt{2}$, by an arbitrary linear combination of the conjugate $X$-operators,

$$
\hat{Y}_{\mathbf{r}}=\beta_{1} \hat{X}_{\mathbf{r}}^{(\sigma, \sigma \mid 0, \sigma)}+\beta_{2} \hat{X}_{\mathbf{r}}^{(\sigma,-\sigma \mid 0,-\sigma)}
$$

Averaging the individual $T$-products over the states with given temperature and chemical potential, we find an equation relating the two particle occupation numbers $n_{\mathrm{II}}$, the Fourier components of the virtual one-particle Green function $\hat{G}_{\omega}(\mathbf{p})$, and the end factors $f_{k}(\sigma)$, where $k=1,2$, and $f_{p}(\sigma)$.

We now calculate the $T$-products in terms of the zero loop Hubbard I approximation:

$$
\begin{align*}
& -\left\langle\hat{T}\left(\hat{e}_{\mathbf{r}, \sigma}(\tau), \hat{Y}_{\mathbf{r}}(\tau+0)\right)\right\rangle \\
& \quad=\left(g_{1} \gamma_{1}\right)\left\langle X^{\left(S_{z}=\sigma \mid S_{z}=\sigma\right)}\right\rangle+\left(g_{2} \gamma_{2}\right)\left\langle X^{\left(S_{z}=0 \mid S_{z}=0\right)}\right\rangle \\
& \quad=\left(g_{1} \gamma_{1}\right) n_{\mathrm{II}}^{(\sigma)}+\left(g_{2} \gamma_{2}\right) n_{\mathrm{II}}^{(0)}=T \sum_{\omega, \mathbf{p} ; \alpha, \beta} g_{\alpha} G_{\omega}^{(\alpha, \beta)} \\
& \quad \times(\mathbf{p}) \gamma_{\beta} f_{\beta} \exp (i \omega \delta) . \tag{24}
\end{align*}
$$

Here $\delta=0+$ is a small positive correction and the $f_{s}$ are the end factors (22).

The matrix elements of the one-particle Green function can be expressed in terms of the inverse matrix, where now each row and column corresponding to the $e$-states has twice the number of components. The corresponding matrix elements are given by the genealogical coefficients $g_{\alpha}$ in the expansion (28). Thus, for the selected operator $\hat{e}_{1 \sigma}$, the first two rows of the inverse Green function can be written

$$
\begin{gather*}
\hat{G}_{\omega}^{-1}(\mathbf{p})= \\
\begin{array}{c}
((0,-\sigma) \rightarrow(\sigma,-\sigma)) ;
\end{array} \\
\alpha=1  \tag{25}\\
\alpha=2 \\
k=3,4 \ldots
\end{gather*} \quad\left(\begin{array}{ccr}
i \omega-\epsilon_{e} & 0 & -f_{1} g_{1} \rho_{s}^{p} \\
0 & i \omega-\epsilon_{e} & -f_{2} g_{2} \rho_{s}^{p} \\
-\nu_{p}^{k} g_{1} & -\nu_{p}^{k} g_{2} & \tau_{k, s}
\end{array}\right) .
$$

Here $g_{1}=1, g_{2}=1 / \sqrt{2}$, and the end factors are given by Eq. (22).

Using the explicit form of the inverse matrix elements, it is possible to calculate the sums on the right-hand side of Eq. (25). Noting that the energies of the transitions accompanying the creation of the same $e_{1}$-state are the same, we obtain

$$
\begin{equation*}
\sum_{\alpha=1,2} g_{\alpha} G_{\omega}^{\alpha, \beta}(\mathbf{p})=g_{\beta}\left(i \omega-\epsilon_{e}\right) \frac{\operatorname{det} \tau_{k, s}}{\operatorname{det} G^{-1}} \tag{26}
\end{equation*}
$$

Taking the sum on both sides of this equation over the momenta and frequencies, we find a result proportional to the genealogical coefficients $g_{\beta}$ :

$$
T \sum_{\omega, \mathbf{p}} \sum_{\alpha=1,2} g_{\alpha} G_{\omega}^{\alpha, \beta}(\mathbf{p})=g_{\beta} K_{e}(H)
$$

As a result, we have an equation for arbitrary $\gamma_{\alpha}$ :

$$
\begin{equation*}
g_{1} \gamma_{1} n_{\mathrm{II}}^{\left(S_{z}=\sigma\right)}+g_{2} \gamma_{2} n_{\mathrm{II}}^{\left(S_{z}=0\right)}=K_{e}(H) \sum_{\beta=1,2} g_{\beta} \gamma_{\beta} f_{\beta} . \tag{27}
\end{equation*}
$$

By varying the magnetic field in Eq. (27), we obtain two equations.

When

$$
\sum_{1 \leqslant \alpha \leqslant 2} g_{\alpha} \gamma_{\alpha}=0
$$

we find an equation that is independent of the applied external field,

$$
\begin{align*}
\delta n_{\mathrm{II}}^{(\sigma)}\left(1-K_{e}\right)-2 K_{e} \delta n_{\mathrm{I}}^{(\sigma)}= & \delta f_{1}^{(\sigma)}\left(1-K_{e}\right) \\
& +\delta f_{2}^{(\sigma)}\left(1+K_{e}\right)=0 . \tag{28}
\end{align*}
$$

Here the electron density lies within the interval $1<n_{e}<2$ and the coefficients are calculated for a vanishing external magnetic field:

$$
\begin{align*}
& K_{e}=\sum_{\mathbf{p}, \lambda= \pm} a_{\mathbf{p}}^{(-\lambda)} n_{F}\left(\xi_{\mathbf{p}}^{(\lambda)}\right)=2 \frac{n_{e}-1}{2+n_{e}}, \\
& \xi_{\mathbf{p}}^{( \pm)}= \pm \sqrt{\left(\frac{r}{2}\right)^{2}+g_{e}^{2} f_{e} f_{p} t_{\mathbf{p}}^{2}}-\mu, \tag{29}
\end{align*}
$$

and

$$
\begin{equation*}
f_{e}=\frac{2+n_{e}}{12}, \quad f_{p}=\frac{6-5 n_{p}}{6}, \quad g_{e}^{2}=g_{1}^{2}+g_{2}^{2}=\frac{3}{2} . \tag{30}
\end{equation*}
$$

When $g_{\alpha}=\gamma_{\alpha}$ we obtain an equation for the susceptibilities:

$$
\begin{align*}
\delta n_{\mathrm{II}}^{(\sigma)}= & \delta f_{2}^{(\sigma)}+\delta f_{1}^{(\sigma)}=\left[K_{e}+L_{e}\right] \sum_{\alpha=1,2} g_{\alpha}^{2} \delta f_{\alpha}^{(\sigma)} \\
& +g_{e}^{2} \frac{f_{e}}{f_{p}} L_{e} \delta f_{p}-g_{e}^{2} f_{e} R_{e} \sigma \delta H, \tag{31}
\end{align*}
$$

where the coefficient $L_{e}$ is given by the general equation

$$
\begin{align*}
& L_{e}=b \frac{\partial}{\partial b} K_{e}=\sum_{\mathbf{p}, \lambda= \pm} t_{\mathbf{p}}^{2} \frac{\delta}{\delta t_{\mathbf{p}}^{2}}\left[n_{F}\left(\xi_{\mathbf{p}}^{(\lambda)}\right) a_{\mathbf{p}}^{(-\lambda)}\right], \\
& R_{e}=\sum_{\mathbf{p}, \kappa= \pm} a_{\mathbf{p}}^{(-\kappa)} n_{F}^{\prime}\left(\xi_{\mathbf{p}}^{(\kappa)}\right), \\
& a_{\mathbf{p}}^{( \pm)}=\frac{1}{2}\left[1 \pm \frac{r}{\sqrt{r^{2}+4 g_{e}^{2} f_{e} f_{p} t_{\mathbf{p}}^{2}}}\right] . \tag{32}
\end{align*}
$$

An equation for the variation in the one-particle $p$-states can be found from the equation for the occupation numbers $n_{p}$ in a way fully analogous to Eq. (10):

$$
\begin{equation*}
n_{p}^{(\sigma)}=f_{p}^{(\sigma)}\left[n_{F}\left(\epsilon_{p}\right)+2 \sum_{\mathbf{p} \kappa= \pm} a_{\mathbf{p}}^{(\kappa)} n_{F}\left(\xi_{\mathbf{p}}^{(\sigma, \kappa)}\right)\right] . \tag{33}
\end{equation*}
$$

We find the relationship between the variation in the occupation numbers and that of the end factors $f_{p}^{(\sigma)}$ using the general relation (14):

$$
\begin{align*}
\delta f_{p}^{(\sigma)}= & L_{p} \frac{f_{p}}{g_{e}^{2} f_{e}} \sum_{\alpha=1,2} g_{\alpha}^{2} \delta f_{\alpha}^{(\sigma)}+\left[K_{p}+L_{p}\right] \delta f_{p} \\
& -f_{p} R_{p} \sigma \delta H . \tag{34}
\end{align*}
$$

The coefficients $K_{p}$ and $L_{p}$ are calculated using Eqs. (18) and (19) with the excitation energy $\xi_{\mathbf{p}}^{ \pm}$given by Eq. (29).

Therefore, a system of three equations (28), (31), and (34) determines the change in the three end factors, which determine the changes in all three occupation numbers.


FIG. 2. Magnetic phase diagram at $T=0$. Ferromagnetic regions are shaded. Straight lines correspond to the equations of electrical neutrality, with the upper for MnSi and the lower for FeAl .

The solubility of the corresponding homogeneous system of equations determines whether ferromagnetic instability will develop. As a result, the condition for a phase transition into the ferromagnetic state has the following simple form:
$\left(1-K_{p}\right)\left[K_{e}\left(1-K_{e}\right)-L_{e}\left(1 / 3+K_{e}\right)\right]-L_{p} K_{e}\left(1-K_{e}\right)=0$.

Here

$$
\begin{align*}
& K_{e}=4 \frac{\left(n_{e}-1\right)}{2+n_{e}}, \quad K_{p}=\frac{n_{p}}{6-5 n_{p}}, \\
& n_{e}=\frac{2 K_{e}+4}{4-K_{e}}, \quad n_{p}=\frac{6 K_{p}}{1+5 K_{p}} . \tag{36}
\end{align*}
$$

This equation establishes a relationship between the energies $\boldsymbol{\epsilon}_{p}$ and $\boldsymbol{\epsilon}_{e}$. Eliminating them using the equations of state (12) and (17) in zero field, we obtain the magnetic phase diagram in the variables $n_{e}$ and $n_{p}$ (see Fig. 2).

Concentrations $n_{e}<1,1<n_{p}<2$. We now examine the situation in which the states $p_{x}=a, p_{y}=b$, and $p_{z}=c$ resonate among one- and two-particle states, while the number of $d$-electrons in the $e_{g}$-shell remains below unity ( $n_{e}<1$ ).

The one-particle states $\hat{a}_{\sigma}^{+}|0\rangle, \hat{b}_{\sigma}^{+}|0\rangle$, and $\hat{c}_{\sigma}^{+}|0\rangle$ have spin $1 / 2$. The lowest energy two-particle states ${ }^{3} A_{2}$ have spin $S=1$ :

$$
\begin{equation*}
\hat{a}_{\sigma}^{+} \hat{b}_{\sigma}^{+}|0\rangle \quad\left(S_{z}=\sigma\right), \quad \frac{\hat{a}_{\uparrow}^{+} \hat{b}_{\downarrow}^{+}+\hat{a}_{\downarrow}^{+} \hat{b}_{\uparrow}^{+}}{\sqrt{2}}|0\rangle \quad\left(S_{z}=0\right) . \tag{37}
\end{equation*}
$$

We find the six remaining two-particle states via the cyclic permutation $a \rightarrow b \rightarrow c \rightarrow a$. The higher-energy states ${ }^{1} E$ and ${ }^{1} A_{1}$ are neglected.

For a finite external magnetic field, the variations in the end factors depend on the variations in both the one $\left(n_{\mathrm{I}}\right)$ and two-particle ( $n_{\text {II }}$ ) occupation numbers. Given the symmetry of the system under permutation of the $a$-, $b$-, and $c$-states, we find the variations in the end factors to be

$$
\begin{array}{ll}
f_{1}^{(\sigma)}=n_{\mathrm{II}}^{(\sigma)}+n_{\mathrm{I}}^{(\sigma)}, & \delta f_{1}^{(\sigma)}=\delta n_{\mathrm{II}}^{(\sigma)}+\delta n_{\mathrm{I}}^{(\sigma)} \\
f_{2}^{(\sigma)}=n_{\mathrm{II}}^{(0)}+n_{\mathrm{I}}^{(\hat{\sigma})}, & \delta f_{2}^{(\sigma)}=\delta n_{\mathrm{I}}^{(\hat{\sigma})}=-\delta n_{\mathrm{I}}^{(\sigma)} \tag{38}
\end{array}
$$

which are actually the same as those in the two- and oneparticle $d$-states.

From this we conclude at once that the general Eqs. (28), which are independent of the magnetic field variation, are unchanged:

$$
\begin{align*}
\delta n_{\mathrm{II}}^{\sigma}\left(1-K_{p}\right)-2 K_{p} \delta n_{\mathrm{I}}^{(\sigma)}= & \delta f_{1}^{(\sigma)}\left(1-K_{p}\right) \\
& +\delta f_{2}^{(\sigma)}\left(1+K_{p}\right)=0 . \tag{39}
\end{align*}
$$

The equation for the susceptibility, expressed in terms of the variations in the end factors, contains twice the number of terms on the left and right. Thus, the final equation contains an extra factor of $1 / 2$ multiplying the variation $\delta f_{e}$ of the one-particle $e$-states:

$$
\begin{align*}
\delta n_{\mathrm{II}}^{(\sigma)}= & \delta f_{2}^{(\sigma)}+\delta f_{1}^{(\sigma)}=\left[K_{p}+L_{p}\right] \sum_{k=1,2} g_{k}^{2} \delta f_{k}^{(\sigma)} \\
& +g_{p}^{2} \frac{f_{p}}{2 f_{e}} L_{p} \delta f_{e}-g_{p}^{2} f_{p} R_{p} \sigma \delta H . \tag{40}
\end{align*}
$$

The difference shows up only when calculating the number of identical transitions, which is twice as great. The sum of the squares of the genealogical coefficients is also doubled: $g_{p}^{2}=3$.

By analogy with Eq. (14) we find an equation for the variation in $f_{e}$ with a coefficient that is twice as large for the variations $\delta f_{1,2}$ :

$$
\begin{align*}
\delta f_{e}^{(\sigma)}= & {\left[K_{e}+L_{e}\right] \delta f_{e}^{(\sigma)}+2 \frac{f_{e}}{g_{p}^{2} f_{p}} L_{d} \sum_{k=1,2} g_{k}^{2} \delta f_{k}^{(\sigma)} } \\
& -f_{e} R_{e} \sigma \delta H . \tag{41}
\end{align*}
$$

Here all the coefficients are determined for $H=0$ using the same formulas, but with different equations for $K_{p}$ and $K_{e}$. We have

$$
\begin{align*}
& K_{p}=2 \frac{n_{p}-1}{4-n_{p}}, \quad K_{e}=\frac{n_{e}}{\left(4-3 n_{e}\right)}, \\
& n_{p}=2 \frac{\left(2 K_{p}+1\right)}{\left(2+K_{p}\right)}, \quad n_{e}=\frac{4 K_{e}}{\left(1+3 K_{e}\right)} . \tag{42}
\end{align*}
$$

The condition for a ferromagnetic instability has the same form (35), but with transposed indices, $p \leftrightarrow e$ :

$$
\begin{align*}
& \left(1-K_{e}\right)\left[K_{p}\left(1-K_{p}\right)-L_{p}\left(1 / 3+K_{p}\right)\right]-L_{e} K_{p}\left(1-K_{p}\right)=0 \\
& \quad \text { for } n_{e}<1, \quad 1<n_{p}<2 \tag{43}
\end{align*}
$$

The common property of Eqs. (36) and (43), which distinguishes them from Eq. (16), is the factor $K_{e}$ and, therefore, $K_{p}$, which reflects the possible onset of ferromagnetism for a small number of excitations when $n_{e}-1 \ll 1$ or $n_{p}-1 \ll 1$.

Concentrations $1<n_{p}<2,1<n_{e}<2$. We now obtain the equations appropriate to the range $1<n_{p, e}<2$ by generalizing the results of the preceding two sections. Equations (28), (38), and (39) remain unchanged.

We find two other equations for the two-particle occupation numbers $n_{p, e}^{\sigma}$ by analogy with Eqs. (31) and (40):

$$
\begin{align*}
\delta n_{\mathrm{II}, e}^{(\sigma)}= & \delta f_{2, e}^{(\sigma)}+\delta f_{1, e}^{(\sigma)}=\left[K_{e}+L_{e}\right] \sum_{\alpha=1,2} g_{\alpha}^{2} \delta f_{\alpha, e}^{(\sigma)} \\
& +2 g_{e}^{2} \frac{f_{e}}{g_{p}^{2} f_{p}} L_{e} \sum_{k=1,2} g_{k}^{2} \delta f_{k, p}^{\sigma}-g_{e}^{2} f_{e} R_{e} \sigma \delta H, \tag{44}
\end{align*}
$$

and

$$
\begin{align*}
\delta n_{\mathrm{II}, p}^{(\sigma)}= & \delta f_{2, p}^{(\sigma)}+\delta f_{1, p}^{(\sigma)}=\left[K_{p}+L_{p}\right] \sum_{k=1,2} g_{k}^{2} \delta f_{k, p}^{(\sigma)} \\
& +g_{p}^{2} \frac{f_{p}}{2 g_{e}^{2} f_{e}} L_{p} \sum_{\alpha=1,2} \delta g_{\alpha=1,2}^{2} f_{\alpha, d}^{\sigma}-g_{p}^{2} f_{p} R_{p} \sigma \delta H . \tag{45}
\end{align*}
$$

Here $g_{p}^{2}=3, g_{e}^{2}=3 / 2, \quad K_{e}=4\left(n_{e}-1\right) /\left(2+n_{e}\right), \quad$ and $\quad K_{p}$ $=2\left(n_{p}-1\right) /\left(4-n_{p}\right)$.

The equation for the ferromagnetic instability boundary is symmetric under the interchange $p \leftrightarrow e$ :

$$
\begin{align*}
K_{p} K_{e}\left(1-K_{p}\right)\left(1-K_{e}\right)= & L_{p} K_{e}\left(1-K_{e}\right)\left(1 / 3+K_{p}\right) \\
& +L_{e} K_{p}\left(1-K_{p}\right)\left(1 / 3+K_{e}\right) . \tag{46}
\end{align*}
$$

Here

$$
\begin{align*}
& K_{p}=2 \frac{n_{p}-1}{4-n_{p}}, \quad K_{e}=4 \frac{\left(n_{e}-1\right)}{2+n_{e}}, \\
& n_{p}=2 \frac{\left(2 K_{p}+1\right)}{\left(2+K_{p}\right)}, \quad n_{e}=2 \frac{K_{e}+2}{4-K_{e}} . \tag{47}
\end{align*}
$$

For positive $L_{p, e} \approx 1$ and a small number of perturbations, $n_{p, e}-1 \ll 1$, the left-hand side of Eq. (46) is small compared to the right, which reflects the possible onset of ferromagnetism.

Concentrations $n_{e}<1,2<n_{p}<3$. We now examine the most complicated case, in which the $p$-electrons resonate between two- and three-particle states. We assume that $2<n_{p}$ $<3$, while the occupation numbers $n_{e}$ are less than unity.

The lowest three-particle state has $S=3 / 2$ and a fourfold degeneracy with respect to the projection of the spin:

$$
\begin{align*}
& \hat{a}_{\sigma}^{+} \hat{b}_{\sigma}^{+} \hat{c}_{\sigma}^{+}|0\rangle, \quad S_{z}=3 \sigma / 2 \\
& \frac{1}{\sqrt{3}}\left(\hat{a}_{\bar{\sigma}}^{+} \hat{b}_{\sigma}^{+} \hat{c}_{\sigma}^{+}|0\rangle+\hat{a}_{\sigma}^{+} \hat{b}_{\bar{\sigma}}^{+} \hat{c}_{\sigma}^{+}|0\rangle+\hat{a}_{\sigma}^{+} \hat{b}_{\sigma}^{+} \hat{c}_{\bar{\sigma}}^{+}|0\rangle\right),  \tag{48}\\
& S_{z}=\frac{\sigma}{2}
\end{align*}
$$

The three lowest triplet states with spin 1 are constructed from three different pairwise products of creation operators [see the definition (21)].

The expansion in $X$-operators of the transition between the lowest energy two- and three-particle states is determined by the three genealogical coefficients $\left(\hat{a}_{\mathbf{r} \sigma}=\hat{p}_{x}\right)$ :

$$
\begin{equation*}
\hat{a}_{\mathbf{r} \sigma}=\hat{X}_{\mathbf{r}}^{(0, \sigma, \sigma \mid 3 \sigma / 2)}+\sqrt{\frac{2}{3}} \hat{X}_{\mathbf{r}}^{(A(y z, x z) \mid \sigma / 2)}+\frac{1}{\sqrt{3}} \hat{X}_{\mathbf{r}}^{(0, \bar{\sigma}, \bar{\sigma} \mid \bar{\sigma} / 2)} . \tag{49}
\end{equation*}
$$

We obtain the expansion of the two other annihilation operators $\hat{b}=\hat{p}_{y}$ and $\hat{c}=\hat{p}_{z}$ from Eq. (49) by cyclic permutation.

In the absence of a field, all the average occupation numbers and end factors can be expressed in terms of $n_{p}$, the average number of electrons per cell. Given the order of the degeneracy, we have

$$
\begin{equation*}
3 n_{\mathrm{II}}+4 n_{\mathrm{III}}=1, \quad 18 n_{\mathrm{II}}+12 n_{\mathrm{III}}=n_{p}, \quad f_{p}=\frac{5 n_{p}-6}{36} . \tag{50}
\end{equation*}
$$

Summing over the spin index, we obtain the equation of state

$$
\begin{align*}
& n_{p}=2+4 f_{p} K_{p} \\
& K_{p}=\frac{1}{3}\left\{n_{F}\left(\epsilon_{p}\right)+\sum_{\mathbf{p}, \lambda= \pm} a_{\mathbf{p}}^{\lambda} n_{F}\left(\xi_{\mathbf{p}}^{(\lambda)}\right)\right\}, \\
& \xi_{\mathbf{p}}^{( \pm)}= \pm \sqrt{\left(\frac{r}{2}\right)^{2}+2 f_{p} f_{e} t_{\mathbf{p}}^{2}}-\mu . \tag{51}
\end{align*}
$$

To find the equation of state for $H \neq 0$, we write the occupation number of the three-particle states in terms of the one particle Green function at the same points.

The equations for the variations in the three-particle occupation numbers $\delta n_{\text {III }}^{(3 \sigma / 2)}$ and $\delta n_{\text {III }}^{(\sigma / 2)}=-\delta n_{\text {III }}^{(-\sigma / 2)}$ can be obtained from the general equation for the average $T$-product of the annihilation operator (49) and a linear combination of the three conjugate operators with arbitrary coefficients $\gamma$ :

$$
\begin{align*}
& g_{1} \gamma_{1} n_{\mathrm{III}}^{(3 \sigma / 2)}+g_{2} \gamma_{2} n_{\mathrm{III}}^{(\sigma / 2)}+g_{3} \gamma_{3} n_{\mathrm{III}}^{(-\sigma / 2)} \\
& \quad=T \sum_{1 \leqslant k, n \leqslant 3} \sum_{\omega, \mathbf{p}, k} g_{k} G_{\omega}^{k, n}(\mathbf{p}) \gamma_{n} f_{n} \exp (i \omega \delta) . \tag{52}
\end{align*}
$$

The matrix elements of the one-particle Green function can be expressed in terms of the inverse matrix, where now each row and column, reflecting the $p$-states, has three times as many components. The corresponding matrix elements are determined by the genealogical coefficients $g_{k}$ in the expansion (49). Thus, for the selected operator $\hat{a}=\hat{p}_{x \sigma}$, the three first rows of the inverse Green function can be written

$$
\hat{G}_{\omega}^{-1}(\mathbf{p})=\binom{\left.\frac{1}{2} \sigma \rightarrow \frac{3}{2} \sigma\right)}{-\frac{1}{2} \sigma \rightarrow \frac{1}{2} \sigma}, ~\left(\begin{array}{c}
3 \\
\left.-\frac{3}{2} \sigma \rightarrow-\frac{1}{2} \sigma\right)
\end{array}\right.
$$

$$
\left.\begin{array}{c} 
\\
k=1  \tag{53}\\
k=2 \\
k=3 \\
k=4,5 \ldots
\end{array} \quad \begin{array}{cccc}
s=1 & s=2 & s=3 & s=4,5, \ldots \\
i \omega-\epsilon_{p} & 0 & 0 & -f_{1} g_{1} \rho_{s}^{p} \\
0 & i \omega-\epsilon_{p} & 0 & -f_{2} g_{2} \rho_{s}^{p} \\
0 & 0 & i \omega-\epsilon_{p} & -f_{3} g_{3} \rho_{s}^{p} \\
-\nu_{p}^{k} g_{1} & -\nu_{p}^{k} g_{2} & -\nu_{p}^{k} g_{3} & \tau_{k, s}
\end{array}\right) .
$$

Here $g_{1}=1, g_{2}=\sqrt{2 / 3}$, and $g_{3}=\sqrt{1 / 3}$, while the end factors are determined by the sum of the occupation numbers for the two and three-particle states:

$$
\begin{aligned}
& f_{1}^{\sigma}=n_{\mathrm{III}}^{(3 \sigma / 2)}+n_{\mathrm{II}}^{\sigma}, \quad f_{2}^{\sigma}=n_{\mathrm{III}}^{(\sigma / 2)}+n_{\mathrm{II}}^{0}, \\
& f_{1}^{\sigma}=n_{\mathrm{III}}^{(-\sigma / 2)}+n_{\mathrm{II}}^{-\sigma} .
\end{aligned}
$$

Using the explicit form of the elements of the inverse matrix, it is possible to calculate the sums on the right-hand side of Eq. (53). Since the energies of the transitions accompanying the creation of the same $p_{x}$-state are the same, i.e., $\epsilon_{1}=\epsilon_{2}$ $=\epsilon_{3}=\epsilon_{p}$, we have

$$
\begin{equation*}
\sum_{k=1}^{3} g_{k} G_{\omega}^{k, s}(\mathbf{p})=g_{s}\left(i \omega-\epsilon_{p}\right)^{2} \frac{\operatorname{det} \tau_{n, m}}{\operatorname{det} G^{-1}} \tag{54}
\end{equation*}
$$

Summing over momentum and frequency on both sides of this equation, we obtain a result proportional to the genealogical coefficients $g_{s}$ :

$$
T \sum_{\omega, \mathbf{p}} \sum_{k=1}^{3} g_{k} G_{\omega}^{k, s}(\mathbf{p})=g_{s} K_{p}(H)
$$

As a result we have an equation for arbitrary $\gamma_{k}$ :

$$
\begin{align*}
& g_{1} \gamma_{1} n_{\mathrm{III}}^{(3 \sigma / 2)}+g_{2} \gamma_{2} n_{\mathrm{III}}^{(\sigma / 2)}+g_{3} \gamma_{3} n_{\mathrm{III}}^{(-\sigma / 2)} \\
& \quad=K_{p}(H) \sum_{s=1,2,3} g_{s} \gamma_{s} f_{s} . \tag{55}
\end{align*}
$$

If we assume that the vector $\gamma$ is orthogonal to the vector $g$, i.e.,

$$
\sum_{1 \leqslant k \leqslant 3} g_{k} \gamma_{k}=0
$$

then it is possible to obtain two equations that do not depend explicitly on the magnetic field variation.

We find the first equation for the condition $g_{1} \gamma_{1}$ $=g_{3} \gamma_{3}, g_{2} \gamma_{2}=-2 g_{1} \gamma_{1}$ :

$$
\begin{equation*}
\delta n_{\mathrm{III}}^{(3 / 2)}=3 \delta n_{\mathrm{III}}^{(1 / 2)} . \tag{56}
\end{equation*}
$$

If, on the other hand, we set $\gamma_{2}=0$ and $g_{3} \gamma_{3}=-g_{1} \gamma_{1}$, then we have the second equation:

$$
\begin{equation*}
\left(1-K_{p}\right)\left(\delta n_{\mathrm{III}}^{(3 / 2)}+\delta n_{\mathrm{III}}^{(1 / 2)}\right)-2 K_{p} \delta n_{\mathrm{II}}=0 . \tag{57}
\end{equation*}
$$

The variations in the end factors can be expressed in terms of the variations in the occupation number:

$$
\begin{align*}
& \delta f_{1}=\delta n_{\mathrm{III}}^{(3 / 2)}+\delta n_{\mathrm{II}}, \quad \delta f_{2}=\delta n_{\mathrm{III}}^{(1 / 2)}, \\
& \delta f_{3}=\delta n_{\mathrm{III}}^{(-1 / 2)}-\delta n_{\mathrm{II}} . \tag{58}
\end{align*}
$$

Using the additional condition $\delta n_{\text {III }}^{(-1 / 2)}=-\delta n_{\text {III }}^{(1 / 2)}$, we find the inverse relations:

$$
\begin{align*}
& \delta n_{\mathrm{III}}^{(3 / 2)}=\delta f_{1}+\delta f_{2}+\delta f_{3}, \quad \delta n_{\mathrm{III}}^{(1 / 2)}=\delta f_{2} \\
& \delta n_{\mathrm{II}}=-\delta f_{2}-\delta f_{3} . \tag{59}
\end{align*}
$$

The variation of the virtual Green function $\delta K_{p}(H)$ contains three types of terms:

$$
\begin{align*}
& g_{1}^{2} \delta n_{\mathrm{III}}^{(3 \sigma / 2)}+g_{2}^{2} \delta n_{\mathrm{III}}^{(\sigma / 2)}+g_{3}^{2} \delta n_{\mathrm{III}}^{(-\sigma / 2)} \\
& \quad=\left[K_{p}+L_{p}\right] \sum_{k=1,2,3} g_{k}^{2} \delta f_{k}^{(\sigma)}+g^{2} \frac{f_{e}}{f_{p}} L_{e} \delta f_{e}-g^{2} f_{p} R_{p} \sigma \delta H, \tag{60}
\end{align*}
$$

where the coefficients $L_{p, e}$ are determined by the general formula (8)

$$
\begin{align*}
& R_{p}=\frac{1}{3}\left[n_{F}^{\prime}\left(\epsilon_{p}\right)+2 \sum_{\mathbf{p}, \lambda= \pm} a_{\mathbf{p}}^{(\lambda)} n_{F}^{\prime}\left(\xi_{\mathbf{p}}^{(\lambda)}\right)\right], \\
& a_{\mathbf{p}}^{( \pm)}=\frac{1}{2}\left[1 \pm \frac{r}{\sqrt{r^{2}+4 g^{2} f_{e} f_{p} \tau_{\mathbf{p}}^{2}}}\right] . \tag{61}
\end{align*}
$$

Thus, we obtain the same equations as Eqs. (15)-(17), but with different definitions of the parameters:

$$
\begin{equation*}
g^{2}=2, \quad g_{1}^{2}=1, \quad g_{2}^{2}=\frac{2}{3}, \quad g_{3}^{2}=\frac{1}{3}, \quad K_{p}=9 \frac{n_{p}-2}{5 n_{p}-6} . \tag{62}
\end{equation*}
$$

The equation for the variation in $n_{e}$ is analogous in form to Eqs. (22) and (23):

$$
\begin{align*}
\delta n_{d}^{(\sigma)}= & 2 \delta f_{e}^{(\sigma)}=L_{e} \frac{f_{e}}{g^{2} f_{p}} \sum_{k=1,2,3} g_{k}^{2} \delta f_{k}^{(\sigma)}+\left[K_{e}+L_{e}\right] \delta f_{e} \\
& -f_{d} R_{d} \sigma \delta H . \tag{63}
\end{align*}
$$

All coefficients are calculated for zero magnetic field:

$$
\begin{equation*}
K_{e}=\frac{n_{e}}{4-3 n_{e}}, \quad R_{e}=\sum_{\mathbf{p}, \lambda= \pm} a_{\mathbf{p}}^{(\lambda)} n_{F}^{\prime}\left(\xi_{\mathbf{p}}^{(\lambda)}\right) \tag{64}
\end{equation*}
$$

Thus, we have a system of four equations from which we can find the condition for the onset of ferromagnetism:

$$
\operatorname{det}\left(\begin{array}{cccc}
1-g_{1}^{2}\left(K_{p}+L_{p}\right) & 4 / 3-g_{2}^{2}\left(K_{p}+L_{p}\right) & 1-g_{3}^{2}\left(K_{p}+L_{p}\right) & -g^{2} f_{p} L_{p} / f_{e}  \tag{65}\\
-1 & +2 & -1 & 0 \\
1-K_{p} & 2 & 1+K_{p} & 0 \\
-g_{1}^{2} f_{e} L_{e} / g^{2} f_{p} & -g_{2}^{2} f_{e} L_{p} / g^{2} f_{p} & -g_{3}^{2} f_{e} / g^{2} f_{p} & 1-K_{e}-L_{e}
\end{array}\right)=0 .
$$

Calculating the determinant yields the following condition:

$$
\begin{align*}
& \left(1-K_{e}\right)\left[K_{p}\left(1-K_{p}\right)-L_{p}\left(2 / 3+K_{p}\right)\right]-L_{e} K_{p}\left(1-K_{p}\right)=0 \\
& \quad \text { for } n_{e}<1, \quad 1<n_{p}<2 . \tag{66}
\end{align*}
$$

Here

$$
\begin{array}{ll}
K_{p}=9 \frac{\left(n_{p}-2\right)}{5 n_{p}-6}, & K_{e}=\frac{n_{e}}{4-3 n_{e}}, \\
n_{p}=6 \frac{3-K_{p}}{9-5 K_{p}}, & n_{e}=4 \frac{K_{e}}{1+3 K_{e}} . \tag{64'}
\end{array}
$$

A comparison of Eqs. (66) and (43) shows that upon going from a resonance between one- and two-particle states to a resonance between two- and three-particle states, there is simply an increase in the intensity of the effective scattering amplitude, since in the latter case the dimensionless amplitude $L_{p}$ is multiplied by $2 / 3$, twice the value of $1 / 3$ obtained in the former case.

Concentrations $1<n_{e}<2,2<n_{p}<3$. The matching equations (41), when written for the variations in the three particle $p$-states, acquire an additional term associated with the possible variation in the one- and two-particle $e$-states:

$$
\begin{align*}
& g_{1}^{2} \delta n_{\mathrm{III}}^{(3 \sigma / 2)}+g_{2}^{2} \delta n_{\mathrm{III}}^{(\sigma / 2)}+g_{3}^{2} \delta n_{\mathrm{III}}^{(-\sigma / 2)} \\
& \quad=\left[K_{p}+L_{p}\right] \sum_{k=1,2,3} g_{k}^{2} \delta f_{k}^{(\sigma)}+g_{p}^{2} \frac{f_{p}}{g_{e}^{2} f_{e}} L_{d} \\
& \quad \times \sum_{\alpha=1,2} \delta g_{\alpha, e}^{2} f_{\alpha, e}^{\sigma}-g_{p}^{2} f_{p} R_{p} \sigma \delta H . \tag{67}
\end{align*}
$$

Equations (37) and (38) for the coupling between the variations in the three and two-particle $p$-states are unchanged.

The equation of the type (31) for the variation in the two-particle $d$-states acquires three new terms on the right:

$$
\begin{align*}
\delta n_{\mathrm{II}}^{(\sigma)}= & \delta f_{2, e}^{(\sigma)}+\delta f_{1, e}^{(\sigma)}=\left[K_{e}+L_{e}\right] \sum_{\alpha=1,2} g_{\alpha}^{2} \delta f_{\alpha, e}^{(\sigma)} \\
& +g_{e}^{2} \frac{f_{e}}{g_{p}^{2} f_{p}} L_{e} \sum_{k=1,2,3} \delta f_{k, p}^{\sigma}-g_{e}^{2} f_{e} R_{e} \sigma \delta H . \tag{68}
\end{align*}
$$

Equation (28), which relates the variations in the one-and two-particle $p$-states, is unchanged.

We obtain the condition a condition that is fully analogous to Eq. (46), but with a doubling of the coefficient of the dimensionless amplitude $L_{p}$ :

$$
\begin{align*}
& K_{p} K_{e}\left(1-K_{p}\right)\left(1-K_{e}\right) \\
& \quad=L_{p} K_{e}\left(1-K_{e}\right)\left(2 / 3+K_{p}\right)+L_{e} K_{p}\left(1-K_{p}\right)\left(1 / 3+K_{d}\right), \tag{69}
\end{align*}
$$

with

$$
\begin{align*}
& K_{p}=9 \frac{\left(n_{p}-2\right)}{\left(5 n_{p}-6\right)}, \quad K_{e}=4 \frac{\left(1-n_{e}\right)}{\left(2+n_{e}\right)}, \\
& n_{p}=6 \frac{3-K_{p}}{9-5 K_{p}}, \quad n_{e}=2 \frac{K_{e}+2}{4-K_{e}} . \tag{70}
\end{align*}
$$

Concentrations $2<n_{e}<4,0<n_{p}<3$, and $0<n_{e}<4$, $3<n_{p}<6$. For the transition into the region $2<n_{e}<4,0$ $<n_{p}<2$ we can use the equation from the preceding sections with a particle-hole symmetry transformation for the $e_{g}$-electrons: $n_{e} \rightarrow\left(4-n_{e}\right), K_{e} \rightarrow\left(1-K_{e}\right), L_{e} \rightarrow-L_{e}$.

The first two transformations correspond to a transformation from particles to holes for the fourfold degenerate $e_{g}$-shell. The last transformation corresponds to a change in the sign of the $e-e$ scattering amplitude upon going from particles to holes, which leads to a major change in the magnetic phase diagram.

The remaining part of the phase diagram for $0<n_{e}<4$, $3<n_{p}<6$ can be obtained from the formulas of the preceding sections using the general particle-hole symmetry transformations $n_{d} \rightarrow 4-n_{d}$ and $n_{p} \rightarrow 6-n_{p}$.

## 3. POWER-LAW DENSITY OF STATES MODEL

Let us calculate the integrals (17) and (18) for a model with a density of states $\rho(\epsilon)=(2 / 3) \sqrt{\epsilon \theta} \theta(\epsilon) \theta(1-\epsilon)$. In the case of a filled lower subband, for which the chemical potential changes in the negative region from $-|r / 2| \sqrt{1+s}$ to $-|r / 2|$, where $s=12 g_{e}^{2} g_{p}^{2} f_{e} f_{p} t^{2} / r^{2}$, for $T=0$ we have

$$
\begin{align*}
& K_{p}=\frac{1}{3}\left\{1-z^{3 / 2}-\frac{3 \operatorname{sign}(r)}{2} W(s, z)\right\}, \\
& K_{e}=\frac{1}{2}\left\{1-z^{3 / 2}+\frac{3 \operatorname{sign}(r)}{2} W(s, z)\right\} . \tag{71}
\end{align*}
$$

Henceforth we make use of the function

$$
\begin{align*}
W(s, z)= & \frac{\sqrt{1+s}-\sqrt{z(1+s z)}}{s} \\
& -\frac{1}{s \sqrt{s}} \ln \left(\frac{\sqrt{s}+\sqrt{1+s}}{\sqrt{z s}+\sqrt{1+s z}}\right) . \tag{72}
\end{align*}
$$

Instead of a negative chemical potential $\mu$ here we have introduced the notation $-\mu=\sqrt{1+s z}$.

For this power-law dependence of the density states, the functions $L_{p, e}$ are given in terms of $K_{p, e}$ by

$$
\begin{equation*}
L_{p}=\frac{1}{2}-\frac{\operatorname{sign}(r)}{2 \sqrt{1+s}}-\frac{3}{2} K_{p}, \quad L_{e}=\frac{3}{4}+\frac{3 \operatorname{sign}(r)}{4 \sqrt{1+s}}-\frac{3}{2} K_{e} . \tag{73}
\end{equation*}
$$

TABLE I.

| Ranges | $f_{p}$ | $K_{p}$ | $g_{p}^{2}$ | $S_{\left[n_{p}\right]}$ | $R_{\left[n_{p}\right]+1}$ | $\Gamma_{p}$ | SS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0<n_{p}<1$ | $\left(6-5 n_{p}\right) / 6$ | $n_{p} /\left(6-5 n_{p}\right)$ | 1 | 0 | 6 | 0 | $t_{2 g}$ |
| $1<n_{p}<2$ | $\left(4-n_{p}\right) / 18$ | $2\left(n_{p}-1\right) /\left(4-n_{p}\right)$ | 3 | 1/2 | 9 | 1/3 | $t_{2 g}^{2}$ |
| $2<n_{p}<3$ | $\left(5 n_{p}-6\right) / 36$ | $9\left(n_{p}-2\right) /\left(5 n_{p}-6\right)$ | 2 | 1 | 4 | 2/3 | $t_{2 g}^{3}$ |
| $3<n_{p}<4$ | $\left(24-5 n_{p}\right) / 36$ | $4\left(n_{p}-3\right) /\left(24-5 n_{p}\right)$ | 2 | 3/2 | 9 | $-5 / 3$ | $t_{2 g}^{4}$ |
| $4<n_{p}<5$ | $\left(n_{p}-2\right) / 18$ | $3\left(n_{p}-4\right) /\left(n_{p}-2\right)$ | 3 | 1 | 6 | -4/3 | $t_{2 g}^{5}$ |
| $5<n_{p}<6$ | $\left(5 n_{p}-24\right) / 6$ | $6\left(n_{p}-5\right) /\left(5 n_{p}-24\right)$ | 1 | 1/2 | 1 | -1 | $t_{2 g}^{6}$ |
| Ranges | $f_{e}$ | $K_{e}$ | $g_{e}^{2}$ | $S_{\left[n_{e}\right]}$ | $R_{\left[n_{e}\right]+1}$ | $\Gamma_{e}$ | SS |
| $0<n_{e}<1$ | $\left(4-3 n_{e}\right) / 4$ | $n_{e} /\left(4-3 n_{e}\right)$ | 1 | 1/2 | 4 | 0 | $e_{g}$ |
| $1<n_{e}<2$ | $\left(2+n_{e}\right) / 12$ | $4\left(n_{e}-1\right) /\left(2+n_{e}\right)$ | 3/2 | 1/2 | 3 | 1/3 | $e_{g}^{2}$ |
| $2<n_{e}<3$ | $\left(6-n_{e}\right) / 12$ | $3\left(n_{e}-2\right) /\left(6-n_{e}\right)$ | 3/2 | 1 | 4 | -4/3 | $e_{g}^{3}$ |
| $3<n_{e}<4$ | $\left(3 n_{e}-8\right) / 4$ | $4\left(n_{e}-3\right) /\left(3 n_{e}-8\right)$ | 1 | 1/2 | 4 | -1 | $e_{g}^{4}$ |

Here $s>0$ and the parameter $z$ varies from zero to one. The amplitudes $L_{p, e}$ remain positive for all $s$ and $z$.

In a filled upper subband, for which the chemical potential varies over the positive range from $|r / 2|$ to $|r / 2| \sqrt{1+s}$, we have

$$
\begin{align*}
& K_{p}=\frac{1}{3}\left\{2+z^{3 / 2}-\frac{3 \operatorname{sign}(r)}{2} W(s, z)\right\}, \\
& K_{e}=\frac{1}{2}\left\{1+z^{3 / 2}+\frac{3 \operatorname{sign}(r)}{2} W(s, z)\right\} . \tag{74}
\end{align*}
$$

and

$$
\begin{align*}
& L_{p}=1-\frac{\operatorname{sign}(r)}{2 \sqrt{1+s}}-\frac{3}{2} K_{p}, \\
& L_{e}=\frac{3}{4}+\frac{3 \operatorname{sign}(r)}{4 \sqrt{1+s}}-\frac{3}{2} K_{e} . \tag{75}
\end{align*}
$$

Here also, the parameter $z$ varies from zero to one, but the dimensionless amplitude $L_{p, e}$ remains negative.

Hence, we conclude that within the range of occupation numbers $0<n_{p}<2$ and $0<n_{e}<2$, ferromagnetic regions can exist only for negative values of the chemical potential (see Fig. 2).

## 4. GENERAL RESULTS AND CONCLUSIONS

All of our results can be summarized by a single equation with constant coefficients, each of which has a certain meaning within a square domain of the variables $n_{p, d}$ :

$$
\begin{align*}
& K_{p}\left(1-K_{p}\right) K_{e}\left(1-K_{e}\right) \\
& \quad=L_{e}\left(\Gamma_{e}+K_{e}\right) K_{p}\left(1-K_{p}\right)+L_{p} K_{e}\left(1-K_{e}\right)\left(\Gamma_{p}+K_{p}\right) . \tag{76}
\end{align*}
$$

All coefficients are defined in Table I.
The results in the table show that changing the sign of the $e-e$ scattering amplitude within the range $2<n_{e}<4$ for a fixed sign of the $p-p$ scattering amplitude in the range $0<n_{p}<3$ causes them largely to cancel. As a result, the
right-hand side of Eq. (76) becomes smaller, while the left remains unchanged, since it is invariant under particle-hole transformations for $p$ - and $e$-electrons individually.

For this reason, hybridization of states from the lower Hubbard subbands $n_{p}<3$ with states from the upper half of the $e$-subband $2<n_{e}$ does not lead to ferromagnetism (see Fig. 2).

The figure shows that for the chosen initial density of states, ferromagnetic instability does not occur at low $n_{p, e}$ $<1$ either. With a negative chemical potential, the entire system is spread out over a large number of vacant (nonmagnetic) states and a small number of one-particle states with spin $1 / 2$. Thus, in this region a gaseous paramagnetic state does exist, analogous to that in the classical Hubbard model. ${ }^{2}$

In the other regions where, for example, $n_{e}>1$, the system is a mixture of magnetic states. The existence of a finite negative scattering amplitude for excitations with the same sign of the projection of the spin (or a positive amplitude for scattering of excitations with opposite spins) leads to ferromagnetic instability even when the number of excited states is small. A similar result has been obtained elsewhere. ${ }^{6}$

This sort of situation arises during hybridization and simultaneous filling of the lower Hubbard $p$ - and $e$-subbands.

If, on the other hand, the upper subband for the $e$-states and the lower subband for the $p$-states are filled simultaneously, then the physical situation becomes more complicated.

Calculations show that when the lower half of a hybridized subband (negative chemical potential) is filled, we see a negative $e-e$ scattering amplitude and a positive $p-p$ scattering amplitude for excitations with opposite spins. When the upper half of the hybridized subband is filled (positive chemical potential), the situation is the opposite: we see a positive $e-e$ scattering amplitude and a negative $p-p$ scattering amplitude for excitations with opposite spins.

The mutual influence of these interactions is what determines the possible onset of ferromagnetism. The calculations done in this paper indicate that the amplitudes largely cancel for arbitrary concentrations $n_{p}$ and $n_{e}$ of the states (see the right half of Fig. 2).

For comparison with experiments on the ferromagnetic fcc compounds FeAl and MnSi , we note that in this case, because of electrical neutrality, the total number of electrons in unfilled shells in nine: $n_{d}+n_{p}+n_{s}=9$. Here $n_{d}$ is the total number of $d$-electrons per cell, which differs from our $n_{e}$ by 6 , the total number of electrons in the filled $t_{2 g}$-cell.

In fact, $n_{s}$ is a fit parameter. According to band calculations, ${ }^{5}$ it is 0.84 and 0.82 , respectively, for iron and manganese.

Substituting these numbers into the condition for electrical neutrality, we find

$$
\begin{equation*}
n_{e}+n_{p}=2.16 \text { for } \mathrm{FeAl}, n_{e}+n_{p}=2.18 \text { for } \mathrm{MnSi} . \tag{77}
\end{equation*}
$$

In the figure these lines essentially overlap, with the electrical neutrality line for FeAl lying slightly below that for MnSi . Both of these lines cross the two shaded regions of ferromagnetic ordering obtained in our model.

Suppose that the average charge of the anions is low: for Al $n_{p} \approx 1$ and for Si $n_{p} \approx 2$. Then $n_{e} \approx 1$ for FeAl, while $n_{e} \ll 1$ for MnSi . Therefore, we obtain qualitative agreement with experiment: the magnetic moment in MnSi is small and the saturation moment in the ferromagnetic material FeAl is large $(\approx 1)$. ${ }^{7}$

Note that the proposed mechanism for the onset of the ferromagnetic instability allows for the possibility of intersection of the phase transformation boundary and the electrical neutrality line. This situation corresponds to the phenomenological theory of Kittel, ${ }^{8}$ according to which the exchange
interaction constant changes sign at some critical volume of the unit cell. ${ }^{9}$

There is yet another possibility, in which the electrical neutrality line intersects the line corresponding to integer values of $n_{k}=\left[n_{k}\right]$, as happens in our case. It can be shown, however, that the region $\left(n_{k}-\left[n_{k}\right]\right) \leqslant|t| / U$, within which a transition to localized moments takes place, abuts this line. The assumption in this paper of infinite Hubbard energy $U$ makes it impossible to examine this region, and physical phenomena within this narrow range, $\left(n_{k}-\left[n_{k}\right]\right) \ll|t| / U$, warrant special treatment.
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The superdiffusion equation with a fractional Laplacian $\Delta^{\alpha / 2}$ in $N$-dimensional space describes the asymptotic $(t \rightarrow \infty)$ behavior of a generalized Poisson process with the range (discontinuity) distribution density $\sim|x|^{-\alpha-1}$. The solutions of this equation belong to a class of spherically symmetric stable distributions. The main properties of these solutions are given together with their representations in the form of integrals and series and the results of numerical calculations. It is shown that allowance for the finite velocity of free particle motion for $\alpha$ $>1$ merely amounts to a reduction in the diffusion coefficient with the form of the distribution remaining stable. For $\alpha<1$ the situation changes radically: the expansion velocity of the diffusion packet exceeds the velocity of free particle motion and the superdiffusion equation becomes physically meaningless. © 1999 American Institute of Physics.
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## 1. INTRODUCTION

In view of the increasing interest being shown in anomalous diffusion processes, ${ }^{1,2}$ there has recently been intensive discussion of the possibility of generalizing the diffusion equation

$$
\begin{equation*}
\frac{\partial \rho(\mathbf{r}, t)}{\partial t}=D \Delta \rho(\mathbf{r}, t), \quad \rho(\mathbf{r}, t)=\delta(\mathbf{r}) \tag{1}
\end{equation*}
$$

by replacing the ordinary differentiation operators with corresponding fractional-order operators. From the physical point of view, the substitution $\partial / \partial t \rightarrow(\partial / \partial t)^{\beta}, \beta<1$ is caused by the influences of traps distributed in a medium in which the random time $\tau$ of particle residence is characterized by the probability density

$$
q(t) \propto t^{-\beta-1}, \quad t \rightarrow \infty
$$

with an infinite mean, and the introduction of the fractional Laplacian $\Delta^{\alpha / 2}$ is associated with an anomalously broad distribution of particle ranges

$$
p(r) \propto r^{-\alpha-1}, \quad r \rightarrow \infty .
$$

This first regime is called subdiffusion (the diffusion packet spreads more slowly with time than in cases of ordinary diffusion) and the second is called superdiffusion (where the packet spreads more rapidly). ${ }^{3-6} \mathrm{We}$ shall confine our analysis to the second anomalous diffusion regime, having noted that an equation with a fractional-order Laplacian $(\alpha=1 / 3)$ was first proposed by Monin ${ }^{7}$ (see also Ref. 8) in a description of diffusion in a turbulent medium.

Compte ${ }^{9}$ proposed a generalization of Eq. (1) to the case of superdiffusion in the form

$$
\frac{\partial \rho}{\partial t}=D \nabla^{\alpha} \rho(\mathbf{r}, t)
$$

together with

$$
\begin{equation*}
\hat{F} \nabla^{\alpha} \rho=k^{\alpha} \hat{\rho}(\mathbf{k}, t) \tag{2}
\end{equation*}
$$

where

$$
\hat{\mathrm{F}} f \equiv \hat{f} \mathbf{k}=\int e^{i \mathbf{k} \cdot \mathbf{r}} f(\mathbf{r}) d \mathbf{k}
$$

indicates the Fourier transform of the function $f(\mathbf{r})$ and the exponent $\alpha$ is extended to the entire interval $(0,2)$. However, we note that for $\alpha \rightarrow 2$ formula (2) does not yield the result

$$
\hat{\mathrm{F}} \nabla^{2} \rho=-k^{2} \hat{\rho},
$$

valid for normal diffusion and for $\alpha=1$ the operator $\nabla^{1}$, differs from the vector operator $\nabla$ which makes it difficult to interpret the fractional differentiation operator as the fractional exponent of the differential operator.

These problems are easily surmounted by determining the Riesz fractional derivative by a standard method, in terms of the Laplacian, as in Ref. 10, which incidentally is also quoted by Compte. ${ }^{9}$ The superdiffusion equation then has the form

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=-D(-\Delta)^{\alpha / 2} \rho(\mathbf{r}, t) \tag{3}
\end{equation*}
$$

where the operator $(-\Delta)^{\alpha / 2}$ is given by

$$
\begin{equation*}
(-\Delta)^{\alpha / 2} \rho=\hat{F}^{-1}|\mathbf{k}|^{\alpha} \hat{F} \rho . \tag{4}
\end{equation*}
$$

The definition (4) remains valid for arbitrary dimensions $N$ of the space, whose vectors will be denoted by $x$ and $k$ and for which the scalar product $k_{1} x_{1}+\ldots+k_{N} x_{N}$ will be denoted by $k x$, so that the Fourier transform of the function $f(x), x \in \mathrm{R}^{N}$ is written as

$$
\hat{\mathrm{F}} f \equiv \hat{f}(k)=\int e^{i k x} f(x) d x
$$

The fractional Laplacian is expressed explicitly in the form of the hypersingular integral

$$
(-\Delta)^{\alpha / 2} f=\frac{1}{d_{N, n}(\alpha)} \int_{\mathrm{R}^{N}} \frac{\left(\Delta_{y}^{n} f\right)(x)}{|y|^{N+\alpha}} d y
$$

where

$$
\left(\Delta_{y}^{n} f\right)(x)=\sum_{m=0}^{n}(-1)^{m}\binom{n}{m} f(x-m y)
$$

are noncentrosymmetric differences, $n$ is any integer greater than $\alpha$, and the normalization factor $d_{N, n}(\alpha)$ is given by

$$
d_{N, n}(\alpha)=\int_{\mathrm{R}_{N}}\left(1-\exp i x_{1}\right)^{n}|x|^{-N-\alpha} d x
$$

The Riesz theory of differentiation is expounded in detail in Ref. 10, which is a unique encyclopedia of fractional analysis.

In the present paper we discuss the physical meaning of Eq. (3), its solutions, and range of validity. Bearing in mind the independent importance of one-dimensional and twodimensional diffusion problems, we shall consider N -dimensional diffusion.

## 2. LÉVY PROCESS

Superdiffusion can easily be described formally in terms of a generalization of the Wiener process. For this purpose it is sufficient to write the Kolmogorov-Chapman equation for a steady-state Markovian process with independent increments

$$
\begin{align*}
& \rho(x, t)=\int \rho\left(x^{\prime}, t^{\prime}\right) \rho\left(x-x^{\prime}, t-t^{\prime}\right) d x^{\prime}  \tag{5}\\
& x, x^{\prime} \in \mathrm{R}^{N}, \quad t, t^{\prime} \in \mathrm{R}_{+}^{1}, \quad 0<t^{\prime}<t, \quad \rho(x, 0)=\delta(x)
\end{align*}
$$

and analyze the class of its self-similar solutions
$\rho^{(\alpha)}(x, t)=(D t)^{-N / \alpha} g^{(\alpha)}\left(x(D t)^{-1 / \alpha}\right), \quad D>0, \quad \alpha>0$.
A Fourier transformation converts Eqs. (5) and (6) to the form

$$
\begin{aligned}
& \hat{\rho}^{(\alpha)}(k, t)=\hat{\rho}^{(\alpha)}\left(k, t^{\prime}\right) \hat{\rho}^{(\alpha)}\left(k, t-t^{\prime}\right), \\
& \hat{\rho}^{(\alpha)}(k, t)=\hat{g}^{(\alpha)}\left(k(D t)^{1 / \alpha}\right), \quad k \in \mathrm{R}^{N} .
\end{aligned}
$$

Introducing the notation $(D t)^{1 / \alpha}=\lambda,\left(D t^{\prime}\right)^{1 / \alpha}=\lambda_{1}$, and $\left(D\left(t-t^{\prime}\right)\right)^{1 / \alpha}=\lambda_{2}$, we can see that $\hat{g}^{(\alpha)}(k)$ satisfies

$$
\begin{equation*}
\ln \hat{g}^{(\alpha)}(\lambda k)=\ln \hat{g}^{(\alpha)}\left(\lambda_{1} k\right)+\ln \hat{g}^{(\alpha)}\left(\lambda_{2} k\right) \tag{7}
\end{equation*}
$$

for

$$
\begin{equation*}
\lambda^{\alpha}=\lambda_{1}^{\alpha}+\lambda_{2}^{\alpha} . \tag{8}
\end{equation*}
$$

For spherically symmetric distributions, $\hat{g}^{(\alpha)}(k)$ only depends on $|k|$ and then the solution of Eq. (7) is (see Ref. 11)

$$
\begin{equation*}
\hat{g}^{(\alpha)}(k)=e^{-|k|^{\alpha}}, \quad 0<\alpha \leqslant 2 \tag{9}
\end{equation*}
$$

and in consequence

$$
\begin{equation*}
\hat{\boldsymbol{\rho}}^{(\alpha)}(k, t)=e^{-D|k|^{\alpha} t} \tag{10}
\end{equation*}
$$

The constraint $\alpha \leqslant 2$ is imposed because for $\alpha>2$ the function (9) loses the properties of a characteristic function, i.e., its inverse Fourier transform ceases to be a probability density (it becomes indefinite).

The Fourier transform (10) satisfies the differential equation

$$
\frac{\partial \hat{\boldsymbol{\rho}}^{(\alpha)}}{\partial t}=-D|k|^{\alpha} \hat{\boldsymbol{\rho}}^{(\alpha)},
$$

which, in accordance with an $N$-dimensional analog of formula (4), as a result of an inverse transformation, yields an equation for the probability density

$$
\begin{equation*}
\frac{\partial \rho^{(\alpha)}}{\partial t}=-D(-\Delta)^{\alpha / 2} \rho^{(\alpha)}(x, t), \quad \rho(x, t)=\delta(x) \tag{11}
\end{equation*}
$$

which generalizes Eq. (3) to the $N$-dimensional case. In the one-dimensional case, the operator $(-\Delta)^{\alpha / 2}$ becomes a Marchaux derivative. ${ }^{10}$ Following Montroll and West, ${ }^{12}$ we shall call this process a Lévy process. For $\alpha=2$ it is converted into a Wiener process.

In accordance with Eqs. (7)-(10), the solutions of the superdiffusion equation (11) belong to a class of strictly stable N -dimensional distributions ${ }^{13,14}$ or, more accurately, form a subset of spherically symmetric distributions in this class which include the multidimensional Gaussian distribution ( $\alpha=2$ ). The most important characteristic of stable nonGaussian distributions is that the absolute moments

$$
\left.\left.\langle | x\right|^{\mu}\right\rangle \cong \int g^{(\alpha)}(x)|x|^{\mu} d x
$$

are infinite for $\mu \geqslant \alpha$. Infinite dispersion implies that a different measure must be used for the width characteristic of the diffusion packet, for which it is convenient to take the radius $R_{p}(t)$ of a sphere containing the fixed probability $p$

$$
\int_{|x|<R_{p}(t)} \rho^{(\alpha)}(x, t) d x=p
$$

Substituting Eq. (6) and changing the variable of integration, we obtain

$$
\int_{|x|<R_{p}(t)(D t)^{-1 / \alpha}} g^{(\alpha)}(x) d x=p
$$

which implies that

$$
R_{p}(t) \propto t^{1 / \alpha}, \quad t \rightarrow \infty .
$$

For $\alpha=2$ we have a normal rate of expansion of a diffusion packet, whereas for $\alpha<2$ its width increases more rapidly than in the normal case.

## 3. SPHERICALLY SYMMETRIC STABLE DISTRIBUTIONS

One-dimensional stable laws were analyzed in detail in Refs. 13 and 15 . We shall discuss in greater detail some properties of the N -dimensional stable densities

$$
\begin{equation*}
g_{N}^{(\alpha)}(x)=(2 \pi)^{-N} \int \exp \left\{-i k x-|k|^{\alpha}\right\} d k \tag{12}
\end{equation*}
$$

in terms of which the solutions of the superdiffusion equations are expressed in N -dimensional space. For the first three dimensions, allowing for the spherical symmetry of the characteristic functions, formula (12) has the following form:

$$
\begin{aligned}
& g_{1}^{(\alpha)}(x)=\pi^{-1} \int_{0}^{\infty} e^{-s^{\alpha}} \cos (s|x|) d s, \\
& g_{2}^{(\alpha)}(x)=(2 \pi)^{-1} \int_{0}^{\infty} e^{-s^{\alpha}} J_{0}(s|x|) s d s, \\
& g_{3}^{(\alpha)}(x)=\left(2 \pi^{2}|x|\right)^{-1} \int_{0}^{\infty} e^{-s^{\alpha}} \sin (s|x|) s d s .
\end{aligned}
$$

For arbitrary dimensions ${ }^{13}$ we have

$$
\begin{align*}
g_{N}^{(\alpha)}(x)= & (2 \pi)^{-N / 2} \int_{0}^{\infty} e^{-s^{\alpha}} J_{N / 2-1}(s|x|) \\
& \times(s|x|)^{1-N / 2} s^{N-1} d s . \tag{13}
\end{align*}
$$

The functions $f_{N}(r)$ which determine the dependence of the spherically symmetric densities on the vector magnitude $r$ $=|x|$

$$
f_{N}(|x|)=g_{N}^{(\alpha)}(x)
$$

are related by the differential equation

$$
\begin{equation*}
d f_{N} / d r=-2 \pi r f_{N+2}(r) \tag{14}
\end{equation*}
$$

In addition to the integral representation (13), representations of the stable densities in the form of two series are also useful for computational and analytical purposes:

$$
\begin{aligned}
g_{N}^{(\alpha)}(x)= & \frac{1}{\pi}(|x| \sqrt{\pi})^{-N} \\
& \times \sum_{n=1}^{\infty}(-1)^{n-1} \frac{\Gamma((n \alpha+N) / 2) \Gamma(n \alpha / 2+1)}{\Gamma(n+1)} \\
& \times \sin (\alpha n \pi / 2)(|x| / 2)^{-n \alpha}, \\
g_{N}^{(\alpha)}(x)= & \frac{2}{\alpha}(2 \sqrt{\pi})^{-N} \\
& \quad \times \sum_{n=0}^{\infty}(-1)^{n} \frac{\Gamma((2 / \alpha) n+N / \alpha)}{\Gamma(n+N / 2) \Gamma(n+1)}\left(\frac{|x|}{2}\right)^{2 n} .
\end{aligned}
$$

The first series converges for $\alpha \in(0,1)$ and is asymptotic for $\alpha \in(1,2)$, while the second converges in the range $\alpha$ $\in[1,2]$ and is asymptotic for $\alpha \in(0,1)$.

Another integral representation for odd dimensions can be obtained from the symmetric one-dimensional density written in the form ${ }^{13}$

$$
\begin{align*}
g_{1}^{(\alpha)}(x)= & \frac{\alpha}{\pi|\alpha-1|}|x|^{1 /(\alpha-1)} \int_{0}^{\pi / 2} U_{\alpha}(\varphi) \\
& \times \exp \left\{-|x|^{\alpha /(\alpha-1)} U_{\alpha}(\varphi)\right\} d \varphi, \tag{15}
\end{align*}
$$

where

$$
U_{\alpha}(\varphi)=\left(\frac{\sin (\alpha \varphi)}{\cos \varphi}\right)^{\alpha /(\alpha-1)} \frac{\cos ((\alpha-1) \varphi)}{\cos \varphi}, \quad \alpha \neq 1
$$

is a series form of formula (14). Unlike formula (13), this representation does not contain oscillating functions in the integrand and is thus more convenient for numerical calculations (for $\alpha=1$ such a formula is not required, since the densities are expressed in an elementary form given below).

The densities $g_{N}^{(\alpha)}(x)$ are only expressed in terms of elementary or special functions in exceptional cases:

$$
g_{N}^{(2)}(x)=(4 \pi)^{-N / 2} e^{-x^{2} / 4}
$$

- Gauss law (with a dispersion of 2),

$$
g_{N}^{(1)}(x)=\Gamma((N+1) / 2)\left[\pi\left(1+x^{2}\right)\right]^{-(N+1) / 2}
$$

- Cauchy law

$$
\begin{aligned}
g_{N}^{(2 / 3)}(x)= & \frac{\sqrt{3}}{6 \pi^{N / 2}} \frac{\Gamma(N / 2+1 / 3) \Gamma(N / 2+2 / 3)}{\Gamma(5 / 6) \Gamma(7 / 6)} \\
& \times|x|^{-N} e^{2 /\left(27 x^{2}\right)} W_{-N / 2,1 / 6}\left(4 /\left(27 x^{2}\right)\right)
\end{aligned}
$$

where

$$
\begin{aligned}
W_{\nu, \mu}(z)= & \frac{z^{\nu} e^{-z / 2}}{\Gamma(\mu-\nu+1 / 2)} \\
& \times \int_{0}^{\infty} e^{-t}(1+t / z)^{\mu+\nu+1 / 2} t^{\mu-\nu-1 / 2} d t
\end{aligned}
$$

is a Whittaker function. The density $g_{N}^{(1 / 2)}(x)$ for odd dimensions $N=2 n+1$ may be expressed in the form

$$
g_{N}^{(1 / 2)}(x)=\frac{1}{4 \pi}\left(-\frac{1}{\pi}\right)^{(N-1) / 2} \int_{0}^{\infty} t^{N-1} L_{N}(t|x|) \sin t d t
$$

where

$$
L_{N}(\sqrt{s})=\frac{d^{n}}{d s^{n}}(\sqrt{s}+1 / 4)^{-3 / 2}, \quad s>0 .
$$

For instance, we have

$$
\begin{aligned}
& p_{1}^{(1 / 2)}(x)=\frac{1}{4 \pi} \int_{0}^{\infty}(t|x|+1 / 4)^{-3 / 2} \sin t d t \\
& p_{3}^{(1 / 2)}(x)=\frac{3}{16 \pi^{2}}|x|^{-1} \int_{0}^{\infty}(t|x|+1 / 4)^{-3 / 2} t \sin t d t
\end{aligned}
$$

and so on. We note however, that the formulas given above for $g_{N}^{(1 / 2)}$ contain an alternating-sign function in the integrand and consequently have no particular advantages over the formulas of the inverse Fourier transformation (12) and (13).

We shall discuss another distribution which describes a random electric or gravitational field intensity created by a Poisson ensemble of point sources (Holtsmark distribution):

$$
\begin{aligned}
g_{3}^{(3 / 2)}(x)= & \frac{1}{2 \pi^{2}|x|^{3}} \int_{0}^{\infty} \exp \left\{-(z /|x|)^{3 / 2}\right\} z \sin z d z \\
= & \frac{3}{2 \pi^{2}} \int_{0}^{\pi / 2}\left[3|x|^{3} U_{3 / 2}^{2}(\varphi)-2 U_{3 / 2}(\varphi)\right] \\
& \times \exp \left\{-|x|^{3} U_{3 / 2}(\varphi)\right\} d \varphi,
\end{aligned}
$$

$\int_{|x|>r} g_{3}^{(3 / 2)}(x) d x=\frac{2}{\pi} \int_{0}^{\pi / 2}\left(1+3 U_{3 / 2}(\varphi) r^{3}\right) e^{-U_{3 / 2}(\varphi) r^{3}} d \varphi$.
The distribution of peculiar velocities of galaxies in the universe is associated with this distribution which can then be used to estimate the most important cosmological parameter, viz., the average density of matter. ${ }^{16}$

Values of the densities $g_{3}^{(\alpha)}(x)$ and their graphical representation can be found in Refs. 17 and 18.

## 4. TRANSPORT EQUATIONS

It was noted in Sec. 2 that the width of a diffusion packet described by a Lévy process increases as $t^{1 / \alpha}$. For $\alpha<1$ it increases more rapidly than in the ballistic regime (i.e., free motion of particles with a bounded maximum velocity). This clearly nonphysical result is attributable to the self-similarity of the Lévy process, in which the concept of the velocity of free particle motion has no place. This situation is not confined to $\alpha<1$, but the effect is observed more clearly in this limit. For $\alpha>1$ as far as the limiting value $\alpha=2$, the selfsimilarity effect is manifested in the way a distribution $\rho(x, t)$ at a time arbitrarily close to the initial one (when the particle was located at the origin) is nonzero throughout all space (this 'defect', was noted by Einstein in the theory of normal diffusion).

This defect can be eliminated by converting from the Wiener model to the random walk model of a particle with a finite velocity of free motion $v$.

We shall consider the following model. At zero time $t$ $=0$ the particle is located at the origin $x=0$ and resides there for a random time $\tau_{0}$, after which it is displaced by a random vector $\xi_{1}$ at velocity $v$ and again resides in a rest state for a random time $\tau_{1}$, and the process then repeats. All random variables $\tau_{0}, \tau_{1}, \xi_{1}, \tau_{2}, \xi_{2}, \ldots$ are mutually independent and the times $\tau_{i}$ have the same exponential probability density

$$
q(t)=\mu e^{-\mu t}, \quad \mu>0 .
$$

The $N$-dimensional vectors $\xi_{i}$ are also distributed similarly.
Instead of a single particle, it is convenient to consider a set of independent trajectories and talk of the density $\rho(x, t)$ as the particle number density.

Hence in this particular case the particle density $\rho(x, t)$ consists of two components $\rho_{0}(x, t)$ and $\rho_{v}(x, t)$, which refer to particles in the rest state and in motion, respectively:

$$
\begin{equation*}
\rho(x, t)=\rho_{0}(x, t)+\rho_{v}(x, t) . \tag{16}
\end{equation*}
$$

Over the time $d t$ the density of particles in traps changes by the amount

$$
d \rho_{0}(x, t)=\rho_{0}(x, t+d t)-\rho_{0}(x, t)
$$

which consists of two components. The first, negative, component is attributed to particles leaving the traps

$$
\left[d \rho_{0}(x, t)\right]_{-}=-\mu \rho_{0}(x, t) d t
$$

while the second, positive, component describes the entrance of moving particles into traps:

$$
\left[d \rho_{0}(x, t)\right]_{+}=\int d x^{\prime} p\left(x^{\prime}\right) \mu \rho_{0}\left(x-x^{\prime}, t-\left|x^{\prime}\right| / v\right) d t
$$

As a result we obtain the following equation for $\rho_{0}(x, t)$ :

$$
\begin{equation*}
\frac{\partial \rho_{0}}{\partial t}=-\mu \rho_{0}+\mu \int d x^{\prime} p\left(x^{\prime}\right) \rho_{0}\left(x-x^{\prime}, t-\frac{\left|x^{\prime}\right|}{v}\right) . \tag{17}
\end{equation*}
$$

Having noted that $p(x) d x$ is the probability that a particle leaving the origin will undergo the first collision in the volume element $d x=d S d|x|$, we denote by $P(x) d S$ the probability that the particle intersects the elementary area $d S$ of a sphere of radius $|x|$ without interacting over the path $|x|$. The contribution to the density $\rho_{v}$ of this particle is $(1 / v) P(x) \delta(t-|x| / v)$. Replacing $x$ by $x^{\prime}$ and applying this result to all particles leaving the traps and reaching the vicinity of the point $x$ at time $t$, we obtain

$$
\begin{align*}
\rho_{v}(x, t) & =\frac{1}{v} \int d x^{\prime} \int d t^{\prime} P\left(x^{\prime}\right) \delta\left(t^{\prime}-\frac{\left|x^{\prime}\right|}{v}\right) \mu \rho_{0}\left(x-x^{\prime}, t-t^{\prime}\right) \\
& =\frac{1}{v} \int d x^{\prime} P\left(x^{\prime}\right) \mu \rho_{0}\left(x-x^{\prime}, t-t^{\prime}\right) \tag{18}
\end{align*}
$$

In three-dimensional space with an exponential range distribution the system of equations (17) and (18) describes the nonsteady-state transport of neutrons allowing for a delay and, apart from a few details (the absence of absorption and scattering processes, and constant velocity), adequately describes Eqs. (1.13) and (1.14) from Ref. 19. For $\mu \rightarrow 0$ this system yields the time-dependent single-velocity transport equation with isotropic scattering widely used in neutron physics. ${ }^{19,20}$ In view of this we shall describe Eqs. (18) and (19) as transport equations.

In the limit $v=\infty$, only one term is retained in the sum (16):

$$
\rho(x, t)=\rho_{0}(x, t),
$$

which satisfies the Kolmogorov equation

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=-\mu \rho+\mu \int d x^{\prime} p\left(x^{\prime}\right) \rho\left(x-x^{\prime}, t\right) \tag{19}
\end{equation*}
$$

describing a generalized Poisson process. ${ }^{21}$
Returning to a probabilistic interpretation of these equations, we shall consider a common initial condition for them:

$$
\rho(x, 0)=\rho_{0}(x, 0)=\delta(x) .
$$

## 5. RELATION BETWEEN SOLUTIONS OF THE KOLMOGOROV EQUATION AND THE SUPERDIFFUSION EQUATION

We shall transform the Kolmogorov equation (19) to give an equation for the characteristic function $\hat{\rho}(k, t)$ of the distribution $\rho(x, t)$ :

$$
\begin{equation*}
\frac{\partial \hat{\rho}}{\partial t}=-\mu[1-\hat{p}(k)] \hat{\rho}(k, t), \quad \hat{\rho}(k, 0)=1, \tag{20}
\end{equation*}
$$

where $\hat{p}(k)$ is the Fourier component of the probability density of the transition $p(x)$. The solution of Eq. (20) has the form

$$
\begin{equation*}
\hat{\rho}(k, t)=\exp \{-[1-\hat{p}(k)] \mu t\} \tag{21}
\end{equation*}
$$

and its asymptotic behavior for $t \rightarrow \infty$ is determined by the behavior of $\hat{p}(k)$ for small $|k|$.

If the second moment of the distribution $p(x)$ is

$$
\begin{equation*}
\int p(x) x^{2} d x=\overline{\xi^{2}}<\infty \tag{22}
\end{equation*}
$$

then

$$
1-\hat{p}(k) \sim\left(\overline{\xi^{2}} / 2\right) k^{2}, \quad|k| \rightarrow 0
$$

and the characteristic function (21) for large $t$ has the form

$$
\begin{equation*}
\hat{\rho}(k, t) \sim \hat{\rho}_{\mathrm{as}}(k, t)=\exp \left\{-\left(\mu t \overline{\xi^{2}} / 2\right) k^{2}\right\} . \tag{23}
\end{equation*}
$$

Since

$$
\frac{\partial \hat{\rho}_{\mathrm{as}}(k, t)}{\partial t}=-\frac{\mu \overline{\xi^{2}}}{2} k^{2} \hat{\rho}_{\mathrm{as}}(k, t),
$$

the density corresponding to this asymptotic form satisfies the ordinary diffusion equation

$$
\frac{\partial \rho_{\mathrm{as}}}{\partial t}=D \Delta \rho_{\mathrm{as}}(x, t)
$$

with the diffusion coefficient

$$
D=\mu \overline{\xi^{2}} / 2
$$

and the initial condition

$$
\rho_{\mathrm{as}}(x, 0)=\delta(x) .
$$

We have focused on this generally trivial fact in order to emphasize that the asymptotic form of the solution of Eq. (19) subject to the condition (22) is an exact solution of the ordinary diffusion equation. When condition (22) is not satisfied but the following condition is,

$$
\begin{equation*}
\int_{|x|>R} p(x) d x \sim A R^{-\alpha}, \quad R \rightarrow \infty, \tag{24}
\end{equation*}
$$

the asymptotic form of the solution of Eq. (19) is the same as the exact solution of the superdiffusion equation, which is easily confirmed bearing in mind that

$$
1-\hat{p}(k) \sim A^{\prime}|k|^{\alpha}, \quad k \rightarrow 0
$$

and deriving instead of Eq. (23)

$$
\hat{\rho}(k, t) \sim \hat{\rho}_{\mathrm{as}}(k, t)=\exp \left\{-\mu t A^{\prime}|k|^{\alpha}\right\}, \quad t \rightarrow \infty .
$$

In accordance with Eqs. (6) and (10), we have

$$
\begin{equation*}
\rho_{\mathrm{as}}(k, t)=\rho^{(\alpha)}(x, t)=(D t)^{-N / \alpha} g^{(\alpha)}\left(x(D t)^{-1 / \alpha}\right), \tag{25}
\end{equation*}
$$

where

$$
D=\mu A^{\prime} .
$$

In other words, the superdiffusion equation (11) describes the asymptotic behavior of the distribution density of a particle wandering at infinite velocity in a medium containing traps for which the residence time $\tau$ has an exponential distribution and the range (jump) distribution density has a power tail of the form $r^{-\alpha-1}$.

The result (25) can also be obtained more simply on the basis of the properties of stable laws. In the same way that, provided that the second moment (22) is finite, the normalized sum

$$
S_{n}=(B n)^{-1 / 2} \sum_{i=1}^{n} \xi_{i}, \quad B=\overline{\xi^{2}}
$$

of $n$ independent random vectors $\xi_{i}$ for $n \rightarrow \infty$ has an N -dimensional Gaussian distribution (central limit theorem), if condition (24) is satisfied the normalized sum

$$
\begin{equation*}
S_{n}=(B n)^{-1 / \alpha} \sum_{i=1}^{n} \xi_{i}, \quad B=B(\alpha, A), \tag{26}
\end{equation*}
$$

for large $n$ is described by a stable distribution with the exponent $\alpha$ (generalized limit theorem). The distribution of the number of terms over time $t$ is given by the Poisson law with the average $\bar{n}=\mu t$ and the relative fluctuations $(\mu t)^{-1 / 2}$. In view of this, for $\mu t \rightarrow \infty$ in formula (26), $n$ may be replaced by $\mu t$. Bearing in mind that as a result of this substitution $\sum_{i=1}^{n} \xi_{i}$ yields the random vector $\xi(t)$ of the particle position at time $t$, we obtain

$$
\begin{equation*}
\xi(t)=(D t)^{1 / \alpha} \zeta, \quad D=B \mu, \tag{27}
\end{equation*}
$$

where $\zeta$ is a random vector with a symmetric stable density $g^{(\alpha)}(x)$, from which formula (25) follows.

## 6. EFFECT OF FINITE VELOCITY

In order to allow for the influence of the finite velocity of free motion of a wandering particle on the asymptotic form of the distribution $\rho(x, t)$, we need to return to Eqs. (17) and (18) and make an analysis similar to that made in Sec. 5 for the Kolmogorov equation. We performed such an analysis, but because of the involved nature of the mathematical calculations we shall confine ourselves here to an elementary derivation which yields the same result as a more rigorous analysis.

For a finite velocity $v$ the vector sum

$$
S_{n}=(B n)^{-1 / \alpha} \sum_{i=1}^{n} \xi_{i}
$$

corresponds to the random time

$$
\theta=\sum_{i=1}^{n}\left(\tau_{i}+\frac{\left|\xi_{i}\right|}{v}\right) .
$$

In the case $\alpha>1$ the mathematical expectation $\left|\xi_{i}\right|$ is finite, and for $n \rightarrow \infty$, since the numbers are large, we can assume

$$
\begin{equation*}
\theta \approx t=n(1 / \mu+a / v), \quad a=\overline{\left|\xi_{i}\right|} . \tag{28}
\end{equation*}
$$

Then by finding $n$

$$
n=(1+\mu a / v)^{-1} \mu t
$$

and introducing the notation

$$
t_{v}=(1+\mu a / v)^{-1} t,
$$

we arrive at the same result as in Sec. 5, except that $t_{v}$ appears instead of $t$ :

$$
\begin{equation*}
\hat{\rho}_{\mathrm{as}}(x, t)=\left(D t_{v}\right)^{-N / \alpha} g^{(\alpha)}\left(x\left(D t_{v}\right)^{-1 / \alpha}\right), \quad \alpha>1 \tag{29}
\end{equation*}
$$

Physically, this result is quite understandable: the presence of a finite velocity of free motion slows the expansion of a diffusion packet compared with the case $v=\infty$. Replacing $t$ by the shorter time $t_{v}$ immediately allows for this slowing (in the asymptotic sense).

Since the diffusion coefficient and the time appear as a product in the asymptotic density, the result (29) may be rewritten in a different form:

$$
\rho_{\mathrm{as}}(x, t)=\left(D_{v} t\right)^{-N / \alpha} g^{(\alpha)}\left(x\left(D_{v} t\right)^{-1 / \alpha}\right), \quad \alpha>1,
$$

where

$$
D_{v}=(1+\mu a / v)^{-1} D .
$$

This allows us to write a fractional differential equation for the asymptotic density of a particle diffusing with a finite velocity of free motion:

$$
\frac{\partial \rho_{\mathrm{as}}}{\partial t}=-D_{v}(-\Delta)^{\alpha / 2} \rho_{\mathrm{as}}(x, t) .
$$

Thus, allowance for a finite velocity merely alters (reduces) the diffusion coefficient in the equation with a fractional Laplacian, which preserves the form of the asymptotic distribution described by a spherically symmetric stable law. However, this conclusion only holds for $\alpha>1$, which was used for the substitution (28). For $\alpha<1$ the situation is completely different: in cases of finite velocity the asymptotic distribution cannot be reduced to a solution with $v=\infty$ by any linear transformation.

This last factor is easily understood through the following reasoning. It was noted in Sec. 2 that the width ('radius'') of a diffusion packet increases with time proportionately as $t^{1 / \alpha}$. The presence of a finite velocity causes the distribution density to vanish outside a sphere of radius


FIG. 1. The distribution $\rho(x, t)$ in cases of one-dimensional superdiffusion for $\alpha=3 / 2, \mu=1$. The histograms give the results of Monte Carlo simulations $\left(10^{4}\right.$ trajectories, $\left.v=10\right)$, which give the solution of the transport equations (17) and (18). The solid curves give the solutions of the hyperdiffusion equation (11) using $D_{v}$ instead of $D$.
$R=v t$. Hence for $\alpha>1$ the influence of the last (kinematic) constraint becomes weaker with time because the packet radius increases more slowly than $R=v t$. However, for $\alpha<1$ the distribution given by the diffusion equation (11) spreads more rapidly than $R=v t$ and the kinematic constraint becomes a dominant factor in the formation of the asymptotic distribution. Being compressed by a sphere of radius $R=v t$, this distribution is completely different to the stable distribution. This probably means that Eq. (12) with a Laplacian of degree $\alpha / 2$, where $\alpha<1$, cannot generally be applied to describe real diffusion processes.

The results of a Monte Carlo simulation of the onedimensional random walk of a particle compared with the solutions of the superdiffusion equation plotted in Figs. 1-3 confirm the conclusions reached above: it can be seen that


FIG. 2. Effect of finite velocity $\left(\alpha=3 / 2, \mu=1\right.$, and $t=10^{3}$. The histogram gives the results of a Monte Carlo simulation $\left(2 \times 10^{5}\right.$ trajectories, $\left.v=5\right)$ of the solution of the transport equation; the dashed curve gives the solution of Eq. (11) with the diffusion coefficient $D(v=\infty)$, the solid curve gives the solution with the coefficient $D_{v}$.


FIG. 3. The distribution $\rho(x, t)$ for onedimensional superdiffusion for $\alpha=1 / 2$ and $\mu=1$. The histograms give the results of the Monte Carlo simulation ( $10^{4}$ trajectories, $v=10$ ), the solid curves give the solution of Eq. (11).
for $\alpha=3 / 2$ replacing $D$ by $D_{v}$ ensures asymptotic agreement between the solutions of the superdiffusion and transport equations, whereas for $\alpha=1 / 2$ the solutions of these equations are completely different.

## 7. CONCLUSIONS

1. The superdiffusion equation (11) describes the asymptotic behavior of a generalized Poisson process with instantaneous (discontinuous) increments whose absolute value is distributed with the density $p(r) \propto r^{-\alpha-1}, 0<\alpha$ $<2$.
2. The solutions of Eq. (11) belong to a class of spherically symmetric stable distributions $g^{(\alpha)}(x)$ whose properties have been described.
3. For $\alpha \in[1,2]$ the superdiffusion equation describes the asymptotic behavior of the distribution of a wandering particle having the finite velocity $v$ of free motion (provided that $D$ is replaced by $D_{v}=(1+\mu a / v)^{-1} D$, where $a$ is the mean range and $1 / \mu$ is the average residence time in the trap).
4. For $\alpha<1$ a superdiffusion packet spreads more rapidly in space than a packet of freely moving particles, and the solutions of the superdiffusion and transport equations have completely different asymptotic forms.

This last observation may be a sufficient basis for concluding that the superdiffusion equation cannot be used to describe real physical processes for characteristic exponents $\alpha<1$.
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#### Abstract

Space-time nonlocal electrodynamic equations are derived for nonlinear vortex states of a Josephson junction in a film of thickness much smaller than the London penetration depth. The spectrum and damping of generalized Swihart waves propagating in such a junction are analyzed. The radiation damping constant associated with the possible emission of electromagnetic radiation is determined in the range of Swihart wave phase velocities exceeding the speed of light. The emission of radiation from nonlinear states having dimensions greater than the distance traversed by light in vacuum during the characteristic time of variation of the phase difference is investigated. It is shown that the flux density of radiation emitted by such states is localized in a plane orthogonal to the axis of the tunnel junction and depends weakly on the angle of observation in this plane. © 1999 American Institute of Physics. [S1063-7761(99)01904-6]


## 1. INTRODUCTION

The radiative properties of Josephson junctions has attracted the attention of specialists for many years (see, e.g., Refs. 1-3). Many theoretical and experimental papers (see the survey in Barone and Paterno, ${ }^{3}$ Sec. 11.4) have been devoted to the investigation of microwave radiation from Josephson junctions having dimensions much smaller than the wavelength of the radiation itself. Another avenue of research is directed toward the properties of long Josephson junctions, along which it is possible for both Swihart waves and solitons to propagate. Long junctions afford the possibility of studying such phenomena as the interaction of a Swihart wave with a surface electromagnetic wave ${ }^{4}$ and the emission of electromagnetic waves by moving vortices. ${ }^{5-9}$

Another property of long junctions is the possibility of the emission of Swihart waves and the existence of nonlinear vortex states. A quantitative description of the emission of radiation from a waveguide sandwich has been described ${ }^{10}$ on the basis of a systematic analysis of electromagnetic fields in superconducting electrodes and vacuum. According to Ref. 10, the emission of electromagnetic waves leads to further damping of the Swihart waves, whose phase velocities are higher than the speed of light. The emission phenomenon is most conspicuous when the thickness of the sandwich electrodes is smaller than the London penetration depth, and the electromagnetic field easily penetrates from the Josephson junction into vacuum.

The emission of electromagnetic waves can be expected to be even simpler for a Josephson junction in a thin film whose thickness $D$ is much smaller than the London depth $\lambda$. Another feature of Josephson thin-film electrodynamics is the large penetration depth of the field into the film, $\lambda_{e}=\lambda^{2} / D \gg \lambda$ (Ref. 11), which makes it critical to utilize the nonlocal coupling of the magnetic field with the phase difference of the wave functions on opposite sides of a tunnel junction. ${ }^{12}$

Bearing these special features in mind, in Sec. 2 we derive an equation for the phase difference, taking into account both the spatially nonlocal coupling effect and the possibility of emitting electromagnetic waves. We obtain a new space-time nonlocal integrodifferential equation for the phase difference, which goes over to the standard equation ${ }^{12-14}$ when time dispersion is disregarded. Using this type of nonlocal equation for the phase difference, in Sec. 3 we find a dispersion law for generalized Swihart waves. We show that in the range of phase velocities lower than the speed of light the dispersion law differs from the previously established law ${ }^{14}$ when interaction between a surface electromagnetic wave and a Swihart wave is significant.

The difference is even more pronounced in the limit of superluminous phase velocity, when not only is the real part of the Swihart wave frequency renormalized, but additional damping is also induced by the emission of waves. The radiative damping constant is determined, and it is shown that in a low-conductivity tunnel junction it can exceed the damping constant associated with Ohmic losses.

In Sec. 4 we determine the directivity pattern of the radiation emitted by the Swihart wave. If the ratio $v=\omega / c k_{z}$ of the Swihart phase velocity to the speed of light is close to unity, $0<v^{2}-1 \ll 1$, waves are emitted along the tunnel junction. But in the limit $v \gg 1$ the radiation flux $\mathbf{S}$ is mainly concentrated in a plane orthogonal to the axis of the junction.

We find the explicit dependence of the flux density on the angle of observation in this same plane.

Section 5 is devoted to the emission of large-scale nonlinear distributions of the phase difference with characteristic dimensions much smaller than the distances traversed by light in vacuum during the characteristic time of variation of the phase difference. Such distributions are described in the first approximation by the same functions as the nonlinear oscillations of a mathematical pendulum. We show that the radiation flux emitted by large-scale nonlinear structures is concentrated mainly in a plane orthogonal to the axis of the
tunnel junction and is constant over a wide range of angles of observation in this plane. The spectral composition of the radiation depends on which solution of the mathematical pendulum problem describes the nonlinear state. The spectrum of the radiation contains odd harmonics of the fundamental for the solution corresponding to finite-amplitude oscillations, and it contains even harmonics for the solution corresponding to a rotating pendulum. If the nonlinear state is described by a solution of the $2 \pi$-kink type, a continuous spectrum of frequencies lower than or of the same order as the Josephson frequency is radiated.

## 2. BASIC EQUATIONS

We consider a Josephson junction in a superconducting thin film symmetrical about the plane $y=0$. We assume that the thickness of the film $D$ along the $y$ axis is much smaller than the London penetration depth $\lambda$. We also assume that the tunneling of Cooper pairs takes place through a nonsuperconducting layer of thickness $2 d$ oriented symmetrically about the axis $x=y=0$. To characterize the electrodynamics of this junction, we use the equations for the vector potential $\mathbf{A}(\mathbf{r}, t)$ and the scalar potential $V(\mathbf{r}, t)$ in the form

$$
\begin{align*}
& \operatorname{div} \mathbf{A}(\mathbf{r}, t)=0  \tag{2.1}\\
& \begin{aligned}
\nabla^{2} \mathbf{A}(\mathbf{r}, t)-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} \mathbf{A}(\mathbf{r}, t)-\frac{1}{c} \frac{\partial}{\partial t} \operatorname{grad} V(\mathbf{r}, t) \\
\quad=-\frac{4 \pi}{c} \delta(y) D \mathbf{j}\left(\mathbf{r}_{\|}, t\right)
\end{aligned}
\end{align*}
$$

$$
\begin{equation*}
\nabla^{2} V(\mathbf{r}, t)=0, \tag{2.3}
\end{equation*}
$$

where $c$ is the speed of light, $\delta(y)$ is the delta function, $\mathbf{j}\left(\mathbf{r}_{\|}, t\right)$ is the current density in the film, $\mathbf{r}_{\|}=(x, 0, z)$,

$$
\begin{equation*}
\mathbf{j}\left(\mathbf{r}_{\|}, t\right)=-\frac{c}{4 \pi \lambda^{2}}\left[\frac{\phi_{0}}{2 \pi} \operatorname{grad} \Phi\left(\mathbf{r}_{\|}, t\right)+\mathbf{A}\left(y=0, \mathbf{r}_{\|}, t\right)\right] \tag{2.4}
\end{equation*}
$$

$\phi_{0}=\pi \hbar c /|e|$ is the quantum of magnetic flux, $\hbar$ is Planck's constant, $e$ is the electron charge,

$$
\begin{equation*}
\Phi\left(\mathbf{r}_{\|}, t\right)=\eta(-x) \Phi_{1}\left(\mathbf{r}_{\|}, t\right)+\eta(x) \Phi_{2}\left(\mathbf{r}_{\|}, t\right) \tag{2.5}
\end{equation*}
$$

$\eta(x)=1(x>0)$ and $\eta(x)=0(x<0)$ denotes the Heaviside unit step function, and $\Phi_{1}\left(\mathbf{r}_{\|}, t\right)$ and $\Phi_{2}\left(\mathbf{r}_{\|}, t\right)$ are the phases of the wave functions of Cooper pairs on opposite sides of the tunnel junction. The displacement current, which is small in comparison with the superconducting current in the film, is omitted in Eq. (2.4). Moreover, Eq. (2.5) disregards the finite thickness of the tunnel junction, and the expression for the superconducting current density in the film [see Eqs. (2.2) and (2.4)] is written in the form of the delta function $\delta(y)$. Equations (2.2), (2.4), and (2.5) are therefore suitable for describing electromagnetic structures having spatial scales that exceed both the width of the tunnel junction $2 d$ and the thickness of the film $D$.

Owing to the gauge invariance of the theory, the scalar potential $V\left(y=0, \mathbf{r}_{\|}, t\right)$ in the superconducting film is related to the phase of the wave function by the equation (see, e.g., Ref. 15)

$$
\begin{equation*}
V\left(y=0, \mathbf{r}_{\|}, t\right)=\frac{\phi_{0}}{2 \pi c} \frac{\partial}{\partial t} \Phi\left(\mathbf{r}_{\|}, t\right) \tag{2.6}
\end{equation*}
$$

Equations (2.1)-(2.6) can be used to relate the electromagnetic potential to the phase difference at the junction:

$$
\begin{equation*}
\varphi(z, t)=\Phi_{1}(0, z, t)-\Phi_{2}(0, z, t) . \tag{2.7}
\end{equation*}
$$

It is evident from the symmetry of the problem and Eqs. (2.1)-(2.4) that the potentials $A_{x}(\mathbf{r}, t), A_{z}(\mathbf{r}, t)$, and $V(\mathbf{r}, t)$ are even, and $A_{y}(\mathbf{r}, t)$ is an odd function of the argument $y$. It is therefore sufficient to find a solution of Eqs. (2.1)-(2.4) for $y \geqslant 0$ and to use the boundary conditions

$$
\begin{align*}
&\left.\frac{\partial}{\partial y} \mathbf{A}_{\|}\left(y, \mathbf{r}_{\|}, t\right)\right|_{y=+0}= \frac{1}{2 \lambda_{e}}\left[\frac{\phi_{0}}{2 \pi} \frac{\partial}{\partial \mathbf{r}_{\|}} \Phi\left(\mathbf{r}_{\|}, t\right)\right. \\
&\left.+\mathbf{A}_{\|}\left(y=0, \mathbf{r}_{\|}, t\right)\right],  \tag{2.8}\\
& A_{y}\left(y=0, \mathbf{r}_{\|}, t\right)=0, \tag{2.9}
\end{align*}
$$

where the vector $\mathbf{A}_{\|}$has only the components $A_{x}$ and $A_{z}$. Equation (2.8) follows from Eq. (2.2) when the continuity of the potentials $\mathbf{A}_{\|}(\mathbf{r}, t)$ and $V(\mathbf{r}, t)$ at $y=0$ and the oddness of the derivatives $\partial \mathbf{A}_{\|} / \partial y$ is taken into account. Condition (2.9) follows from the continuity and oddness of the function $A_{y}$ and implies that the current does not have a component $j_{y}$ given by (2.4) normal to the surface of the film. We write the solution of Eqs. (2.1)-(2.4) in the domain $y \geqslant 0$, subject to the boundary conditions (2.8) and (2.9), in the form (see Appendix A)

$$
\begin{align*}
\left\{\begin{array}{c}
\mathbf{A}(\mathbf{r}, t) \\
V(\mathbf{r}, t)
\end{array}\right\}= & \frac{\phi_{0}}{(2 \pi)^{4}} \int_{-\infty}^{\infty} d \omega \int d \mathbf{k} \int_{-\infty}^{\infty} d t^{\prime} \\
& \times \int_{-\infty}^{\infty} d z^{\prime} \varphi\left(z^{\prime}, t^{\prime}\right) \exp \left[i \omega\left(t^{\prime}-t\right)\right. \\
& \left.+i \mathbf{k} \cdot \mathbf{r}_{\|}-i k_{z} z^{\prime}\right] \frac{1}{G}\left\{\begin{array}{c}
\mathbf{g} \\
g_{v}
\end{array}\right\} . \tag{2.10}
\end{align*}
$$

In Eq. (2.10) we have introduced the functions

$$
\begin{align*}
& g_{x}=\frac{k_{x}^{2}}{k} \exp (-k y)-\frac{G+2 \lambda_{e} k_{x}^{2}}{1+2 \lambda_{e} \psi} \exp (-\psi y),  \tag{2.11}\\
& g_{y}=i k_{x}[\exp (-k y)-\exp (-\psi y)]  \tag{2.12}\\
& g_{z}=\frac{k_{x} k_{z}}{k}\left[\exp (-k y)-\frac{2 \lambda_{e} k}{1+2 \lambda_{e} \psi} \exp (-\psi y)\right],  \tag{2.13}\\
& g_{v}=\frac{\omega}{c} \frac{k_{x}}{k} \exp (-k y) \tag{2.14}
\end{align*}
$$

and $G$ and $\psi$ are given by the expressions

$$
\begin{align*}
G= & \psi-2 \lambda_{e} \omega^{2} / c^{2},  \tag{2.15}\\
\psi= & \sqrt{k^{2}-\omega^{2} / c^{2}} \eta\left(c^{2} k^{2}-\omega^{2}\right) \\
& -i \sqrt{\omega^{2} / c^{2}-k^{2}} \eta\left(\omega^{2}-c^{2} k^{2}\right) \operatorname{sgn} \omega . \tag{2.16}
\end{align*}
$$

Augmented with the notation (2.11)-(2.16), Eq. (2.10) establishes coupling, nonlocal in time and space, between the electromagnetic potentials and the phase difference of the wave functions $\varphi(z, t)$. The integrand in (2.10) has a singularity at $G=0$, where

$$
\begin{equation*}
\frac{\omega^{2}}{c^{2} k^{2}}=\frac{1}{8 \lambda_{e}^{2} k^{2}}\left(\sqrt{1+16 \lambda_{e}^{2} k^{2}}-1\right) \leqslant 1 . \tag{2.17}
\end{equation*}
$$

Equation (2.17) describes the dispersion law of a surface electromagnetic wave for which the components of the vector potential $A_{x}$ and $A_{z}$ are even, and $A_{y}$ is an odd function of the variable $y$. The singularity at $G=0$ is correctly bypassed if the energy losses of the surface electromagnetic wave in the superconducting film are taken into account.

The above solution of Eqs. (2.1)-(2.6) with the boundary conditions (2.8) and (2.9) enables us to relate the vector and scalar potentials in vacuum and in the superconducting film to the phase jump between superconductors separated by a contact, whose physical properties have not yet been taken into account. The solution (2.10)-(2.17) is obtained from Eqs. (2.1)-(2.4), (2.6), which are applicable outside the contact, but this solution, in turn, gives the form of the solution only as a result of the presence of the phase jump in transition across the contact [see Eqs. (2.5)-(2.7)].

This problem has to be solved in order to obtain an equation for the phase difference $\varphi$ at the film-separating transition layer, which corresponds to the phase jump of the superconductor wave functions. Such an equation can be derived by the approach of Refs. 12 and 13, according to which Eqs. (2.10)-(2.17) are used to calculate the $x$-component of the supercurrent density at the contact [cf. (2.4)]

$$
\left.\begin{array}{rl}
j_{x}(x= & 0, z, t)
\end{array}\right)-\frac{c}{4 \pi \lambda^{2}}\left[\left.\frac{\phi_{0}}{2 \pi} \frac{\partial}{\partial x} \Phi\left(\mathbf{r}_{\|}, t\right)\right|_{x=0} .\right.
$$

in terms of the phase difference at the contact. Here, according to Eqs. (2.6) and (2.10), we have

$$
\begin{aligned}
j_{x}(x=0, z, t)= & \frac{c}{4 \pi \lambda^{2}} \frac{\phi_{0}}{(2 \pi)^{4}} \int_{-\infty}^{\infty} d \omega \int d \mathbf{k} \int_{-\infty}^{\infty} d t^{\prime} \int_{-\infty}^{\infty} d z^{\prime} \\
& \times \varphi\left(z^{\prime}, t^{\prime}\right) \exp \left[i k_{z}\left(z-z^{\prime}\right)-i \omega\left(t-t^{\prime}\right)\right] \\
& \times \frac{1}{G} \frac{G+2 \lambda_{e} k_{x}^{2}}{1+2 \lambda_{e} \psi} .
\end{aligned}
$$

On the other hand, according to Refs. 12 and 13, the supercurrent through the Josephson contact is equal to the sum ${ }^{1-3}$ of the Josephson current

$$
\begin{equation*}
j_{c} \sin \varphi(z, t) \tag{2.18}
\end{equation*}
$$

the conduction current

$$
\begin{equation*}
\sigma E_{x}(x=0, y=0, z, t)=\frac{\hbar \sigma}{4|e| d} \frac{\partial}{\partial t} \varphi(z, t) \tag{2.19}
\end{equation*}
$$

and the displacement current

$$
\begin{equation*}
\frac{\varepsilon}{4 \pi} \frac{\partial}{\partial t} E_{x}(x=0, y=0, z, t)=\frac{\hbar \varepsilon}{16 \pi|e| d} \frac{\partial^{2}}{\partial t^{2}} \varphi(z, t) \tag{2.20}
\end{equation*}
$$

where $j_{c}$ is the critical Josephson current density, and $\sigma$ and $\varepsilon$ are the conductivity and dielectric permittivity of the tunnel junction, respectively.

Thus, the sum of the currents (2.18)-(2.20) must be set equal to the $x$-component of the current (2.4) at $x=0$, so that
$\sin \varphi(z, t)+\frac{\beta}{\omega_{j}^{2}} \frac{\partial}{\partial t} \varphi(z, t)+\frac{1}{\omega_{j}^{2}} \frac{\partial^{2}}{\partial t^{2}} \varphi(z, t)=\frac{j_{x}(x=0, z, t)}{j_{c}}$,
where $\beta=4 \pi \sigma / \varepsilon$, and $\omega_{j}=4 \pi\left(d c j_{c} / \varepsilon \phi_{0}\right)^{2}$ is the Josephson frequency. Using the explicit expression for $j_{x}(x$ $=0, z, t)$, we arrive at an integrodifferential equation for the phase difference:

$$
\begin{align*}
\sin & \varphi(z, t)+\frac{\beta}{\omega_{j}^{2}} \frac{\partial}{\partial t} \varphi(z, t)+\frac{1}{\omega_{j}^{2}} \frac{\partial^{2}}{\partial t^{2}} \varphi(z, t) \\
& =-4 l \lambda_{e} \int_{-\infty}^{\infty} d z^{\prime} \int_{-\infty}^{\infty} d t^{\prime} \varphi\left(z^{\prime}, t^{\prime}\right) Q\left(z-z^{\prime}, t-t^{\prime}\right) \tag{2.22}
\end{align*}
$$

where $l=\lambda_{j}^{2} / \lambda, \quad \lambda_{j}=\left(c \phi_{0} / \lambda j_{c}\right)^{1 / 2} / 4 \pi$ is the Josephson wavelength, and the kernel $Q(z, t)$ of the space-time nonlocal coupling has the form

$$
\begin{align*}
& Q(z, t)=\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \int_{-\infty}^{\infty} \frac{d k_{z}}{2 \pi} \exp \left(i k_{z} z-i \omega t\right) Q\left(k_{z}, \omega\right),  \tag{2.23}\\
& Q\left(k_{z}, \omega\right)=\frac{d k_{x}}{2 \pi} \frac{1}{k^{2}}\left[\frac{\psi k_{z}^{2}}{1+2 \psi \lambda_{e}}-\frac{\omega^{2} k_{x}^{2}}{\psi c^{2}-2 \lambda_{e} \omega^{2}}\right] \\
& \equiv Q^{\prime}\left(k_{z}, \omega\right)+i Q^{\prime \prime}\left(k_{z}, \omega\right) \text {. } \tag{2.24}
\end{align*}
$$

Of course, there is an alternative approach (see, e.g., Ref. 1) utilizing the Maxwell equation at the contact

$$
\operatorname{curl} \mathbf{H}=\frac{4 \pi}{c} \mathbf{j}+\frac{\varepsilon}{c} \frac{\partial \mathbf{E}}{\partial t}
$$

where the magnetic field determined by the potentials (2.10) is used for the left-hand side of this equation. It can be confirmed that the equation obtained for the phase difference in this case is the same as the one obtained by our approach, which is taken from Refs. 12 and 13 and is based on the condition of continuity of the current.

Using the function $\psi(2.16)$, we can write the imaginary part of the Fourier component of the kernel $Q^{\prime \prime}\left(k_{z}, \omega\right)$ in the form

$$
\begin{align*}
Q^{\prime \prime}\left(k_{z}, \omega\right)= & \left\{\frac { 1 } { a ^ { 2 } + 1 } \left[a \sqrt{a^{2} \omega^{2}+\omega^{2}-c^{2} k_{z}^{2}}\right.\right. \\
& \left.\left.+\frac{c^{2} k_{z}^{2}}{\sqrt{a^{2} \omega^{2}+\omega^{2}-a^{2} c^{2} k_{z}^{2}}}\right]-|\omega|\right\} \frac{\omega}{2 c^{2}} \\
& \times \eta\left(\omega^{2}-c^{2} k_{z}^{2}\right) \tag{2.25}
\end{align*}
$$

where

$$
\begin{equation*}
a \equiv 2 \lambda_{e}|\omega| / c . \tag{2.26}
\end{equation*}
$$

The expression for the real part of the Fourier component of the kernel $Q^{\prime}\left(k_{z}, \omega\right)$ is more cumbersome (see Appendix B), but it has comparatively simple asymptotic representations in important limiting cases. In particular, for $|\omega|<c\left|k_{z}\right|$ and $a \ll 1$ we obtain the following from Eqs. (B1) and (B6):

$$
\begin{equation*}
Q^{\prime}\left(k_{z}, \omega\right)=\frac{k_{z}^{2}}{\pi} Q\left(2 \lambda_{e}\left|k_{z}\right|\right)-\frac{\omega^{2}}{\pi c^{2}} \ln \frac{1}{d\left|k_{z}\right|}, \tag{2.27}
\end{equation*}
$$

where the function $Q(x)$ has the form ${ }^{14}$

$$
\begin{equation*}
Q(x)=\frac{2}{\sqrt{x^{2}-1}} \arctan \frac{\sqrt{x^{2}-1}}{1+x} \tag{2.28}
\end{equation*}
$$

In the low-frequency limit, when the second term in Eq. (2.27) can be disregarded, the Fourier component of the kernel $Q\left(k_{z}, \omega\right)(2.24)$, (2.27) goes over to the well-known result of Ref. 14. In the general case, in contrast with Ref. 14, $Q\left(k_{z}, \omega\right)$ depends on the frequency. Frequency dispersion sets in as a result of the sequential description of the electromagnetic potentials in vacuum and can be exploited, in particular, to investigate the influence of the vacuum field on the dispersion properties of a Josephson junction. Frequency dispersion is especially conspicuous in the limit $|\omega| \gtrdot c\left|k_{z}\right|$.

In this limit, but for $\alpha \ll 1$, we obtain the following from Eqs. (B1) and (B7):

$$
\begin{equation*}
Q^{\prime}\left(k_{z}, \omega\right)=\frac{k_{z}^{2}}{\pi} \ln \frac{c}{\lambda_{e}|\omega|}-\frac{\omega^{2}}{\pi c^{2}} \ln \frac{c}{d|\omega|} \tag{2.29}
\end{equation*}
$$

We note that Eqs. (2.27) and (2.29) are well matched for $|\omega| \sim c\left|k_{z}\right|$. This means that for $\alpha \ll 1$ Eqs. (2.27) and (2.29) are sufficient for describing the whole range of the parameter $\left|\omega / c k_{z}\right|$.

In closing this section, we emphasize that Eq. (2.22) takes into account Ohmic losses of the current flowing across the Josephson junction in accordance with Eq. (2.19). This property is consistent with the model of Refs. 16 and 17 and its elaboration in Ref. 18. The equation does not take into account Ohmic losses in superconductors due to the presence of normal electrons, whose inclusion in Ref. 19 makes it possible to broaden the nonlocal description of dissipation in Josephson junctions with a high critical current density. Our disregard for he contribution of normal electrons in superconductors is admissible, first, at sufficiently low temperatures, when the fraction of normal electrons is small, and, second, when the states in question are found to have sufficiently long wavelengths, as is true in the problems of wave emission from a Josephson junction discussed below.

## 3. SWIHART WAVES

We use the temporally and spatially nonlocal equations (2.22)-(2.24) to analyze waves traveling along the junction and having the form

$$
\begin{equation*}
\varphi(z, t)=\frac{1}{2} \varphi_{0} \exp \left(i k_{z} z-i \omega t\right)+\text { c.c, } \quad k_{z}>0 \tag{3.1}
\end{equation*}
$$

where $\left|\varphi_{0}\right| \ll 1$. Replacing $\sin \varphi$ by the argument $\varphi$, we then obtain a dispersion relation describing the relationship between the frequency $\omega$ and the component of the wave vector $k_{z}$ :

$$
\begin{equation*}
\omega^{2}+i \beta \omega-\omega_{j}^{2}=4 \frac{d}{\varepsilon D} c^{2}\left[Q^{\prime}\left(k_{z}, \omega\right)+i Q^{\prime \prime}\left(k_{z}, \omega\right)\right] . \tag{3.2}
\end{equation*}
$$

We now examine the consequences of Eq. (3.2) in the most interesting case, when

$$
\begin{equation*}
|\omega|<c / 2 \lambda_{e}=c D / 2 \lambda^{2} \tag{3.3}
\end{equation*}
$$

If the typical values of the London depth are $\lambda \sim 10^{-5} \mathrm{~cm}$ and the thickness of the superconducting film $D \sim 3$ $\times 10^{-7} \mathrm{~cm}$, inequality (3.3) is satisfied for $|\omega| \ll 5$ $\times 10^{13} \mathrm{~s}^{-1}$. Besides this condition, as usual, the following inequality is also assumed to hold:

$$
\begin{equation*}
|\omega| \ll \Delta / \hbar \tag{3.4}
\end{equation*}
$$

( $\Delta$ is the width of the superconducting gap), which gives $|\omega| \ll 1.4 \times 10^{13} \mathrm{~s}^{-1}$ for $\Delta \sim 100 \mathrm{~K}$.

We first discuss the consequences of Eq. (3.2) in the limit of Swihart wave phase velocities much lower than the speed of light,

$$
\begin{equation*}
\left|\omega / k_{z}\right| \ll c \tag{3.5}
\end{equation*}
$$

In this limit we have $Q^{\prime \prime}\left(k_{z}, \omega\right)=0$ [Eq. (2.25)], and the real part of the Fourier component of the kernel $Q^{\prime}\left(k_{z}, \omega\right)$ is described by Eqs. (2.27) and (2.28). Substituting Eq. (2.27) into (3.2) and assuming that $\omega \equiv \omega^{\prime}-i \gamma \simeq \omega^{\prime}$, which is valid for small $\beta$, we obtain a relation between the real part of the frequency $\omega^{\prime}$ and the component of the wave vector $k_{z}$ :

$$
\begin{equation*}
\omega^{\prime 2}=\omega_{j}^{2} \frac{1+\frac{4}{\pi} k_{z}^{2} l \lambda_{e} Q\left(2 \lambda_{e} k_{z}\right)}{\Lambda\left(k_{z}\right)} \tag{3.6}
\end{equation*}
$$

where the function $\Lambda\left(k_{z}\right)$ exhibits a logarithmically weak dependence on $k_{z}$ :

$$
\begin{equation*}
\Lambda\left(k_{z}\right) \equiv 1+\frac{4}{\pi} \frac{d}{\varepsilon D} \ln \left(\frac{1}{d k_{z}}\right) \tag{3.7}
\end{equation*}
$$

The dispersion law (3.6) differs from the standard version ${ }^{14,20}$ by the function $\Lambda\left(k_{z}\right)$ in the denominator; its presence can be interpreted as a consequence of the influence of the surface electromagnetic wave (2.17) on the Swihart wave. For typical Josephson junctions in a thin film $2 d$ and $D$ are of the same order and $\varepsilon \sim 2$, so that $4 d / \pi \varepsilon D \sim 0.3$. On the other hand, the characteristic scales of variation of the phase difference along the $y$ axis are of the order of $\lambda_{e}$, i.e., $\ln \left(1 / d k_{z}\right) \sim \ln \left(\lambda_{e} / d\right) \sim 7$. We ultimately obtain $\Lambda \sim 3$. The surface electromagnetic wave also influences the damping of the Swihart wave due to Ohmic energy losses in the tunnel junction. Invoking the dispersion law (3.6), from (3.2) we obtain the following inequality for the corresponding damping constant $\gamma$ :

$$
\begin{equation*}
\gamma=\beta / 2 \Lambda\left(k_{z}\right)<\beta / 2 \tag{3.8}
\end{equation*}
$$

We now analyze Eq. (3.2) in the opposite limit from (3.5), when the phase velocity of the Swihart wave is much greater than that of light:

$$
\begin{equation*}
\left|\omega / k_{z}\right| \gg c . \tag{3.9}
\end{equation*}
$$

Bearing relations (2.25) and (2.29) in mind and assuming that $\omega^{\prime} \gg \gamma$, we then obtain an equation for the relation between $\omega^{\prime}$ and $k_{z}$ :

$$
\begin{equation*}
\omega^{\prime 2}=\omega_{j}^{2}+\frac{4}{\pi} \frac{d}{\varepsilon D} c^{2}\left\{k_{z}^{2} \ln \frac{c}{\lambda_{e} \omega^{\prime}}-\frac{\omega^{\prime 2}}{c^{2}} \ln \frac{c}{d \omega^{\prime}}\right\} \tag{3.10}
\end{equation*}
$$

Inasmuch as the frequency $\omega^{\prime}$ is close to the Josephson frequency in the range of relativistic phase velocities, we obtain the following from Eq. (3.10) to logarithmic accuracy:

$$
\begin{equation*}
\omega^{\prime 2}=\omega_{j}^{2} \frac{1+\frac{4}{\pi} k_{z}^{2} l \lambda_{e} \ln \frac{c}{\lambda_{e} \omega_{j}}}{\Lambda\left(\omega_{j} / c\right)}, . \tag{3.11}
\end{equation*}
$$

We note that for $\omega^{\prime} \sim c k_{z}$, by virtue of condition (3.3), the dispersion law (3.11) goes over to the law (3.6), which holds for low Swihart wave phase velocities.

We calculate the small damping constant by means of Eq. (2.25), which under the conditions of inequality (3.3) and

$$
\begin{equation*}
\omega^{2}-c^{2} k_{z}^{2} \gtrdot a^{2} \omega^{2} \tag{3.12}
\end{equation*}
$$

has the form

$$
\begin{equation*}
Q^{\prime \prime}\left(k_{z}, \omega\right)=\frac{1}{2}\left(k_{z}^{2}-\frac{\omega^{2}}{c^{2}}\right) \operatorname{sgn} \omega . \tag{3.13}
\end{equation*}
$$

Then for $\gamma \ll \omega^{\prime}$ the following can be obtained from Eq. (3.2):

$$
\begin{equation*}
\gamma=\frac{\frac{\beta}{2}+\frac{d}{\varepsilon D \omega^{\prime}}\left(\omega^{\prime 2}-c^{2} k_{z}^{2}\right)}{\Lambda\left(\omega^{\prime} / c\right)}, \tag{3.14}
\end{equation*}
$$

where the frequency $\omega^{\prime}$ is described by Eq. (3.11).
If the opposite condition holds instead of (3.12), i.e., if

$$
\begin{equation*}
a^{2} \omega^{2} \gtrdot \omega^{2}-c^{2} k_{z}^{2} \geqslant 0, \tag{3.15}
\end{equation*}
$$

then the imaginary part $Q^{\prime \prime}\left(k_{z}, \omega\right)(2.25)$ is half the value given by Eq. (3.13). This means that for phase velocities close to the speed of light the term without $\beta$ in (3.14) must be reduced by one half.

According to Eq. (3.14), for Swihart waves with phase velocities above the speed of light the damping constant contains two additive contributions. The first contribution to $\gamma$ is proportional to $\beta$, exists for $\omega^{\prime}<c k_{z}$, and is attributable to Ohmic energy losses in the tunnel junction. The second contribution to $\gamma$ contains the factor $\omega^{\prime 2}-c^{2} k_{z}^{2}$, exists only for high phase velocities, and describing the damping of Swihart waves due to energy losses in the emission of electromagnetic waves into vacuum. In the long-wavelength range, where $k_{z} \ll \omega_{j} / c$, the second contribution is the main term if the conductivity of the tunnel junction is sufficiently low,

$$
\begin{equation*}
\sigma<\frac{d}{2 \pi D} \omega_{j} \tag{3.16}
\end{equation*}
$$

which is equivalent to the inequality $\beta<(2 d / \varepsilon D) \omega_{j}$. If we set $2 d \sim D$ and $\varepsilon \sim 10$, the condition $\beta<0.1 \omega_{j}$ must be satisfied. We note that Eq. (3.14) has been obtained in the limit $\gamma \ll \omega^{\prime}$. Comparing relations (3.11) and (3.14), for $\omega^{\prime} \gtrdot c k_{z}$ and $\beta \ll 2 \omega^{\prime} d / \varepsilon D$ we infer that $\gamma \ll \omega^{\prime}$ holds if

$$
\begin{equation*}
d \ll \varepsilon D \Lambda\left(\omega^{\prime} / c\right) \simeq \varepsilon D \Lambda\left(\omega_{j} / c\right) \tag{3.17}
\end{equation*}
$$

Consequently, this behavior of the spectrum of Swihart waves occurs in films having thicknesses in the interval $\lambda \gg D \gg d / \varepsilon \Lambda\left(\omega_{j} / c\right)$.

## 4. EMISSION FROM LINEAR WAVES

Here we discuss the characteristics of radiation from a long Josephson junction when a linear phase-difference wave of the form (3.1) propagates along it. We assume that the phase velocity of the wave is much greater than the speed of light, $\omega / k_{z}>c$. According to Eqs. (2.10)-(2.16), the only Fourier components of the potential that are emitted are those for which

$$
\begin{equation*}
k_{x}^{2}<\omega^{2} / c^{2}-k_{z}^{2} \tag{4.1}
\end{equation*}
$$

and the function $\psi(2.16)$ is purely imaginary. The contribution of the scalar potential (2.14) can now be disregarded, because it does not produce any radiative energy losses and is negligible far from the film. Invoking Eqs. (2.10)-(2.16), we can then find the components of the vector potential in vacuum:

$$
\begin{align*}
A_{x}(\mathbf{r}, t)= & -\frac{\phi_{0} \varphi_{0}}{2 \pi^{2}} \int_{0}^{\kappa} d k_{x} \cos \left(x k_{x}\right)\left\{\left[Z_{2}+k_{x}^{2}\right.\right. \\
& \left.\times\left(1-a^{2}-Z_{1}\right)\right] \cos \alpha-2 \lambda_{e} \sqrt{\kappa^{2}-k_{x}^{2}} \\
& \left.\times\left[Z_{2}+k_{x}^{2}\left(1-a^{2}\right)\right] \sin \alpha\right\}\left(Z_{1} Z_{2}\right)^{-1},  \tag{4.2}\\
A_{y}(\mathbf{r}, t)= & -\frac{\phi_{0} \varphi_{0}}{2 \pi^{2}} \int_{0}^{\kappa} d k_{x} k_{x} \sin \left(x k_{x}\right) \\
& \times\left\{a \frac{\omega}{c} \cos \alpha+\sqrt{\kappa^{2}-k_{x}^{2}} \sin \alpha\right\} Z_{2}^{-1},  \tag{4.3}\\
A_{z}(\mathbf{r}, t)= & -\frac{\phi_{0} \varphi_{0}}{\pi^{2}} \lambda_{e} k_{z} \int_{0}^{\kappa} d k_{x} k_{x} \\
& \times \sin \left(x k_{x}\right)\left\{2 \lambda_{e}\left[Z_{2}+\frac{\omega^{2}}{c^{2}}\left(1-a^{2}\right)\right]\right. \\
& \left.\times \sin \alpha-\left(1-a^{2}\right) \sqrt{\kappa^{2}-k_{x}^{2}} \cos \alpha\right\}\left(Z_{1} Z_{2}\right)^{-1}, \tag{4.4}
\end{align*}
$$

where the following notation has been introduced:

$$
\begin{align*}
& \kappa^{2} \equiv \omega^{2} / c^{2}-k_{x}^{2} \\
& \alpha \equiv \sqrt{\kappa^{2}-k_{x}^{2}} y+k_{z} z-\omega t,  \tag{4.5}\\
& Z_{1} \equiv 1+4 \lambda_{e}^{2}\left(\kappa^{2}-k_{x}^{2}\right), \quad Z_{2} \equiv \kappa^{2}-k_{x}^{2}+\alpha^{2} \omega^{2} / c^{2} \tag{4.6}
\end{align*}
$$

Equations (4.2)-(4.4) can be used to find the contribution to the electromagnetic field components $\mathbf{E}$ and $\mathbf{H}$ from the radiation of waves into vacuum:

$$
\begin{equation*}
\mathbf{E}=-\frac{1}{c} \frac{\partial \mathbf{A}}{\partial t}, \quad \mathbf{H}=\operatorname{curl} \mathbf{A} . \tag{4.7}
\end{equation*}
$$

In the equation for $\mathbf{E}$ (4.7), as in the derivation of Eqs. (4.2)(4.4), the term representing the contribution of the scalar potential, $-\operatorname{grad} V$, has been omitted. Using the radiationdescriptive parts of the fields $\mathbf{E}$ and $\mathbf{H}$, we can find the electromagnetic radiation flux density averaged over the period of the field:

$$
\begin{equation*}
\mathbf{S}=\frac{\omega}{2 \pi} \int_{0}^{2 \pi / \omega} d t \frac{1}{4 \pi}\left[\operatorname{curl} \mathbf{A} \frac{\partial \mathbf{A}}{\partial t}\right] . \tag{4.8}
\end{equation*}
$$

Substituting Eqs. (4.2)-(4.4) into (4.8) and evaluating the integrals with respect to the variable $k_{x}$ by a procedure similar to that described in Appendix C, we find

$$
\begin{align*}
& S_{x}=S_{0} R \cos \xi,  \tag{4.9}\\
& S_{y}=S_{0} R \sin \xi  \tag{4.10}\\
& S_{z}=\frac{S_{0} R}{\sqrt{v^{2}-1}}, \tag{4.11}
\end{align*}
$$

where $\xi \equiv \arctan (y / x)$ varies in the interval from 0 to $2 \pi$. In Eq. (4.9) $S_{0}$ characterizes the order of magnitude of the flux at the distance $r_{\perp}=\sqrt{x^{2}+y^{2}}$ from the Josephson junction:

$$
\begin{equation*}
S_{0} \equiv\left(\frac{\phi_{0} \varphi_{0} \omega}{8 \pi^{2} c}\right)^{2} \frac{\omega}{r_{\perp}} \tag{4.12}
\end{equation*}
$$

the function $R$ depends on the angle $\xi$ and the ratio of the Swihart wave phase velocity to the speed of light, $v=\omega / c k_{z}$ :

$$
\begin{equation*}
R \equiv\left[1+\frac{a^{2}-1}{v^{2}+a^{2}\left(v^{2}-1\right) \sin ^{2} \xi}\right]\left[1+\frac{a^{2} v^{2}}{\left(v^{2}-1\right) \sin ^{2} \xi}\right]^{-1} \tag{4.13}
\end{equation*}
$$

From Eqs. (4.9)-(4.11) we obtain an equation for the ratio of the component of the flux density along the Josephson junction, $S_{z}$, to the flux density in the plane normal to the axis of the tunnel junction, $S_{\perp} \equiv \sqrt{S_{x}^{2}+S_{y}^{2}}=S_{0} R$ :

$$
\begin{equation*}
\frac{S_{z}}{S_{\perp}}=\frac{1}{\sqrt{v^{2}-1}} \tag{4.14}
\end{equation*}
$$

According to Eq. (4.14), $S_{z} \gg S_{\perp}$ for $1 \gg v^{2}-1>0$, and electromagnetic energy is emitted in the direction of propagation of the Swihart wave. On the other hand, for $v \gg 1$, when the phase velocity is much greater than the speed of light, $S_{\perp} \gg S_{z}$, and the radiation is localized mainly in a plane orthogonal to the axis of the tunnel junction. From Eqs. (4.9)(4.11) we can obtain expressions for the total flux density of the radiation at an angle $\xi$ relative to the plane of the film:

$$
\begin{equation*}
S=\sqrt{S_{z}^{2}+S_{\perp}^{2}}=S_{0} R \frac{v}{\sqrt{v^{2}-1}} . \tag{4.15}
\end{equation*}
$$

Bearing in mind the smallness of the parameter $a$, from Eqs. (4.13) and (4.15) we have

$$
\begin{equation*}
\frac{S}{S_{0}}=\frac{v^{2}-1+a^{2}}{v \sqrt{v^{2}-1}}\left[1+\frac{a^{2} v^{2}}{\left(v^{2}-1\right) \sin ^{2} \xi}\right]^{-1} \tag{4.16}
\end{equation*}
$$



FIG. 1. Radiation flux density in a half-space over a film as a function of the angle of observation $\xi$ for various values of the parameter: (1) $\left(\omega / c k_{z}\right)^{2}$ $=100$; (2) 40; (3) 2 ; (4) 1.5; (5) 1.1; (6) 1.01 .

It is evident from this result that for $1 \geqslant|\sin \xi|>a v / \sqrt{v^{2}-1}$ the energy flux density $S$ is essentially independent of the angle $\xi$. But for $|\sin \xi|<a v / \sqrt{v^{2}-1}$

$$
\begin{equation*}
\frac{S}{S_{0}} \simeq \frac{\sqrt{v^{2}-1}}{v}\left(v^{2}-1+a^{2}\right) \frac{\sin ^{2} \xi}{a^{2} v^{2}} \tag{4.17}
\end{equation*}
$$

varies as a function of $\sin ^{2} \xi$.
These functional relations are illustrated in Fig. 1, which shows the dependence of the function $S / S_{0}$ on the angle $\xi$. The curves have been plotted on the assumption that $a=2 \lambda_{e}|\omega| / c=0.1$. The graphs of $S / S_{0}$ are given for six values of the parameter $v^{2}$. It is evident in Fig. 1 how the angular range in which the radiation flux density is constant broadens as the phase velocity increases. The dependence of $S / S_{0}$ on the ratio of $\omega / k_{z}$ to the speed of light $c$ is shown in Fig. 2. The curves in this figure correspond to five different angles of observation $\xi$. According to Fig. 2, the smaller $|\sin \xi|$, the smaller is the radiation flux density. The flux density $S / S_{0}$ tends monotonically to zero as $\omega / c k_{z}$ approaches unity.

Equations (4.9)-(4.11) can also be used to find the damping constant of waves traveling along the Josephson junction due to radiative energy losses. In fact, the energy losses per unit length of the tunnel junction are given by the integral
$r_{\perp} \int_{0}^{2 \pi} d \xi \mathbf{n} \cdot \mathbf{S}=r_{\perp} S_{0} \int_{0}^{2 \pi} d \xi R=-\frac{4 \pi c^{2}}{\omega^{2}} r_{\perp} S_{0} Q^{\prime \prime}\left(k_{z}, \omega\right)$,


FIG. 2. Dependence of the function $S / S_{0}$ on $\omega / c k_{z}$ for various angles of observation: (1) $90^{\circ}$; (2) $45^{\circ}$; (3) $10^{\circ}$; (4) $5^{\circ}$; (6) $2^{\circ}$.
where $\mathbf{n}$ is the unit vector normal to the cylindrical surface of radius $r_{\perp}=\sqrt{x^{2}+y^{2}}$, and the imaginary part $Q^{\prime \prime}\left(k_{z}, \omega\right)$ is described by Eq. (2.25).

On the other hand, the radiative energy losses can be written in the form $2 \gamma_{r} W$, where $\gamma_{r}$ is the radiative damping constant, and $W$ is the period-average energy per unit length of the Josephson junction. To calculate $W$ for waves with a phase velocity greater than the speed of light and under the condition

$$
\begin{equation*}
\frac{d}{\varepsilon D} \ln \frac{c}{d \omega_{j}} \ll 1 \tag{4.19}
\end{equation*}
$$

when the difference of the wave frequency $\omega$ from the Josephson frequency $\omega_{j}$ can be ignored, it is sufficient to take into account the energy of the electric field in the junction and the energy of the Josephson current. We then have

$$
\begin{align*}
W= & \frac{\omega}{2 \pi} \int_{0}^{2 \pi / \omega} d t \frac{\hbar j_{c}}{2|e|} D\left[\frac{1}{2 \omega_{j}^{2}}\left(\frac{\partial}{\partial t} \varphi\right)^{2}\right. \\
& +1-\cos \varphi] \simeq \frac{\varepsilon D}{d} S_{0} \frac{\pi r_{\perp}}{\omega} . \tag{4.20}
\end{align*}
$$

Setting $2 \gamma_{r} W$ equal to the radiative energy losses (4.18), we obtain

$$
\begin{equation*}
\gamma_{r}=-\frac{2 d}{\varepsilon D} \frac{c^{2}}{\omega} Q^{\prime \prime}\left(k_{z}, \omega\right) \tag{4.21}
\end{equation*}
$$

which is consistent with Eqs. (3.13) and (3.14).

## 5. EMISSION OF LARGE-SCALE NONLINEAR STATES

In this section we discuss the emission of waves into vacuum from nonlinear states when the amplitude of the phase difference of the wave functions is not small in comparison with unity. We assume that the variation of the phase difference has a long characteristic time:

$$
\begin{equation*}
T \equiv\left|\frac{\partial}{\partial t} \ln \varphi(z, t)\right|^{-1} \gg \frac{2 \lambda_{e}}{c} . \tag{5.1}
\end{equation*}
$$

We assume that the space scale of variation of the phase difference $L$ is much greater than the distance traversed by the electromagnetic wave in vacuum during the characteristic time of variation of the phase difference:

$$
\begin{equation*}
L \equiv\left|\frac{\partial}{\partial z} \ln \varphi(z, t)\right| \gg c T . \tag{5.2}
\end{equation*}
$$

Inequalities (5.1) and (5.2) are compatible if the inhomogeneity scale $L$ is much greater than twice the effective penetration depth of the field into the film, $L \gtrdot 2 \lambda_{e}$. We refer to states with space scales $L$ that satisfy inequality (5.2) as large-scale states. In addition to conditions (5.1) and (5.2), we assume that

$$
\begin{equation*}
\frac{d}{\varepsilon D} \ln \frac{c T}{d} \ll 1 . \tag{5.3}
\end{equation*}
$$

Inequality (5.3) permits the influence of a surface electromagnetic wave on a large-scale nonlinear state to be ignored.

Under the conditions defined by inequalities (5.1)-(5.3), taking Eqs. (2.24), (2.25), and (2.29) into account, we can write Eq. (2.22) in the form

$$
\begin{align*}
& \sin \varphi(z, t)+\frac{\beta}{\omega_{j}^{2}} \frac{\partial}{\partial t} \varphi(z, t)+\frac{1}{\omega_{j}^{2}} \frac{\partial^{2}}{\partial t^{2}} \varphi(z, t) \\
&=-\frac{2}{\pi} \lambda_{e} l \frac{\partial^{2}}{\partial z^{2}} \int_{-\infty}^{\infty} d t^{\prime} \operatorname{sgn}\left(t^{\prime}-t\right) \\
& \times\left[C+\ln \left(\frac{c}{\lambda_{e}}\left|t^{\prime}-t\right|\right)\right] \frac{\partial}{\partial t^{\prime}} \varphi\left(z, t^{\prime}\right) \\
&-\frac{2}{\pi} \lambda_{e} l \frac{\partial}{\partial t} \int_{-\infty}^{\infty} \frac{d t^{\prime}}{t-t^{\prime}} \frac{\partial}{\partial t^{\prime}} \varphi\left(z, t^{\prime}\right) . \tag{5.4}
\end{align*}
$$

where $C=0.577$ is the Euler constant. Unlike Eq. (2.22), Eq. (5.4) does not contain spatially nonlocal coupling. When the characteristic time of variation of the phase difference is determined by the reciprocal Josephson frequency, the argument of the logarithm on the right-hand side of (5.4) can be approximately replaced by $c / \lambda_{e} \omega_{j}$. Equation (5.4) now assumes the form

$$
\begin{align*}
\omega_{j}^{2} & \sin \varphi(z, t)+\beta \frac{\partial}{\partial t} \varphi(z, t)+\frac{\partial^{2}}{\partial t^{2}} \varphi(z, t) \\
& =\frac{4}{\pi} \frac{d}{\varepsilon D} c^{2} \ln \left(\frac{c}{\lambda_{e} \omega_{j}}\right) \frac{\partial^{2}}{\partial z^{2}} \varphi(z, t) \\
& +\frac{2}{\pi} \frac{d}{\varepsilon D} \frac{\partial}{\partial t} \int_{-\infty}^{\infty} \frac{d t^{\prime}}{t^{\prime}-t} \frac{\partial}{\partial t^{\prime}} \varphi\left(z, t^{\prime}\right) \tag{5.5}
\end{align*}
$$

We note that comparatively small terms occur on the righthand sides of Eqs. (5.4) and (5.5) by virtue of the stated assumptions (5.2) and (5.3). However, these terms govern both the radiative energy losses and the slow spatial variation of the phase difference. In particular, these terms characterize the dispersion and radiation damping of Swihart waves (see Sec. III). We now use Eq. (5.4) [or (5.5)] to analyze the emission of waves by large-scale distributions of the phase difference. Taking inequalities (5.2) and (5.3) into account, we disregard the influence of the small terms on the righthand side of (5.4) in the first approximation.

We also assume that the dissipation associated with Ohmic losses is small: $\beta \ll \omega_{j}$. Under these conditions Eq. (5.4) reduces to the mathematical pendulum equation

$$
\begin{equation*}
\omega_{j}^{2} \sin \varphi(z, t)+\frac{\partial^{2}}{\partial t^{2}} \varphi(z, t)=0 \tag{5.6}
\end{equation*}
$$

whose solutions are well known (see, e.g., Refs. 3 and 21). The radiative energy losses by nonlinear states described by the solutions of Eq. (5.6) have been investigated in a brief communication. ${ }^{21}$ We emphasize that even though the derivative of the phase difference with respect to the coordinate for such states is equal to zero, the electromagnetic field on the surface of the superconducting film is not equal to zero. The presence of this field induces a radiation flux that transports energy away from the junction into vacuum (see Appendix D). We now discuss the specific characteristics of the emission of waves by large-scale nonlinear states in greater
detail. Since the distribution of the phase difference of such states is independent of the coordinate in the first approximation, the Fourier component $\varphi\left(k_{z}, \omega\right)$ is proportional to the delta function $\delta\left(k_{z}\right)$. Invoking Eqs. (2.10)-(2.16), disregarding the contribution of the scalar potential, and retaining only the emitted Fourier components of the potentials, we find

$$
\begin{align*}
A_{x}(\mathbf{r}, t)= & -\frac{\phi_{0}}{4 \pi^{3}} \int_{-\infty}^{\infty} d \omega \int_{-\infty}^{\infty} d t^{\prime} \exp \left[i \omega\left(t^{\prime}-t\right)\right] \varphi\left(t^{\prime}\right) \\
& \times \int_{0}^{|\omega| / c} d k_{x} \cos \left(x k_{x}\right) \exp \left[-y \psi\left(\omega, k_{x}\right)\right] \\
& \times \frac{\psi\left(\omega, k_{x}\right)}{\psi\left(\omega, k_{x}\right)-a \omega / c},  \tag{5.7}\\
A_{y}(\mathbf{r}, t)= & -\frac{\phi_{0}}{4 \pi^{3}} \int_{-\infty}^{\infty} d \omega \int_{-\infty}^{\infty} d t^{\prime} \\
& \times \exp \left[i \omega\left(t^{\prime}-t\right)\right] \varphi\left(t^{\prime}\right) \int_{0}^{|\omega| / c} d k_{x} k_{x} \sin \left(x k_{x}\right) \\
& \times \exp \left[-y \psi\left(\omega, k_{x}\right)\right] \frac{1}{\psi\left(\omega, k_{x}\right)-a \omega / c}, \tag{5.8}
\end{align*}
$$

where $\varphi(t)$ is the solution of Eq. (5.6),

$$
\begin{equation*}
\varphi\left(\omega, k_{x}\right)=-i \sqrt{\omega^{2} / c^{2}-k_{x}^{2}} \operatorname{sgn} \omega . \tag{5.9}
\end{equation*}
$$

In this approximation we have $A_{z}(\mathbf{r}, t)=0$.
We first discuss the emission of waves for the nonlinear state described by the solutions of Eq. (5.6) corresponding to finite-amplitude oscillations of the phase difference, when

$$
\begin{equation*}
\varphi_{v}(t)=2 \arcsin \left[k \operatorname{sn}\left(\omega_{j} t, k\right)\right], \tag{5.10}
\end{equation*}
$$

where $k$ is the modulus of the elliptic sine sn. We expand the derivative of the function $\varphi_{v}$ into a Fourier series:

$$
\begin{equation*}
\frac{d}{d t} \varphi_{v}(t)=8 \Omega_{v} \sum_{n=0}^{\infty} \frac{q^{n+1 / 2}}{1+q^{2 n+1}} \cos \left[(2 n+1) \Omega_{v} t\right] \tag{5.11}
\end{equation*}
$$

where the frequency $\Omega_{v}$ and the parameter $q$ depend on the modulus $k$ :

$$
\begin{align*}
& \Omega_{v}=\frac{\pi \omega_{j}}{2 K(k)},  \tag{5.12}\\
& q=\exp \left[-\frac{\pi}{K(k)} K\left(\sqrt{1-k^{2}}\right)\right], \tag{5.13}
\end{align*}
$$

and $K(k)$ is a complete elliptic integral of the first kind. Now, using the expressions for the components of the vector potential (5.7) and (5.8) and the expansion (5.11), we can find the radiation flux density averaged over the period $2 \pi / \Omega_{v}$ [cf. (4.8)]:
$\mathbf{S}=\left(\mathbf{e}_{x} \cos \xi+\mathbf{e}_{y} \sin \xi\right) \sum_{n=0}^{\infty} \frac{S_{v, n} \sin ^{2} \xi}{\sin ^{2} \xi+\left[2 \lambda_{e}(2 n+1) \Omega_{v} / c\right]^{2}}$,

$$
\begin{equation*}
S_{v, n}=\frac{\phi_{0}^{2} \Omega_{v}^{3}}{\pi^{4} c^{2} r_{\perp}} \frac{q^{2 n+1}}{\left(1+q^{2 n+1}\right)^{2}}(2 n+1) . \tag{5.15}
\end{equation*}
$$

According to Eqs. (5.11) and (5.14), radiation is emitted in odd harmonics of the fundamental $\Omega_{v}$ (5.12), which is smaller than the Josephson frequency. For $k \ll 1$ the frequency $\Omega_{v}$ is close to $\omega_{j}$, and the radiative energy losses are governed mainly by emission from the fundamental $n=0$. As $k$ increases, the radiation spectrum becomes more abundant in higher harmonics, and the interval between the harmonics decreases. When $k$ is close to unity, $\Omega_{v}$ tends logarithmically to zero:

$$
\begin{equation*}
\Omega_{v} \simeq \frac{\pi}{2} \omega_{j}\left(\ln \frac{4}{\sqrt{1-k^{2}}}\right)^{-1} . \tag{5.16}
\end{equation*}
$$

with the emission of a broad spectrum of closely spaced frequencies $(2 n+1) \Omega_{v}$. We note, in accordance with the conditions (5.1) and (5.2) underlying the validity of the theory, that the emitted frequencies must lie in the interval

$$
\begin{equation*}
2 \pi c / L \ll(2 n+1) \Omega_{v} \ll \pi c / \lambda_{e} . \tag{5.17}
\end{equation*}
$$

Equation (5.14) can be used to express the directionality of the emission of harmonics. According to Eq. (5.14), the radiation flux from large-scale nonlinear states is localized in a plane orthogonal to the axis of the Josephson junction and is directed along the radius vector $\mathbf{r}_{\perp}$. Since the parameter $2 \lambda_{e}(2 n+1) \Omega_{v} / c$, by virtue of the right inequality (5.17), is much smaller than unity over a wide range of angles, when

$$
\begin{equation*}
|\sin \xi|>2(2 n+1) \lambda_{e} \Omega_{v} / c, \tag{5.18}
\end{equation*}
$$

the absolute value of the flux density at the frequency ( $2 n$ $+1) \Omega_{v}$ does not depend on the angle of observation and is equal to $S_{v, n}$. Outside the interval (5.18), as when the angles of observation are tight against the plane of the film, the intensity of emission of the harmonics decays as $|\sin \xi|$ decreases, in proportion to $\sin ^{2} \xi$. Integrating the flux $\mathbf{S}$ (5.14) over the surface of a cylinder of radius $r_{\perp}$ and taking into account the smallness of the parameter $2(2 n+1) \lambda_{e} \Omega_{v} / c$, we obtain Eq. (11) in Ref. 21 for the energy flux from unit length of the tunnel junction.

Next we consider the emission of radiation from the nonlinear state described by the solution of the rotating pendulum equation (5.6), when
$\varphi_{r}(t)=2 \mathrm{am}\left(\frac{\omega_{j}}{k} t, k\right)=2 \Omega_{r} t+4 \sum_{n=1}^{\infty} \frac{q^{n}}{n\left(1+q^{2 n}\right)} \sin \left[2 n \Omega_{r} t\right]$,
where am denotes the Jacobi amplitude, and

$$
\begin{equation*}
\Omega_{r}=\frac{\pi}{2 k K(k)} \omega_{j} . \tag{5.20}
\end{equation*}
$$

In this case the radiation flux density averaged over the pe$\operatorname{riod} 2 \pi / \Omega_{r}$ has the form

$$
\begin{equation*}
\mathbf{S}=\left(\mathbf{e}_{x} \cos \xi+\mathbf{e}_{y} \sin \xi\right) \sum_{n=1}^{\infty} \frac{S_{r, n} \sin ^{2} \xi}{\sin ^{2} \xi+\left(4 n \lambda_{e} \Omega_{r} / c\right)^{2}} \tag{5.21}
\end{equation*}
$$

$$
\begin{equation*}
S_{r, n}=\frac{\phi_{0}^{2} \Omega_{r}^{3}}{\pi^{4} c^{2} r_{\perp}} \frac{2 n q^{2 n}}{\left(1+q^{2 n}\right)^{2}} \tag{5.22}
\end{equation*}
$$

Equations (5.21) and (5.22) describe the radiation flux at even frequencies $2 n \Omega_{r}$. If $k$ is close to unity, the frequency $\Omega_{r}$ (5.20) is much lower than the Josephson frequency, and the radiation spectrum contains many even harmonics of the fundamental. The frequency $\Omega_{r}$ becomes lower as $k$ increases. If $k \ll 1$, we have $\Omega_{r} \simeq \omega_{j} / k \gtrdot \omega_{j}$. The intensity of the radiation at higher harmonics is significantly reduced since $q \ll 1$. The radiation pattern of the even harmonics is the same as for odd harmonics. The radiation flux is localized in a plane orthogonal to the axis of the tunnel junction. If $|\sin \xi|>4 n \lambda_{e} \Omega_{r} / c$, the flux density at the frequency $2 n \Omega_{r}$ does not depend on the angle of observation and is equal to $S_{r, n}$ (5.22). Another solution of Eq. (5.6) is the $2 \pi$ kink

$$
\begin{equation*}
\varphi(t)=4 \arctan \left(e^{\omega_{j} t}\right)-\pi \tag{5.23}
\end{equation*}
$$

The radiation pattern from the $2 \pi$ kink has the same features as for nonlinear periodic solutions. Now a continuous spectrum of frequencies lower than, or of the same order as the Josephson frequency is emitted. At high frequencies the spectral density of the radiation is exponentially small. ${ }^{21}$

## 6. CONCLUSION

To summarize the foregoing discussion, the space-time nonlocal electrodynamics describing transient states in a Josephson contact in a superconducting thin film has enabled us to obtain comparatively simple and transparent equations that provide a picture of electromagnetic radiation penetrating from the surface of the film into vacuum. This possibility has been afforded both by the formulation of a nonlinear integrodifferential equation describing the distribution of the phase difference in the junction and by the systematic description of the electromagnetic field in vacuum.

However, the above treatment ignores dissipation associated with thermal fluctuations. We are grateful to the reviewer who called our attention to Ref. 22, in which the authors have investigated the influence of voltage fluctuations at the contact on the width of the emission line from a Josephson point contact to which a constant voltage $V_{0}$ is applied. An equation for the width of the emission line at the frequency $2 e V_{0} / \hbar$ can be deduced from Ref. 22:

$$
\begin{equation*}
\Gamma=\left(\frac{4 \pi c}{\phi_{0}}\right)^{2} \frac{2 \pi d}{\beta \varepsilon S_{\mathrm{con}}} T_{\mathrm{con}} \tag{6.1}
\end{equation*}
$$

where $T_{\text {con }}$ is the temperature, and $S_{\text {con }}$ is the area of the point contact. Equation (6.1) is valid when

$$
\begin{equation*}
\Gamma \ll \beta \tag{6.2}
\end{equation*}
$$

and the external circuit has a high resistance.
It is useful to ascertain the conditions under which the influence of fluctuations can be disregarded. According to Eq. (2.22), the contribution of radiation to the linewidth is determined additively by the term $\beta$; hence, our analysis is appropriate when inequality (6.2) is satisfied.

It should be noted here, in accordance with Ref. 1, p. 114, and Ref. 2, p. 72, that the most significant conditions
in practical applications of point contacts correspond to the satisfaction of inequality (6.2). Indeed, assuming, for example, that we have $T=4.2 \mathrm{~K}, \beta \simeq 5 \times 10^{10} \mathrm{~s}^{-1}$, and $2 \mathrm{~d} / \varepsilon$ $\simeq 3 \times 10^{-8} \mathrm{~cm}$, we see that condition (6.2) is satisfied for point contacts having an area greater than $\sim 10 \mu \mathrm{~m}^{2}$. In application to our case of a contact in a film, $S_{\text {con }}=D L_{f}$, where $L_{f}$ is the width of the film, condition (6.2) is satisfied when the width of the film is not too small. For example, adopting the same tunnel junction parameters as above, along with $D \sim 3 \times 10^{-7} \mathrm{~cm}$, we find that inequality (6.2) is satisfied for $L_{f}>3 \mathrm{~mm}$. Consequently, it is clearly admissible to neglect the influence of fluctuation dissipation in comparison with ordinary Ohmic dissipation.

Finally, it must be emphasized that our emission of radiation associated with Swihart waves is possible at frequencies comparable with the Josephson frequency $\omega_{j}$. When condition (6.2) is satisfied in this case, emission can be efficient under the condition

$$
\begin{equation*}
\omega_{j} \gg \beta \tag{6.3}
\end{equation*}
$$

Condition (6.3) is satisfied for the typical parameters $\omega_{j}$ $\sim 10^{12} \mathrm{~s}^{-1}$ and $\beta \sim 5 \times 10^{10} \mathrm{~s}^{-1}$ (see, e.g., Ref. 23).

However, for a film of sufficiently small width, such that condition (6.2) is violated, fluctuations can in fact dictate the emission linewidth. In this limit, according to Ref. 22, the emission linewidth is given by the expression

$$
\begin{equation*}
\Gamma=\frac{8|e|}{\hbar} \sqrt{\frac{\pi d}{\varepsilon S_{\mathrm{con}}} T_{\mathrm{con}}} \tag{6.4}
\end{equation*}
$$

It is clear that the emission is adequately efficient if

$$
\frac{8|e|}{\hbar} \sqrt{\frac{\pi d}{\varepsilon S_{\mathrm{con}}} T_{\mathrm{con}}}<\omega_{j}
$$

This inequality, like inequality (6.2), imposes restrictions on the width of the film. For the Josephson junction parameters adopted above, it is satisfied if $L_{f} \gg 10 \mu \mathrm{~m}$.

The latter result indicates that our above discussion of the conditions for inequality (6.2) to hold is of methodological significance only, which, of course, is important in understanding the validity of the model used in our article.

In summary, our investigation has established laws governing the emission of electromagnetic radiation from the surface of a film containing a Josephson junction.

This work has been performed as part of Project 96-0217303 of the Russian Fund for Fundamental Research with support from the Scientific Council on High-Temperature Superconductors (Project "AD" 95008) and state support for leading scientific schools (Project 96-15-96750).

## APPENDIX A:

To construct a solution of Eqs. (2.1)-(2.4), we go over to Fourier transforms in the variables $\mathbf{r}_{\|}$and $t$ :

$$
\begin{equation*}
F(y, \mathbf{k}, \omega) \equiv \int_{-\infty}^{\infty} d t \int d \mathbf{r}_{\|} \exp \left(i \omega t-i \mathbf{k} \cdot \mathbf{r}_{\|}\right) F\left(y, \mathbf{r}_{\|}, t\right) \tag{A1}
\end{equation*}
$$

where $\mathbf{k}=\left(k_{x}, 0, k_{z}\right)$. We can then obtain a system of equations for the Fourier components of the potentials:

$$
\begin{align*}
& \frac{d}{d y} A_{y}(y, \mathbf{k}, \omega)+i \mathbf{k} \cdot \mathbf{A}_{\|}(y, \mathbf{k}, \omega)=0  \tag{A2}\\
& \frac{d^{2}}{d y^{2}} \mathbf{A}(y, \mathbf{k}, \omega)-\left(k^{2}-\frac{\omega^{2}}{c^{2}}\right) \mathbf{A}(y, \mathbf{k}, \omega) \\
& \quad+i \frac{\omega}{c}\left(i \mathbf{k}+\mathbf{e}_{y} \frac{d}{d y}\right) V(y, \mathbf{k}, \omega)=0, \quad y>0  \tag{A3}\\
& \frac{d^{2}}{d y^{2}} V(y, \mathbf{k}, \omega)-k^{2} V(y, \mathbf{k}, \omega)=0 . \tag{A4}
\end{align*}
$$

Here the boundary conditions (2.8) and (2.9) for the components of the vector potential have the form

$$
\begin{align*}
&\left.\frac{d}{d y} A_{x}(y, \mathbf{k}, \omega)\right|_{y=+0}= \frac{1}{2 \lambda_{e}}\left\{\frac{\phi_{0}}{2 \pi}\left[\varphi\left(k_{z}, \omega\right)+i k_{x} \Phi(\mathbf{k}, \omega)\right]\right. \\
&\left.+A_{x}(y=0, \mathbf{k}, \omega)\right\},  \tag{A5}\\
&\left.\frac{d}{d y} A_{z}(y, \mathbf{k}, \omega)\right|_{y=+0}= \frac{1}{2 \lambda_{e}}\left\{\frac{\phi_{0}}{2 \pi} i k_{z} \Phi(\mathbf{k}, \omega)\right. \\
&\left.+A_{z}(y=0, \mathbf{k}, \omega)\right\}  \tag{A6}\\
& A_{y}(y=0, \mathbf{k}, \omega)=0, \tag{A7}
\end{align*}
$$

where $\mathbf{e}_{x}$ and $\mathbf{e}_{y}$ are unit vectors along the $x$ and $y$ axes, and the Fourier components of the phase and the phase difference are described by the relations

$$
\begin{align*}
\Phi(\mathbf{k}, \omega)= & \int_{-\infty}^{0} d x \Phi_{1}\left(x, k_{z}, \omega\right) \exp \left(-i k_{x} x\right) \\
& +\int_{-\infty}^{\infty} d x \Phi_{2}\left(x, k_{z}, \omega\right) \exp \left(-i k_{x} x\right)  \tag{A8}\\
\varphi\left(k_{z}, \omega\right)= & \Phi_{1}\left(0, k_{z}, \omega\right)-\Phi_{2}\left(0, k_{z}, \omega\right) \tag{A9}
\end{align*}
$$

It is evident from Eq. (2.6), in turn, that the Fourier component of the scalar potential on the surface of the film is related to $\Phi(\mathbf{k}, \omega)$ by the equation

$$
\begin{equation*}
V(y=0, \mathbf{k}, \omega)=-i \omega \frac{\phi_{0}}{2 \pi c} \Phi(\mathbf{k}, \omega) \tag{A10}
\end{equation*}
$$

Taking relations (A2) and (A10) into account, we can write the solution of the differential equations (A3) and (A4) in the region $y \geqslant 0$ in the form

$$
\begin{align*}
& A_{x}(y, \mathbf{k}, \omega)=a_{x} \exp (-\psi y)+\frac{c}{\omega} k_{x} V(y, \mathbf{k}, \omega)  \tag{A11}\\
& A_{y}(y, \mathbf{k}, \omega)=\frac{i \mathbf{k} \cdot \mathbf{a}}{\psi} \exp (-\psi y)+i \frac{c}{\omega} k V(y, \mathbf{k}, \omega)  \tag{A12}\\
& A_{z}=(y, \mathbf{k}, \omega)=a_{z} \exp (-\psi y)+\frac{c}{\omega} k_{z} V(y, \mathbf{k}, \omega)  \tag{A13}\\
& V(y, \mathbf{k}, \omega)=-i \omega \frac{\phi_{0}}{2 \pi c} \Phi(\mathbf{k}, \omega) \exp (-k \psi) \tag{A14}
\end{align*}
$$

where the function $\psi$ is described by Eq. (2.16). The sign of the imaginary part of the function $\psi$ is chosen so that for $\omega^{2}>c^{2} k^{2}$ the vector potential $\mathbf{A}$ describes the emission of electromagnetic waves into vacuum. We also assume that the scalar potential (and for $\omega^{2}<c^{2} k^{2}$ the vector potential) tends to zero far from the film. Substituting the solutions (A11)(A14) into the boundary conditions (A5)-(A7), we find

$$
\begin{align*}
& a_{x}=\frac{\phi_{0}}{2 \pi} \frac{\varphi\left(k_{z}, \omega\right)}{1+2 \lambda_{e} \psi}\left(1+\frac{2 \lambda_{e}}{G} k_{x}^{2}\right),  \tag{A15}\\
& a_{z}=-\frac{\phi_{0}}{2 \pi} \frac{\varphi\left(k_{z}, \omega\right)}{1+2 \lambda_{e} \psi} \frac{2 \lambda_{e}}{G} k_{x} k_{z},  \tag{A16}\\
& \Phi(\mathbf{k}, \omega)=i \varphi\left(k_{z}, \omega\right) k_{x} / k G \tag{A17}
\end{align*}
$$

where $G$ is defined by Eq. (2.15). Equations (A11)-(A17) express the coupling of the electromagnetic potentials with the phase difference at the tunnel junction [see Eqs. (2.10)(2.13)].

## APPENDIX B:

In general the real part of the Fourier component of the kernel $Q^{\prime}\left(k_{z}, \omega\right)$ is equal to the sum of four integrals $I_{n}(n$ $=1,2,3,4)$ :

$$
\begin{equation*}
Q^{\prime}\left(k_{z}, \omega\right)=I_{1}+I_{2}+I_{3}+I_{4}, \tag{B1}
\end{equation*}
$$

which have the form

$$
\begin{align*}
& I_{1}=\frac{1}{\pi} \int_{\kappa \eta\left(\kappa^{2}\right)}^{\infty} d k_{x} \frac{k_{z}^{2}}{k^{2}} \frac{\sqrt{k^{2}-\omega^{2} / c^{2}}}{1+2 \lambda_{e} \sqrt{k^{2}-\omega^{2} / c^{2}}},  \tag{B2}\\
& I_{2}=\frac{\omega^{2}}{\pi c^{2}} \int_{\kappa \eta\left(\kappa^{2}\right)}^{1 / 2 d} d k_{x} \frac{k_{x}^{2}}{k^{2}} \frac{1}{2 \lambda_{e} \omega^{2} / c^{2}-\sqrt{k^{2}-\omega^{2} / c^{2}}},  \tag{B3}\\
& I_{3}=\frac{2}{\pi} \lambda_{e} k_{z}^{2} \eta\left(\kappa^{2}\right) \int_{0}^{\kappa} \frac{d k_{x}}{k^{2}} \frac{\omega^{2} / c^{2}-k^{2}}{1+4 \lambda_{e}^{2}\left(\omega^{2} / c^{2}-k^{2}\right)},  \tag{B4}\\
& I_{4}=\frac{2}{\pi} \lambda_{e} \frac{\omega^{4}}{c^{2}} \eta\left(\kappa^{2}\right) \int_{0}^{\kappa} d k_{x} \frac{k_{x}^{2}}{k^{2}} \frac{1}{\omega^{2} / c^{2}-k^{2}+4 \lambda_{e}^{4} \omega^{4} / c^{2}}, \tag{B5}
\end{align*}
$$

where $\kappa^{2} \equiv \omega^{2} / c^{2}-k_{z}^{2}$. Having assumed in the initial equations that the scale of the field variation is large in comparison with the thickness of the tunnel junction $2 d$, we can eliminate the logarithmic divergence in Eq. (B3) by setting the upper limit of integration equal to $1 / 2 d$. The integrals can be evaluated in quadratures, but the results are fairly involved. We confine the analysis to limiting values of the integrals, which are needed to set forth the basic material underlying the discussion of conditions whereby the parameter $2 \lambda_{e}|\omega| / c$ is smaller than unity. The integrals $I_{n}$ have a particularly simple form in the limit $|\omega| \ll c\left|k_{z}\right|$, when
$I_{1} \simeq \frac{k_{z}^{2}}{\pi} Q\left(2 \lambda_{e}\left|k_{z}\right|\right), \quad I_{2} \simeq-\frac{\omega^{2}}{\pi c^{2}} \ln \frac{1}{d\left|k_{z}\right|}, \quad I_{3}=I_{4}=0$,
where the function $Q(x)$ is described by Eq. (2.28). In the opposite, high-frequency limit $|\omega| \gg c\left|k_{z}\right|$ we can obtain the following relations from Eqs. (B2)-(B5):

$$
\begin{align*}
& I_{1} \simeq \frac{k_{z}^{2}}{\pi} \ln \frac{c}{\lambda_{e}|\omega|}, \quad I_{2} \simeq-\frac{\omega^{2}}{\pi c^{2}} \ln \frac{c}{d|\omega|}, \\
& I_{3} \simeq \frac{2}{\pi} \lambda_{e}\left|k_{z}\right| \frac{\omega^{2}}{c^{2}} \arctan \sqrt{\frac{\omega^{2}}{c^{2} k_{z}^{2}}-1}, \\
& I_{4} \simeq \frac{2}{\pi} \lambda_{e} \frac{|\omega|^{3}}{c^{3}} \ln \frac{c}{\lambda_{e}|\omega|}-I_{3} . \tag{B7}
\end{align*}
$$

Equations (B6) and (B7) are sufficiently accurate for basic calculations.

## APPENDIX C:

To compute integrals of the form

$$
\begin{equation*}
I=\int_{0}^{\kappa} d k f(k) \exp [i F(k)] \tag{C1}
\end{equation*}
$$

where the function $F(k)$ is described by the expression

$$
\begin{equation*}
F(k)=x k+y \sqrt{\kappa^{2}-k^{2}}, \tag{C2}
\end{equation*}
$$

we use the steepest descent method. If $y / x=\tan \xi>0$, the function $F(k)$ has a maximum at

$$
\begin{equation*}
k_{m}=\kappa \cos \xi \tag{C3}
\end{equation*}
$$

The following expansion is valid in the vicinity of the maximum:

$$
\begin{equation*}
F(k)=\kappa r_{\perp}-\frac{r_{\perp}}{2 \kappa \sin ^{2} \xi}(k-\kappa \cos \xi)^{2}+\ldots \tag{C4}
\end{equation*}
$$

where $r_{\perp}=\sqrt{x^{2}+y^{2}}$ is the distance from the Josephson junction to the observation point. Under the conditions

$$
\begin{equation*}
\tan (\xi / 2) \gtrdot \sqrt{2 / \kappa r_{\perp}}, \quad \tan \xi<\sqrt{\kappa r_{\perp}} / 2, \tag{C5}
\end{equation*}
$$

which hold at sufficiently large distances, the limits of integration in Eq. (C1) can be set equal to $\pm \infty$. Assuming then that the function $f(k)$ varies only slightly in the narrow interval

$$
\begin{equation*}
\kappa \cos \xi-\sqrt{\frac{2 \kappa}{r_{\perp}}} \sin \xi \leqslant k \leqslant \kappa \cos \xi+\sqrt{\frac{2 \kappa}{r_{\perp}}} \sin \xi \tag{C6}
\end{equation*}
$$

from Eqs. (C1) and (C4) we obtain

$$
\begin{equation*}
I \approx \sqrt{\frac{\pi \kappa}{r_{\perp}}} f(\kappa \cos \xi) \sin \xi \exp \left(i \kappa r_{\perp}\right)(1-i) \tag{C7}
\end{equation*}
$$

For $\tan \xi<0$ the function $F(k)$ reaches a maximum with respect to $k$ at the boundaries of the domain of integration. The main contribution to the integral $I$ in this case is from the edge of the domain of integration, and the value of the integral itself decreases $\propto 1 / r_{\perp}$. Corrections of this order are insignificant in regard to the radiation field at large distances.

## APPENDIX D:

We now show how radiation flows from the surface of the superconductor into vacuum in the case of homogeneous large-scale states. Assuming that the phase difference de-
pends only on time, from the expressions for the potentials (2.10)-(2.14) we can obtain the field on the surface of the film at $|x| \geqslant d$ :

$$
\begin{align*}
\mathbf{H}(x, y= & +0, t)=-\frac{\phi_{0}}{(2 \pi)^{3} c^{2}} \frac{\partial}{\partial t} \int d \omega d k_{x} d t^{\prime} e^{i \omega\left(t^{\prime}-t\right)} \\
& \times \cos \left(x k_{x}\right) \frac{d \varphi\left(t^{\prime}\right)}{d t^{\prime}} \frac{1}{\psi-2 \lambda_{e} \omega^{2} / c^{2}} \mathbf{e}_{z},  \tag{D1}\\
E_{x}(x, y= & 0, t)=\frac{\phi_{0}}{(2 \pi)^{3} c} \int d \omega d t^{\prime} d k_{x} e^{i \omega\left(t^{\prime}-t\right)} \\
& \times \cos \left(x k_{x}\right) \frac{d \varphi\left(t^{\prime}\right)}{d t^{\prime}} \frac{1}{G} \frac{G+2 \lambda_{e} k_{x}^{2}}{1+2 \lambda_{e} \psi},  \tag{D2}\\
E_{y}(x, y= & +0, t)=-\frac{\phi_{0}}{(2 \pi)^{3} c} \int d \omega d t^{\prime} d k_{x} e^{i \omega\left(t^{\prime}-t\right)} \\
& \times \sin \left(x k_{x}\right) \frac{d \varphi\left(t^{\prime}\right)}{d t^{\prime}} \frac{k_{x}}{\psi-2 \lambda_{e} \omega^{2} / c^{2}}, \tag{D3}
\end{align*}
$$

where the function $\psi$ is given by Eq. (2.16), in which it is now required to set $k_{z}=0$. The magnetic field at the boundary of the tunnel junction with vacuum is determined from Eq. (D1) at $x=0$, and the electric field in the junction is determined from the Josephson equation

$$
\begin{equation*}
\mathbf{E}(x, y=0, t)=\frac{\phi_{0}}{4 \pi c d} \frac{d \varphi(t)}{d t} \mathbf{e}_{x} \tag{D4}
\end{equation*}
$$

For the nonlinear states (5.10) and (5.19), when the time derivative of the phase difference has the form

$$
\frac{d \varphi(t)}{d t}=\sum_{n=0}^{\infty} a_{n} \cos \Omega_{n} t
$$

where $\Omega_{n}=(2 n+1) \Omega_{v}$ for the solution (5.10), and $\Omega_{n}$ $=2 n \Omega_{r}$ for the solution (5.19), from Eqs. (D1)-(D3) we obtain equations for the field outside the nonsuperconducting layer:

$$
\begin{align*}
\mathbf{H}(x, y= & +0, t)=\frac{\phi_{0}}{(2 \pi c)^{2}} \sum_{n=0}^{\infty} a_{n} \Omega_{n} \int d k_{x} \\
& \times \cos \left(x k_{x}\right) \operatorname{Im}\left[\frac{e^{i \Omega_{n} t}}{\psi_{n}-2 \lambda_{e} \Omega_{n}^{2} / c^{2}}\right] \mathbf{e}_{z}  \tag{D5}\\
E_{x}(x, y= & 0, t)=\frac{\phi_{0}}{(2 \pi)^{2} c} \sum_{n=0}^{\infty} a_{n} \int d k_{x} \\
& \times \cos \left(x k_{x}\right) \operatorname{Re}\left[\frac{e^{i \Omega_{n} t}}{G_{n}} \frac{G_{n}+2 \lambda_{e} k_{x}^{2}}{1+2 \lambda_{e} \psi_{n}}\right]  \tag{D6}\\
E_{y}(x, y= & +0, t)=-\frac{\phi_{0}}{(2 \pi)^{2} c} \sum_{n=0}^{\infty} a_{n} \int d k_{x} \\
& \times \sin \left(x k_{x}\right) k_{x} \operatorname{Re}\left[\frac{e^{i \Omega_{n} t}}{\psi_{n}-2 \lambda_{e} \Omega_{n}^{2} / c^{2}}\right] \tag{D7}
\end{align*}
$$

where

$$
\begin{aligned}
\psi_{n} \equiv & \sqrt{k_{x}^{2}-\Omega_{n}^{2} / c^{2}} \eta\left(c^{2} k_{x}^{2}-\Omega_{n}^{2}\right) \\
& +i \sqrt{\Omega_{n}^{2} / c^{2}-k_{x}^{2}} \eta\left(\Omega_{n}^{2}-c^{2} k_{x}^{2}\right), \\
G_{n} \equiv & \psi_{n}-2 \lambda_{e} \Omega_{n}^{2} / c^{2}
\end{aligned}
$$

As before [see Eq. (3.3)], we assume that the electromagnetic wavelength in vacuum is greater than the effective London penetration depth of the magnetic field in the film,

$$
\begin{equation*}
2 \lambda_{e} \Omega_{n} / c \ll 1 \tag{D8}
\end{equation*}
$$

Then, ignoring small corrections containing the parameter (D8), from Eqs. (D5)-(D7) we can obtain an equation for the flux density on the surface of the film away from the tunnel junction, averaged over the fundamental period:

$$
\begin{equation*}
\mathbf{S}=\frac{r_{\perp}}{x} \sum_{n=0}^{\infty} S_{n} \mathbf{e}_{x}, \tag{D9}
\end{equation*}
$$

where $S_{n}$ is given by Eq. (5.15) or (5.22). According to Eq. (D9), the flux density tends to zero in the limit $|x| \rightarrow \infty$. This means that in the limit (D8) the radiative energy losses from the surface of the superconductor are negligible. On the other hand, under conditions (D8), taking (D4) and (D5) into account, we can write the energy flux density from the tunnel junction at the junction-vacuum interface in the form (for $y=+0$ )

$$
\mathbf{S}=\frac{\pi r_{\perp}}{2 d} \sum_{n=0}^{\infty} S_{n} \mathbf{e}_{y}
$$

Under condition (D8) the total energy lost by the junction from unit length along the $z$ axis per unit time is

$$
4 d|\mathbf{S}|=2 \pi r_{\perp} \sum_{n=0}^{\infty} S_{n}
$$

The integration of Eq. (5.14) or (5.21) over all angles $\xi$ [see Eq. (4.18)] produces the same result.
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#### Abstract

An investigation is made of the magnetic response of nanostructures with cylindrical symmetry located in a longitudinal magnetic field. Analytic expressions are obtained for the magnetic moment of the nanostructures, cylinders and bracelets. It is shown that the magnetic moment describes Aharonov-Bohm oscillations. The profile of the oscillations and the position of the oscillation maxima are studied. In the limit $T \rightarrow 0$ the curves of the magnetic response as a function of the magnetic field flux contain 'beak''shaped kinks, and the positions of the points at which these kinks occur are determined. The temperature dependence of the magnetic response is studied and the influence of the spin-magnetic interaction on the magnetic response of the nanostructures is examined. It is shown that this interaction destroys the periodicity of the magnetic response with respect to flux and gives rise to a monotonic term in the response. © 1999 American Institute of Physics. [S1063-7761(99)02004-1]


## 1. INTRODUCTION

Over the last few years, the equilibrium and transport properties of electrons in mesoscopic samples have been the focus of intensive experimental and theoretical studies. ${ }^{1}$ This is because modern technologies can be used to fabricate perfect nanostructures of various geometries (quantum wells and dots, channels, wires, and rings in heterostructures). Each of these nanostructures has its own unique physical properties. Interesting equilibrium effects occur when a magnetic field is applied to a sample. ${ }^{8-11}$

Note that studies of the magnetic response in various quasi-one-dimensional and quasi-two-dimensional systems can give important information on the parameters of the electron energy spectrum and the lateral confinement potentials in these structures. ${ }^{1-10}$ Moreover, a magnetic field applied to the nanostructure can provide additional scope for studying its parameters. This is because a magnetic field can create or enhance the existing lateral confinement in the nanostructure and can also produce hybrid coupling between motion parallel and perpendicular to the field when the field is directed at an angle to the symmetry axis of the system. ${ }^{4,7}$

The equilibrium properties of an electron gas in nanostructures are mainly determined by the electron energy spectrum, which is itself determined by the geometry of the system. In addition to the nanostructures described above, which are fabricated in a planar two-dimensional electron system, investigations of nanosystems in curved layers have also started recently. ${ }^{11-18}$ Special procedures (such as liftoff) have recently allowed us to investigate a curved layer of electron gas experimentally. ${ }^{17}$ The geometry of a cylinder is the closest to the experimental situation ${ }^{17}$ and in particular, the geometry of a carbon nanotube is close to that of a cylinder. The magnetic response of a nanotube at $T=0$ was investigated numerically by Ajiki and Ando. ${ }^{19}$ The effectivemass approximation was used to find the electron spectrum
for the case where the magnetic field $\mathbf{B}$ is parallel to the tube axis. Lin and Shung ${ }^{2}$ investigated the magnetic response of a nanotube for the same field orientation using the strongcoupling approximation but allowing for spin-magnetic interaction. The latter gives rise to a crescent-shaped singularity (cusp) on the curve giving the magnetization $M$ as a function of the magnetic field flux $\Phi$ near integer values of the quantum flux $\Phi_{0}=e / c h$. In Ref. 2 it was noted that the results for the strong-coupling model are similar to those obtained in the effective-ma ss approximation. ${ }^{19}$

Ovchinnikov et al. ${ }^{18}$ reported a detailed theoretical analysis of the average magnetic response of various mesoscopic systems, including a bracelet (a cylinder with height of order the Fermi wavelength). The magnetic field was directed normal to the side surface of the cylinder. For the averaging, these authors assumed that the chemical potential has a random correction which is distributed uniformly in an interval on the order of the interlevel spacing. As a result of this averaging, both the de Haas-van Alphen oscillations and the dimensional fluctuations are smeared out. Consequently for $T \gg \hbar \omega_{c}$ Ovchinnicov et al. ${ }^{18}$ obtained expressions for the magnetic susceptibility of these mesoscopic systems which are an analog of the Landau formula for the diamagnetic susceptibility.

In view of this reasoning, it is quite important to derive analytic expressions for the magnetic moment in nonplanar two-dimensional nanosystems and to study Aharonov-Bohm oscillations of the magnetic response, as well as determining the temperature dependence of the profile of these oscillations. The main purpose of the present study is to obtain convenient formulas for analytic and numerical investigations, which describe the oscillations of the magnetic response of a two-dimensional degenerate electron gas folded into a cylinder (quantum cylinder), including a cylinder with a short generatrix whose length $L$ is of the order of the Fermi
wavelength of an electron $\lambda_{F}$ (quantum bracelet). The topical case of a magnetic field directed along the symmetry axis of the system is studied (a static homogeneous field $\mathbf{B}$ and a field generated by an infinitely thin Aharonov-Bohm solenoid are both considered). An analysis is made of the influence of the electron spin on the profile of the oscillation curve. As will be shown subsequently, the nontrivial curvature of these two-dimensional systems leads to an interesting new effect: in the limit $T \rightarrow 0$ beak-shaped kinks appear on the oscillation curve. The nature of these kinks is similar to that responsible for the kinks on the curve of the undamped current in a quantum magnetic ring. ${ }^{3}$

Finally, we note that the magnetic response is investigated using both a Gibbs canonical distribution (constant number of electrons) and a large Gibbs canonical distribution (constant chemical potential of the gas: $\mu(B)=$ const). For most situations the results obtained using these distributions differ very little. This is because the oscillating component of $\mu(B)$ for a constant number of electrons is very small. ${ }^{20}$ For a degenerate electron gas, however, it is more convenient to use the large canonical distribution for the calculations. Thus, we shall subsequently adopt this approach, i.e., we shall assume that $\mu=$ const. In addition, we shall exclusively consider a noninteracting electron gas.

## 2. MAGNETIC RESPONSE OF A QUANTUM CYLINDER

In the effective-mass approximation the Hamiltonian $H$ of the single-electron spin-zero states for the vector potential $\mathbf{A}$, taken in the form $\mathbf{A}=(B y / 2,-B x / 2,0)$, is written in cylindrical coordinates as

$$
\begin{equation*}
H=-\varepsilon \frac{d^{2}}{d \varphi^{2}}-\frac{i \hbar \omega_{c}}{2} \frac{d}{d \varphi}+\frac{m^{*} \omega_{c}^{2}}{8} \rho^{2}+\frac{p^{2}}{2 m^{*}}, \tag{1}
\end{equation*}
$$

where $\omega_{c}=e B / m^{*} c$ is the cyclotron frequency, $\varphi$ is the polar angle, $m^{*}$ is the effective electron mass, $p$ is the momentum in the direction of the cylinder axis, and $\varepsilon=\hbar^{2} / 2 m^{*} \rho^{2}$ is the dimensional confinement energy.

The spectrum of the Hamiltonian has the form

$$
\begin{equation*}
\varepsilon_{m p}=\varepsilon\left(m+\frac{\Phi}{\Phi_{0}}\right)^{2}+\frac{p^{2}}{2 m^{*}} . \tag{2}
\end{equation*}
$$

Here the magnetic quantum number $m$ has the values $m$ $=0, \pm 1, \pm 2, \ldots$, and $\Phi=\pi \rho^{2} B$ is the flux of the field $\mathbf{B}$ through the cross section of the cylinder. Using the standard expression for the thermodynamic potential $\Omega$ (Ref. 21), we obtain in our case

$$
\begin{equation*}
\Omega=-\frac{T L}{2 \pi \hbar} \sum_{m=-\infty}^{\infty} \int_{-\infty}^{\infty} d p \ln \left[1+\exp \left(\frac{\mu-\varepsilon_{m p}}{T}\right)\right], \tag{3}
\end{equation*}
$$

where $L$ is the cylinder length. From expression (3) we find the magnetic moment using the formula $M=-(\partial \Omega / \partial B)_{\mu / T}$ and then

$$
\begin{equation*}
-\frac{M}{\mu_{B}}=\frac{L m_{0}}{\pi \hbar m^{*}} \sum_{m=-\infty}^{\infty} \int_{0}^{\infty} \frac{\left(m+\Phi / \Phi_{0}\right) d p}{1+\exp \left[\left(\varepsilon_{m p}-\mu\right) / T\right]}, \tag{4}
\end{equation*}
$$

where $m_{0}$ is the free electron mass and $\mu_{B}$ is the Bohr magneton.

For the following analysis it is convenient to expand the magnetic moment of the cylinder as a Fourier series using a Poisson summation formula. After some simple but fairly lengthy transformations, we obtain

$$
\begin{equation*}
-\frac{M}{\mu_{B}}=\sum_{n=1}^{\infty} C_{n}(T) \sin \left(2 \pi n \frac{\Phi}{\Phi_{0}}\right), \tag{5}
\end{equation*}
$$

where the Fourier coefficients $C_{n}(T)$ have the form

$$
\begin{align*}
C_{n}(T)= & \frac{L m_{0}}{\pi^{3} \hbar m^{*}} \int_{0}^{\infty} d z z \sin (n z) \\
& \times \int_{0}^{\infty} d p\left\{1+\exp \left[\frac{1}{T}\left(\frac{\varepsilon z^{2}}{4 \pi^{2}}+\frac{p^{2}}{2 m^{*}}-\mu\right)\right]\right\}^{-1} . \tag{6}
\end{align*}
$$

We introduce the new variables $x=z \sqrt{\varepsilon} / 2 \pi, \quad y$ $=p / \sqrt{2 m^{*}}$, and convert in Eq. (6) to polar coordinates $(r, \psi)$ in the $x y$ plane. For $C_{n}(T)$ we then obtain

$$
\begin{align*}
C_{n}(T)= & \frac{4 L \sqrt{2 m^{*}} m_{0}}{\hbar m^{*} \varepsilon \pi} \int_{0}^{\infty} d r r^{2}\left[1+\exp \left(\frac{r^{2}-\mu}{T}\right)\right]^{-1} \\
& \times \int_{0}^{\pi / 2} \sin \left(\frac{2 \pi n r \cos \psi}{\sqrt{\varepsilon}}\right) \cos \psi d \psi \tag{7}
\end{align*}
$$

Using an integral representation for the Bessel function $J_{1}$ (Ref. 22),

$$
\begin{equation*}
\int_{0}^{\pi / 2} \sin \left(\frac{2 \pi n r \cos \psi}{\sqrt{\varepsilon}}\right) \cos \psi d \psi=\frac{\pi}{2} J_{1}\left(\frac{2 \pi n r}{\sqrt{\varepsilon}}\right) \tag{8}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
C_{n}(T)=\frac{2 L \sqrt{2 m^{*} \varepsilon} m_{0}}{\hbar m^{*}} \int_{0}^{\infty} \frac{x^{2} J_{1}(2 \pi n x) d x}{1+\exp \left[\left(\varepsilon x^{2}-\mu\right) / T\right]} . \tag{9}
\end{equation*}
$$

It is deduced from Eqs. (9) and (5) that the magnetic moment of the quantum cylinder is an oscillating function of the flux with a period equal to a flux quantum.

For a quantitative analysis of the nature of the oscillations we consider the case $T=0$. Then

$$
\begin{equation*}
C_{n}(0)=\frac{2 L \sqrt{2 m^{*} \varepsilon} m_{0}}{\hbar m^{*}} \int_{0}^{\sqrt{\mu / \varepsilon}} x^{2} J_{1}(2 \pi n x) d x \tag{10}
\end{equation*}
$$

Using the formula ${ }^{22}$

$$
\begin{equation*}
\int_{0}^{1} x^{\nu+1} J_{\nu}(a x) d x=a^{-1} J_{\nu+1}(a) \tag{11}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
C_{n}(0)=\frac{L \mu \sqrt{2 m^{*}} m_{0}}{\pi \hbar m^{*} \sqrt{\varepsilon}} \frac{J_{2}(2 \pi n \sqrt{\mu / \varepsilon})}{n} . \tag{12}
\end{equation*}
$$

In real situations we have $\mu \gg \varepsilon$. Using the asymptotic form of the Bessel function $J_{2}(x)$ for large values of the argument ${ }^{22}$ we obtain the following estimate from Eq. (12)

$$
\begin{align*}
C_{n}(0)= & \frac{L \mu \sqrt{2 m^{*}} m_{0}}{\pi^{2} \hbar m^{*} \sqrt{\varepsilon}} \frac{1}{n}\left[\left(\frac{\sqrt{\varepsilon}}{\pi^{2} n \sqrt{\mu}}\right)^{1 / 2}\right. \\
& \left.\times \cos \left(2 \pi n \sqrt{\frac{\mu}{\varepsilon}}-\frac{5 \pi}{4}\right)+o\left(\frac{\sqrt{\varepsilon}}{2 \pi n \sqrt{\mu}}\right)\right] . \tag{13}
\end{align*}
$$

Equation (13) then yields an estimate for $M(T=0)$

$$
\begin{align*}
\frac{M(T=0)}{\mu_{B}}= & \frac{\sqrt{2} L m_{0}}{\pi \hbar \sqrt{m^{*}}}\left(\frac{\mu^{3}}{\varepsilon}\right)^{1 / 4} \sum_{n=1}^{\infty} \frac{1}{n^{3 / 2}} \\
& \times \sin \left(2 \pi n \frac{\Phi}{\Phi_{0}}\right) \cos \left(2 \pi n \sqrt{\frac{\mu}{\varepsilon}}-\frac{\pi}{4}\right) \tag{14}
\end{align*}
$$

Formula (14) yields an important statement for the following analysis: because of the periodicity of the functions appearing in the Fourier series the magnetic moment depends only on the fractional component of $\Phi / \Phi_{0}$ and $\sqrt{\mu / \varepsilon}$ in Eq. (14). We shall denote these by $\xi$ and $\eta$, respectively $(0 \leqslant \eta, \xi$ $<1$ ). Then we have

$$
\begin{align*}
\frac{M(T=0)}{\mu_{B}}= & \frac{\sqrt{2} L m_{0}}{\pi^{2} \hbar \sqrt{m^{*}}}\left(\frac{\mu^{3}}{\varepsilon}\right)^{1 / 4} \sum_{n=1}^{\infty} \frac{1}{n^{3 / 2}} \\
& \times \sin (2 \pi n \xi) \cos \left(2 \pi n \eta-\frac{\pi}{4}\right) . \tag{15}
\end{align*}
$$

Expression (15) indicates that it is sufficient to study the oscillations of the moment in the region $0 \leqslant \xi<1,0 \leqslant \eta<1$ since, as $\Phi / \Phi_{0}$ varies further, the pattern is repeated for each separate segment of variation. The sum of the series in Eq. (15) may be expressed in terms of generalized $\zeta$-functions, using the Hurwitz formula ${ }^{23}$

$$
\begin{align*}
& \sum_{n=1}^{\infty} \frac{1}{n^{3 / 2}}\left\{\begin{array}{l}
\sin (2 \pi n x) \\
\cos (2 \pi n x)
\end{array}\right. \\
& \quad=2 \pi[\zeta(-1 / 2, x) \pm \zeta(-1 / 2,1-x)] \tag{16}
\end{align*}
$$

where $0<x \leqslant 1$.
We first note the symmetry properties of the graph of $M\left(\Phi / \Phi_{0}\right)$. Expression (15) indicates that $M(\xi, \eta)=-M(1$ $-\xi, \eta)$ holds for any $0 \leqslant \eta<1$. Thus, the graph is antisymmetric relative to the axis passing through the point $\xi=1 / 2$ perpendicular to the ordinate. In addition we have $M(\xi$ $+1 / 2, \eta-1 / 2)=M(\xi, \eta)$. Consequently the case $1 / 2 \leqslant \eta<1$ is reduced to $\eta<1 / 2$ by shifting the graph of $M\left(\Phi / \Phi_{0}\right)$ along the abscissa by half a flux quantum. On account of this symmetry, we shall only consider the region $\xi, \eta \leqslant 1 / 2$, i.e., half the period of the function $M\left(\Phi / \Phi_{0}\right)$. We immediately note that for integer values of $\sqrt{\mu / \varepsilon}$ this half period has only one extremum (maximum or minimum depending on whether $\eta<1 / 2$ or $\eta>1 / 2$ ). For $\eta<1 / 2$ formulas (15) and (16) give

$$
\begin{equation*}
\frac{M(\xi, \eta)}{4 \pi A \mu_{B}}=\zeta(-1 / 2, \xi+\eta)-\zeta(-1 / 2,1-\xi+\eta), \quad \xi \geqslant \eta \tag{17a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{M(\xi, \eta)}{4 \pi A \mu_{B}}=\zeta(-1 / 2, \xi+\eta)-\zeta(-1 / 2, \eta-\xi), \quad \eta>\xi, \tag{17b}
\end{equation*}
$$

where $L m_{0} / 2 \pi^{2} \hbar \sqrt{m^{*}}\left(\mu^{3} / \varepsilon\right)^{1 / 4} \equiv A$.
Expression (17) indicates that the critical point of the graph of $M(\xi)$ on the interval $0<\xi<1 / 2$ is at $\xi=\eta$. We shall analyze the behavior of the graph near this point using the shift formula for the generalized $\zeta$-function ${ }^{23}$

$$
\begin{equation*}
\zeta(s, x)=\zeta(s, 1+x)+x^{-s} . \tag{18}
\end{equation*}
$$

Expression (17b) is then written as

$$
\begin{align*}
\frac{M(\xi, \eta)}{4 \pi A \mu_{B}}= & \zeta(-1 / 2, \xi+\eta)-\zeta(-1 / 2,1-\xi+\eta) \\
& -\sqrt{\eta-\xi}, \quad \eta>\xi \tag{19}
\end{align*}
$$

The functions $\zeta(-1 / 2, x)$ are continuous, as is deduced from Eqs. (15) and (16) since the corresponding Fourier series converge uniformly. However, a comparison of Eqs. (17a) and (19) shows that at the point $\eta=\xi$ the graph of $M(\xi, \eta)$ has a kink caused by the presence of the third term in formula (19). Moreover, this term may give an additional zero of the function $M(\xi, \eta)$ in the range $0<\xi<1 / 2$. In this case, two extrema (a maximum and a minimum) are observed at half the period of the function.

Figure 1 shows graphs plotted using formula (15). These graphs are consistent with the analytic results presented above on the behavior of the magnetic moment.

For $T \neq 0$ the kinks on the graphs are smoothed, but the general oscillation pattern is still retained (Fig. 2).

## 3. MAGNETIC RESPONSE OF A QUANTUM BRACELET

We shall consider a cylinder with a short generatrix, i.e., a quantum bracelet. When the cylinder length is comparable with the Fermi wavelength of an electron, we must take into account the quantization of the particle motion along the $z$ axis. We shall take the model of an infinitely deep potential well as a model of the confinement potential along this axis. The electron spectrum for this case is then written in the form

$$
\begin{equation*}
E_{n m}=\varepsilon_{m}+\varepsilon_{n}, \quad m=0, \pm 1, \pm 2, \ldots, \quad n=1,2, \ldots, \tag{20}
\end{equation*}
$$

where $\varepsilon_{m}=a\left(2 \pi m+2 \pi \Phi / \Phi_{0}\right)$ and $\varepsilon_{n}=b(2 \pi n)^{2}$. The dimensional confinement energies are $a=\hbar^{2} / 8 m^{*} \pi^{2} \rho^{2}$ and $b$ $=\hbar^{2} / 8 m^{*} L^{2}$. The bracelet length is $L$ and its radius $\rho$.

Using the thermodynamic potential of the electron gas in the bracelet,

$$
\begin{equation*}
\Omega=-T \sum_{n, m} \ln \left[1+\exp \left(\frac{\mu-E_{n m}}{T}\right)\right], \tag{21}
\end{equation*}
$$

we obtain the following expression for the magnetic response of the bracelet

$$
\begin{equation*}
-\frac{M}{\mu_{B}}=\frac{m_{0}}{m^{*}} \sum_{m=-\infty}^{\infty} \sum_{n=1}^{\infty} \frac{m+\Phi / \Phi_{0}}{1+\exp \left[\left(E_{n m}-\mu\right) / T\right]} . \tag{22}
\end{equation*}
$$

Expression (22) can be conveniently rewritten as


FIG. 1. Magnetic response of a quantum cylinder as a function of the magnetic field flux. The curve number $N$ corresponds to $\eta=0, N$, where $N$ has values $N=0,1, \ldots, 9$ (for example $\eta$ $=0,0,1, \ldots$.

$$
\begin{align*}
-\frac{M}{\mu_{B}}= & \frac{1}{2} \frac{m_{0}}{m^{*}} \sum_{m, n=-\infty}^{\infty} \frac{m+\Phi / \Phi_{0}}{1+\exp \left[\left(E_{n m}-\mu\right) / T\right]} \\
& -\frac{1}{2} \frac{m_{0}}{m^{*}} \sum_{m=-\infty}^{\infty} \frac{m+\Phi / \Phi_{0}}{1+\exp \left[\left(E_{0 m}-\mu\right) / T\right]} . \tag{23}
\end{align*}
$$

The second sum in expression (23) is half the magnetic moment of the quantum ring $M_{\text {ring }} / \mu_{B}$.

Cheung et al. ${ }^{3}$ studied an undamped current $J$ in an isolated quantum ring. This current was calculated using the free energy $F$, i.e., assuming that the number of particles is constant. The value of $J$ is proportional to the magnetic moment of the ring. Since the expression for $M_{\text {ring }}$ appears in the formula for the magnetic moment of the bracelet (which is assumed to be the constant component of a large system, for instance, the bracelet is located in the quasi-onedimensional layer of a heterostructure), we give the expression for $M_{\text {ring }}$ for completeness.

Assuming that the chemical potential $\mu$ is constant, we obtain the following expression for the expansion of $M_{\text {ring }}$ as a Fourier series

$$
\begin{equation*}
-\frac{M_{\text {ring }}}{\mu_{B}}=\sum_{n=1}^{\infty} C_{n} \sin \left(2 \pi n \frac{\Phi}{\Phi_{0}}\right) \tag{24}
\end{equation*}
$$



FIG. 2. Temperature smoothing of the magnetic response curve of a quantum cylinder. The fine line corresponds to $T=0$ and the heavy line corresponds to $T=10 \mathrm{~K}, \eta=0.6, \rho=3.58 \times 10^{-6}$, and $L=4.37 \times 10^{-4}$.
where the Fourier coefficients are given by

$$
\begin{equation*}
C_{n}(T)=\frac{4 m_{0}}{m^{*}} \int_{0}^{\infty} \frac{x \sin (2 \pi n x) d x}{1+\exp \left[\left(\varepsilon x^{2}-\mu\right) / T\right]} \tag{25}
\end{equation*}
$$

In the low-temperature limit $(T \rightarrow 0)$ Eq. (25) gives

$$
\begin{align*}
C_{n}(0)= & \frac{m_{0}}{m^{*}}\left[\frac{1}{\pi^{2} n^{2}} \sin \left(2 \pi n \sqrt{\frac{\mu}{\varepsilon}}\right)\right. \\
& \left.-\sqrt{\frac{\mu}{\varepsilon}} \frac{2}{\pi n} \cos \left(2 \pi n \sqrt{\frac{\mu}{\varepsilon}}\right)\right] . \tag{26}
\end{align*}
$$

The series (24) may be summed using Eq. (26). Denoting the integer part of $\sqrt{\mu / \varepsilon}$ by $N$, we obtain for $\xi+\eta<1$

$$
-\frac{M_{\mathrm{ring}}}{\mu_{B}}=\frac{m_{0}}{m^{*}} \begin{cases}(2 N+1) \xi, & \xi \leqslant \eta  \tag{27}\\ 2 N(\xi-1 / 2), & \eta<\xi\end{cases}
$$

and for $\xi+\eta \geqslant 1$

$$
-\frac{M_{\text {ring }}}{\mu_{B}}=\frac{m_{0}}{m^{*}} \begin{cases}(2 N+2)(\xi-1 / 2), & \xi \leqslant \eta  \tag{28}\\ (2 N+1)(\xi-1), & \eta<\xi\end{cases}
$$

Expressions (27) and (28) indicate that the magnetic response of the ring describes sawtooth oscillations at $T=0$. The amplitude of these oscillations is proportional to $\sqrt{\mu / \varepsilon}$ and except for the case $\eta=1 / 2$, two sawtooth maxima of different height are obtained per period. The width of one of these is $|1-2 \eta|$ and the other is $1-|1-2 \eta|$.

A one-dimensional quantum ring is a limiting case of two-dimensional structures, i.e., a cylinder or a bracelet.

We now write expression (23) in the form

$$
\begin{align*}
-\frac{M}{\mu_{B}}= & \frac{M_{\text {ring }}}{\mu_{B}} \\
& +\frac{1}{4}\left(\frac{m_{0}}{m^{*}}\right) \sum_{m, n=-\infty}^{\infty} \frac{2 \pi\left(m+\Phi / \Phi_{0}\right)}{1+\exp \left[\left(E_{n m}-\mu\right) / T\right]} \tag{29}
\end{align*}
$$

We then expand the magnetic moment of the bracelet as a Fourier series, for which we again use the Poisson formula

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \varphi(2 \pi n+t)=\frac{1}{2 \pi} \sum_{l=-\infty}^{\infty} e^{i l t} \int_{-\infty}^{\infty} \varphi(x) e^{-i l x} d x \tag{30}
\end{equation*}
$$

After some fairly lengthy but simple transformations we obtain

$$
\begin{equation*}
-\frac{M}{\mu_{B}}=\frac{M_{\text {ring }}}{\mu_{B}}+\sum_{k=1}^{\infty} C_{k}(T) \sin (2 \pi k \xi), \tag{31}
\end{equation*}
$$

where the Fourier coefficients are

$$
\begin{align*}
C_{k}(T)= & -\frac{1}{2 \pi^{3}} \frac{m_{0}}{m^{*}} \sum_{l=-\infty}^{\infty} \int_{0}^{\infty} d x \cos (l x) \\
& \times \int_{0}^{\infty} \frac{y \sin (k y) d y}{1+\exp \left[\left(b x^{2}+a y^{2}-\mu\right) / T\right]} \tag{32}
\end{align*}
$$

Introducing the polar coordinates using the formulas $x$ $=(r / b) \cos \varphi$ and $y=(r / a) \sin \varphi$, we then obtain from Eq. (32)

$$
\begin{align*}
C_{k}(T)= & -\frac{1}{4 \pi^{2}} \frac{m_{0}}{m^{*}} \frac{k}{\sqrt{b a^{3}}} \sum_{l=-\infty}^{\infty} \frac{1}{\sqrt{k^{2} / a+l^{2} / b}} \\
& \times \int_{0}^{\infty} \frac{r^{2} J_{1}\left(r \sqrt{k^{2} / a+l^{2} / b}\right) d r}{1+\exp \left[\left(r^{2}-\mu\right) / T\right]} \tag{33}
\end{align*}
$$

We shall next analyze the $T=0$ case. The integral in Eq. (33) is easily calculated at $T=0$ :

$$
\begin{align*}
& \int_{0}^{\sqrt{\mu}} r^{2} J_{1}\left(r \sqrt{\frac{k^{2}}{a}+\frac{l^{2}}{b}}\right) d r \\
& \quad=\frac{\mu}{\sqrt{k^{2} / a+l^{2} / b}} J_{2}\left(\sqrt{\mu\left(\frac{k^{2}}{a}+\frac{l^{2}}{b}\right)}\right) . \tag{34}
\end{align*}
$$

Using the asymptotic form of the Bessel functions for large arguments $(\mu / a, \mu / b \gg 1)$, we obtain

$$
\begin{align*}
C_{k}(0)= & \frac{1}{4 \pi^{2}} \frac{m_{0}}{m^{*}} \sqrt{\frac{2}{\pi}}\left(\frac{\mu^{3}}{b^{2}}\right)^{1 / 4}\left\{\frac { 1 } { a ^ { 1 / 4 } } \frac { 1 } { k ^ { 3 / 2 } } \operatorname { c o s } \left(\sqrt{\frac{\mu}{\varepsilon}} k\right.\right. \\
& \left.\left.-\frac{\pi}{4}\right)+\frac{2 k}{a^{5 / 4}} \sum_{l=1}^{\infty} \frac{\cos \left[\sqrt{\mu\left(k^{2} / a+l^{2} / b\right)}-\pi / 4\right]}{\left(k^{2} / a+l^{2} / b\right)^{5 / 4}}\right\} . \tag{35}
\end{align*}
$$

Substituting Eq. (35) into Eq. (31) we then obtain the following formula for the magnetic response of the bracelet

$$
\begin{align*}
-\frac{M(T=0)}{\mu_{B}}= & \frac{M_{\mathrm{ring}}(T=0)}{2 \mu_{B}}+\frac{M_{\mathrm{cyl}}(T=0)}{2 \mu_{B}} \\
& +\frac{4}{(2 \pi)^{5 / 2}} \frac{m_{0}}{m^{*}}\left(\frac{\mu^{3}}{a^{6} b^{2}}\right)^{1 / 4} \sum_{k=1}^{\infty} k \sin \left(2 \pi k \frac{\Phi}{\Phi_{0}}\right) \\
& \times \sum_{l=1}^{\infty} \frac{\cos \left[\sqrt{\mu\left(k^{2} / a+l^{2} / b\right)}-\pi / 4\right]}{\left(k^{2} / a+l^{2} / b\right)^{5 / 4}} \tag{36}
\end{align*}
$$

where $M_{\text {cyl }}$ is the magnetic response of a cylinder (19) obtained in Sec. 2.

Plots of formulas (31) and (33) are shown in Fig. 2. It can be seen that $M(T)$ goes to zero at points where $\Phi / \Phi_{0}$ is a half-integer (as for a cylinder and a quantum ring). Hence $M(T)$ is a periodic function of the magnetic field flux with a period equal to the flux quantum.

## 4. TEMPERATURE DEPENDENCE OF THE MAGNETIC RESPONSE

We shall now consider the temperature corrections to the magnetic response, confining our analysis to the case of a highly degenerate gas in the limit $\mu / T \gg 1$. In this case, the integral in the expression for the magnetic response of a cylinder (9) and a bracelet (33) may be estimated. We first express $P(T)$, which satisfies

$$
P(T)=\int_{0}^{\infty} \frac{x^{2} J_{1}(\alpha x) d x}{1+\exp \left[\left(x^{2}-\mu\right) / T\right]},
$$

in the form

$$
\begin{equation*}
P(T)=\frac{1}{2} \int_{0}^{\infty} \varphi(x)\left(-\frac{\partial f}{\partial x}\right) d x \tag{37}
\end{equation*}
$$

where

$$
\varphi(x) \simeq 2 x J_{2}(\alpha \sqrt{x}) / \alpha, \quad f(x)=1+\exp [(x-\mu) / T]^{-1}
$$

Now $P(T)$ can easily be estimated using the formula ${ }^{24}$

$$
\begin{equation*}
\int_{0}^{\infty} \varphi(x)\left(-\frac{\partial f}{\partial x}\right) d x \simeq \varphi(\mu)+\frac{\pi^{2} T^{2}}{6} \varphi^{\prime \prime}(\mu) \tag{38}
\end{equation*}
$$

Equation (38) gives the estimate

$$
\begin{equation*}
P(T) \simeq P(0)+\frac{\alpha \pi^{2} T^{2}}{12} J_{0}(\alpha \sqrt{\mu}) \tag{39}
\end{equation*}
$$

Using Eq. (39) we can find the Fourier coefficients $C_{n}(T)$ of the magnetic response of a cylinder

$$
\begin{equation*}
C_{n}(T) \simeq C_{n}(0)+\frac{\pi^{3} L T^{2} \sqrt{2 m^{*} \varepsilon} m_{0}}{3 \hbar m^{*} \varepsilon^{2}} J_{0}\left(2 \pi n \sqrt{\frac{\mu}{\varepsilon}}\right) \tag{40}
\end{equation*}
$$

The magnetic moment is then given by

$$
\begin{align*}
\frac{M_{\mathrm{cyl}}(T)}{\mu_{B}} \simeq & \frac{M_{\mathrm{cyl}}(T=0)}{\mu_{B}}+\frac{\pi^{3} L T^{2} \sqrt{2 m^{*} \varepsilon} m_{0}}{3 \hbar m^{*} \varepsilon^{2}} \\
& \times \sum_{n=1}^{\infty} \sin \left(2 \pi n \frac{\Phi}{\Phi_{0}}\right) J_{0}\left(2 \pi n \sqrt{\frac{\mu}{\varepsilon}}\right) \tag{41}
\end{align*}
$$

The Fourier coefficients for a bracelet have the form

$$
\begin{align*}
C_{n}(T) \simeq & C_{n}(0)+\frac{1}{48 \pi^{2}} \frac{m_{0}}{m^{*}} \frac{\pi^{2} T^{2} n}{\sqrt{a^{3} b}} \\
& \times \sum_{l=-\infty}^{\infty} J_{0}\left(\sqrt{\mu\left(\frac{k^{2}}{a}+\frac{l^{2}}{b}\right)}\right), \tag{42}
\end{align*}
$$

and its magnetic moment is written as


FIG. 3. Magnetic response of a quantum bracelet as a function of the magnetic field flux at $T=1 \mathrm{~K}, \mu=1.6 \times 10^{-12} \mathrm{erg}$ : a $-\rho=2 \times 10^{-6} \mathrm{~cm}, L=2$ $\times 10^{-6} \mathrm{~cm} ; \mathrm{b}-\rho=7 \times 10^{-6} \mathrm{~cm}, L=8 \times 10^{-7} \mathrm{~cm}, \mathrm{c}-\rho=4.7 \times 10^{-7} \mathrm{~cm}$, $L=4.61 \times 10^{-6} \mathrm{~cm}$.

$$
\begin{align*}
\frac{M_{\mathrm{brac}}(T)}{\mu_{B}}= & \frac{M_{\mathrm{brac}}(T=0)}{\mu_{B}}+\frac{1}{48} \frac{m_{0}}{m^{*}} \frac{T^{2}}{\sqrt{a^{3} b}} \\
& \times \sum_{k=1}^{\infty} k \sin \left(2 \pi k \frac{\Phi}{\Phi_{0}}\right) \sum_{l=-\infty}^{\infty} J_{0}\left(\sqrt{\mu\left(\frac{k^{2}}{a}+\frac{l^{2}}{b}\right)}\right) \tag{43}
\end{align*}
$$

The temperature corrections to formulas (41) and (43) smooth the kinks on the curves giving the magnetic moment of a cylinder and a bracelet as a function of the magnetic field flux (Figs. 2 and 3).

## 5. DISCUSSION OF RESULTS

As is well known, the magnetic moment of a degenerate electron gas in a quantizing magnetic field describes oscillations as the magnetic field varies (de Haas-van Alphen effect). The physical principle of this effect is well-known: the density of electronic states changes abruptly whenever the levels of the electron energy spectrum intersect the level of the chemical potential $\mu$ of the gas as the magnetic field varies. Moreover, the amplitude of the oscillation maxima and their position on the curve $M(B)$ also depend on $\mu$.

Note that the set of possible projections of the quasiclassical electron trajectories on the plane perpendicular to the magnetic field is determined by the Fermi energy for $T \rightarrow 0$ and each energy level has its own projection of this trajectory. The energy levels and consequently the trajectories depend on the value of $B$ and vary as $B$ varies. However, this
variation can only take place in such a way that the magnetic field flux across the area occupied by the projection of the trajectory changes by an whole number of flux quanta $\Phi_{0}$.

With some modifications, the pattern of the de Haas-van Alphen effect described above is also observed for various low-dimension systems. ${ }^{3-8}$ However, the results obtained in Secs. 2-4 suggest that in nanostructures exhibiting cylindrical symmetry (quantum ring, bracelet, quantum cylinder), the situation is completely different and although, as before, the amplitudes of the oscillation maxima on the curve $M(B)$ will depend on the chemical potential, the positions of these maxima are determined by the relationships between $\xi$ and $\eta$. Moreover, the period of the oscillations does not depend on $\mu$ and is equal to the flux quantum (Aharonov-Bohm oscillations). This can be attributed to the purely geometric fact that for any electron energy the projection of its quasiclassical trajectory on the plane perpendicular to the magnetic field is fixed and coincides with the circumference of the cylinder base.

In all the nanostructures considered in the present study the Fourier coefficients do not depend on the magnetic field which distinguishes nanostructures with cylindrical symmetry from ordinary three-dimensional samples ${ }^{21}$ or nanostructures possessing no such symmetry. ${ }^{4-8}$ We further note that in all cases, the curve of the magnetic response as a function of the field flux $\Phi$ has kinks. Exceptions for a cylinder are the cases $\eta=0$ and also $\eta=1 / 2$ when no kinks are observed. The singularities of the curve for a bracelet incorporate all the singularities of a cylinder and a quantum ring, as is deduced from Eq. (36).

It is interesting to note that the incorporation of an Aharonov-Bohm flux $\Phi_{A B}$ (a magnetic field flux created by a thin, ideally infinitely long solenoid positioned along the symmetry axis of the nanostructure) preserves the oscillation pattern for all the cases studied. This flux merely causes a general shift of the magnetic response curve $M(\Phi)$ by $\Phi_{A B}$. This behavior of the magnetic response occurs because the Fourier coefficients do not depend on the magnetic field.

We also note that for all the nanostructures considered the magnetic response has no monotonic component.

These results neglect the electron spin. As a result of allowing for the spin, the term (1/2) $\sigma g \mu_{B} B$ is added to the electron spectrum, where $\sigma= \pm 1$ and $g$ is the electron $g$-factor. Calculations similar to those made in Secs. 2-4 yield for a quantum ring

$$
M_{\text {ring }}=\sum_{\sigma= \pm 1}\left(M_{\sigma}^{\mathrm{mon}}+M_{\sigma}^{\mathrm{osc}}\right) .
$$

The monotonic component of the ring response $M_{\sigma}^{\text {mon }}$ has the form

$$
\begin{align*}
-\frac{M_{\sigma}^{\text {mon }}}{\mu_{B}}= & \frac{\sigma g}{2} \int_{-\infty}^{\infty}\{1 \\
& \left.+\exp \left[\frac{\varepsilon\left[x^{2}+\sigma g\left(m^{*} / m_{0}\right)\left(\Phi / \Phi_{0}\right)\right]-\mu}{T}\right]\right\}^{-1} d x \tag{44}
\end{align*}
$$

and the oscillating component of the response is described by

$$
\begin{equation*}
-\frac{M_{\sigma}^{\mathrm{osc}}}{\mu_{B}}=\sum_{k=1}^{\infty} a_{k \sigma} \sin \left[2 \pi k \frac{\Phi+\Phi_{A B}}{\Phi_{0}}\right], \tag{45}
\end{equation*}
$$

where the Fourier coefficients are
$a_{k \sigma}\left(T, \frac{\Phi}{\Phi_{0}}\right)$
$=\frac{4 m_{0}}{m^{*}} \int_{0}^{\infty} \frac{\left(x+m^{*} g \sigma / 2 m_{0}\right) \sin (2 \pi k x) d x}{1+\exp \left\{\left(\varepsilon\left[x^{2}+\sigma g\left(m^{*} / m_{0}\right)\left(\Phi / \Phi_{0}\right)\right]-\mu\right) / T\right\}}$.

Equations (44)-(46) indicate that in the general case where there is an Aharonov-Bohm flux, allowance for the spin causes the following changes in the pattern of the effect: the magnetic response has a monotonic component that depends nonlinearly on the flux $\Phi$ and does not depend on the Aharonov-Bohm flux $\Phi_{A B}$, and the Fourier coefficients $a_{k \sigma}$ become nonlinearly dependent on the flux $\Phi$ but also do not depend on $\Phi_{A B}$. Thus, as in the case where the spin is neglected, the flux $\Phi_{A B}$ only shifts the oscillation pattern. It is important to note that allowance for the spin-magnetic interaction destroys the periodicity of the magnetic response of the ring because the coefficients $a_{k \sigma}$ depend on the flux $\Phi$ and the monotonic component of the response depends on the flux.

Similar changes in the oscillation pattern occur in a cylinder and consequently in a bracelet. The magnetic response of a cylinder allowing for spin-magnetic interaction is given by

$$
M=\sum_{\sigma}\left(M_{\sigma}^{(1)}+M_{\sigma}^{(2)}\right),
$$

where
$\frac{M_{\sigma}^{(1)}}{\mu_{B}}=\frac{L m_{0}}{\pi m^{*} \hbar} \sum_{m=-\infty}^{\infty} \int_{0}^{\infty} \frac{\left[m+\left(\Phi+\Phi_{A B}\right) / \Phi_{0}\right] d p}{1+\exp \left[\left(\varepsilon_{m p}+g \sigma \mu_{B} B / 2-\mu\right) / T\right]}$,
$\frac{M_{\sigma}^{(2)}}{\mu_{B}}=\frac{L g \sigma}{2 \pi \hbar} \sum_{m=-\infty}^{\infty} \int_{0}^{\infty} \frac{d p}{1+\exp \left[\left(\varepsilon_{m p}+g \sigma \mu_{B} B / 2-\mu\right) / T\right]}$.

A comparison of Eqs. (4) and (47) shows that this term only gives an oscillating component of the magnetic response with Fourier coefficients which depend on the flux. Calculations similar to those made in Sec. 2 show that $M_{\sigma}^{(2)}$ contributes to the monotonic and to the oscillating components of the response, where the monotonic component depends nonlinearly on the flux $\Phi$.

To sum up, we can affirm that in all the nanostructures studied allowance for the spin-magnetic interaction destroys the periodicity of the magnetic response as a function of the flux because the Fourier coefficients depend on the field $B$ and a monotonic component appears in the response.

Since in real structures we find $m_{0} / m^{*} \gg 1$, the spinmagnetic interaction will be important in nanostructures for which the carrier has a large $g$-factor. To conclude, we note that for a bracelet the graphs depend strongly on the ratio of $\rho$ to $L$ (Fig. 3). The cylindrical nanostructures considered
above generally exhibit oscillations of the magnetic response as a function of the flux. These are Aharonov-Bohm oscillations, i.e., they are periodic with respect to the magnetic field flux if the electron spin is neglected. We also note that for carbon nanotubes which do not possess complete cylindrical symmetry, flux periodicity also occurs. ${ }^{2,19}$ In view of this observation, the cylinder model analyzed in Sec. 2 is clearly a reasonable approximation to describe the magnetic response of carbon nanotubes neglecting spin. If the electron spin is taken into account, the cylinder model does not give a crescent-shaped singularity on the $M(\Phi)$ curves, in contrast to the results obtained in Ref. 2.
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#### Abstract

The behavior of a solvated electron in an electrolyte is investigated. The formalism of the theory is based on variational estimation of path integrals. It reduces the problem to the investigation of the self-consistent mean field produced by the ions and the electron. Mayer cluster expansions make it possible to take account of the short-range interactions and to find expressions for the effective potential of the electron and the electron-ion and electron-neutral atom correlation functions as a function of the macro- and microscopic parameters of electrolytes. In the limit of high ion densities the behavior of the electron is determined solely by the Coulomb interaction, which results in the formation of a polaron state. This state of the electron is virtually independent of the thermodynamic parameters of the electrolyte. In the opposite limit of low ion densities the electron forms a cavity state. The presence of ions results in additional localization of the electron and is manifested experimentally as a shift of the absorption band in the direction of high energies. The estimated shift for a hydrated electron agrees with the experimental data. © 1999 American Institute of Physics. [S1063-7761(99)02104-6]


## 1. INTRODUCTION

Solvated electrons-excess electron in liquid or gaseous media that do not form chemical bonds-are objects of both intense theoretical investigations and numerical simulation (see the reviews Refs. 1-5). Such a mixed quantumclassical system is convenient for demonstrating the possibilities of various numerical methods (quantum molecular dynamics, path integrals, various combined schemes). In the last few years there have appeared a large number of works ${ }^{6-13}$ (see also the reviews Refs. 14 and 15) where the solvated-electron problem is studied on the basis of a statistical theory.

Experimental methods have now been developed and a great deal of experimental data on the behavior of a solvated electron in various media have been accumulated. ${ }^{16-21}$ The behavior of an electron in liquid electrolytes stands out especially among the diverse experimental facts. In liquid electrolytes two kinds of interactions compete: the long-range Coulomb attraction and the short-range repulsion between the electron and the particles of the liquid. This competition causes a solvated electron in an electrolyte to depend strongly on the ion density and is fundamentally different for strong and weak electrolytes.

The present paper is devoted to the statistical theory of a solvated electron in an electrolyte. The formalism of this theory, based on the method of path integrals, makes it possible to reduce the problem to the investigation of the selfconsistent mean field produced by the electron, after which the statistical approaches developed in the theory of liquids can be applied. Variational estimations of the path integrals makes it possible to determine the physics of the behavior of the electron at the microscopic level and to obtain 'almost analytically" how the structural
and energy characteristics of a solvated electron depend on the macro- and microscopic parameters of the liquid (density, temperature, pressure, size and charge of molecules, and so on).

The formalism of the method is presented in Sec. 2. In this method the problem is reduced to the investigation of the partition function of the grand canonical ensemble of the system. This partition function is given in terms of a path integral over the electric field induced by the charges in the liquid. In Sec. 3 this integral is evaluated in the mean-field approximation, which makes it possible to find the effective potential for a solvated electron and the electron-ion and electron-neutral atom binary functions as a function of the state of the electrolyte. Two limiting cases-low and high ion densities in the electrolyte-are studied in Secs. 4 and 5, respectively. Various approximations for the binary correlation functions, such as the random-phase approximation, the hyperchain approximation, or the Percus-Yevick approximation, make it possible to find the behavior of the electron in these two limiting cases and to establish a relation between the state of the electron and the thermodynamic parameters of the electrolyte. Section 6 is devoted to a discussion of the results obtained. A derivation of the expression for the partition function of the grand canonical ensemble in terms of a path integral over the electric field is presented in the Appendix.

## 2. FORMALISM OF THE METHOD

Let us consider a solvated electron in a classical liquid. The atoms of the liquid with which this electron interacts create a complicated potential field for the electron. The detailed analysis of this field is an extremely difficult problem. However, the existence of a large parameter $\widetilde{N}$-the number
of interacting atoms of the liquid-makes it possible to assume this potential field to be random, to perform selfaveraging of this field, and to find the behavior of the solvated electron as a function of the average parameters of the liquid. In this statistical approach the problem reduces to calculating the partition function of the grand canonical ensemble. For a solvated electron in a classical liquid the partition function $\Xi$ of the grand canonical ensemble can be expressed in terms of a configurational integral, which depends on the configuration of the classical particles $\mathbf{R}_{1}, \mathbf{R}_{2}, \ldots=\mathbf{R}^{\{N\}}$, and a path integral over the electron coordinates $\mathbf{r}(\tau)$ :

$$
\begin{align*}
& \Xi=\sum_{N \geqslant 0}^{\infty} \frac{z^{N}}{N!} Q_{N+1}, \quad z=\left(\frac{2 \pi M}{\beta}\right)^{-3 / 2} \exp (\beta \mu) V \\
& Q_{N+1}= \\
& \quad \int[\mathbf{r}(\tau)] \int d \mathbf{R}^{\{N\}} \exp \left\{-B U_{s s}\right.  \tag{1}\\
& \left.\quad-\int_{0}^{\beta} d \tau\left[\frac{1}{2} \mathbf{r}^{2}(\tau)+\sum_{i}^{N} u\left(\mathbf{r}(\tau)-\mathbf{R}_{i}\right)\right]\right\}
\end{align*}
$$

Here $U_{s s}\left(\mathbf{R}^{\{N\}}\right)$ is the interaction potential between the particles of the liquid, $u\left(\mathbf{r}-\mathbf{R}_{i}\right)$ is the pair interaction potential between an electron and a particle of the liquid, and $\mathbf{R}_{i}$ are the coordinates of the $i$-th classical particle. In the relation presented $k_{B} T=1 / \beta$ is the temperature (we employ the system of units with $\hbar=1, m=1$, and $e=1$ ), $V$ is the volume of the system, and $\mu$ and $M$ are the chemical potential and the mass of the particles.

The problem of determining the state of a solvated electron reduces to calculating the integral (1). The dimension of this integral is very large. Therefore the main problem of the theoretical analysis is to decrease this dimension in a reasonable manner while preserving all interesting physical properties of the system under study.

We shall assume that the liquid in which the electron is solvated is an electrolyte with density $\rho$. This electrolyte contains both particles with charge $\pm 1$, whose relative number is $c$, and neutral atoms, whose density and coordinates are $(1-c) \rho$ and $\mathbf{r}_{i 0}$, respectively. The interaction potential $U_{s s}$ includes a short-range repulsive part $U_{r}$ of the hard-sphere-potential type and a long-range Coulomb interaction $u_{ \pm q}= \pm u_{q}= \pm 1 /\left|\mathbf{R}_{i q}-\mathbf{R}_{j q}\right|$ for charged particles with the coordinates $\mathbf{R}_{i q}$ and $\mathbf{R}_{j q}$ and charges $\pm 1$. To simplify the calculations we assume the permittivity of the solvent to be $\varepsilon_{0}=1$. The influence of a permittivity $\varepsilon_{0} \neq 1$ can be taken into account by renormalizing the charge as $q^{2} \rightarrow q^{2} \varepsilon_{0}^{-1}$.

In the present paper we shall confine our attention to only two types of electron-atom interactions: a short-range repulsive potential $u_{0}$ between the electron and a neutral particle and a Coulomb interaction $u_{e \pm}$ between the electron and a charged particle:

$$
\begin{align*}
& u_{0}(r \leqslant d)=V_{0}>0, \quad u_{0}(r>d)=0, \\
& u_{e \pm}\left(\mathbf{r}-\mathbf{R}_{i q}\right)= \pm\left|\mathbf{r}-\mathbf{R}_{i q}\right|^{-1} \tag{2}
\end{align*}
$$

We shall characterize the state of the solvated electron by a wave function $\phi(\mathbf{r})$. For simple estimates we shall employ a Gaussian wave function

$$
\begin{equation*}
\phi(r)=(2 \alpha / \pi)^{3 / 2} \exp \left[-\alpha^{2} r^{2}\right] . \tag{3}
\end{equation*}
$$

We note that for a solvated electron $d \alpha \ll 1$ because of the short range of the interaction.

Note that we have $\tilde{N}^{-1}=\rho \alpha^{-3} \ll 1$, since the solvated electron interacts with a large number of particles of the liquid. In the opposite case the state of the electron must be calculated not by statistical but by quantum-chemical methods.

The first step in decreasing the dimension of the integral (1) is to switch from a path integral over the electron coordinates $\mathbf{r}(\tau)$ to averaging over the electron distribution. The result is

$$
\begin{align*}
Q_{N+1}= & \int d \mathbf{R}^{\{N\}} \exp \left\{-\beta U_{s s}\left(\mathbf{R}^{\{N\}}\right)-\beta T_{e}\right. \\
& \left.-\beta \sum_{i}^{c N} U_{e \pm}\left(\mathbf{R}_{i q}\right)-\beta \sum_{i}^{(1-c) N} U_{0}\left(\mathbf{R}_{i 0}\right)\right\}, \tag{4}
\end{align*}
$$

where $T_{e}$ is the kinetic energy of the electron and $U_{e \pm}$ and $U_{0}$ are defined as

$$
\begin{align*}
& U_{e \pm}\left(\mathbf{R}_{i q}\right)= \pm \int \phi^{2}(\mathbf{r})\left|\mathbf{r}-\mathbf{R}_{i q}\right|^{-1} d \mathbf{r}, \\
& U_{0}\left(\mathbf{R}_{i 0}\right)=\int \phi^{2}(\mathbf{r}) u_{0}\left(\left|\mathbf{r}-\mathbf{R}_{i 0}\right|\right) d \mathbf{r} \simeq 4 \pi V_{0} \phi^{2}\left(R_{i 0}\right) d^{3} / 3, \tag{5}
\end{align*}
$$

and the choice of sign in $U_{e \pm}$ depends on the ion charge. The last two terms in Eq. (4) can be regarded as the longrange part $\left(U_{e}=\left(U_{e+}-U_{e-}\right) / 2\right)$ and the short-range part $\left(U_{0}\right)$ of an external field acting on the electrolyte. Thus, the problem reduces to finding the partition function for an electrolyte in an external field $U_{e}+U_{0}$.

To calculate $\Xi$ we perform a transformation (see Appendix) and express the partition function of the grand canonical ensemble in terms of a path integral over the electric field $\Psi$ :

$$
\begin{align*}
& \Xi=\Xi_{0} \int D[\Psi] \exp [-\beta \Omega\{\Psi, \phi\}]  \tag{6}\\
& \Omega=T_{e}+\frac{1}{2}\left(\Psi-U_{e}\right) * u_{q}^{-1} *\left(\Psi-U_{e}\right)-\beta^{-1} \delta N\left(\Psi, U_{0}\right)  \tag{7}\\
& \delta N\left(\Psi, U_{0}\right)=c \rho * f_{q}+\frac{c^{2} \rho^{2}}{2!} f_{q} * h_{s} * f_{q}+(1-c) \rho * f_{s} \\
& \\
& +\frac{(1-c)^{2} \rho^{2}}{2!} f_{s} * h_{s} * f_{s}  \tag{8}\\
& \\
& +\frac{2 c(1-c) \rho^{2}}{2!} f_{q} * h_{s} * f_{s} .
\end{align*}
$$

In these relations $\Xi_{0}$ is a normalization constant, $\Omega$ is the thermodynamic potential, $u_{q}^{-1}=-\Delta(\mathbf{r})$ is the inverse of the operator $u_{q}(\mathbf{r})$, and the symbol $*$ denotes a convolution

$$
y * x \equiv \int x\left(\mathbf{r}_{1}\right) y\left(\mathbf{r}-\mathbf{r}_{1}\right) d \mathbf{r}_{1} .
$$

In the relation (8) $h_{s}(\mathbf{r})$ is the complete density-density correlation function for a hard-sphere liquid, and $f_{q}$ and $f_{s}$ are Mayer functions

$$
\begin{align*}
& f_{q}=\frac{1}{2}[\exp (e \beta \Psi)+\exp (-e \beta \Psi)-2], \\
& f_{s}=\exp \left(-\beta U_{0}\right)-1 \tag{9}
\end{align*}
$$

In the relation (7) the quantity $\delta N$ is the change in the distribution of the particles as a result of the presence of the external field. The second term in Eq. (7) can be rewritten as

$$
\begin{align*}
& \left(\Psi-U_{e}\right) * u_{q}^{-1} *\left(\Psi-U_{e}\right) \\
& \quad=\int(\nabla \Psi)^{2} d \mathbf{r}+\int \frac{\phi^{2}\left(\mathbf{r}_{1}\right) \phi^{2}(\mathbf{r})}{\left|\mathbf{r}-\mathbf{r}_{1}\right|} d \mathbf{r}_{1}+d \mathbf{r} \\
& \quad+\int \Psi(\mathbf{r}) \phi^{2}(\mathbf{r}) d \mathbf{r} . \tag{10}
\end{align*}
$$

In this form the physical meaning of these contributions is quite clear. The first term in Eq. (10) corresponds to the internal energy of the electric field produced by all charges in the electrolyte. The second term is the energy of the electron in the field produced by the electron itself. The last term in the energy of the excess charge with density $\phi^{2}(\mathbf{r})$ in the field $\Psi(\mathbf{r})$.

At first glance it appears that we have complicated the problem, having written the partition function of the grand canonical ensemble in the form of an infinite-dimensional path integral. However, in contrast to the path integral in Eq. (1), the integral (6) specifies the dependence of the partition function on the classical electric field $\Psi$. This field is essentially a collective variable. To calculate the expression (6) we can employ estimates of multidimensional integrals, specifically, the method of steepest descent.

## 3. THE MEAN-FIELD APPROXIMATION

The excess electron induces in the electrolyte a mean electric field $\widetilde{\Psi}$, whose Fourier components are related to the external field $U_{e}$ via the permittivity $\varepsilon$, i.e., $\widetilde{\Psi}(\mathbf{k})$ $=\epsilon^{-1}(\mathbf{k}) U_{e}(\mathbf{k})$. Since Eq. (5) implies $U_{e} \propto \alpha$, the argument of the exponential in Eq. (6) contains the parameter $\beta \alpha$, which in our case is large, $\beta \alpha \gg 1$. For this reason we shall estimate (6) by the method of steepest descent, which yields the mean field $\tilde{\Psi}$ so that

$$
\begin{equation*}
\left.\frac{\partial \Omega}{\partial \Psi}\right|_{\Psi=\tilde{\Psi}}=0 \tag{11}
\end{equation*}
$$

Then we obtain from Eqs. (7) and (8) a nonlinear PoissonBoltzmann differential equation

$$
\begin{align*}
u_{q}^{-1} *\left(\widetilde{\Psi}-U_{e}\right)= & \frac{c \rho}{2}(\exp [-\beta \widetilde{\Psi}]-\exp [\beta \widetilde{\Psi}]) \\
& \times\left(1+c \rho h_{s} * f_{q}+(1-c) \rho h_{s} * f_{s}\right) \tag{12}
\end{align*}
$$

We shall find the binary correlation functions $g_{e+}(r)$, $g_{e-}(r)$, and $g_{e 0}(r)$, which describe the probability of finding a corresponding ion or neutral atom at a distance $r$ from the center of localization of the electron:

$$
\begin{align*}
& g_{e \pm}(r)=-\frac{\partial \ln Q_{N+1}}{\partial \beta U_{e \pm}}=\exp ( \pm \beta \widetilde{\Psi}) \\
& \times\left(1+\rho h_{s} * f_{q}+(1-c) \rho h_{s} * f_{s}\right), \\
& g_{e 0}=- \\
& \frac{\partial \ln Q_{N+1}}{\partial \beta U_{0}}=\exp \left(-\beta U_{0}\right)  \tag{13}\\
& \times
\end{align*}
$$

The relation (12) can be rewritten as

$$
\begin{equation*}
\widetilde{\Psi}=U_{e}-\rho_{q} * u_{q} \tag{14}
\end{equation*}
$$

where we have introduced the charge density $\rho_{q}(\mathbf{r})$ $=c \rho g_{e q}(\mathbf{r}) / 2=c \rho\left(g_{e+}(\mathbf{r})-g_{e-}(\mathbf{r})\right) / 2$. The equation (14) determines the mean field $\widetilde{\Psi}(r)$ in terms of the external field $U_{e}$, which depends on the electron density distribution $\phi^{2}(r)$ and the correlation functions $g_{e+}(\mathbf{r})$ and $g_{e^{-}}(\mathbf{r})$, which are related to the mean field $\widetilde{\Psi}(\mathbf{r})$ by the relation (13). The integral equation (14) is the analog of the OrnsteinZernike relation. To solve it, additional closure of Eq. (13) is required. Various modifications of this closure exist in statistical physics: the Percus-Yevick approximation, the hyperchain approximation, and so on.

The condition for a minimum of the variation of the thermodynamic potential as a function of the electron density

$$
\begin{equation*}
\frac{\partial \Omega}{\partial \phi}=0 \tag{15}
\end{equation*}
$$

yields a nonlinear Schrödinger equation for the electron wave function $\phi(r)$

$$
\begin{equation*}
\left[-\frac{1}{2} \Delta+V_{\mathrm{eff}}(r,\{\phi\})+E\right] \phi(r)=0, \tag{16}
\end{equation*}
$$

where $E$ is the electron energy and $V_{\text {eff }}(r,\{\phi\})$ is the effective potential for the electron,

$$
\begin{equation*}
V_{\mathrm{eff}}(r,\{\phi\})=-\rho_{q} * u_{q}+(1-c) \rho g_{e 0} * u_{0} . \tag{17}
\end{equation*}
$$

The relations (13)-(14) and (16)-(17) form a closed system of equations for finding the electron wave function $\phi(\mathbf{r})$ as a function of the thermodynamic and structural parameters of the electrolyte: density, temperature, charge density, size of the atoms, structure factor, and so on.

The general case can be investigated only numerically. We shall investigate two limiting cases: weak $(c \ll 1)$ and strong ( $c \simeq 1$ ) electrolytes.

## 4. STRONG ELECTROLYTE

In this case we have $c \simeq 1$, and the effect of the uncharged particles of the liquid can be neglected. This state corresponds to melts of the salts $\mathrm{KCl}, \mathrm{NaCl}$, and so on. The subsequent investigation depends on the type of approximation for closure of Eq. (13).

### 4.1 Random-phase approximation

In this case the linear approximation

$$
\begin{equation*}
g_{e \pm} \simeq\left(1+\rho h_{s}\right)(1 \pm \beta \widetilde{\Psi}), \tag{18}
\end{equation*}
$$

is used instead of Eq. (13). This yields the solution for the Fourier component $\widetilde{\Psi}(k)$

$$
\begin{align*}
& \widetilde{\Psi}(k)=\frac{4 \pi \phi^{2}(k)}{k^{2}+\kappa_{D}^{2}\left[1+\rho h_{s}(k)\right]}, \\
& \rho_{q}(k)=\frac{\left[1+\rho h_{s}(k)\right] \phi^{2}(k) \kappa_{D}^{2}}{k^{2}+\kappa_{D}^{2}\left[1+\rho h_{s}(k)\right]}, \tag{19}
\end{align*}
$$

where $\phi^{2}(k)$ is a Fourier component of the electron wave function and $\kappa_{D}=(4 \pi \rho \beta)^{1 / 2}$ is the reciprocal of the Debye radius. For the simplest estimates the approximation 1 $+\rho h_{s}(k) \simeq \cos (\sigma k)$, where $\sigma$ is the size of the particles of the liquid, can be used. We also note that in most liquids the characteristic radius of a solvated electron is $\alpha^{-1} \sim \sigma$ $\sim 3 \AA$, while at temperatures $T \sim 300-1500 \mathrm{~K}$ and $\rho \sigma^{3}$ $\sim 0.9$ we have $\sigma \kappa_{D}=230-150 \gtrdot 1$, i.e., the strongelectrolyte approximation corresponds to the strongscreening approximation, for which

$$
\tilde{\Psi}(k \rightarrow 0) \simeq 4 \pi \phi^{2}(0) \kappa_{D}^{-2}, \quad \rho_{q}(k \rightarrow 0) \simeq \phi^{2}(0)
$$

Correspondingly, for $r \rightarrow 0$ we obtain

$$
\begin{aligned}
& g_{e \pm}(r) \simeq 1 \pm \phi^{2}(r) \rho^{-1} \\
& V_{\mathrm{eff}}(r) \simeq-\int \phi^{2}\left(\mathbf{r}_{1}\right)\left|\mathbf{r}-\mathbf{r}_{1}\right|^{-1} d \mathbf{r}_{1} .
\end{aligned}
$$

The behavior of the mean field $\widetilde{\Psi}(r)$ depends on the ratio of the size of the particles of the liquid and the solvated electron. For the case $\sigma \alpha \ll 1$

$$
\tilde{\Psi}(r) \simeq 4 \pi \phi^{2}(r) \kappa_{D}^{-2}
$$

For the more realistic situation where $\sigma \alpha \simeq 1, \widetilde{\Psi}(r)$ can be estimated according to the theory of residues as

$$
\widetilde{\Psi}(r) \propto \sin (\pi r / 2 \sigma)\left(\kappa_{D}^{2} \sigma^{2} r\right)^{-1}+\ldots
$$

i.e., the field is an oscillating function with period $\sim \sigma^{-1}$.

Using the Gaussian approximation (3) for the wave function $\phi(r)$, from the relation (15) we obtain a condition for $\alpha$ :

$$
\begin{equation*}
3 \alpha a_{0}=\pi^{-1 / 2} \tag{20}
\end{equation*}
$$

where $a_{0}$ is the Bohr radius, which gives $\alpha \simeq 0.355 \AA^{-1}$ and $T_{e}=(3 / 2) \alpha^{2}=0.106$ a.u. It can be shown that in this limit the kinetic energy $T_{e}$, potential energy $P_{e}$, and total energy $E$ of the electron satisfy the virial relation,

$$
\begin{equation*}
|T|:|E|:\left|\Pi_{e}\right|=1: 3: 4 . \tag{21}
\end{equation*}
$$

Using the relations presented above, we calculated the indicated energy characteristics $\left(T_{e}, P_{e}, E\right)$ for a solvated electron in KCl melt at $T=1000 \mathrm{~K}$ (see Table I). We note that the variational estimate of $E$ differs by only $2 \%$ from the estimate $E=-0.324$ a.u. obtained by solving the Schrödinger equation numerically. ${ }^{22}$ To estimate the absorption band maximum $E_{\max }=E_{1}-E$ we employed the data of Ref. 22, according to which for the Schrödinger equation (16) with the potential

$$
V_{\mathrm{eff}}(\mathbf{r}) \simeq-\int \phi^{2}(\mathbf{r})\left|\mathbf{r}-\mathbf{r}_{1}\right|^{-1} d \mathbf{r}_{1}
$$

TABLE I. Kinectic $T_{e}$, potential $P_{e}$, and total $E$ energies of a solvated electron in KCl melt, together with the absorption band maximum $E_{\max }$.

|  | $T_{e}$, a.u. | $P_{e}$, a.u. | $E$, a.u. | $E_{\max }$, a.u. |
| :--- | :---: | :---: | :---: | :---: |
| Theory |  |  |  |  |
| Random-phase | 0.106 | -0.424 | -0.318 | 0.131 |
| approximation |  |  |  |  |
| RISM-polaron $^{7}$ | 0.120 | -0.450 | -0.330 | $0.161^{24}$ |
| Simulation $^{23}$ | $0.09 \pm 0.026$ | $-0.41 \pm 0.064$ | -0.314 | $0.125,{ }^{24}$ |
| Experiment $^{26}$ |  |  |  | $0.132^{25}$ |

the energy of the excited state is $E_{1}=-0.187$ a.u. Table I also gives the characteristics of an electron obtained by calculating the integrals over the fields ${ }^{23}$ numerically and in the RISM (reference interaction site model)-polaron model. ${ }^{7}$ The absorption maximum was also estimated in Ref. 24 by analytic continuation for the generalized susceptibility using the results of the RISM-polaron model and data obtained from a direct calculation of the path integrals. ${ }^{23}$ Table I also gives an estimate obtained for the absorption maximum by solving the time-dependent Schrödinger equation numerically. ${ }^{25}$ As one can see from the table, our theory agrees very well with the numerical-simulation data both with respect to energy and the potential maximum. However, the experimental value of the absorption maximum ${ }^{26}$ is somewhat lower than the values obtained from the theory and the simulation. We note that the calculations presented ${ }^{7,23}$ employed a potential $u_{e+}(r)$ that is different from Eq. (2), specifically,

$$
u_{e+}\left(r<R_{c}\right)=R_{c}^{-1}, \quad u_{e+}\left(r \geqslant R_{c}\right)=r^{-1} .
$$

The virial relation (21) for the energies has been observed in a direct calculation of the path integrals for an excess electron in KCl melt. ${ }^{23}$ Relations (21) were satisfied to better than the computational error in the quantities themselves. The numerical deviations from the value $T_{e}$ $\simeq(3 / 2) \alpha^{2}=0.106$ a.u. lie within the same limits and are related to the deviations of the electron-ion interaction $u_{e+}$ as $r \rightarrow 0$ from the Coulomb law.

### 4.2 Hyperchain approximation

In this approximation Eq. (13) is modified to the form

$$
\begin{equation*}
g_{e \pm} \simeq \exp [ \pm \beta \widetilde{\Psi}] \simeq \exp \left[ \pm \beta\left(U_{e}-\rho h_{s s} * \phi^{2} * c_{e}\right)\right] \tag{22}
\end{equation*}
$$

This relation follows from Eq. (14) if the approximation

$$
\rho_{q} \simeq \rho h_{s s} * \phi^{2},
$$

is used, where

$$
\rho h_{s s}(k)=-\left[1+\rho h_{s}(k)\right] \kappa_{D}^{2} /\left(k^{2}+\kappa_{D}^{2}\left[1+\rho h_{s}(k)\right]\right)
$$

is the total correlation function of the electrolyte. Then

$$
\rho_{q} * u_{q} \simeq \rho h_{s s} * \phi^{2} * c_{e}
$$

where $c_{e}$ is the direct electron-ion correlation function.

To determine $\widetilde{\Psi}(r)$, in this case, Eqs. (14) and (22) must be solved numerically. This requires a separate investigation. Here we shall consider the case $h_{s} \equiv 0$. Then we find from Eq. (22)

$$
\begin{equation*}
g_{e \pm} \simeq \exp \left[ \pm \varphi^{2}(r) \rho-1\right] . \tag{23}
\end{equation*}
$$

Other nonlinear corrections can be taken into account in this limit. Since $\widetilde{N}^{-1} \leqslant 1$ holds, we obtain from Eq. (13)

$$
\begin{equation*}
g_{e \pm} \simeq \exp \left[ \pm\left\{\varphi^{2}(r) \rho^{-1}-\frac{1}{3!} \varphi^{6}(r) \rho^{-3}+\ldots\right\}\right] . \tag{24}
\end{equation*}
$$

The relations (23) and (24) only change the behavior of the correlation functions $g_{e \pm}(r \rightarrow 0)$. They do not affect the energy characteristics and the virial relation (21) or the average radius of the electron distribution.

We note one other important aspect. A quantitative measure expressing whether repulsion or attraction effects dominate is the change $\Delta N$ in the average number of molecules bound on the electron as compared with a uniform liquid:

$$
\begin{equation*}
\Delta N=\int\left[c \rho\left(g_{e+}+g_{e-}-2\right)+(1-c) \rho\left(g_{e 0}-1\right)\right] d \mathbf{r} \tag{25}
\end{equation*}
$$

For the hyperchain approximation in the case of a strong electrolyte $\Delta N>0$ holds, i.e., the attractive forces dominates. Then the state of the electron is similar to a polaron state, ${ }^{27}$ except that instead of a phonon "coat'" the electron is bound with ions forming a cluster.

The short-range repulsion between particles of the liquid, just like the short-range interaction between ions and the electron, which is not studied in the present paper, will influence the behavior of a solvated electron, but this influence will be small for the energy characteristics because of the short range of the interaction. The effect of the nonpolar particles or particles with a dipolar charge will also be weak if their density is low.

In summary, the behavior of a solvated electron in a strong electrolyte is universal and is determined by the Coulomb interaction. Its characteristic size is $\alpha^{-1}$ $=(3 \sqrt{\pi})^{-1} a_{0} \simeq 3 \AA$, and the energy characteristics satisfy the virial relation (21) and are virtually independent of the temperature, density, and other parameters of the liquid.

## 5. WEAK ELECTROLYTE

In this case the interaction of the electron with uncharged particles plays the main role. In the limit $c \rightarrow 0$ we obtain from Eq. (7)

$$
\begin{equation*}
\Omega=T_{e}-\rho * f_{s}-\frac{1}{2!} f_{s} * \rho^{2} h_{s} * f_{s} \tag{26}
\end{equation*}
$$

Using the estimate (5) for $u_{0}$, we find the condition for the radius of the solvated electron

$$
\begin{equation*}
3 \alpha \simeq \frac{4 \pi C_{0} \rho}{\beta \alpha^{4}} \tag{27}
\end{equation*}
$$

where $C_{0} \sim 1$ is a numerical parameter. At room temperatures and $\rho \sigma^{3} \simeq 0.9$ we have $\alpha \kappa_{D}^{-1} \gtrdot 1$ for $c \gtrdot 1$, i.e., the weak-electrolyte approximation corresponds to weak screen-
ing. In this case $\Delta N<0$ holds, i.e., the repulsive forces predominate and the electron forms a cavity with characteristic radius $\alpha^{-1}$.

The correlation functions $g_{e q}$ and $g_{e 0}$ are found from the conditions

$$
\begin{align*}
& g_{e q} \simeq(\exp (\beta \widetilde{\Psi})-\exp (-\beta \widetilde{\Psi}))\left[1+\rho h_{s} * f_{s}\right], \\
& g_{e 0} \simeq \exp \left(-\beta U_{0}\right)\left[1+\rho h_{s} * f_{s}\right], \\
& \widetilde{\Psi}(r) \simeq U_{e}+\ldots \simeq \min \left(\alpha, r^{-1}\right) . \tag{28}
\end{align*}
$$

The estimate of the behavior of the solvated electron depends on the type of closure chosen. For the random-phase approximation, where the approximation (18) can be used, we obtain

$$
\begin{align*}
& \widetilde{\Psi}(k)=\frac{4 \pi \phi^{2}(k)}{k^{2}+\kappa_{r}^{2}} \\
& \kappa_{r}^{2}=4 \pi \rho \beta\left(1+h_{s}(k) f_{s}(k)\right) \simeq 4 \pi \rho \beta\left[1+h_{s}(0) f_{s}(0)\right], \tag{29}
\end{align*}
$$

$$
g_{e q}(r \rightarrow 0) \simeq \frac{2 \beta}{r} \exp \left[-\kappa_{r} r\right],
$$

$$
\begin{equation*}
V_{\mathrm{eff}}(r) \simeq \frac{4 \pi}{3} V_{0} \rho d^{3} g_{e 0}(r) \tag{30}
\end{equation*}
$$

The corrections associated with the presence of charged particles will modify the radius of the solvated electron, which will be found from the relation

$$
\begin{equation*}
3 a_{0} \alpha=\frac{4 \pi C_{0} \rho}{\beta \alpha^{4}}+\frac{c \kappa_{r}^{2}}{2 \sqrt{\pi} \alpha^{2}}-\frac{4 \pi C_{0} c \rho}{\beta \alpha^{4}} . \tag{31}
\end{equation*}
$$

It is easy to see that the last term is small compared with the second term, and their ratio is $\sim(\beta \alpha)^{-2} \ll 1$ for ordinary temperatures. Thus, the introduction of charged particles decreases the radius of a solvated electron, i.e., it results in additional localization and increases the kinetic energy of the electron. This should be observed experimentally as a shift of the absorption band in the short-wavelength direction.

In the hyperchain approximation $g_{e \pm} \simeq \exp \left( \pm \beta U_{e}\right)$, which gives $g_{e+}(r \rightarrow 0) \simeq \delta(r)$, i.e., localization of the electron in a positive field and appearance of a chemical bond occur. This result is a consequence of neglecting the shortrange interaction forces between the electron and the ions. The existence of even a weak repulsive potential will cause smearing of the electronic density. Strictly speaking, the problem of an electron-ion complex should be studied quantum-chemically.

On the whole, the calculation of the absorption spectrum of an excess electron in a weak electrolyte requires taking into account in detail the contributions of short-range forces, Debye screening, electronic polarization, dipole interactions and so on. In the numerical simulation of a hydrated electron ${ }^{28}$ a correlation was noted between the energy $E_{\max }$ of the absorption maximum and the hydration radius $r_{h}$ of the electron. We approximate this correlation as $E_{\max } \propto r_{h}^{-1}$. Taking account of this fact and the relation (31) we find that


FIG. 1. Experimental data on the shift of the absorption maximum of a hydrated electron in aqueous solutions of $\mathrm{LiCl}(\nabla), \mathrm{MgCl}_{2}(\bigcirc)$, and $\mathrm{LiClO}_{4}$ $(\triangle)$ as functions of the solution concentration. ${ }^{29}$ The solid line corresponds to a linear fit of the data and the dashed line is the theoretical estimate.
the relative shift $\Delta E_{\text {max }}$ of the absorption maximum depends on ratio of the Debye radius and the hydration radius of the electron

$$
\begin{equation*}
\frac{\Delta E_{\max }}{E_{\max }}=\frac{2}{9 \sqrt{\pi}} c \kappa_{D}^{2} r_{h}^{2}=\frac{8 \sqrt{\pi}}{9 \epsilon_{0}} c \beta \rho r_{h}^{2} \tag{32}
\end{equation*}
$$

Here we took account of the fact that

$$
r_{h}^{2}=\int r^{2} \phi^{2}(r) d \mathbf{r}=3 / 4 \alpha^{2}
$$

and the permittivity of the solvent is $\epsilon_{0} \neq 1$. Using for water the experimental value $E_{\max }=1.72 \mathrm{eV}$ and the hydration radius $r_{h}=2.05 \pm 0.1 \AA$ obtained by numerical simulation, ${ }^{28}$ we find that at room temperature

$$
\frac{\Delta E_{\max }}{c}=(4.9 \pm 0.5) \times 10^{-2} \mathrm{eV} / \mathrm{M}
$$

Figure 1 shows the experimental values (symbols) for the shift of the absorption maximum of a hydrated electron in aqueous solutions of $\mathrm{LiCl}, \mathrm{MgCl}_{2}$, and $\mathrm{LiClO}_{4}$ as a function of the solution concentration ${ }^{29}$ for $c \leqslant 2.1 \mathrm{M}$. Fitting these data by a linear relation we obtain

$$
\frac{\Delta E_{\max }}{c}=(4.6 \pm 1.7) \times 10^{-2} \mathrm{eV} / \mathrm{M}
$$

(in the figure this dependence is shown by the solid line), which is in very good agreement with the theoretical estimate (dashed line). Therefore at low ion densities the relative shift of the absorption maximum for a hydrated electron is determined completely by the Debye screening in accordance with Eq. (32). At higher concentrations we have $\alpha \kappa_{D}^{-1} \sim 1$ and additional terms in Eq. (31) must be taken into account. In experiments at concentrations $c \geqslant 2.1 \mathrm{M}$ (Ref. 29) this gives rise to a nonmonotonic dependence $\Delta E_{\max }(c)$, associated with structural rearrangements (a polar liquid is a concentrated electrolyte) around the electron.

## 6. DISCUSSION

Using a statistical approach we studied the behavior of a solvated electron in an electrolyte. In the case of a strong
electrolyte, in the limit of high ion densities, this behavior is determined only by the Coulomb interaction, which causes clustering of positive ions on the electron and the formation of a polaron localized state. This state of the electron is virtually independent of temperature, ion density, and other parameters of the liquid. The variational estimates made of the electron energy at the absorption band maximum agree well with the data from numerical simulation of a solvated electron in KCl melt, ${ }^{23}$ but there is a discrepancy between these data and experiment. Moreover, experimentally, the absorption band maximum is observed to vary in the series of alkaline-halide solutions: It decreases from $2.2 \mathrm{eV}(\mathrm{LiCl})$ to $1.07 \mathrm{eV}(\mathrm{CsCl}) .{ }^{26}$ This fact can hardly be explained using the simple model considered here. In our view, the discrepancy is due primarily to the approximation used to calculate the effects associated with the electronic polarization of the medium and to deviation of the electron-ion interaction potential from a Coulomb potential.

In the opposite limit of low electron concentrations a cavity state is formed, where the characteristic size of the cavity is determined by the parameter $\alpha \propto \rho^{1 / 5} \beta^{-1 / 5}$. This behavior is typical for an electron in disordered systems with a short-range potential. ${ }^{30}$ The introduction of a small number of charged particles causes additional electron localization and should be manifested experimentally as a shift of the absorption band in the direction of high energies. This shift of the absorption band was investigated theoretically in Refs. 31 and 32, and it has been observed experimentally in water ${ }^{33}$ with increasing ion concentration. Our estimate of the relative shift of the absorption maximum for a hydrated electron agrees well quantitatively with these experimental data.

The mathematical basis of the method developed is conversion of the partition function of the grand canonical ensemble into a path integral over the electric field induced by the charges and the electrolyte. Such a transformation was probably first performed in Ref. 34. It was used in Ref. 35 to find the thermodynamic and structural parameters of a classical system in a long-range field. The Mayer cluster expansion method makes it possible to include a short-range interaction in the analysis and to obtain relations for the effective potential and the free energy of the solvated electron and the electron-ion and electron-neutral atom binary functions. The formalism for separating the short- and long-range interactions in the transformation performed has been investigated in detail in Ref. 36 by a diagrammatic technique.

In Sec. 2 we switched immediately to a description of the electron in terms of the electron density distribution function, after which we performed the indicated transformation. Strictly speaking, we should have proceeded the other way around: performing the transformation first and then estimating the path integral over the electron coordinates. If we had limited ourselves only to the quadratic term in the field, i.e., if we had employed the random functions approximation, then the path integral over the field could have been calculated analytically and the chemical potential of the electron could have been found explicitly. This method served as the basis for the RISM-polaron theory. ${ }^{6}$ This theory has been used to calculate the behavior of a solvated electron in KCl
melt. ${ }^{7}$ The latter means that on averaging we actually consider only the diagonal elements of the density matrix $\varrho(r, r) \propto \phi^{2}(r)$ and neglect the off-diagonal elements. For this reason, the order of the transformations is of no significance. If the short-range attraction predominates ( $u_{0}<0$ ), it is important to take into account the off-diagonal disorder.

In our view, the proposed statistical method is a powerful tool for calculating at the microscopic level the structural and thermodynamic parameters of a solvated quantum particle in a classical liquid. It makes it possible to find the behavior of the quantum particle self-consistently as a function of the molecular structure and the thermodynamic state of the medium.

## APPENDIX

## Transformation of the partition function of the grand canonical ensemble

To simplify the calculations we shall assume that the masses and chemical potentials of the atoms and ions are identical. We introduce the generalize d charge density $\rho_{q}(r)$ and the neutral-atom density $\rho_{0}(r)$ :

$$
\begin{equation*}
\rho_{q}(r)=\sum_{i}^{c N} \delta\left(r-R_{i q}\right), \quad \rho_{0}(r)=\sum_{i}^{(1-c) N} \delta\left(r-R_{i 0}\right) \tag{A1}
\end{equation*}
$$

Then the partition function $\Xi$ of the grand canonical ensemble can be represented as

$$
\begin{align*}
\Xi= & \sum_{N>0} \frac{z^{N}}{N!} \int d \mathbf{R}^{\{N\}} \exp \left[-\beta\left(T_{e}+U_{e}\right) * \rho_{q}\right. \\
& \left.+\rho_{q} * \frac{u_{q}}{2} * \rho_{q}+U_{0} * \rho_{0}+U_{s}\right] . \tag{A2}
\end{align*}
$$

In this relation

$$
d \mathbf{R}^{\{N\}} \equiv d \mathbf{R}_{i q}^{\{c N\}} d \mathbf{R}_{i 0}^{\{(1-c) N\}}
$$

and the short-range potential $U_{s}$ depends on both the configuration $R_{i 0}^{\{c N\}}$ of the ions and the configuration $R_{i 0}^{\{(1-c) N\}}$ of the neutral particles. For the potential $A(r)$ belonging to the class of functions $L_{2}$, we can perform a Fourier transform for the exponential of a quadratic form: ${ }^{37}$

$$
\begin{align*}
\exp \left[\frac{1}{2} \rho_{q} * A * \rho_{q}\right]= & \left\{\int D[\Psi]\right. \\
& \left.\times \exp \left[-\frac{1}{2} \Psi * A^{-1} * \Psi\right]\right\}^{-1} \int D[\Psi] \\
& \times \exp \left[-\frac{1}{2} \Psi * A^{-1} * \Psi+\rho_{q} * \Psi\right] \tag{A3}
\end{align*}
$$

The Coulomb potential $u_{q}(r)$ belongs to this class of functions, and for it the inverse operator $u_{q}^{-1}(r) \equiv-\Delta(r)$ exists. Then we obtain from Eq. (A2)

$$
\begin{aligned}
\Xi= & \Xi_{0} \int D[\Psi] \exp \left[-\beta T_{e}-\frac{1}{2} \beta\left(\Psi-U_{e}\right) * u_{q}^{-1} *\right. \\
& \left.\times\left(\Psi-U_{e}\right)\right] I\left(\Psi, U_{0}\right),
\end{aligned}
$$

$$
\begin{align*}
I\left(\Psi, U_{0}\right)= & \sum_{N \gtrdot 0} \frac{z^{N}}{N!} d \mathbf{R}^{\{N\}} \exp \left[-\sum_{i}^{c N} \pm \beta \Psi\left(R_{i q}\right)\right. \\
& \left.-\sum_{i}^{(1-c) N} \beta U_{0}\left(R_{i 0}\right)-\beta U_{s}\right] \tag{A4}
\end{align*}
$$

The latter relation becomes

$$
\begin{align*}
I= & \sum_{N>0} \int d \mathbf{R}^{\{N\}} \frac{z^{N}}{N!} \prod_{k}^{c N} \exp \left[ \pm \beta \Psi_{k q}\right] \\
& \times \prod_{m}^{(1-c) N} \exp \left[-\beta U_{m 0}\right] \exp \left[-\beta U_{s}\right] . \tag{A5}
\end{align*}
$$

We now introduce the $n$-particle correlation functions of the electrolyte $\rho_{q}^{(n)}\left(r_{1}, \ldots, r_{n}\right)$ which characterize the probability of finding ions at the points $r_{1}, \ldots, r_{n}$ for a liquid consisting of hard spheres: ${ }^{38}$

$$
\begin{equation*}
\rho_{q}^{(n)}\left(r_{1}, \ldots, r_{n}\right) \propto \sum_{N>0} \frac{z^{N-n}}{(N-n)!} \int \exp \left[-\beta U_{s}\right] d R^{\{N-n\}} \tag{A6}
\end{equation*}
$$

Similarly we can find the correlation functions $\rho_{0}^{(n)}\left(r_{1}, \ldots, r_{n}\right)$ for the neutral atoms, and so on. Using the Mayer cluster expansions the relation (A5) can be put into the form

$$
\begin{align*}
I= & 1+f_{q} * \rho_{q}^{(1)}+f_{s} * \rho_{0}^{(1)}+\frac{1}{2!} f_{q} * \rho_{q}^{(2)} * f_{q} \\
& +\frac{1}{2!} f_{s} * \rho_{0}^{(2)} * f_{s}+\frac{2}{2!} f_{s} * \rho_{0 q}^{(2)} * f_{q}+\ldots \\
& +\frac{1}{n!} f_{q} * \rho_{q}^{(n)} * f_{q} \ldots * f_{q}+\ldots \tag{A7}
\end{align*}
$$

We take account of the fact that

$$
\begin{aligned}
& \rho_{q}^{(1)}=c \rho, \quad \rho_{0}^{(1)}=(1-c) \rho, \\
& \rho_{q}^{(2)}(r)=c^{2} \rho^{2}\left[1+h_{s}(r)\right], \\
& \rho_{0}^{(2)}(r)=(1-c)^{2} \rho^{2}\left[1+h_{s}(r)\right], \\
& \rho_{0 q}^{(2)}(r)=(1-c) c \rho^{2}\left[1+h_{s}(r)\right],
\end{aligned}
$$

where $h_{s}(r)$ is the total distribution function for a hardsphere liquid. The relation (A7) can be written in the exponential form

$$
\begin{align*}
I= & \exp \left[c p * f_{q}+(1-c) \rho * f_{s}\right. \\
& +\frac{c^{2} \rho^{2}}{2!} f_{q} * h_{s} * f_{q}+\frac{(1-c)^{2} \rho^{2}}{2!} f_{s} * h_{s} * f_{s} \\
& \left.+\frac{2(1-c) \rho^{2}}{2!} f_{s} * h_{s} * f_{q}+a\left(h_{s}^{(3)}, \ldots\right)\right] . \tag{A8}
\end{align*}
$$

In this relation the term $a\left(h_{s}^{(3)}, \ldots\right)$ includes convolutions of third- and higher-order irreducible correlation functions for a hard-sphere liquid. Neglecting these irreducible correlations, we obtain Eq. (7).
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# Influence of spin-orbit interaction of two-dimensional electrons on the magnetization of nanotubes 

L. I. Magarill and A. V. Chaplik*)<br>Institute of Semiconductor Physics, Siberian Branch of the Russian Academy of Sciences, 630090<br>Novosibirsk<br>(Submitted 28 October 1998)<br>Zh. Éksp. Teor. Fiz. 115, 1478-1483 (April 1999)<br>Calculations are made of the magnetization of a nanotube in a longitudinal magnetic field. It is shown that the spin-orbit interaction of two-dimensional electrons located at the surface<br>of the nanotube causes a qualitative change in the magnetization. Depending on the parameters of the system, either diamagnetism or paramagnetism can occur and the dynamic susceptibility is characterized by anomalous dispersion at low frequencies. © 1999 American Institute of Physics. [S1063-7761(99)02204-0]

## 1. INTRODUCTION

A two-dimensional electron gas at the surface of a circular cylinder is encountered in various experimental scenarios. For instance, the Aharanov-Bohm effect ${ }^{1}$ under conditions of weak localization ${ }^{2}$ is associated with such a gas. The magnetic properties of a thin-walled metal cylinder (in particular, superconducting) were investigated by $\mathrm{Kulik}^{3}$ back in 1970. On the mesoscopic level particular mention should be made of carbon nanotubes in which twodimensional conductivity can also occur. Most recently, Prinz et al. ${ }^{4}$ developed an original method of "folding", strained $\mathrm{GaAs} /$ InAs layers to form cylinders and rolls with a radius of curvature of order a few tens or hundreds of angstrom.

In the present paper we investigate the magnetic properties of nanotubes in a field parallel to the axis of the cylinder. It is found that the spin-orbit interaction of $2 D$ electrons at the surface of the cylinder is responsible for the qualitative behavior of the magnetization in static and variable external magnetic fields, even at very low frequencies. This last factor is important for experiments which use a modulation method to measure the magnetic susceptibility. The physical reason for these characteristics is associated with the crossing (or quasicrossing) of single-electron terms as a function of the magnetic flux.

## 2. MAGNETIC MOMENT OF A NANOTUBE IN A STATIC FIELD

We shall allow for the spin-orbit interaction using the Rashba model. ${ }^{5}$ The corresponding Hamiltonian for a planar $2 D$ system is written as

$$
\begin{equation*}
\hat{V}_{\mathrm{so}}=\alpha[\hat{\sigma}, \hat{\mathbf{p}}] \mathbf{n}, \tag{1}
\end{equation*}
$$

where $\hat{\sigma}_{i}$ and $\hat{\mathbf{p}}$ are the Pauli matrices and the twodimensional momentum operator, respectively, $\mathbf{n}$ is the normal to the surface, and $\alpha$ is the effective spin-orbit interaction constant. The constant $\alpha$ does not go to zero for an oriented surface on which two directions $\mathbf{n}$ are nonequivalent. It follows from Eq. (1) that in this system (electron gas
at the surface of a circular cylinder in a magnetic field directed along the cylinder axis) the Hamiltonian has the form (we assume that the cylinder radius $R$ is much greater than the lattice constant and we use cylindrical coordinates with the $z$ axis directed along the axis of the cylinder)

$$
\begin{align*}
& \left.\left.\hat{H}_{0}=\frac{\hat{p}_{z}^{2}+\left(\hat{p}_{\varphi}+\Phi / R\right)^{2}}{2 m}+\alpha\left[\hat{\sigma}_{z}\left(\hat{p}_{\varphi}\right)+\Phi / R\right)-\hat{\Sigma} \hat{p}_{z}\right)\right],  \tag{2}\\
& \hat{\Sigma}=\left[\begin{array}{cc}
0 & i e^{-i \varphi} \\
-i e^{i \varphi} & 0
\end{array}\right] . \tag{3}
\end{align*}
$$

Here $p_{z}$ is the longitudinal momentum operator, $\hat{p}_{\varphi}=-i(1 / R) \partial / \partial \varphi, \Phi$ is the magnetic flux across the cross section of the cylinder in units of the flux quantum $\Phi_{0}=2 \pi \hbar c / e$, and $e$ is the absolute electron charge; we shall take $\hbar$ equal to unity.

The Schrödinger equation with the Hamiltonian (2) can be solved exactly. The energy spectrum is given by

$$
\begin{equation*}
E_{j, \mu}(k)=B\left[k^{2}+\lambda_{j}^{2}+\frac{1-2 \Lambda}{4}+\mu D_{j}\right], \tag{4}
\end{equation*}
$$

where $D_{j}=\sqrt{\lambda_{j}^{2}(\Lambda-1)^{2}+k^{2} \Lambda^{2}}, B=1 / 2 m R^{2}, k=p_{z} R, j$ is the projection of the total momentum on the cylinder axis (half-integer), $\lambda_{j}=j+\Phi, \Lambda=2 m \alpha R$, and $\mu= \pm 1$ is a quantum number which labels the two branches of the spin-split dispersion law of each subband $j$. The normalized wave functions have the form ( $L$ is the cylinder length)

$$
\Psi_{(\varphi)}=\frac{\exp \left(i p_{z} z\right)}{\sqrt{L}}\left(\begin{array}{ll}
\exp \{i(j-1 / 2) \varphi\} & \psi^{(1)}  \tag{5}\\
\exp \{i(j+1 / 2) \varphi\} & \psi^{(2)}
\end{array}\right)
$$

where

$$
\begin{align*}
& \psi_{j^{+}}^{(1)}=\psi_{j^{-}}^{(2)}=i A_{j} C_{j} / \Lambda k, \quad \psi_{j^{-}}^{(1)}=\psi_{j^{+}}^{(2)}=A_{j}, \\
& A_{j}=|\Lambda k| / \sqrt{4 \pi D_{j} C_{j}}, \quad C_{j}=D_{j}+\lambda_{j}(\Lambda-1) \tag{6}
\end{align*}
$$

The spectrum and wave functions for the case $\Phi=0$ were obtained previously by Magarill et al. ${ }^{6}$


FIG. 1. Energy versus longitudinal momentum near half-integer value of the flux: $\Phi=0.4995, \Lambda=0.046$ (GaAs for $R=100 \AA$ ). Curve a: $j=-1 / 2$, curve $\mathrm{b}: j=-1 / 2, \mu=+1$. The gap disappears at $\Phi=1 / 2$.

The magnetic moment is proportional to the equilibrium current (persistent current), which is defined (per unit length of the cylinder) by

$$
\begin{equation*}
J=-\frac{e}{L} \operatorname{Tr}\left\{\hat{V} f\left(\hat{H}_{0}\right)\right\} \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{V}=2 B\left(-\frac{\partial}{i \partial \varphi}+\Phi\right)+\frac{\alpha}{R} \hat{\sigma}_{z} \tag{8}
\end{equation*}
$$

is the angular velocity operator, and $f\left(\hat{H}_{0}\right)$ is the equilibrium density matrix $(f(\varepsilon)$ is the Fermi function). Using Eqs. (5) and (6), we can easily find the diagonal matrix elements of the operator $\hat{V}$ required to calculate the current using formula (7), whereupon we have

$$
\begin{equation*}
J=-\frac{e B}{2 \pi R} \sum_{j, \mu} \int d k\left[2+\mu \frac{(\Lambda-1)^{2}}{D_{j}}\right] \lambda_{j} f\left(E_{j, \mu}(k)\right) . \tag{9}
\end{equation*}
$$

Quite clearly the current depends periodically on the flux with a period of one. It can also be seen that the current goes to zero for all integer and half-integer values of $\Phi$. In fact, since the current is an odd function of $\Phi, J$ should go to zero for $\Phi=0$ (and thus for all integer values of $\Phi$ ). Then, replacing $j$ with $-(j+1)$ in the sum (9), we can see that $J$ also goes to zero for half-integer values of $\Phi$. The level crossing noted above also occurs for half-integer values of $\Phi$ for $k$ $=0$ : at this point the energies of the two spin-split branches of the spectrum are the same (see Fig. 1).

We shall consider the situation of a given twodimensional electron concentration $N_{s}$. We shall calculate the current at zero temperature for which we need to express the Fermi energy $E_{F}$ in formula (8) in terms of $N_{s}$ and $\Phi$, using

$$
\begin{equation*}
N_{s}=\frac{1}{4 \pi^{2} R^{2}} \sum_{j, \mu} \int d k \theta\left(E_{F}-E_{j, \mu}(k)\right) \tag{10}
\end{equation*}
$$



FIG. 2. Behavior of the equilibrium current for weak magnetic fluxes: $J_{0}$ $=e B / \pi R, N_{s}=2.3 \times 10^{9} \mathrm{~cm}^{-2}$, and the other parameters are the same as in Fig. 1.
where $\theta(x)$ is the Heaviside step function. The limits of integration with respect to $k$ in formulas (9) and (10) are determined by the form of the dispersion curves $E_{j, \mu}(k)$ which may either have a minimum for $k=0$ or a maximum at this point and two side minima. This last situation arises for $\mu=-1$ branches where $\Lambda^{2} / 2>\left|(\Lambda-1) \lambda_{j}\right|$. Although the integrals in formulas (9) and (10) are expressible in terms of elementary functions, the resulting formulas are extremely cumbersome. Therefore we shall give the results (see Fig. 2) of the numerical calculations of the equilibrium current as a function of the magnetic flux for the case when for $\Phi=0$ only the $j= \pm 1 / 2, \mu=-1$ states are occupied, which requires that the condition $n_{s}<4\left(\Lambda^{2}+|1-\Lambda|\right) \quad\left(n_{s}\right.$ $=2 N_{s}(\pi R)^{2}$ be satisfied.

If the spin-orbit coupling is neglected, the linear susceptibility, defined as $J / \Phi$, is $-2 \pi e N_{s} / m R$, which corresponds to diamagnetism. We draw attention to the change in the sign of the linear susceptibility for $\Phi \approx 0$ caused by the spin-orbit interaction (dia-para transition). We confirmed that this transition occurs if the constant $\Lambda$ is greater than some positive $\Lambda_{+}$or smaller than some negative $\Lambda_{-}$which depend on the concentration. The curves $\Lambda_{+}\left(n_{s}\right)$ and $\Lambda_{-}\left(n_{s}\right)$ are plotted in Fig. 3. The mechanism responsible for this transition becomes clear from an analysis of the partial contributions of the various terms. In the absence of spin-orbit coupling and in the presence of a weak magnetic flux, the lower level of the system is the twofold spin-degenerate $m=0$ state, where $m$ is the azimuthal moment. In the presence of the spin-orbit interaction this level is split (for finite $\Phi$ ) into $j=-1 / 2, \mu$ $=-1$ and $j=1 / 2, \mu=-1$ terms, with the lowest term being $j=-1 / 2$ (for $\Phi>0)$. The contributions of these sublevels correspond to diamagnetism $(j=1 / 2)$ and paramagnetism ( $j=-1 / 2$ ) and the populations differ slightly (in the pres-


FIG. 3. Curves of $\Lambda_{ \pm}\left(n_{s}\right)$ defining regions of diamagnetism and paramagnetism in the linear susceptibility.
ence of a weak flux). In addition, electrons with the same $k$ but different $j$ make different contributions to the current. For $\Lambda=\Lambda_{ \pm}$the contributions to the susceptibility made by states with different $j= \pm 1 / 2$ cancel out.

As the flux increases, the population of the $(j=1 / 2$, $\mu=-1)$ level tends to zero, whereas the contribution of the $(j=-1 / 2, \mu=-1)$ level to the current decreases and at some value $\Phi_{c}$ changes sign. This is indicated by the behavior of the function in the integrand in Eq. (9). This behavior also explains why $J(\Phi)$ goes to zero again in Fig. 2. For $\Phi>\Phi_{c}$ the dependence $J(\Phi)$ is almost the same as that in the absence of the spin-orbit interaction.

In addition, near $\Phi=1 / 2$ the curve $J(\Phi)$ has kinks which are attributed to an abrupt change in the limits of integration with respect to $k$ (a transition from the case of two lateral minima in $E_{-1 / 2,-1}(k)$ to one central one; see Fig. 4).


FIG. 4. Current versus $\Phi$ near $\Phi=1 / 2$.


FIG. 5. Real (solid curve) and imaginary (dashed curve) parts of the dynamic susceptibility as a function of $\delta \Phi(\delta \Phi=\Phi-1 / 2), \omega / B=10^{-4}$, $\omega / \nu=5$.

## 3. DISPERSION OF THE MAGNETIC SUSCEPTIBILITY OF A NANOTUBE

In this section we shall examine the response of electrons situated at the surface of a cylinder to a varying magnetic flux. We shall assume that in addition to a constant flux $\Phi$ passing through the cylinder, there is also a small variable flux $\phi(t)$. We are interested in the response of the system in the linear approximation with respect to $\phi(t)$. The Hamiltonian of the system has an additional term $\hat{F}(t)$ :

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\hat{F}(t), \tag{11}
\end{equation*}
$$

where $\hat{F}(t)=\phi(t) \hat{V}$. For the dynamic susceptibility $\chi(\omega) \quad\left(\widetilde{J}_{\omega}=\chi(\omega) \phi_{\omega}\right.$, where $\widetilde{J}_{\omega}$ and $\phi_{\omega}$ are the Fourier components of the variable components of the current and the magnetic flux) we can easily obtain the Kubo formula

$$
\begin{align*}
\chi(\omega)= & \frac{i e}{L} \int_{-\infty}^{\infty} d t \exp \{(\delta-i \omega) t\} \operatorname{Tr}\left\{\hat{V} \exp \left(i \hat{H}_{0} t\right)\right. \\
& \left.\times[\hat{V}, \hat{f}] \exp \left(-i \hat{H}_{0} t\right)\right\}-\frac{2 e}{L} \operatorname{Tr}(\hat{f}) . \tag{12}
\end{align*}
$$

We shall calculate the trace in formula (12) using the wave function basis (5) and (6). For off-diagonal (with respect to $\mu$ ) matrix elements of the velocity operator $\hat{V}$ we have

$$
\begin{equation*}
V_{j, k, \mu ; j, k, \bar{\mu}}=B(1-\Lambda) \frac{i \mu \Lambda k}{D_{j}} \tag{13}
\end{equation*}
$$

$(\bar{\mu}=-\mu)$. As a result for $\chi(\omega)$ we find

$$
\begin{align*}
\chi(\omega)= & \frac{i e B^{2} \Lambda^{2}(1-\Lambda)^{2}}{2 \pi R} \\
& \times \sum_{j, \mu} \int d k \frac{k^{2}}{D_{j}^{2}} \frac{1}{\nu+i\left(E_{j, \mu}(k)-E_{j, \mu}(k)-\omega\right)} \\
& -\frac{e}{\pi R} \sum_{j, \mu} \int d k f\left(\left(E_{j, \mu}(k)\right) .\right. \tag{14}
\end{align*}
$$

Here we have replaced the infinitely small $\delta$ from formula (12) with the phenomenological relaxation frequency $\nu$.

Figure 5 gives results of numerical calculations of the real and imaginary parts of the susceptibility near the point $\Phi=1 / 2$. Quite clearly anomalies of the magnetic susceptibility should be observed in this range as a result of level crossing at low frequencies $\omega$ (however, the usual condition for the appearance of frequency dispersion $\omega \gg \nu$ should clearly be satisfied). The range of near-zero $\Phi$ is of no interest for this particular case of low frequencies $\omega \ll B$. It should be stressed that dispersion of the magnetic susceptibility only exists in the presence of the spin-orbit interaction, since for $\Lambda=0, \chi(\omega)$ is reduced to a constant, as can be seen from Eq. (12).

To conclude, allowance for spin-orbit coupling significantly alters the magnetic properties of a nanotube in a longitudinal magnetic field: in weak fields diamagnetic behavior
is replaced by paramagnetic but near $\Phi=1 / 2$ kinks appear on the curve $J(\Phi)$ at zero temperature. Crossing of levels at $\Phi=1 / 2$ gives rise to anomalies in the behavior of the dynamic susceptibility at very low frequencies $\omega \ll B$.
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# Thermally activated conductivity and current-voltage characteristic of dielectric phase in granular metals 
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Models of thermally activated linear and high-field nonlinear conductivity of a dielectric phase in granular metals (nanocomposites), i.e., aggregates of small metallic grains in a dielectric matrix, have been suggested. Given a sufficiently large spread of grain sizes, the temperature dependence of the nanocomposite conductivity should be described by a universal ' ppower-1/2", law: $G \propto \exp \left[-\left(T_{0} / T\right)^{1 / 2}\right]$. An analytical expression for $T_{0}$ has been obtained. It is found that there are two regimes of nonlinear conductivity in a high electric field, namely, a low-field regime, when both the number and mobility of carriers change with the field strength, and a high-field regime, when only the mobility of carriers is variable. Analytical expressions for the nonlinear conductance in both regimes have been obtained. © 1999 American Institute of Physics. [S1063-7761(99)02304-5]

## 1. INTRODUCTION

Granular metals (metal-insulator nanocomposites) are structures composed of small (with sizes $a=1-100 \mathrm{~nm}$ ) metallic particles embedded in dielectric matrices. They have a number of unique properties controlled by the volume fraction $x$ of the conducting phase. ${ }^{1-3}$ There is a certain critical point $x_{c}$ such that for $x>x_{c}$ the material has metallic properties, whereas for $x<x_{c}$ it behaves like an insulator, i.e., its conductivity is thermally activated. From both physical and practical viewpoints, the most interesting properties of such materials are features of the metal-insulator transition at $x$ $=x_{c}$ and various effects in nanocomposites in the dielectric phase $\left(x<x_{c}\right)$.

This paper considers features of two such effects that have been extensively discussed in the literature, namely, the thermally activated hopping conductivity and strongly nonlinear current-voltage characteristics of dielectric nanocomposites. Although the character and magnitude of these effects are essentially controlled by material structures, they are inherent in almost all nanocomposites.

It is a well established fact that the conductivity mechanism in such systems is associated with tunneling of charge carriers between grains, and in this context it is similar to the hopping impurity conductivity in doped semiconductors. ${ }^{4}$ Moreover, since the distances between grains vary over a wide range, it is natural to expect that their conductivity should be described by $G(T) \propto \exp \left[-\left(T_{0} / T\right)^{1 / 4}\right]$, the wellknown Mott formula for the variable-range hopping conductivity. ${ }^{4}$ Numerous experiments performed on nanocomposites of various compositions have revealed that the conductivity $G(T)$ of such systems is described by the universal ' 'power-1/2'' law, $G(T) \propto \exp \left[-\left(T_{0} / T\right)^{1 / 2}\right]$, where $T_{0}$ is a temperature parameter which strongly depends on $x$ and tends to zero as $x \rightarrow x_{c}$. Attempts were therefore made to modify the Mott model by postulating some selection rules for allowed hops (for example, introducing a relation be-
tween the hopping length and effective grain sizes ${ }^{5}$ in nanocomposites composed of grains with different sizes) with a view to deriving the power- $1 / 2$ law from a modified model. All these selection rules, however, seem rather far-fetched and have raised serious doubts. ${ }^{2}$

The power-1/2 law has been known in the theory of hopping conductivity in semiconductors for a long time. It is usually interpreted in terms of the Coulomb gap in the density of states of electrons localized at impurities, when the density of states goes to zero near the Fermi level $E_{\mathrm{F}}$ following the law $g(E) \propto\left(E-E_{\mathrm{F}}\right)^{2}$. This issue has been discussed in numerous publications investigating, on the one hand, the nature of the Coulomb gap in the electron density of states in nanocomposite granules, ${ }^{6}$ and on the other hand, the effect of such a gap on the temperature dependence of conductivity. ${ }^{2,3}$ It is clear that, even if the gap scenario were realized, it would apply only to the range of low temperatures, where the gap is not smeared by thermally generated excitations (in reality, below $\mathrm{T}<(1-10 \mathrm{~K})$. At higher temperatures the Coulomb gap cannot play an important role, and the problem of the thermally activated conductivity in granular metals remained unresolved. This paper is dedicated to this problem and shows that the power- $1 / 2$ law does not need any artificially introduced selection rules for tunneling transitions between grains, but is a direct consequence of the large spread of grain sizes typical of real nanocomposites. Moreover, the suggested simple model allows us to interpret the nonlinear conductivity of such materials in high electric fields.

## 2. THERMALLY ACTIVATED HOPPING CONDUCTIVITY: POWER-1/2 LAW

At zero temperature ( $T=0$ ) and in the absence of an external electric field $(E=0)$, all metallic grains in the dielectric phase of a nanocomposite are neutral, since the electrostatic energy $W$ of any configuration of charged grains is positive. ${ }^{1)}$ At finite temperatures, however, a thermodynamic
equilibrium of a different sort is established owing to tunneling transitions of electrons between grains, so that a fraction of grains acquire positive electric charge (and an equal fraction of grains are charged negatively). As a result, conditions are created for tunneling conductivity due to tunneling transitions (hops) from charged metallic grains to neutral particles. Since the number of charged grains increases with temperature, a rise in the conductivity should be also expected. Thus, the conductivity of dielectric nanocomposites is related to the thermal activation of carriers, and the problem is reduced to calculation of the temperature dependence of this conductivity.

If the fraction of charged grains is small, the change $w_{a b}$ in the system energy caused by an electronic transition between two initially neutral grains is a function of the sizes $a$ and $b$ of these grains and separation $\ell_{a b}$ between them:

$$
w_{a b}=e^{2} / 2 C\left(a, b, \ell_{a b}\right),
$$

where

$$
\frac{1}{C}=\frac{C_{a}+2 C_{a b}+C_{b}}{C_{a} C_{b}-C_{a b}^{2}}
$$

$C_{a}>0$ and $C_{b}>0$ are the capacitance coefficients of grains $a$ and $b$, and $C_{a b}<0$ is their electrostatic induction factor. ${ }^{7}$ In the limit $\ell_{a b} \gg a, b$

$$
\begin{aligned}
& C_{a} \approx \varepsilon \frac{a}{2}\left(1+\frac{a b}{\ell_{a b}^{2}}\right) \approx \varepsilon a / 2, \\
& C_{b} \approx \varepsilon \frac{b}{2}\left(1+\frac{a b}{\ell_{a b}^{2}}\right) \approx \varepsilon b / 2, \quad-C_{a b} \approx \varepsilon \frac{a b}{\ell_{a b}} \ll C_{a}, C_{b},
\end{aligned}
$$

where $\varepsilon$ is the dielectric constant of the material. Thus, the electrostatic energy satisfies

$$
w_{a b} \approx \frac{e^{2}}{2 \varepsilon}\left(\frac{1}{a}+\frac{1}{b}\right)
$$

and in the limit $a \ll b$ it is described by a simple formula

$$
w_{a b} \approx\left(e^{2} / \varepsilon a\right)
$$

However, the latter relation applies only under the condition that the host material containing the metallic grains is insulating and does not screen their electrostatic fields. In reality, the system in question is conducting owing to the tunneling transitions of electrons or holes from charged to neutral grains and can be characterized by a finite screening length $L$. Hence

$$
w_{a b} \approx \frac{e^{2}}{\varepsilon}\left(\frac{1}{a}-\frac{1}{L}\right)
$$

The mean thickness of the tunneling barrier for such transitions depends on the mean grain size and goes to zero when the latter reaches the so-called percolation radius $L_{c}$, at which the grains would form an infinite cluster ${ }^{4}$ and which is related to the volume fraction $x$ of metallic grains by the simple formula $\left(L_{\mathrm{c}} / a\right)^{3}=x_{c} / x$. If the percolation cluster
contains mostly grains of one size $a$ (see below), it is natural to set $L=L_{\mathrm{c}}$ (Ref. 8) and express the electrostatic energy by the formula

$$
\begin{equation*}
w_{a} \approx \frac{e^{2}}{\varepsilon a}\left[1-\left(\frac{x}{x_{c}}\right)^{1 / 3}\right] . \tag{1}
\end{equation*}
$$

If all grains were of the same size $a$, the concentration of charged grains with both charge signs (their charges being $\pm e)$ would be $N_{ \pm}=N \exp \left(-w_{a} / k T\right)$, where $N$ $=x /\left(4 \pi a^{3} / 3\right)$ is the number of grains per unit volume. (For $N_{ \pm} \ll N$ such a system is similar to a weakly compensated system of donors and acceptors in a semiconductor at zero temperature. ${ }^{4}$ The role of charged donors and acceptors in the system in question is played by negatively and positively charged grains.) In this case, the resistance of the material is

$$
\begin{equation*}
R \propto \frac{1}{N_{ \pm}} \exp \left(\frac{2\langle\ell\rangle}{\lambda}\right) \propto \exp \left(\frac{w_{a}}{k T}+\frac{2\langle\ell\rangle}{\lambda}\right) \propto \exp \left(\frac{w_{a}}{k T}\right) . \tag{2}
\end{equation*}
$$

Here $\langle\ell\rangle$ is the mean separation between grains, $\lambda$ $\sim \hbar /(m W)^{1 / 2}$ is the electron wavelength in the insulator, and $W$ is the tunneling barrier height (which is close to half the dielectric band gap).

The resulting temperature dependence $\rho(T)$ is markedly different from the power- $1 / 2$ law because the assumption of an equal size for all grains is unrealistic. In fact, with the technique used in fabrication of nanocomposites the sizes of metallic grains vary over a fairly wide range. Charge transfer between grains of different sizes (from a charged grain of size $a$ to a neutral grain of size $b$ ) requires a certain amount of energy:

$$
w_{a b} \approx \frac{e^{2}}{\varepsilon}\left(\frac{1}{b}-\frac{1}{a}\right)\left[1-\left(\frac{x}{x_{c}}\right)^{1 / 3}\right]
$$

which can be offset by absorbing a phonon (on the other hand, a transition from a small grain to a larger one may generate a phonon). Given the wide spread of grain sizes, it is natural to expect a large spread of activation energies $w_{a b}$ of different hops.

This model is very similar to the percolation model of variable-range hopping conductivity in the theory of semiconductors, one of whose tenets is the large spread of energies of the states participating in electronic transitions. ${ }^{4}$ According to this model, there is an optimal (temperaturedependent) hopping length $\ell_{a b}$ between grains $a$ and $b$, which is determined by the interplay between the tunneling probability proportional to $\exp \left(-2 \ell_{a b} / \lambda\right)$ and the probability of thermal activation over the barrier $w_{a b}$, which is proportional to $\exp \left(-w_{a b} / k T\right)$.

If the distribution function $f(a)$ of grain sizes is known (for example, the exponential distribution function $f(a)$ $=\left(1 / a_{0}\right) \exp \left(-a / a_{0}\right)$ is quite common $\left.{ }^{9}\right)$, the concentration of charged grains with sizes close to $a$ is

$$
\begin{equation*}
N_{a} \propto f(a) \exp \left[-\frac{w(a)}{k T}\right] \tag{3}
\end{equation*}
$$

Then the fraction of the system resistance due to charged grains with size $a$ is $^{2)} R_{a b} \propto\left(1 / N_{a}\right) \rho_{a b}$, where $\rho_{a b}$ $\propto \exp \left[2 \ell_{a b} / \lambda+w_{a b} / k T\right]$. Thus,

$$
\begin{align*}
& R_{a b} \propto \exp \left[\frac{2 \ell_{a b}}{\lambda}-\ln f(a)+\frac{w_{a}+w_{a b}}{k T}\right] \\
& \quad \propto \exp \left[\frac{2 \ell_{a b}}{\lambda}-\ln f(a)+\frac{w_{b}}{k T}\right] . \tag{4}
\end{align*}
$$

The hopping length $\ell_{a b}$ equals the separation between grains $a$ and $b$. For $f^{\prime}(a)<0$ the optimal hops are those between grains with close sizes (in this specific case $a$ ). In fact, hops to more widespread smaller grains ( $b<a$ ) would require a higher activation energy, $w(b)>w(a)$, and hops to less common grains of larger sizes, $b>a$, would be considerably longer. Both would give rise to a higher resistivity. Hence we set $b=a$ in Eq. (4). Then $\ell_{a b}=\alpha(T)[f(a)]^{-1 / 3}$, where $\alpha$ is independent of $a$. Thus,

$$
\begin{equation*}
R_{a b} \propto \exp \left[\alpha(T)[f(a)]^{-1 / 3}-\ln f(a)+\frac{\beta}{a T}\right] \tag{5}
\end{equation*}
$$

where $\beta=\left(e^{2} / \varepsilon k\right)\left[1-\left(x / x_{c}\right)^{1 / 3}\right]$.
The resistance of a separate current path connecting two opposite faces of a sample is determined by the product of the resistivity $\rho_{a b}$ corresponding to one hop times the number of such hops along this path, which is inversely proportional to the hopping length $\ell_{a b}$. The total sample resistance $R$ is inversely proportional to the number of current paths, which is, in turn, inversely proportional to $\ell_{a b}$. Thus, the total resistance satisfies $R \propto R_{a b}$ and is controlled by hops between optimal grains, whose size is calculated by minimizing the argument of the exponential function in Eq. (5) through variation of $a$. If the spread of actual grain sizes is small, the functions $[f(a)]^{-1 / 3}$ and $\ln f(a)$ can be approximated by linear expressions around the optimal size $a_{\text {opt }}$ [unless the distribution function $f(a)$ has a peculiar shape]:

$$
[f(a)]^{-1 / 3} \approx \mathrm{const}+\gamma a, \quad \ln f(a) \approx \mathrm{const}-\gamma^{\prime} a,
$$

where

$$
\gamma=-\frac{1}{3}\left[f\left(a_{\mathrm{opt}}\right)\right]^{-4 / 3} f^{\prime}\left(a_{\mathrm{opt}}\right), \quad \gamma^{\prime}=-\frac{f^{\prime}\left(a_{\mathrm{opt}}\right)}{f\left(a_{\mathrm{opt}}\right)} .
$$

Then

$$
\begin{equation*}
R(a) \propto \exp \left(\tilde{\alpha} a+\frac{\beta}{a T}\right), \tag{6}
\end{equation*}
$$

where $\tilde{\alpha}=\gamma \alpha+\gamma^{\prime}$.
Let $f^{\prime}\left(a_{\text {opt }}\right)<0$ and the temperature dependence of $\tilde{\alpha}$ be so weak that it could be neglected (this assumption will be justified below). Then $\tilde{\alpha}>0$ and minimization of the exponent in Eq. (5) by varying $a$ yields the optimal grain size $a_{\text {opt }} \propto T^{-1 / 2}$, i.e.,

$$
\begin{equation*}
R \propto \exp \left[\left(\frac{T_{0}}{T}\right)^{1 / 2}\right] \tag{7}
\end{equation*}
$$

where $T_{0}$ is the temperature parameter that controls the system resistance. This is the power- $1 / 2$ law, which is often mentioned in publications dedicated to nanocomposite properties.

Note that Eq. (7) was derived using linear approximations of functions $[f(a)]^{-1 / 3}$ and $\ln f(a)$. In cases when these
approximations cannot be applied, the temperature dependence of the resistance should be different. For example, in systems with uniform distributions of grain sizes [ $f(a)$ $=$ const for $\left.a_{\text {min }}<a<a_{\text {max }}\right], f^{\prime}(a)=0$, and optimal hops are those between the smallest grains. In this case we have $\rho$ $\propto \exp (w / k T)$, where $w=e^{2} / \varepsilon a_{\text {max }}\left[1-\left(x / x_{c}\right)^{1 / 3}\right]$.

Thus, we have shown that the power-1/2 law applies to thermally activated conductivity of nanocomposites under the following conditions:
(1) $\tilde{\alpha}(T)$ is a weak function of temperature;
(2) the relative spread of relevant grain sizes is not too large;
(3) the distribution function of grain sizes is such that $f^{\prime}\left(a_{\text {opt }}\right)<0$, i.e., the number of grains is a dropping function of their size.

Whereas the latter condition is usually satisfied under real fabrication conditions, the applicability of the former two must be tested. With this end in view and in order to estimate the parameter $T_{0}$ of the suggested model, let us clarify the meaning of $\tilde{\alpha}$ in Eq. (6).

As follows from the derivation of Eq. (5), this parameter is related to the concentration of grains with the optimal size $a_{\text {opt }}$. It is clear that such grains are those whose sizes belong to a certain interval $a_{\mathrm{opt}}-\Delta a<a<a_{\mathrm{opt}}+\Delta a$, and the width of this interval is determined by the condition that grains with sizes outside this interval make a small contribution to the conductivity. Let us transform Eq. (6) to $\rho \propto \exp [\xi(a)]$, where $\xi(a)=\tilde{\alpha} a+1 / a \tau, \tau=T / \beta$, and (in a rough approximation) $\tilde{\alpha}$ is independent of temperature. The minimal resistivity (which controls the total sample conductivity) is due to the grains with size $a=a_{\text {opt }}=(1 / \tilde{\alpha} \tau)^{1 / 2}$ and is $\rho\left(a_{\text {opt }}\right)$ $\propto \exp \xi_{\text {opt }}$, where $\xi_{\text {opt }}=\xi\left(a_{\text {opt }}\right)=2(\tilde{\alpha} / \tau)^{1 / 2}$. Note that, as in all percolation models (specifically, in the hopping conductivity model ${ }^{4}$ ), $\xi_{\text {opt }} \gg 1$. Since the resistivity is an exponential function of $\xi$, we assume that the optimal grains are those whose $\xi$ is within unity from the optimal value $\xi_{\text {opt }}$. The function $\xi(a)$ can be approximated near the optimal size $a$ $=a_{\text {opt }}$ as

$$
\xi(a) \approx \xi_{\mathrm{opt}}+\left(1 / \tau a_{\mathrm{opt}}^{3}\right)\left(a-a_{\mathrm{opt}}\right)^{2}
$$

By setting $\xi(a)-\xi\left(a_{\mathrm{opt}}\right)=1$, we obtain $(\Delta a)^{2}-a_{\mathrm{opt}}^{3} \tau$ $=2 a_{\mathrm{opt}}^{2} / \xi_{\mathrm{opt}}$. This implies $\left(\Delta a / a_{\mathrm{opt}}\right)^{2}=2 / \xi_{\mathrm{opt}} \ll 1$, i.e., the relative spread of optimal grain sizes is really small.

Further, for definiteness let us analyze a system with an exponential distribution function of grain sizes: $f(a)$ $=\left(1 / a_{0}\right) \exp \left(-a / a_{0}\right)$, Ref. 9. Let the total number of grains of all sizes per unit volume be $N$. Obviously, ${ }^{3)}$

$$
N=\frac{x}{\int(4 \pi / 3) a^{3} f(a) d a}=\frac{x}{8 \pi a_{0}^{3}} .
$$

Then the density of efficient grains with sizes within the range defined above is

$$
N_{\mathrm{opt}}=N f(a) \cdot 2 \Delta a=2 N\left(a_{\mathrm{opt}}^{3} \tau\right)^{1 / 2} \frac{1}{a_{0}} \exp \left(-a_{\mathrm{opt}} / a_{0}\right)
$$

The average separation between them is

$$
\ell_{a b} \approx \frac{1}{4 N_{\mathrm{opt}}^{1 / 3}} \approx \ell_{0} \exp \left(\frac{a_{\mathrm{opt}}}{3 a_{0}}\right),
$$

where

$$
\ell_{0}=\frac{1}{3}\left(\frac{a_{0}}{N}\right)^{1 / 3}\left(\tau a_{\mathrm{opt}}^{3}\right)^{-1 / 6} \propto T^{1 / 12}
$$

In what follows we will neglect the weak temperature dependence of $\ell_{0}$ and for $a_{\mathrm{opt}} \leqslant a_{0}$ take $\ell_{a b} \approx$ const $+\tilde{\ell}_{a b}$, where (in the linear approximation) $\widetilde{\ell}_{a b}=\left(\ell_{0} / 3 a_{0}\right) a_{\text {opt }}$. In this approximation $\ln f(a) \approx$ const $-a_{\mathrm{opt}} / a_{0}$. In the derivivation of the optimal grain size from Eq. (6), only the temperature dependent terms $2 \widetilde{\mathscr{\ell}}_{a b} / \lambda$ and $a_{\text {opt }} / a_{0}$ are important, whose $\operatorname{sum}\left(2 \ell_{0} / 3 \lambda+1\right)\left(a_{\text {opt }} / a_{0}\right)$ is included in the definition of $\tilde{\alpha}$ given above.

Under the conditions of tunneling conductivity, ${ }^{4)} \ell_{0} / \lambda$ $\gg 1$ holds, so $\tilde{\alpha} \approx 2 \ell_{0} / 3 \lambda a_{0}$. Using the expression for $a_{\text {opt }}$ derived in the rough approximation [i.e., neglecting the temperature dependence of $\widetilde{\alpha}(T)]$, we obtain in the next approximation

$$
\tilde{\alpha} \approx\left(\lambda N^{1 / 3}\right)^{-4 / 3} \tau^{1 / 9} / 2 a_{0}^{8 / 9} \propto T^{1 / 9},
$$

i.e., although this parameter is a function of temperature, this dependence is very weak and cannot notably change the power-1/2 law. At the same time, the explicit expression for $\tilde{\alpha}$ yields both the optimal grain size $a_{\text {opt }}$ and the temperature parameter $T_{0}$ in Eq. (7). To this end, it suffices to insert the more accurate expression for $\tilde{\alpha}$ in the approximate expressions $a_{\text {opt }}=(1 / \tilde{\alpha} \tau)^{1 / 2}$ and $\xi_{\text {opt }}=(2 \tilde{\alpha} / \tau)^{1 / 2}$. As a result, the power- $1 / 2$ law is slightly modified and takes the form

$$
\begin{equation*}
\rho \propto \exp \left[\left(\frac{T_{0}}{T}\right)^{4 / 9}\right], \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
k T_{0} \approx\left(\frac{e^{2}}{\varepsilon a_{0}}\right)\left(\frac{a_{0}}{\lambda}\right)^{3 / 2} \psi(x), \quad \psi(x)=x^{-1 / 2}\left[1-\left(\frac{x}{x_{c}}\right)^{1 / 3}\right] \tag{9}
\end{equation*}
$$

Thus, the optimal grain size is

$$
\begin{equation*}
a_{\mathrm{opt}}=a_{0}\left(\frac{x}{4 \pi}\right)^{1 / 2}\left(\frac{\lambda}{a_{0}}\right)\left(\frac{T_{0}}{T}\right)^{5 / 9}, \tag{10}
\end{equation*}
$$

i.e., it grows with decreasing temperature and drops as the temperature rises. This defines natural bounds for the applicability of the model: it is valid as long as $a_{\text {min }}<a_{\text {opt }}$ $<a_{\max }$, i.e., in the temperature range

$$
\begin{align*}
T_{\min }< & \ll T_{\max }, \\
T_{\binom{\min }{\max }}= & (4 \pi)^{9 / 10} \frac{e^{2}}{k \varepsilon a_{0}}\left[\frac{a_{0}}{\left.a_{\left(\begin{array}{c}
\max \\
\min )
\end{array}\right.}\right]^{3 / 2}}\right. \\
& \times\left[\frac{\lambda}{\left.a_{\left(\begin{array}{c}
\max \\
\min
\end{array}\right.}^{3 / 10}\right]^{-7 / 5}\left[1-\left(\frac{x}{x_{c}}\right)^{1 / 3}\right] .}\right. \tag{11}
\end{align*}
$$

For typical values $\lambda=2 \cdot 10^{-8} \mathrm{~cm}, a_{0}=10^{-7} \mathrm{~cm}, \varepsilon=5$, and $x_{c}=0.5$, we find that, for example, at $x / x_{c}=0.3$, the model (hence the power-1/2 law) is valid in a wide temperature


FIG. 1. Temperature parameter $T_{0}(x)$ as a function of metal content for nanocomposites fabricated from different materials. Experimental data were taken from the literature as follows: (1) W- $\mathrm{Al}_{2} \mathrm{O}_{3}$ (Ref. 2); (2) $\mathrm{Fe}-\mathrm{SiO}_{2}$ (Ref. 11); (3) $\mathrm{Ni}-\mathrm{SiO}_{2}$ (Ref. 12); (4) $\mathrm{Ni}-\mathrm{SiO}_{2}$ (Ref. 5). The solid curve plots calculations by Eq. (9) with parameters given in the text. Average sizes of metallic grains are given.
range $6 \mathrm{~K}<T<500 \mathrm{~K}$. But this range narrows and shifts to lower temperatures as $x \rightarrow x_{c}$. This means that at higher temperatures $a_{\text {opt }}=a_{\text {max }}$ holds everywhere. It is natural to expect a transition to the conductivity behavior typical of nanocomposites with grains of equal sizes and $G \propto \exp \left(-T_{0} / T\right)$. Such a change in behavior was observed in experiments with $\mathrm{Al}-\mathrm{Ge}$ granular films ${ }^{10}$ as $x$ varied over the interval ${ }^{5}{ }^{5} 0.3$ $<x<0.45$.

By applying the same technique to systems with other distribution functions, one can obtain similar results.

In comparing the results deriving from Eq. (9) to experimental data, one should keep in mind two complications. The first is the poor accuracy of the metal fraction $x$ in a nanocomposite measured in experiments, which is important for $x$ close to $x_{c}$. The second is the correlation between the average grain size $a_{0}$ and the volume fraction of a metal determined by technological conditions. In reality, $a_{0}$ increases with $x$ (so, in $\mathrm{Ni}-\mathrm{SiO}_{2}$ systems ${ }^{5}$ we have $a_{0}=15,25$, and $40 \AA$ at $x=0.08,0.24$, and 0.44 , respectively). For this reason, one can expect good agreement between experimental data and calculations only in the overall shape of the temperature dependence of conductivity (the power-1/2 law). As concerns the absolute value of $T_{0}$ and its dependence on the metal content, $T_{0}(x)$, the theory could be deemed successful if it predicted $T_{0}$ correctly within one order of magnitude and the overall shape of the $T_{0}(x)$ curve. As for the temperature dependence of the resistivity, it was shown in dozens of experiments performed with different nanocomposite systems in a wide temperature range (from room to liquid-helium temperatures) that it follows the law $\rho(T)$ $\propto \exp \left[\left(T_{0} / T\right)^{1 / 2}\right]$ (see, for example, the reviews ${ }^{1,2}$ ). Figure 1 plots experimental data by different authors for the function $T_{0}(x)$ in nanocomposites manufactured from different materials (the large spread of experimental data is caused by the complications mentioned above). This graph also shows a theoretical curve of $T_{0}(x)$ calculated by Eq. (9) with the


FIG. 2. Optimal size of metallic grains in a nanocomposite that make the major contribution to the conductivity. The calculations were performed using Eq. (10) with parameters given in the text.
following parameters: $\lambda=2 \times 10^{-8} \mathrm{~cm}, a_{0}=10^{-7} \mathrm{~cm}, \varepsilon=5$, and $x_{c}=0.5$. The agreement between the experimental data and calculations is satisfactory.

It was noted above that the temperature dependence of the optimal grain size is approximately described by the simple formula $a_{\mathrm{opt}} \propto T^{-1 / 2}$. Its dependence on the metal fraction, $a_{\text {opt }}(x)$, is also easily understandable. The mean separation between grains decreases with increasing $x$, and small grains (characterized by high activation energies) also contribute to the conductivity. This should yield a smaller $a_{\mathrm{opt}}$. Calculations plotted in Fig. 2 indicate that the optimal grain size is smaller than their average size in a wide region of $x$ and $T$. For nanocomposites with $x / x_{c} \geqslant 0.9$ this condition $\left(a_{\text {opt }} \leqslant a_{0}\right)$ is satisfied over the range down to the liquidhelium temperature.

To conclude this section, note that the power-1/2 law was derived by Sheng et al. ${ }^{5}$ under the assumption that there is a structural relation between the grain size $a$ and separation $\ell$ between them: $\ell / a=$ const. Adkins, ${ }^{2}$ however, correctly noted that the assumption had not been supported by structural analysis data. It follows from our analysis that the power-1/2 law should be valid under a less restrictive condition $\partial \ell \mid \partial a=$ const near $a=a_{\text {opt }}$ (the condition $\ell / a=$ const is a very special case of our condition). Note also that some of the sophisticated methods used by different authors to justify the power-1/2 law can be boiled down (although it is not obvious sometimes) to linearizing the actual portion of function $[f(a)]^{-1 / 3}$. For example, Sheng ${ }^{3}$ linearized the distribution function $\phi\left(w_{i j}\right)$ of the activation energy in the region of low energies (in fact, he set $\phi\left(w_{i j}\right) \propto w_{i j}$ for $\left.w_{i j}<w_{0}\right)$, then a numerical calculation led to the power- $1 / 2$ law. This result, however, was valid only in the temperature range $k T \leqslant w_{0}$. It is not surprising because (given $w_{i j} \propto 1 / a$ ) the postulated function $\phi\left(w_{i j}\right)$ corresponded to the distribution function of grain sizes $f(a)=\phi\left[w_{i j}(a)\right]\left(d w_{i j} / d a\right)^{-1} \propto 1 / a^{3}$, which implies $f^{-1 / 3}(a) \propto a$, the condition mentioned above (moreover, it is the function $f(a) \propto 1 / a^{3}$ that satisfies the condition $\ell / a$ $=$ const discussed above). Nonetheless, the coincidence be-
tween these numerical calculations of the temperature dependence of the conductivity and the result of our analysis provides evidence in favor of the suggested approach.

## 3. CURRENT-VOLTAGE CHARACTERISTIC

According to the model described in the previous section, the conductivity in the weak-field limit is connected with tunneling transitions of charges (electrons or holes) between charged and neutral grains of a quite definite (optimal) size $a=a_{\text {opt }}$, which is considerably larger than the size of the smallest close-set grains. Although the probability of tunneling between the latter is higher than between more wuidely spaced grains of the optimal size, the number of charges on small grains is limited by their high ionization energy, so their contribution to the conductivity is small. In sufficiently high electric fields, transitions between large charged grains and smaller neutral grains, whose probability is low in weak electric fields, become possible, so the conductivity is effected via more probable transitions involving closely set small grains. Both the number of carriers (owing to the change in the optimal size $a_{E}$ of donor grains) and their mobility (owing to the change in the optimal size $b_{E}$ of conducting grains) vary with the electric field.

In accordance with this reasoning, let us assume that an electric field of strength $E$ offsets the activation energy $w_{a b}$ of the transition from a grain of size $a$ to a grain of size $b$ $<a$, i.e.,

$$
\begin{equation*}
e E \ell_{a b}=w_{a b}=\frac{e^{2}}{\varepsilon}\left[1-\left(\frac{x}{x_{c}}\right)^{1 / 3}\right]\left(\frac{1}{b}-\frac{1}{a}\right) . \tag{12}
\end{equation*}
$$

We ignore the fact that such transitions can be driven by thermal activation, i.e., absorption of phonons. This can be done if the temperature is moderate, $k T \ll w_{a b}$ (qualitative estimates of the effect of finite temperature will be given below).

Then we can set $w_{a b}=0$ in Eq. (4) and assume that the conductivity in these conditions is due to tunneling (through a distance $\sim \ell_{b b}$ ) between grains of size $b$. Therefore the first term of the exponent in Eq. (4) equals $2 \ell_{b b} / \lambda$, whereas the term related to the number of carriers is still determined by ionization energy $w_{a}$ of grains with size $a$, but now should be expressed with due account of Eq. (12) relating $a$ and $b$ :

$$
\frac{w_{a}}{k T}=\left(\frac{1}{b \tau}-\frac{\ell_{a b} E}{Q \tau}\right), \quad Q=\frac{e}{\varepsilon}\left[1-\left(\frac{x}{x_{c}}\right)^{1 / 3}\right]
$$

Since we have $a>b$, we can equate the average separation $\ell_{a b}$ between grains $a$ and $b$ to the smaller distance $\ell_{b b}$. Finally, as previously, we can neglect the term proportional to $\ln f(a)$. As a result, the exponent $\xi$ takes the form

$$
\begin{equation*}
\xi=\alpha_{E} b+\frac{1}{\tau b}, \quad \alpha_{E}=\tilde{\alpha}\left(1-\frac{\lambda E}{2 Q \tau}\right), \tag{13}
\end{equation*}
$$

i.e., it is similar to the case of linear conductivity discussed in the previous section [Eq. (6)].

As is usual, the resistance $R \propto \exp (\xi)$ is determined by the minimal value of $\xi$, which is equal in this case to $\xi_{E}$ $=2 \xi_{\text {opt }}(1-\lambda E / 2 Q \tau)^{1 / 2}$. Thus the total conductance of the sample $G=1 / R$ is given by ${ }^{6}$ )

$$
\begin{equation*}
G(E) \propto \exp \left[-2 \xi_{\mathrm{opt}}(\sqrt{1-\lambda E / 2 Q \tau}-1)\right] . \tag{14}
\end{equation*}
$$

The optimal grain sizes $a$ and $b$ increase with the electric field strength:

$$
\begin{align*}
b_{E} & =\left(\alpha_{E} \tau\right)^{-1 / 2}=a_{\mathrm{opt}}\left(1-\frac{\lambda E}{2 Q \tau}\right)^{-1 / 2}, \\
a_{E} & =\frac{b_{E}}{1-E \ell_{b b} b_{E} / Q} \\
& =a_{\mathrm{opt}}\left[\left(1-\frac{\lambda E}{2 Q \tau}\right)^{1 / 2}-\frac{a_{\mathrm{opt}} \ell_{b b} E}{Q}\right]^{-1}, \tag{15}
\end{align*}
$$

but in all fields $b_{E}<a_{E}$.
This analysis is, naturally, valid until $a_{E}<a_{\max }$. In higher electric fields, the size of donor grains is fixed at $a_{E}$ $=a_{\text {max }}$, and the size of conducting grains decreases: $b_{E}$ $=a_{\text {max }} /\left(1+a_{\text {max }} \ell_{b b} E / Q\right)$. Further increase in the electric field strength does not affect the number of carriers supplied by grains of the maximal size, but their mobility increases owing to hops to smaller grains separated by smaller distances. In this case we have $\xi_{E}=\tilde{\alpha} b_{E}$, and the conductance is

$$
\begin{equation*}
G(E) \propto \exp \left[-\frac{E_{0}}{E+\left(\tilde{\alpha} a_{\max }\right)^{-1} E_{0}}\right], \tag{16}
\end{equation*}
$$

where $E_{0}=\tilde{\alpha} Q / \ell_{b b} \propto\left[1-\left(x / x_{c}\right)^{1 / 3}\right]$. Since $\left(\tilde{\alpha} a_{\text {max }}\right)^{-1}$ $\sim\left[\left(a_{\text {max }} / a_{\text {opt }}\right) \xi_{\text {opt }}\right]^{-1} \ll 1$, it follows from Eq. (16) that even in fields $E \ll E_{0}$

$$
\begin{equation*}
G(E) \propto \exp \left(-\frac{E_{0}}{E}\right), \tag{17}
\end{equation*}
$$

which is formally equivalent to the result obtained by Sheng et al. ${ }^{5}$ for a specific distribution function $f(a)$ and under different assumptions.

The characteristic field strength $E_{0}$ can be estimated by the relation

$$
E_{0} \sim \frac{e}{\varepsilon a_{0}^{2}}\left[1-\left(\frac{x}{x_{c}}\right)^{1 / 3}\right]
$$

which yields $E_{0} \sim 10^{6} \mathrm{~V} / \mathrm{cm}$ for $a_{0} \sim 3 \times 10^{-7} \mathrm{~cm}, x \sim 0.2$, and $x_{c} \sim 0.5$. This estimate is in agreement with the experimental data ${ }^{5}$ measured for $T \sim 1 \mathrm{~K}: E_{0}=(3.5,1.0,0.23)$ $\cdot 10^{6} \mathrm{~V} / \mathrm{cm}$ for systems with $x=0.08,0.24$, and 0.44 , respectively. After setting $x_{c}=0.5$, we find that, in accordance with the expression for $E_{0}$ given above, the proportion among these fields should be 2.3:1:0.19, which is fairly close to the experimental data.

As for the low-field regime of nonlinear conductivity, it should be noted that this model predicts qualitative differences between curves of conductance versus electric field measured in the two regimes mentioned above: the curve of $G(E)$ should have a positive curvature $\left(G^{\prime \prime}(E)>0\right)$ in the
low-field regime and negative $\left(G^{\prime \prime}(E)<0\right)$ in the high-field regime. This can be used as a criterion for distinguishing between the two regimes. The fact that $G(E)$ curves of the first type were recorded neither in fields $E \sim 10^{5}-10^{6} \mathrm{~V} / \mathrm{cm}$ (Ref. 5) nor for $E \sim 10^{3}-10^{4} \mathrm{~V} / \mathrm{cm}$ (Ref. 13) indicates that the boundary between these two regimes is in the range of fields $E<10^{3} \mathrm{~V} / \mathrm{cm}$. Preliminary results ${ }^{7}$ of detailed studies in these and lower fields are in agreement with the present model. ${ }^{14}$

In conclusion, let us briefly discuss the effect of finite temperature on our results. In this case, transitions $a \rightarrow b$ are driven not only by electric field, but also by phonons of energy $\sim k T$, which is equivalent, according to Eq. (12), to the replacement $E \rightarrow E-E_{T}$, where $E_{T}=k T / e \ell_{a a}$. Then we have instead of Eq. (14)
$\frac{G(E)}{G(0)}$

$$
\propto \begin{cases}1, & E \leqslant E_{T},  \tag{18}\\ \exp \left[-2 \xi_{\mathrm{opt}}\left(\sqrt{1-\lambda\left(E-E_{T}\right) / 2 Q \tau}-1\right)\right], & E>E_{T},\end{cases}
$$

which means that there is a region of linear conductivity in low electric fields with the upper boundary $E_{T} \propto T$.

At higher temperatures we have $a_{\text {opt }} \propto T^{-1 / 2} \rightarrow a_{\text {min }}$, and an electric field is no longer necessary for driving currents through small grains. This does not mean, however, that it has no effect on the conductivity. In this case, we should reconsider the nonlinearity mechanism suggested earlier, ${ }^{5}$, namely, the effect of electric field on the tunneling probability between grains.

Thus, on the basis of this simple model it is possible to offer a qualitative interpretation of various features of thermally activated conductivity of granular metals, including its nonlinearity in high electric fields.

The author is indebted to B. A. Aronzon and V. V. Ryl'kov for helpful discussions and information about experimental results prior to publication. The work was supported by the Russian Fund for Fundamental Research (Grants 96-02-18429-a and 98-02-17412-a) and by the joint program of Center National de Recherche Scientifique of France and Russian Fund for Fundamental Research (Grant 98-02-22037).

[^7]${ }^{5}$ At higher $x$ a transition to a nonactivated conductivity $G(T)$ took place. The most probable cause of this change is a more complicated structure of the metallic component for $x$ approaching $x_{c}$. In this case the simple model of isolated ball-shaped particles of different sizes no longer applies.
${ }^{6}$ No complications occur when the radicand in Eq. (14) goes to zero (see below).
${ }^{7}$ )The experiments were performed on samples with $x \approx x_{c}$ in fields $E=10^{2}$ $10^{3} \mathrm{~V} / \mathrm{cm}$. The conductance remained constant in the region of low electric fields, whose width increased with temperature, and then changed by an order of magnitude.

[^8]${ }^{5}$ P. Sheng, B. Abeles, and Y. Arie, Phys. Rev. Lett. 31, 44 (1973).
${ }^{6}$ S. T. Chui, Phys. Rev. B 43, 14274 (1991); E. Cuevas, M. Ortuño, and J. Ruiz, Phys. Rev. Lett. 71, 1871 (1993).
${ }^{7}$ L. D. Landau and E. M. Lifshitz, Electrodynamics of Continuous Media, Pergamon, Oxford (1980).
${ }^{8}$ B. A. Aronzon, A. E. Varfolomeev, D. Yu. Kovalev et al., Fiz. Tverd. Tela 40, No. 6 (1999) (in press); A. A. Likal'ter, private communication.
${ }^{9}$ A. B. Pakhomov, X. Yan, N. Wang et al., Physica A 241, 344 (1997).
${ }^{10}$ G. Eytan, R. Rosenbaum, D. S. McLachlan, and A. Albers, Phys. Rev. B 48, 6342 (1993).
${ }^{11}$ B. Zhao and X. Yan, Physica A 241, 367 (1997).
${ }^{12}$ J. I. Gittleman, Y. Goldstein, and S. Bozowski, Phys. Rev. B 5, 3609 (1972).
${ }^{13}$ S. A. Gurevich, V. V. Khorenko, L. Yu. Kupriyanov et al., JETP Lett. 64, 736 (1996).
${ }^{14}$ V. V. Ryl'kov, private communication.

Translation provided by the Russian Editorial office.

# Application of renormalization group techniques to transport in the presence of nonlinear sources and sinks 

É. V. Teodorovich*)<br>Institute for Problems in Mechanics, Russian Academy of Sciences, 117526 Moscow, Russia<br>(Submitted 7 September 1998)<br>Zh. Éksp. Teor. Fiz. 115, 1497-1510 (April 1999)


#### Abstract

The paper considers the problem of spreading of a localized distribution due to diffusion in the presence of nonlinear sources and sinks modeling annihilation and creation of material in chemical reactions. The evolution of the parameters characterizing the problem, namely, the amplitude and radius of the distribution, has been investigated under the assumption that the distribution is self-similar. These parameters have been calculated using the renormalizationgroup method with renormalization of the diffusion coefficient and the total amount of material. As a result, it is possible to classify various regimes of the asymptotic behavior of the system at long times according to the sign of nonlinear interaction constant and the spatial dimensionality. In particular, the conditions under which the regime of asymptotic freedom and the peaking regime are realized have been found. The renormalization group method not only allows us to calculate the exponents of functions with power-law behavior, but also to track the transition to the asymptotic regime and calculate numerical coefficients. © 1999 American Institute of Physics. [S1063-7761(99)02404-X]


## 1. INTRODUCTION

The problem of transport in the presence of nonlinear sources and sinks has long been long been at the forefront of research because this phenomenon has implications for physics, chemistry, engineering, biology, ecology, and other sciences. The theoretical description of these phenomena is based on a quasilinear parabolic equation of the form

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}-D_{0} \Delta\right] C(\mathbf{r}, t)+\lambda C^{1+2 \delta}(\mathbf{r}, t)=0 \tag{1.1}
\end{equation*}
$$

In particular, Eq. (1.1) occurs in modeling processes of chemical kinetics, coagulation of aerosol particles, filtering in porous media, heat transfer with due account of losses and heating due to radiation, etc. To be more specific, in what follows we will relate our analysis to chemical kinetics, ${ }^{1}$ so the quantity $C(\mathbf{r}, t)$ will be called the concentration of a substance, $D_{0}$ the molecular diffusion coefficient, $n=1+2 \delta$ the order of the chemical reaction, and $\lambda$ the reaction rate constant. The case $\lambda>0$ corresponds to annihilation of a substance in the course of the reaction, and $\lambda<0$ to creation. Studyies of the long-time asymptotics of the solution reveal that there is a critical spatial dimension $d_{c}=1 / \delta$ for absorption reactions above which diffusion processes should be unimportant, the solution as a function of time depends on the order of the chemical reaction as $C(\mathbf{r}, t) \propto(\lambda t)^{-1 / 2 \delta}$ and appears to be independent of the initial substance concentration in agreement with the results of the mean-field approximation.

However, for dimensions below the critical value a specific nonlinear regime is observed and the concentration decays asymptotically with time as $C(\mathbf{r}, t) \propto t^{-d / 2}$, which implies that spatial fluctuations dominate in the concentration. A convenient technique for investigating fluctuations in a
system with an infinite number of essential degrees of freedom is an application of quantum field theory methods. According to the Martin-Siggia-Rose formalism of "field doubling,,"2 a classical system described by Eq. (1.1) is equivalent to a certain quantum system in the sense that they have identical characteristic functionals (functional Fourier transforms of the probability density identified with the concentration) expressed in the form of path integrals for two fields presented by creation and annihilation operators of particles involved in a reaction. ${ }^{3}$

The technique of renormalized perturbation theory borrowed from the quantum field theory was employed in investigating equation system (1.1) by Doi. ${ }^{4}$ Peliti ${ }^{3}$ showed that for binary reactions ( $n=2, \delta=1 / 2$ ) one can sum up the perturbation series, calculate exact renormalizations of the propagator and vertex, and determine the exponent in the power function of time, which appears to be valid for all orders of perturbation theory. The idea of using the renormalization group (RG) method in summing the infinite perturbation series was suggested and exploited by Ohtsuki. ${ }^{5} \mathrm{He}$ investigated the problem of the evolution of a given initial distribution for $d<d_{c}$ and, under the assumption that the asymptotic form is independent of the initial distribution, obtained damping with exponent $-d / 2$. Like Peliti, ${ }^{3}$ Ohtsuki ${ }^{5}$ analyzed only the renormalization of reaction rates (vertices), and no renormalization of field amplitudes was needed. The application of the RG technique allowed them to determine not only the exponents but also the numerical coefficients of the power functions, and describe the transition to the asymptotic regime as well. Lee ${ }^{6}$ generalized this analysis to the case of a reaction of arbitrary order (unlike the case of binary reactions analyzed previously), and in addition, he calculated numerical amplitude coefficients.

This paper suggests a slightly different method based on the RG technique for investigating the asymptotic distribution function, which allows one to perform an analytic continuation with respect to the order of the chemical reaction as well as the spatial dimension. This is rather difficult in the field approach, since the reaction order governs the topological structure of the Feynman diagrams. Moreover, if the quantum field theory formalism is not used when the Lagrangian structures for creation and annihilation reactions are different, these processes are described similarly in our approach, and the only difference is in the sign of the reaction constant $\lambda$.

## 2. PROBLEM STATEMENT AND CONSTRUCTION OF A RENORMALIZED PERTURBATION THEORY

The goal of the present work is to investigate asymptotics of solutions of the Cauchy problem for a localized initial distribution function. The solution is assumed to be selfsimilar, i.e., the functional form of the solution does not change in the process of evolution, and only the characteristic scales of the problem, namely, the amplitude and width of the distribution, depend on time. In the case of spherically symmetrical initial conditions, the self-similarity property implies

$$
\begin{equation*}
C(\mathbf{r}, t)=C(t) F\left(r^{2} / l^{2}(t)\right), \tag{2.1}
\end{equation*}
$$

and one can describe the evolution of the distribution in terms of the functions $C(t)$ and $l^{2}(t)$. [It is worth noting that previous studies ${ }^{7,8}$ of this problem were limited to the case of $l^{2}(t)=4 D_{0} t$.] The author previously ${ }^{9}$ suggested using the RG method in order to calculate these functions and analyzed the specific case of an absorption reaction in a lowdimensional space. In the present paper this approach is generalized to the case of a space of arbitrary dimension and arbitrary sign of $\lambda$, which allows one to investigate, using the same technique, processes involving reactions with material generation and so-called blow-up regimes, which commonly occur in such reactions. ${ }^{8}$

In what follows, we will use the total amount of material $q(t)$ and time-dependent diffusion coefficient $\widetilde{D}$ defined by the formula $l^{2}(t)=4 \widetilde{D}(t) t$ instead of the functions $C(t)$ and $l^{2}(t)$. These two parameters can be expressed in terms of $C(t)$ and $l^{2}(t)$ and allow us to write the solution in the form

$$
\begin{equation*}
C(\mathbf{r}, t)=\frac{q(t)}{[4 \widetilde{D}(t) t]^{d / 2} b_{1}} F\left(\frac{r^{2}}{4 \widetilde{D}(t) t}\right), \quad b_{1}=\int d \mathbf{x} F\left(x^{2}\right), \tag{2.2}
\end{equation*}
$$

where

$$
\begin{align*}
& \int d \mathbf{r} C(\mathbf{r}, t)=q(t), \\
& \int d \mathbf{r} r^{2} C(\mathbf{r}, t)=4 q(t) \widetilde{D}(t) t\left(\frac{b_{1}}{b_{2}}\right), \\
& b_{2}=\int d \mathbf{x} x^{2} F\left(x^{2}\right) . \tag{2.3}
\end{align*}
$$

The numerical analysis of the solution ${ }^{10}$ indicates that, for a large set of different initial distributions and at least in the case of an absorption reaction $(\lambda>0)$, an asymptotic solution is well described by the Gaussian form $F\left(x^{2}\right)$ $=\exp \left\{-x^{2}\right\}$. In this case we have $b_{1}=\pi^{d / 2}$ and $b_{2} / b_{1}=d / 2$.

Let us take the initial distribution in the form

$$
\begin{equation*}
C(\mathbf{r}, 0)=Q_{0} \delta(\mathbf{r}) \tag{2.4}
\end{equation*}
$$

However, in some cases, using a generalized function (distribution) as an initial condition can yield an incorrect result, since the function $\delta^{n}(\mathbf{r})$ is ill-defined, and then one should use a regularized distribution of the form

$$
C(\mathbf{r}, 0)=C_{0} \exp \left(-r^{2} / l_{0}^{2}\right),
$$

which can be treated as resulting from linear evolution of the distribution (2.4) defined at $t=-t_{0}$, so that $t_{0}=l_{0}^{2} / 4 D_{0}$ and $Q_{0}=\left(\pi l_{0}^{2}\right)^{d / 2} C_{0}$.

The use the RG method in its quantum-field version is based on the arbotrariness of a partition of the full Hamiltonian of a system into unperturbed and perturbed parts when a renormalized perturbation scheme is developed (renormalization invariance), and this arbitrariness is used to improve the perturbation theory by summing an infinite subset of the total perturbation series. ${ }^{11}$ Although our version of the theory does not contain a Hamiltonian, and the perturbation theory is developed by iterating an integral equation equivalent to Eqs. (1.1) and (2.4), the selection of the initial distribution provides a degree of freedom which corresponds to the renormalization invariance in the quantum field theory.

Following the RG method, we renormalize the diffusion coefficient in Eq. (1.1) by replacing $D_{0} \rightarrow D=Z_{1}^{-1} D_{0}$ and adding a compensating term to the right-hand side:

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}-D \Delta\right] C(\mathbf{r}, t)+\lambda C^{1+2 \delta}(\mathbf{r}, t)=\left(Z_{1}-1\right) D \Delta C(\mathbf{r}, t) . \tag{2.5}
\end{equation*}
$$

Using the Green's function method, let us go over from a differential to an integral equation, incorporating the initial condition (2.4) in the explicit form

$$
\begin{align*}
C(\mathbf{r}, t)= & Q_{0} G(\mathbf{r}, t)-\int_{0}^{t} d t^{\prime} \int d \mathbf{r}^{\prime} G\left(\mathbf{r}-\mathbf{r}^{\prime}, t-t^{\prime}\right) \\
& \times\left[\lambda C^{1+2 \delta}\left(\mathbf{r}^{\prime}, t^{\prime}\right)-\left(Z_{1}-1\right) D \Delta C\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right] \tag{2.6}
\end{align*}
$$

[note that the Green's function in Eq. (2.6) incorporates the renormalized diffusion coefficient $D$ rather then its bare value $D_{0}$ ].

Let us renormalize the initial condition by substituting $Q_{0} \rightarrow Q=Z_{2}^{-1} Q_{0}$ and adding a second compensating term to the right-hand side:

$$
\begin{align*}
C(\mathbf{r}, t)= & Q G(\mathbf{r}, t)-\int_{0}^{t} d t^{\prime} \int d \mathbf{r}^{\prime} G\left(\mathbf{r}-\mathbf{r}^{\prime}, t-t^{\prime}\right) \\
& \times\left[\lambda C^{1+2 \delta}\left(\mathbf{r}^{\prime}, t^{\prime}\right)-\left(Z_{1}-1\right) D \Delta C\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right] \\
& +\left(Z_{2}-1\right) Q G(\mathbf{r}, t) \tag{2.7}
\end{align*}
$$

After sequential iterations of Eq. (2.7) with the first term in the right-hand side used as a zero-order approximation, we obtain the solution in the form of a perturbation series in powers of the nonlinearity parameter $\lambda$.

In the first approximation of the perturbation theory, the calculation yields ${ }^{9}$

$$
\begin{aligned}
C^{(1)}(\mathbf{r}, t)= & Q\left[G(\mathbf{r}, t)-\frac{\lambda Q^{2 \delta}}{D^{\delta d}} A \int_{0}^{t} \frac{d t^{\prime}}{\left(t^{\prime}\right)^{1-\epsilon}} G\right. \\
& \times\left(\mathbf{r}, t-\frac{2 \delta}{1+2 \delta} t^{\prime}\right)+\left(Z_{2}-1\right) G(\mathbf{r}, t) \\
& \left.+\left(Z_{1}-1\right) D t \Delta G(\mathbf{r}, t)\right]
\end{aligned}
$$

$$
\begin{equation*}
\epsilon=1-\delta d, \quad A=\frac{1}{(1+2 \delta)^{d / 2}} \frac{1}{(4 \pi)^{1-\epsilon}} \tag{2.8}
\end{equation*}
$$

In getting Eq. (2.8), we have used the so-called semigroup property of the Green's function of the diffusion equation, namely,

$$
\begin{align*}
& \int d \mathbf{r}^{\prime} G\left(\mathbf{r}-\mathbf{r}^{\prime}, t-t^{\prime}\right) G\left(\mathbf{r}^{\prime}, t^{\prime}-t_{0}\right) \\
& =G\left(\mathbf{r}, t-t_{0}\right) \quad\left(t>t^{\prime}>t_{0}\right), \tag{2.9}
\end{align*}
$$

and it is easy to show that

$$
\begin{equation*}
G^{1+2 \delta}(\mathbf{r}, t)=\frac{A}{(D t)^{\delta d}} G\left(\mathbf{r}, \frac{t}{1+2 \delta}\right) . \tag{2.10}
\end{equation*}
$$

Equation (2.8) clearly shows that, at least at $\epsilon<0$, the main contribution to the integral over $t^{\prime}$ comes from the region of small $t^{\prime}$, which allows us to omit $t^{\prime}$ in the argument of the Green's function in the integrand. As a result, we see that in the lowest order of the perturbation theory in $1 / \epsilon$ the spatial distribution of the concentration is described by the Green's function of the linear problem. This confirms our assumption (2.1) about the self-similar form of the distribution function, because the same arguments are valid for higher order terms of the perturbation theory constructed by iteration. Note also that in the case of small $\delta$, in accordance with Eq. (2.8), one can also omit $t^{\prime}$ in the argument of the Green's function and obtain the spatial distribution typical of the linear problem.

Up to this point, we stress that the renormalization constants $Z_{1}$ and $Z_{2}$ have been arbitrary. We will specify these constants with the normalization condition, which says that the amount of material and the effective diffusion coefficient at time $t=\tau$ coincide with the renormalized values

$$
\begin{equation*}
q(\tau)=Q, \quad \widetilde{D}(\tau)=D \tag{2.11}
\end{equation*}
$$

The use of Eqs. (2.3), (2.8), and (2.11) yields in the lowest approximation of the perturbation theory the following renormalization constant for the total amount of material:

$$
\begin{equation*}
Z_{2}(\tau)=1+\frac{\lambda Q^{2 \delta}}{D^{\delta d}} A \int_{0}^{\tau} \frac{d t^{\prime}}{\left(t^{\prime}\right)^{1-\epsilon}}=1+g A B(1, \epsilon) \tag{2.12}
\end{equation*}
$$

where $g=\left(\lambda Q^{2 \delta} / D^{\delta d}\right) \tau^{\epsilon}, B(\xi, \eta)$ is the beta-function (the Euler integral of the first kind). The beta-function is included
in Eq. (2.12) because the integral diverges at negative $\epsilon$, but it can be extrapolated to the region $\epsilon<0$ using well-known recurrence relations. This approach corresponds to the method of dimensional regularization in quantum field theory. ${ }^{12,13}$

Similarly we determine the renormalization constant for the diffusion coefficient:

$$
\begin{align*}
Z_{1}(\tau) & =1-\frac{\lambda Q^{2 \delta}}{D^{\delta d}} A \frac{2 \delta}{1+2 \delta} \frac{1}{\tau} \int_{0}^{\tau} \frac{d t^{\prime}}{\left(t^{\prime}\right)^{-\epsilon}} \\
& =1-2 g A a B(1, \epsilon), \quad a=\frac{\delta}{1+2 \delta} \frac{B(1,1+\epsilon)}{B(1, \epsilon)} \tag{2.13}
\end{align*}
$$

## 3. RENORMALIZATION INVARIANCE AND RENORMALIZATION GROUP METHOD

Let us express the unknown functions $q(t)$ and $\widetilde{D}(t)$ in terms of dimensionless functions of dimensionless parameters:

$$
\begin{equation*}
q(t)=Q f_{2}(t / \tau, g), \quad \widetilde{D}(t)=D f_{1}(t / \tau, g) \tag{3.1}
\end{equation*}
$$

which should obey the relations $f_{1}(1, g)=1$ and $f_{2}(1, g)=1$ according to the normalization condition (2.11). The renormalization invariance requirement means that calculations of $q(t)$ and $\widetilde{D}(t)$ should not depend on the set of numerical parameters determined by a specific selection of normalization point $\tau$, i.e., under the RG transformations $\tau \rightarrow \tau_{1}, Q$ $\rightarrow Q_{1}$, and $D \rightarrow D_{1}$ the following relation should hold:
$Q f_{2}\left(\frac{t}{\tau}, g\right)=Q_{1} f_{2}\left(\frac{t}{\tau_{1}}, g_{1}\right), \quad D f_{1}\left(\frac{t}{\tau}, g\right)=D_{1} f_{1}\left(\frac{t}{\tau_{1}}, g_{1}\right)$,
$g_{1}=\frac{\lambda Q_{1}^{2 \delta}}{D_{1}^{\delta d}} \tau_{1}^{\epsilon}$.
From the normalization conditions it follows that

$$
Q_{1}=Q f_{2}\left(\frac{\tau_{1}}{\tau}, g\right), \quad D_{1}=D f_{1}\left(\frac{\tau_{1}}{\tau}, g\right)
$$

which yields functional RG equations

$$
\begin{equation*}
f_{i}\left(\frac{t}{\tau}, g\right)=f_{i}\left(\frac{\tau_{1}}{\tau}, g\right) f_{i}\left(\frac{t}{\tau_{1}}, g_{1}\right) \quad(i=1,2) \tag{3.3}
\end{equation*}
$$

To solve Eq. (3.3), let us introduce a new dimensionless function

$$
\begin{equation*}
\frac{\lambda q^{2 \delta}(t) t^{\epsilon}}{\widetilde{D}^{\delta d}(t)} \equiv g f_{2}^{2 \delta}\left(\frac{t}{\tau}, g\right)\left(\frac{t}{\tau}\right)^{\epsilon} f_{1}^{\delta d}\left(\frac{t}{\tau}, g\right)=\tilde{g}\left(\frac{t}{\tau}, g\right) . \tag{3.4}
\end{equation*}
$$

This function is an actual time-dependent expansion parameter of the perturbation theory invariant under the RG transformation. It satisfies the functional RG equation

$$
\begin{equation*}
\tilde{g}(x, g)=\tilde{g}(x / \alpha, \tilde{g}(\alpha, g)), \quad \tilde{g}(1, g)=g \tag{3.5}
\end{equation*}
$$

and the differential RG equation following from it:

$$
\left\{-x \frac{\partial}{\partial x}+\beta(g) \frac{\partial}{\partial g}\right\} \tilde{g}(x, g)=0
$$



FIG. 1. Possible forms of $\beta(g)$.

$$
\begin{equation*}
\beta(g)=\left.\frac{\partial \tilde{g}(x, g)}{\partial x}\right|_{x=1} . \tag{3.6}
\end{equation*}
$$

In reality, Eq. (3.6) can be treated as an equation only in the case of a given RG function $\beta(g)$, which is determined by the behavior of function $\tilde{g}(x, g)$ near the normalization point $x=1$. The RG method is based on the suggestion that $\beta(g)$ should be calculated by the renormalized perturbation theory. If $\beta$ is calculated by the perturbation theory, substituted in Eq. (3.6), and this equation is solved, this procedure corresponds to summation of the perturbation series or an infinite subsequence of it. ${ }^{11}$

Using Eqs. (2.12) and (2.13), one can evaluate the functions $f_{i}(x, g)$ in the lowest order of perturbation theory:

$$
\begin{align*}
f_{1}(x, g) & =\widetilde{D}(t) / D=Z_{1}(\tau) / Z_{1}(t) \\
& \approx 1+2 g A a B(1, \epsilon)\left(x^{\epsilon}-1\right), \\
f_{2}(x, g) & =q(t) / Q=Z_{2}(\tau) / Z_{2}(t) \approx 1-g A B(1, \epsilon)\left(x^{\epsilon}-1\right) . \tag{3.7}
\end{align*}
$$

After finding $\beta(g)$ from Eq. (3.7) and solving Eq. (3.6) by the method of characteristics, ${ }^{11}$ we get

$$
\begin{align*}
& \tilde{g}(x, g)=\frac{g x^{\epsilon}}{1+\left(g / g^{*}\right)\left(x^{\epsilon}-1\right)}, \\
& f_{i}(x, g)=\left\{1+\left(g / g^{*}\right)\left(x^{\epsilon}-1\right)\right\}^{\zeta_{i}}, \\
& \zeta_{1}=a / \delta(1+a d), \quad \zeta_{2}=-1 / 2 \delta(1+a d), \\
& g^{*}=\epsilon / 2 \delta A(1+a d) . \tag{3.8}
\end{align*}
$$

The remaining step is to express the solution in terms of initial (nonrenormalized) parameters of the problem by eliminating $\tau, D$, and $Q$. To this end, let us consider the general form of the RG function. Depending on the sign of $\epsilon$, three situations illustrated by Fig. 1 can occur. The asymptotics is determined by positions of stationary (fixed) points $g_{i}$ determined by the condition $\beta\left(g_{i}\right)=0$. The requirement that the fixed point should be stable as $t \rightarrow \infty$ is equivalent to the condition $[\partial \beta(g) / \partial g]_{g=g_{i}}<0$, and the stability condition for a fixed point as $t \rightarrow 0$ is $[\partial \beta(g) / \partial g]_{g=g_{i}}>0$. Figure 1 shows that in the lowest approximation of perturbation theory there are two fixed points: one is trivial, $g=0$, which corresponds to the absence of nonlinear interactions (asymptotic freedom), and the other is nontrivial, $g=g^{*}$ $\neq 0$, whose position is determined by the sign of $\epsilon$. In the marginal case $\epsilon=0$ the stable and unstable fixed points are merged.

From the condition $q(t) \geqslant 0, \widetilde{D}(t) \geqslant 0$ it follows that the sign of $g$ is determined by the sign of $\lambda$ only. Hence it follows that in the case of an absorption reaction $(\lambda>0)$ and $\epsilon>0\left(d<d_{c}\right)$ a specific stable nonlinear regime develops as $t \rightarrow \infty$ and it evolves from the initial condition of asymptotic freedom as $t \rightarrow 0$. For $\epsilon<0\left(d>d_{\mathrm{c}}\right)$, an asymptotically free regime may occur as $t \rightarrow \infty$, but it evolves from 'unphysical" boundary conditions defined at $t \rightarrow 0$ and corresponding to $g<0$.

For $\lambda<0$ (the case when a substance is produced) and $\epsilon>0$, a regime stable as $t \rightarrow \infty$ corresponds to the unphysical value $\tilde{g} \rightarrow g^{*}>0$, so the region $t \rightarrow \infty$ should be excluded from the analysis. But for $\epsilon<0$ the regime of asymptotic freedom in the limit $t \rightarrow \infty$ evolves from an initial state that is stable for $t \rightarrow 0$ and corresponding to $g<0$.

The condition of asymptotic freedom means an absence of renormalization of the diffusion coefficient and a constant amount of material. These requirements can be treated as boundary conditions that allow one to eliminate $\tau$ in Eq. (3.8) and express $Q$ and $D$ in terms of the initial parameters. In accordance with the above arguments, this procedure is carried out in a different manner depending on the signs of $\lambda$ and $\epsilon$.

## 4. DIFFERENT REGIMES OF SYSTEM BEHAVIOR

(a) An absorption reaction at space dimension below the critical value, $\lambda>0, \epsilon>0$ (binary reactions in a onedimensional space). Using the condition of asymptotic freedom, $q(0)=Q_{0}, \widetilde{D}(0)=D_{0}$, we get from Eqs. (3.4) and (3.8)

$$
\begin{equation*}
g=g_{0}\left[1+\left(g_{0} / g^{*}\right)\right]^{-1}, \quad g_{0}=\lambda Q_{0}^{2 \delta} \tau^{\epsilon} / D_{0}^{\delta d} \tag{4.1}
\end{equation*}
$$

which yields after substitution in Eq. (3.1)

$$
\begin{align*}
& \widetilde{D}(t)=D_{0}\left[1+\frac{\lambda Q_{0}^{2 \delta}}{D_{0}^{\delta d}} \frac{1}{g^{*}} t^{\epsilon}\right]^{\zeta_{1}}=D_{0}\left[1+\frac{1}{g^{*}}\left(\frac{t}{T}\right)^{\epsilon}\right]^{\zeta_{1}}, \\
& q(t)=Q_{0}\left[1+\frac{\lambda Q_{0}^{2 \delta}}{D_{0}^{\delta d}} \frac{1}{g^{*}} t^{\epsilon}\right]^{\zeta_{2}}=Q_{0}\left[1+\frac{1}{g^{*}}\left(\frac{t}{T}\right)^{\epsilon}\right]^{\zeta_{2}}, \tag{4.2}
\end{align*}
$$

$$
T^{-\epsilon}=\frac{\lambda Q_{0}^{2 \delta}}{D_{0}^{\delta d}}
$$

From Eq. (4.2) we obtain expressions for the amplitude $C(t)$ and radius $l(t)$ of the diffusion spot:

$$
\begin{align*}
C(t) & =\frac{q(t)}{[4 \pi \widetilde{D}(t) t]^{d / 2}} \\
& =\frac{Q_{0}}{\left[4 \pi D_{0} t\right]^{d / 2}}\left[1+\frac{1}{g^{*}}\left(\frac{t}{T}\right)^{\epsilon}\right]^{-1 / 2 \delta} \\
l(t) & =\sqrt{4 \widetilde{D}(t) t}=\sqrt{4 D_{0}}\left[1+\frac{1}{g^{*}}\left(\frac{t}{T}\right)^{\epsilon}\right]^{\zeta_{1} / 2} t^{1 / 2} . \tag{4.3}
\end{align*}
$$

At large $t$ Eqs. (4.3) transforms to

$$
\begin{align*}
& C(t) \rightarrow \frac{1}{(4 \pi)^{d / 2}}\left(\frac{\lambda t}{g^{*}}\right)^{-1 / 2 \delta}=c(\lambda t)^{-1 /(n-1)}, \\
& l(t) \rightarrow \sqrt{4 D_{0}}\left(g^{*}\right)^{-\zeta_{2} / 2} t^{1 / 2}(t / T)^{\epsilon \zeta_{1} / 2} . \tag{4.4}
\end{align*}
$$



FIG. 2. Typical curves of $\widetilde{g}(x, g), q(t)$, and $\widetilde{D}(t)$ for various $\epsilon$ and $\lambda$ [see text, cases (a) to (e)].

In accordance with Eq. (4.4), the asymptotic form of the amplitude proves to be independent of the initial distribution parameter $Q_{0}$ and corresponds to self-similar solutions discussed in earlier publications. ${ }^{7}$ However, the evolution of the diffusion spot radius $l(t)$ depends on the selection of initial conditions (parameter $Q_{0}$ ), i.e., a regime of incomplete selfsimilar condition is realized (self-similarity of the second kind), ${ }^{14}$ when $l(t) \propto t^{1 / 2+\alpha}$. The incomplete self-similarity exponent $\alpha$ is determined only by the reaction order and spatial dimensionality:

$$
\alpha=\frac{1-\delta d}{2 \delta} \frac{a}{1+a d} .
$$

The corresponding curves are plotted in Fig. 2a.
(b) Absorption reaction in a space of dimension above the critical value, $\epsilon<0, \lambda>0$. The asymptotic freedom regime realized as $t \rightarrow \infty$ corresponds to the conditions $\widetilde{D}(\infty)$ $=D_{0}$ and $q(\infty)=$ const. However, in the limit $t \rightarrow 0$, it is found that $\tilde{g} \rightarrow g^{*}<0$, which corresponds to unphysical initial conditions since, according to Eq. (3.3), the relation $\tilde{g}$ $\geqslant 0$ should hold. The reason is that the initial condition is
defined by the generalized function $\delta(\mathbf{r})$ : the function $\delta^{n}(\mathbf{r})$ appearing in Eq. (1.1) is ill-defined. In order to get circumvent this difficulty, one should take an initial condition with a finite distribution radius [Eq. $\left.\left(2.4^{\prime}\right)\right] l_{0}=\sqrt{4 \widetilde{D}\left(t_{0}\right) t_{0}}$ and $t_{0}$ in the region of positive $\tilde{g}$. Thus, the initial conditions are given by the relations

$$
\begin{equation*}
Q_{0}=q\left(t_{0}\right), \quad l_{0}=l\left(t_{0}\right) \tag{4.5}
\end{equation*}
$$

Having selected the normalization point at $\tau=t_{0}$ and taken into account $\widetilde{D}\left(t_{0}\right)=D$, we obtain

$$
\begin{align*}
& q(t)=Q_{0}\left[1+\frac{\lambda Q_{0}^{2 \delta}}{D^{\delta d}} \frac{1}{\left(-g^{*}\right)}\left(t_{0}^{\epsilon}-t^{\epsilon}\right)\right]^{\zeta_{2}} \\
& \widetilde{D}(t)=D\left[1+\frac{\lambda Q_{0}^{2 \delta}}{D^{\delta d}} \frac{1}{\left(-g^{*}\right)}\left(t_{0}^{\epsilon}-t^{\epsilon}\right)\right]^{\zeta_{1}} \tag{4.6}
\end{align*}
$$

From condition $\widetilde{D}(\infty)=D_{0}$ we derive an equation expressing $t_{0}$ in terms of the initial conditions, $C_{0}=C\left(t_{0}\right)$ and $l_{0}$, and the parameters $\lambda$ and $D_{0}$ of the problem:

$$
\begin{equation*}
4 D_{0} t_{0}=l_{0}^{2}\left[1+\frac{(4 \pi)^{\delta d}}{\left(-g^{*}\right)} C_{0}^{2 \delta} \lambda t_{0}\right]^{\zeta_{1}} \tag{4.7}
\end{equation*}
$$

For the amplitude and radius of the distribution given by Eq. (2.1), we find

$$
\begin{align*}
C(t)= & C_{0}\left(\frac{t}{t_{0}}\right)^{-d / 2}\left\{1+\frac{(4 \pi)^{\delta d}}{\left(-g^{*}\right)} C_{0}^{2 \delta} \lambda t_{0}\right. \\
& \left.\times\left[1-\left(\frac{t}{t_{0}}\right)^{\epsilon}\right]\right\}^{-1 / 2 \delta}, \\
l(t)= & l_{0}\left(\frac{t}{t_{0}}\right)^{1 / 2}\left\{1+\frac{(4 \pi)^{\delta d}}{\left(-g^{*}\right)} C_{0}^{2 \delta} \lambda t_{0}\left[1-\left(\frac{t}{t_{0}}\right)^{\epsilon}\right]\right\}^{\zeta_{1} / 2}, \tag{4.8}
\end{align*}
$$

and for the asymptotic amount of material

$$
\begin{equation*}
q(\infty)=Q_{0}\left(4 D_{0} t_{0} / l_{0}^{2}\right)^{-1 / 2 a} . \tag{4.9}
\end{equation*}
$$

Typical curves for $\tilde{g}(x), q(t)$, and $\widetilde{D}(t)$ are shown in Fig. 2b.
(c) The marginal case of the critical dimension, $\boldsymbol{\epsilon}=0$ (takes place in binary reactions in a two-dimensional space). An important point is that at $\epsilon=0$ we have $\zeta_{1}=0$, in accordance with Eq. (2.13), and the diffusion coefficient is not renormalized. Then, using the formula for $g^{*}$ from Eq. (3.8), we obtain

$$
\begin{equation*}
q(t)=Q_{0}\{1+2 \delta A g \ln (t / \tau)\}^{-1 / 2 \delta}, \quad \widetilde{D}(t)=D_{0} \tag{4.10}
\end{equation*}
$$

By setting the initial conditions at the renormalization point $\tau=l_{0}^{2} / 4 D_{0}$ and measuring time from this point we obtain

$$
\begin{align*}
& q(t)=Q_{0}\left[1+\frac{1}{\pi(d+2)} \frac{\lambda Q_{0}^{1 / 2 d}}{D_{0}} \ln \frac{l(t)}{l_{0}}\right]^{-d / 2}, \\
& l(t)=\sqrt{l_{0}^{2}+4 D_{0} t} \tag{4.11}
\end{align*}
$$

From Eq. (4.11) it follows that in the case of an absorption reaction $(\lambda>0)$ the amount of material in the long-time limit
slowly decays as a power of a logarithm and the asymptotic form is independent of the initial quantity $Q_{0}$. However, in the case of the production reaction $(\lambda<0)$ the amount of material increases and tends to infinity during a certain finite time interval depending on the problem parameters $\lambda, D_{0}$, $Q_{0}$, and $l_{0}$.
(d) A creation reaction at a dimension below the critical value, $\epsilon>0, \lambda<0$ (a binary reaction in a one-dimensional space). After eliminating the renormalized parameter with the help of the condition of asymptotic freedom for $t \rightarrow 0$, we obtain formulas of the form [Eq. (4.2)]

$$
\begin{align*}
& \widetilde{D}(t)=D_{0}\left[1-\frac{(-\lambda) Q_{0}^{2 \delta}}{D_{0}^{\delta d}} \frac{1}{g^{*}} t^{\epsilon}\right]^{\zeta_{1}}, \\
& q(t)=Q_{0}\left[1-\frac{(-\lambda) Q_{0}^{2 \delta}}{D_{0}^{\delta d}} \frac{1}{g^{*}} t^{\epsilon}\right]^{\zeta_{2}} . \tag{4.12}
\end{align*}
$$

With due account of the conditions $\zeta_{1}>0$ and $\zeta_{2}<0$, we find that $q(t)$ grows with time and has a singularity at $t_{1}$ $=\left[(-\lambda) Q_{0}^{2 \delta} / g^{*} D_{0}^{\delta d}\right]^{-1 / \epsilon}$ (Fig. 2d). It also follows from Eq. (4.12) that at first an initially localized distribution of a finite amount of material spreads in accordance with the linear theory, but then the distribution narrows as the amount of material increases further, and a collapse takes place in a finite time $t_{1}$, which corresponds to the peaking regime. ${ }^{8}$ An investigation of the behavior of the system near the singularity point probably requires that the functions $f_{i}(x, g)$ be calculated in higher orders of the perturbation theory, but the present analysis probably allows one to describe the behavior and evolution rates of parameters in the peaking regime, at least in its earlier stages.
(e) A reaction producing material at a dimension above the critical value, $\epsilon<0, \lambda<0$. It follows from the general equations (3.8) with due account of conditions $\zeta_{1}<0$ and $\zeta_{2}<0$ that the solutions of RG equations for $q(t)$ and $\widetilde{D}(t)$ tend to zero as $t \rightarrow 0$, which means that the Cauchy problem with the initial $\delta$-function distribution is ill-posed. Therefore, one should proceed as in case (b), when the initial time was chosen at $t=t_{0}$ and the normalization conditions were determined at this point. Analysis of the solutions indicates that in this case two different regimes are possible, corresponding to the situations illustrated by the solid $(g / g *<1)$ and dashed $\left(g / g^{*}>1\right)$ curves in Fig. 2e. It is clear that for $g / g^{*}>1$ the region $x>x_{1}$ is unphysical since $\tilde{g}>0$ at $\lambda<0$.

In accordance with the normalization conditions, Eq. (4.5) and the condition of asymptotic freedom $\widetilde{D}(\infty)=D_{0}$ must be treated as boundary conditions and used in expressing integration constants $Q, D$, and $\tau=t_{0}$ of RG equations, in terms of the initial parameters that determine the total amount of material $Q_{0}$ and distribution width $l_{0}$, or the initial amplitude $C_{0}=Q_{0} / \pi^{d / 2} l_{0}^{d}$ and $l_{0}$. The condition of asymptotic freedom can be used only at $g / g^{*}<1$ since the region of asymptotic behavior is unphysical at $g / g *>1$ and the problem is ill-posed.

By eliminating the intermediate parameters $g, Q$, and $D$ we obtain equations of the form (4.6) and (4.7), and the
existence condition for the solution $t_{0}$ is $g / g^{*}<1$. If the initial conditions are chosen so that $g=g^{*}$, the solutions have the form

$$
\begin{align*}
& \tilde{g}(x, g)=g^{*}, \quad q(t)=Q_{0}\left(\frac{t}{t_{0}}\right)^{\epsilon \zeta_{2}}, \quad l(t)=l_{0}\left(\frac{t}{t_{0}}\right)^{\epsilon \zeta_{1}+1 / 2}, \\
& C(t)=\left[\frac{1+2 \delta}{2 \delta} \frac{\delta d-1}{1+a d}\right]^{-1 / 2 \delta}(-\lambda t)^{-1 / 2 \delta} \equiv c(-\lambda t)^{-1 / 2 \delta} . \tag{4.13}
\end{align*}
$$

Thus, the amplitude in the degenerate case under consideration is independent of the initial conditions, whereas the amount of material $q(t)$ and diffusion spot diameter $l(t)$ contain functions of time that correspond to the incomplete self-similarity condition. It follows from the last line in Eq. (4.13) that $t_{0}$ can be derived from the initial amplitude $C_{0}$ and, after substituting in the expression for $q(t)$ and $l(t)$, one can calculate the numerical coefficients in the functions of time.

## 5. DISCUSSION

The paper suggests a new version of the RG technique applied to chemical reactions controlled by diffusion. Unlike the traditional RG technique, which renormalizes the characteristic parameters of a system such as masses and charges in field theory or similar parameters in other problems, in this paper the initial conditions, namely, the amplitude and radius of the distribution function, have been renormalized. In this connection, the renormalization invariance manifests itself in the explicit form as a system behavior independence of given initial (boundary) conditions, which is dubbed the functional self-similarity. ${ }^{15}$ Although in most cases the functional selfsimilarity leads to trivial results in the sense that RG differential equations prove to be identical to initial equations, in the example discussed in the paper the RG technique yields nontrivial solutions. Previously the functional self-similarity property was used in solving the problem of nonlinear diffusion when asymptotic solutions of equations of a special type were investigated. ${ }^{16,17}$

The method used in this work has yielded results that are sometimes different from previously known solutions. In particular, in the case of an absorption reaction, the asymptotic amplitude decays according to a power law with exponent $-1 /(n-1)$ [Eq. (4.4)] for spatial dimensions below the critical value, whereas, according to the conventional viewpoint, this law should apply only to dimensions above the critical value. ${ }^{3-5}$ The reason for this disagreement is that earlier workers operated assumed the mean-field approximation, according to which field inhomogeneities due to fluctuations are small and the dominant role is played by nonlinear damping processes. But in this paper we have analyzed the evolution of an initially localized distribution instead of fluctuations in a spatially homogeneous distribution, where the distribution does not spread with time and the distribution amplitude follows the same law as the total amount of material.

The existence of self-similar solutions of the form (4.4) for the amplitude was proven on the basis of different arguments ${ }^{7}$ when self-similar asymptotic forms of solutions
of a quasilinear parabolic equation independent of initial conditions ('eigenfunctions") were found. On these assumptions, the amplitude decay exponent followed from the dimensions of physical quantities $[-1 /(n-1)]$, and it was proven that a distribution decaying faster than a power law as time tends to infinity can exist only if the spatial dimension is below the critical value [case (a)]. On the contrary, if the dimension is higher than the critical one and the nonlinearity degree is high, the amplitude decays rapidly on the initial stage, and as a result, the nonlinear term is unimportant and the system evolves in the regime of asymptotic freedom with diffusive spreading in accordance with the linear theory and conservation of the total amount of material. It turns out that the regime of asymptotic freedom cannot evolve from any initial distribution, but only under certain limitations on the amplitude and width. This limitation is defined by the domain of real solutions of Eq. (4.7) for parameter $t_{0}$. Logarithmic functions of time arise in the RG method in a natural way at the critical dimension. ${ }^{5}$ This result was discovered previously using different techniques (see the review ${ }^{7}$ ).

Using the RG technique, we have also described in a natural manner peaking regimes in the case of a reaction generating material at dimensions below the critical one, which were discovered and described previously in analyzing thermal processes by means of numerical and semianalytical methods. ${ }^{8}$ Application of the RG method to the problem under discussion allows one to estimate convergence rates and times of distribution collapse as functions of problem parameters.

As concerns the problems of absorption reactions, in case (a) the traditional $\epsilon$-expansion yields results of the physical dimension analysis, provided that the asymptotic form is independent of initial conditions (universal). However, our analysis indicates that only the amplitude is described by a universal function. Nonetheless, the universality is incomplete, because an asymptotic growth of the distribution width corresponds to the presence of anomalous dimension, and the additional dimensional parameter due to initial
conditions does not disappear in the long-time limit. The RG method has not yet been applied to problems with material generation.

The analysis of solutions of RG equations not only makes it possible to get the exponents of power functions in the asymptotic long-time limit, it also allows us to track the transition to the asymptotic regime and calculate the numerical coefficients. ${ }^{6,9}$
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# Dynamic topological solitons in a two-dimensional ferromagnet 
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It is shown that stable, skyrmion-type, dynamic solitons can be constructed for a wide class of twodimensional models of anisotropic ferromagnets. These solitons are stabilized as a result of the conservation of various integrals of motion: the $z$ projection of the total spin $S_{z}$ or the orbital angular momentum $L_{z}$ of the magnetization field. A class of two-parameter solitons with quite complicated (almost periodic) magnetization-field dynamics exists for a purely uniaxial model (in the sense of both spin and spatial rotations) with maximum symmetry. Stable solitons with periodic magnetization dynamics exist for ferromagnets with lower symmetry (only $S_{z}$ or $L_{z}$ or the total angular momentum $J_{z}=L_{z}+S_{z}$ is conserved). © 1999 American Institute of Physics. [S1063-7761(99)02504-4]

## 1. INTRODUCTION

Nonlinear excitations-topological magnetic solitons (see Ref. 1)—play an important role in the physics of lowdimensional magnets ${ }^{2,3}$ Specifically, it is well known that magnetic vortices contribute to the physical properties of two-dimensional magnets with continuous degeneracy of the ground state (Refs. 4-6; see also Refs. 2 and 3). Vortex solutions are impossible in two-dimensional magnets with discrete degeneracy of the ground state, i.e., in magnets with easy-axis anisotropy (or orthorhombic magnets). For these magnets it is important to take into account stable (quite long-lived), localized, two-dimensional solitons. ${ }^{2,3}$ According to experiments, ${ }^{7,8}$ they determine the relaxation of magnetic excitations and can give rise to peaks in the response functions. ${ }^{9}$ Such topological (nontrivial homotopy group $\pi_{2}$ ) statistical solitons have been constructed by Belavin and Polyakov for two-dimensional isotropic magnets. ${ }^{10}$ They are characterized by nontrivial topological properties relative to the mapping of the $x y$ plane of a two-dimensional magnet onto the sphere $S^{2}: \mathbf{m}^{2}=1$, where $\mathbf{m}$ is the normalized magnetization of the ferromagnet (see Refs. 1-3. In recent years interest in such states has increased even more in connection with their application for describing the Hall quantum effect. ${ }^{11}$

The basic problem arising in the soliton physics of twodimensional magnets is related to the stability of the localized solitons. According to the Hobart-Derrick theorem, ${ }^{12}$ for models of nonlinear fields whose energy depends on the components of the field and is quadratic in the gradients of the field components (see Eq. (1) below) stable, static, non-one-dimensional solitons with finite energy and finite radius do not exist (the solitons are unstable against collapse). Specifically, this is true for a uniaxial two-dimensional ferromagnet characterized by an energy of the form

$$
\begin{equation*}
W=\frac{1}{2} \int d^{2} x\left\{A(\boldsymbol{\nabla} \cdot \mathbf{m})^{2}+K\left(m_{x}^{2}+m_{y}^{2}\right)\right\} \tag{1}
\end{equation*}
$$

where $A$ is the exchange interaction constant, $K$ is the anisot-
ropy constant, and the $z$ axis is chosen along the easy magnetization axis of the ferromagnet. Exact Belavin-Polyakov solutions ${ }^{10}$ for the model (1) exist only in the isotropic state $(K=0)$. We note that the model (1) with anisotropy ( $K$ $\neq 0$ ) is fundamentally different from the isotropic case ( $K$ $=0$ ). In the isotropic model the problem is scale-invariant. It is described by a self-duality equation and is exactly integrable in the static case. ${ }^{10}$

Its simplest solution describes a soliton with topological charge $\nu$. In angular variables for the magnetization vector $\left[m_{z}=\cos \theta, m_{x}+i m_{y}=\sin \theta \exp (i \varphi)\right]$ it has the form ${ }^{10}$

$$
\begin{equation*}
\tan \frac{\theta}{2}=\left(\frac{R}{r}\right)^{\nu}, \quad \varphi=\nu \chi+\varphi_{0} \tag{2}
\end{equation*}
$$

where $r$ and $\chi$ are polar coordinates in the plane of the magnet, and $R$ and $\varphi_{0}$ are arbitrary constants. The energy of such a soliton in the exchange approximation is given by the formula

$$
\begin{equation*}
E_{n}^{(0)}=E_{0}|\nu|, \quad E_{0}=4 \pi A . \tag{3}
\end{equation*}
$$

The fact that the energy is independent of $R$ is a result of the scale invariance of the model (1) with $K=0$. When anisotropy [specifically, of the type in Eq. (1)] and the Zeeman energy $w_{H} \sim(1-\cos \theta) H$ in an external field $\mathbf{H}=H \mathbf{e}_{z}$ are taken into account, the expression for the soliton energy acquires a term proportional to $R^{2}$. The energy has no minimum for any $R \neq 0$. This signifies the absence of static soliton solutions. Sometimes this fact is referred to as an instability of the soliton against collapse.

However, stable, stationary, dynamic solitons can exist for a number of models (see Refs. 1, 2, and 12). Their existence is due ultimately to the presence of an integral of motion whose value does not vanish in the static limit. ${ }^{1-3,12}$ Specifically, for the uniaxial ferromagnet (1) the existence of such solitons could be due to the conservation of the $z$ projection $S_{z}$ of the total $\operatorname{spin}^{1-3}$ or the $z$ projection $L_{z}$ of the orbital angular momentum of the magnetization field. ${ }^{13,14}$ Since $L_{z}$ is negative in a soliton with $\nu>0$ (see Refs. 1 and

2 ), it is convenient to use the quantity $L=-L_{z}$. In units of the Planck constant $\hbar$ (below we take $\hbar=1$ ) the quantities $S=S_{z}$ and $L$ can be expressed by the formulas (see Refs. 1-3)

$$
\begin{align*}
& L=-L_{z}=\frac{s}{a^{2}} \int d^{2} x(1-\cos \theta)[\mathbf{r} \cdot \nabla \varphi]_{z}, \\
& S=\frac{s}{a^{2}} \int d^{2} x(1-\cos \theta), \tag{4}
\end{align*}
$$

where $s$ is the atomic spin and $a$ is the lattice constant.
Another natural integral of motion-the momentum $\mathbf{P}$-can stabilize three-dimensional solitons with nonzero Hopf index, ${ }^{15}$ two-dimensional topological solitons in antiferromagnets, ${ }^{16}$ and nontopological two-dimensional skyrmion-antiskyrmion pair solitons in an isotropic ${ }^{17}$ and easy-plane ferromagnet. However, the conservation of $\mathbf{P}$ does not stabilize two-dimensional topological solitons in a ferromagnet. For this reason, we shall consider the stabilization of solitons only as a result of the conservation of the angular momentum (4).

We shall consider the model (1) with the maximum admissable symmetry (both $L$ and $S$ are conserved) as well as a model with a lower symmetry, for example, a model described by an energy of the form

$$
W=\int d^{2} x\left\{\frac{1}{2} A_{i k} \nabla_{i} \mathbf{m} \cdot \nabla_{k} \mathbf{m}+W_{a}\left(m_{x}, m_{y}\right)\right\} .
$$

Here the form of the exchange constants tensor $A_{i k}$ and of the anisotropy energy $W_{a}$ are determined by the symmetry of the magnet. Depending on the form of $A_{i k}$ and $W_{a}$ either $S$ (if $W_{a}=W_{a}(\theta)$ ) or $L$ (if $A_{i k} \propto \delta_{i k}$ ) can be conserved. We shall also discuss a model with $L \neq$ const and $S \neq$ const but where the $z$ projection $J=L_{z}+S_{z}=S-L$ of the total angular momentum is conserved. Analysis showed that for all cases enumerated above with at least one integral of motion $L, S$, or $J$ stable dynamical solitons do exist, and for the highestsymmetry model (1) solitons with almost periodic magnetization dynamics exist.

## 2. FORM OF THE DYNAMICAL SOLITON SOLUTIONS FOR VARIOUS MODELS OF FERROMAGNETS

Solitons are determined by localized $(\theta \rightarrow 0, \nabla \theta \rightarrow 0$ as $|\mathbf{r}| \rightarrow \infty$ ) solutions of the Landau-Lifshitz equation. In angular variables for the magnetization vector it has the form of a system of two time-dependent partial differenti al equations for the functions $\theta=\theta(x, y, t), \varphi=\varphi(x, y, t)$. For the model (1')

$$
\begin{align*}
& A_{i k}\left[\nabla_{i} \nabla_{k} \theta-\sin \theta \cos \theta\left(\nabla_{i} \varphi\right)\left(\nabla_{k} \varphi\right)\right]-\frac{\partial W_{a}}{\partial \theta} \\
& \quad=-\frac{M_{0}}{\gamma} \sin \theta \frac{\partial \varphi}{\partial t}, \\
& A_{i k} \nabla_{i}\left(\sin ^{2} \theta \nabla_{k} \varphi\right)-\frac{\partial W_{a}}{\partial \varphi}=\frac{M_{0}}{\gamma} \sin \theta \frac{\partial \theta}{\partial t}, \tag{5}
\end{align*}
$$



FIG. 1. Magnetization distribution (shown schematically) at the times $t$ $=0, t=T / 8, t=T / 4(T=2 \pi / \omega)$ for solitons in various models: a - precession solitons, $S=$ const, $L \neq$ const; b - rotation solitons in the model with $L=$ const, $S \neq$ const; c - oscillation solitons in the model with $J=L_{z}+S_{z}$ $=$ const $L \neq$ const, $S \neq$ const. The arrows show the magnetization directions on the line $\theta=\pi / 2$, the symbol + denotes the center of the soliton where $\theta=\pi$.
where $\gamma=2\left|\mu_{B}\right| / \hbar, \mu_{B}$ is the Bohr magneton, and $M_{0}$ is the saturation magnetization. For the model (1) we have $W_{a}$ $=K \sin ^{2} \theta$, which does not depend on $\varphi\left(A_{i k} \propto \delta_{i k}\right)$.

We shall now discuss the possible form of the dynamical stationary solutions of Eqs. (5). The character of the magnetization distribution in such a soliton and its time dependence can be indicated without solving the dynamical equations for the magnetization, but rather proceeding only from the symmetry of the problem; see Fig. 1. First, we note that the symmetry group of the energy (1) includes rotations of the spins around the $z$ axis and, independently, a rotation of the coordinate axes $x$ and $y$. The existence of a continuous symmetry results in the appearance of a corresponding integral of motion. Specifically, the possibility of spin rotations exists for all magnets with $W_{a}=W_{a}(\theta)$. This symmetry implies conservation of $S$. If $W_{a}=W_{a}(\theta)$, Eqs. (5) do not contain $\varphi$ and precession solitons can exist. The latter have the form ${ }^{1-3}$

$$
\begin{equation*}
\theta=\theta(x, y), \quad \varphi=\omega_{p} t+\psi(x, y) . \tag{6}
\end{equation*}
$$

Here $\theta(x, y)$ and $\varphi(x, y)$ satisfy equations with no time derivatives, as a result of which a soliton of the form (6) is dynamic but stationary. The invariance of the problem under
a rotation of the coordinate axes with $A_{i k}=A \delta_{i k}$ in Eqs. (1') and (5) implies conservation of the $z$ projection $L$ of the orbital angular momentum and can give rise to rotation solitons (Fig. 1b). ${ }^{13,14}$ Such a soliton corresponds to a dynamic but stationary solution in the rotating coordinate system

$$
\begin{equation*}
\tilde{x}=x \cos \omega_{r} t-y \sin \omega_{r} t, \quad \tilde{y}=x \sin \omega_{r} t+y \cos \omega_{r} t \tag{7}
\end{equation*}
$$

of the Landau-Lifshitz equation, of the form

$$
\begin{equation*}
\theta=\theta(\tilde{x}, \tilde{y}), \quad \varphi=\psi(\tilde{x}, \tilde{y}) . \tag{8}
\end{equation*}
$$

Only one-parameter solitons of the form (6) or (8) have been discussed previously. However, it is obvious that for the model (1) with the maximum admissable symmetry a two-parameter solution of the form

$$
\begin{equation*}
\theta=\theta(\tilde{x}, \tilde{y}), \quad \varphi=\omega_{p} t+\psi(\tilde{x}, \tilde{y}), \tag{9}
\end{equation*}
$$

where $\omega_{p}$ and $\omega_{r}$ are two independent parameters, can be considered. In this case for $n \omega_{r} \neq m \omega_{p}$, where $n$ and $m$ are integers, the magnetization is an almost periodic function of time.

It is easy to see that with the substitutions (6)-(9) the nonstationary Landau-Lifshitz equation with a definite symmetry of the energy can become stationary (in the rotating coordinate system $\tilde{x}, \tilde{y}$ ). Defining the polar coordinates $\tilde{r}$ $=\sqrt{\tilde{x}^{2}+\tilde{y}^{2}}, \tilde{\chi}=\tan ^{-1}(\tilde{y} / \tilde{x})$ and taking account of the fact that $d \tilde{\chi} / d t=\omega_{r}$, the right-hand sides of Eqs. (5) can be easily written as

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}=\omega_{p}+\omega_{r} \frac{\partial \varphi}{\partial \tilde{\chi}}, \quad \frac{\partial \theta}{\partial t}=\omega_{r} \frac{\partial \theta}{\partial \tilde{\chi}} . \tag{10}
\end{equation*}
$$

Analysis of Eqs. (8)-(10) makes it possible to explain clearly the possibility of using any particular substitution for various models of ferromagnets. Specifically, in the model (1) the energy density of the ferromagnet is independent of the angular variable $\varphi$ (see Eq. (16) below) and the coordinate $\tilde{\chi}$ (since $A_{i k} \propto \delta_{i k}$ ). It is obvious that in this case a substitution of the general form (9) yields a stationary equation for the functions $\theta(\tilde{x}, \tilde{y})$ and $\varphi(\tilde{x}, \tilde{y})$. If the invariance of the system under spin rotations is destroyed, i.e., the energy depends explicitly on $\varphi$ ( $L=$ const but $S \neq$ const), then only rotation solitons (8) with $\omega_{p}=0$ are possible. For a magnet with $L \neq$ const but $S=$ const (for example, $W_{a}=W(\theta)$ but $A_{x x} \neq A_{y y}$ ) the energy depends explicitly on $\chi$. In this case only precession solitons (6) with $\omega_{r}=0$ are admissable.

If the model is such that only simultaneous rotation in spin and coordinate space is possible, then only the total angular momentum $J=S-L$ is conserved. Solitons in a physically nontrivial model of a magnet, where $S \neq$ const and $L \neq$ const but $J=S-L=$ const, were studied in Ref. 18 by direct numerical simulation. In polar coordinates the energy of such a magnet contains terms that depend on $\varphi-\chi$. It is obvious that in this case it is natural to use the substitution (10) with $\omega_{p}=\omega_{r}$, which yields a soliton of the type shown in Fig. 1c. For this case the quantity $\varphi-\chi$ is not explicitly time-dependent in a rotating coordinate system.

It is important to note that for the model (1) there always exists a simple centrosymmetric solution $\theta=\theta_{0}(r)$ and $\varphi$
$=\nu \chi+\varphi_{0}$, where $\nu= \pm 1, \pm 2, \ldots$ is the topological charge and $\varphi_{0}=$ const. In this case the expressions (6) and (8) are actually identical, Eq. (10), which contains $\delta W / \delta \varphi$, becomes an identity, and the function $\theta_{0}(r)$ is determined by an ordinary differential equation (see Refs. 1-3)

$$
\begin{align*}
& \frac{d^{2} \theta_{0}}{d x^{2}}+\frac{1}{x} \frac{d \theta_{0}}{d x}-\left(1+\frac{\nu^{2}}{x^{2}}\right) \sin \theta_{0} \cos \theta_{0} \\
& \quad=\left(\Omega_{p}+\Omega_{r}\right) \sin \theta_{0} \tag{11}
\end{align*}
$$

where $x=r / \Delta, \Omega_{p}=\omega_{p} / \omega_{0}, \Omega_{r}=\omega_{r} / \omega_{0}, \Delta=\sqrt{A / K}$ and $\omega_{0}=2 \gamma K / M_{0}$ are, respectively, the characteristic length and frequency of the natural ferromagnetic resonance in an anisotropy field $H_{a}=2 K / M_{0}$, and $M_{0}$ is the saturation magnetization. For a centrosymmetric soliton the difference between precession and rotation solitons vanishes. For this soliton with $\nu=1$ we have $S=L$ and $J=0,{ }^{1-3}$ and only the sum of the frequencies $\omega_{p}$ and $\omega_{r}$ enters in Eq. (11).

If the anisotropy (last term on the left-hand side) is suppressed in this equation and $\Omega_{p, r}=0$, then the self-duality equation $d \theta_{0} / d x=-(\nu / x) \sin \theta_{0}$ is easily obtained. The solution of the latter equation gives a Belavin-Polyakov soliton (2) (in what follows we shall consider only the soliton with $\nu=1$, which has the lowest energy). Taking account of anisotropy effects, Eq. (11) can be easily integrated by the shooting method.

In summary, the structure of a centrosymmetric soliton can be easily investigated; see Refs. 1 and 2. However, we shall show that solitons without central symmetry are of greatest interest. Only such solitons exist for magnets with anisotropy in the basal plane. Moreover, such nonsymmetric solitons are realized even for the most symmetric model (1).

It is much more difficult to investigate soliton solutions which do not possess central symmetry. The structure of a soliton is determined by the two nonlinear partial differential equations (5), taking account of Eqs. (9), for the functions $\theta(r, \chi)$ and $\psi(r, \chi)$. There is no general method for analyzing the localized solutions of such equations and their stability. Soliton solutions can be constructed numerically by molecular-dynamics methods, but this requires a great deal of computer time. ${ }^{18}$ Direct variational methods have turned out to be very effective for analyzing soliton structure and stability. ${ }^{14}$

## 3. METHOD OF ANALYSIS AND SOLITON STABILITY CONDITION

The equations for $\theta(r, \chi)$ and $\varphi(r, \chi)$ can be obtained by requiring that the auxiliary functional $\mathscr{L}\{\theta, \varphi\}=W-\omega_{r} L$ $-\omega_{p} S$ be an extremum, where $W$ is the energy of the ferromagnet. We start from the expression

$$
\begin{align*}
\mathscr{C}\{\theta, \varphi\}= & \int d^{2} x\left\{\frac{1}{2} A\left[(\nabla \theta)^{2}+\sin ^{2} \theta(\nabla \varphi)^{2}\right]\right. \\
& +\frac{1}{2} K \sin ^{2} \theta+\Delta W(\theta, \varphi)-\frac{M_{0}}{\gamma}(1-\cos \theta) \\
& \left.\times\left[\omega_{p}+\omega_{r}(\partial \varphi / \partial \chi)\right]\right\} \tag{12}
\end{align*}
$$

Here the first two terms are the energy (1) in angular variables and the last term specifies the dynamic part. The term $\Delta W(\theta, \varphi)$ is a correction to the energy of a ferromagnet that lowers the dynamical symmetry of the magnet and describes the breakdown of a certain integral of motion.

We note that when the expressions (6), (9), or (10) are taken into account, the functional $\mathscr{L}$ becomes identical to the Lagrangian of a ferromagnet. Therefore the solutions of the form (6)-(9) to the Landau-Lifshitz equation are also extremals of the functional $\mathscr{L}$. On the other hand, it follows from Eq. (12) that a soliton corresponds to a conditional extremum of the energy for fixed $L$ and $S$. The quantities $\omega_{r}$ and $\omega_{p}$ are Lagrange multipliers.

Therefore the analysis of the structure of a soliton reduces to searching for the extremals of the functional $\mathscr{C}\{\theta, \varphi\}$. For simplicity we shall assume that $\mathscr{C}$ depends not on the continuous functions $\theta(r, \chi)$ and $\varphi(r, \chi)$ but rather on a large but finite number of discrete parameters $a_{i}, i=1$, $2, \ldots, n$. This simplication is not essential. Actually, we shall seek the extremum of $\mathscr{L}$ on a class of trial functions that depend on an arbitrary number of parameters $a_{1}, a_{2}$, $\ldots, a_{n}$, but for the general analysis performed in the present section the origin of the parameters $a_{i}$ is not important. Specifically, such a situation arises when analyzing discrete models on a large but finite lattice. Moreover, for a system of finite size the $a_{i}$ can be treated as coefficients in the expansion of the solutions in terms of a complete set of functions. Since far from a soliton the solutions decay exponentially, the parameters $a_{i}$ with large $i$ are unimportant.

If the state of the magnet is described by $n$ parameters $a_{i}$, then $\mathscr{B}=\mathscr{C}\left(a_{1}, a_{2}, \ldots, a_{n}, \omega_{p}, \omega_{r}\right)$ and the condition of an extremum has the form of a system of $n$ algebraic equations $\partial \mathscr{C} / \partial a_{i}=0$. Once the the solution $a_{i}^{(0)}$ is found, the integrals of motion $E, S$, and $L$ characterizing a soliton with fixed $\omega_{r}$ and $\omega_{p}$ can be calculated. Eliminating the parameters $\omega_{r}$ and $\omega_{p}$, it is possible to construct the function $E$ $=E(L, S)$. It is easy to show that the relations

$$
\begin{equation*}
\frac{\partial E(L, S)}{\partial L}=\omega_{r} \quad \text { and } \quad \frac{\partial E(L, S)}{\partial S}=\omega_{p} \tag{13}
\end{equation*}
$$

hold.
We note that the problem here is to search for an extremum, but not necessarily a minimum. Of course, a stable soliton should correspond to a minimum of the energy for fixed values of the integrals of motion $L$ and $S$. However, in our method of Lagrange multipliers the auxiliary functional (Lagrangian) $\mathscr{L}$ may not have a minimum. Indeed, we shall verify below that dynamical solitons in ferromagnets (both stable and unstable) correspond to a saddle point of the functional $\mathscr{L}$. Thus, the question of the stability of solitons is very nontrivial. Fortunately, it can be analyzed in a general form, and the stability condition can be expressed in terms of the integral characteristics of solitons.

We employ Lyapunov's direct method (see Ref. 19) to analyze the stability. In this method a soliton is stable if there exists a Lyapunov functional $\Lambda\{\theta, \varphi\}$ such that 1 ) the functional is positive-definite near the soliton solution and 2) its time derivative, found taking account of the equations of
motion, is negative or zero. We take the Lyapunov functional in the form of a combination of integrals of motion

$$
\begin{align*}
\Lambda= & \mathscr{C}+\frac{1}{2} B_{1}\left(L-L_{0}\right)^{2} \\
& +B_{2}\left(S-S_{0}\right)\left(L-L_{0}\right)+\frac{1}{2} B_{3}\left(S-S_{0}\right)^{2} . \tag{14}
\end{align*}
$$

where $L_{0}$ and $S_{0}$ are the values of $L$ and $S$ for the soliton and $B_{1}, B_{2}$, and $B_{3}$ are constants. Then the condition 2) holds in the form $d \Lambda / d t=0$. The Lyapunov functional $\Lambda$ in the form of a bilinear combination of integrals of motion has been chosen previously for analyzing the stability of nontopological magnetic solitons ${ }^{19}$ and one-parameter rotation solitons in orthorhombic ferromagnets. ${ }^{14}$ It was found that if $\Lambda<0$ holds somehwere, then the soliton is unstable. We have shown that this condition of instability also holds in the present case (the Chetaev functional describing instability is chosen in the same form as in Ref. 19). Therefore solitons are stable for $\Lambda>0$, and violation of this condition implies that they are unstable.

To analyze the stability condition $(i)$ we shall investigate $\Lambda$ for small deviations of the parameters $a_{i}$ from $a_{i}^{(0)}$. Introducing $\alpha_{i}=a_{i}-a_{i}^{(0)}$ we write the value of the functional in the quadratic approximation in $\alpha_{i}$ as

$$
\begin{align*}
\Lambda= & \frac{1}{2} \sum_{i, k} \mathscr{L}_{i k} \alpha_{i} \alpha_{k}+\frac{1}{2} B_{1}\left(\sum_{i} L_{i} \alpha_{i}\right)^{2} \\
& +B_{2}\left(\sum_{i} L_{i} \alpha_{i}\right)\left(\sum_{i} S_{i} \alpha_{i}\right)+\frac{1}{2} B_{3}\left(\sum_{i} S_{i} \alpha_{i}\right)^{2} \tag{15}
\end{align*}
$$

where $\mathscr{L}_{i k}=\partial^{2} \mathscr{L} / \partial a_{i} \partial a_{k}, L_{i}=\partial L / \partial a_{i}$, and $S_{i}=\partial S / \partial a_{i}$. We reduce the matrix $\mathscr{L}_{i k}$ to the diagonal form $\mathscr{L}_{i k}=$ diag $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. The eigenvalues $\varepsilon_{i}$ of the quadratic form $\Lambda$ are given by the determinant of the system of linear equations for $\alpha_{i}$ :

$$
\begin{align*}
& \left(\varepsilon_{i}-\lambda_{i}\right) \alpha_{i}+\left(\sum_{j} L_{j} \alpha_{j}\right)\left(B_{1} L_{i}+B_{2} S_{i}\right) \\
& \quad+\left(B_{2} L_{i}+B_{3} S_{i}\right)\left(\sum_{j} S_{j} \alpha_{j}\right)=0 . \tag{16}
\end{align*}
$$

Premultiplying these equations by $L_{i} /\left(\lambda_{i}-\varepsilon_{i}\right)$ and $S_{i} /\left(\lambda_{i}\right.$ $-\varepsilon_{i}$ ) and summing over $i$, we can write the equation for $\varepsilon_{i}$ in the form of the condition for solvability of a system of two linear equations for $\left(\sum_{j} L_{j} \alpha_{j}\right)$ and $\left(\sum_{j} S_{j} \alpha_{j}\right)$. In what follows we shall need to consider large values $B_{i} \gg 1 . .^{19,20}$ To lowest order in $1 / B$ this condition can be represented in the form

$$
\begin{align*}
F(\varepsilon)= & \left(\sum_{i} \frac{S_{i}^{2}}{\left(\varepsilon_{i}-\lambda\right)}\right)\left(\sum_{i} \frac{L_{i}^{2}}{\left(\varepsilon_{i}-\lambda\right)}\right) \\
& -\left(\sum_{i} \frac{L_{i} S_{i}}{\left(\varepsilon_{i}-\lambda\right)}\right)^{2}=0 . \tag{17}
\end{align*}
$$

The form of the function $F(\varepsilon)$ is virtually identical to that in the case of a single integral of motion, ${ }^{14,19,20}$ specifically, $F(\varepsilon) \rightarrow+0$ as $\varepsilon \rightarrow-\infty$, and for values of $\varepsilon$ close to $\lambda_{i}$ (the
$\lambda_{i}$ are eigenvalues of the matrix $\left.\mathscr{L}_{i k}\right) F(\varepsilon)$ possesses poles of the form $F \simeq A /\left(\varepsilon-\lambda_{i}\right), A>0$. Therefore the eigenvalues of $\Lambda\left(\varepsilon_{i}\right)$ lie between $\lambda_{i}$ and $\lambda_{i+1}$. Hence if the matrix $\mathscr{B}_{i k}$ possesses two or more negative eigenvalues, one of the values satisfies $\varepsilon<0$ and the first condition of the Lyapunov theorem does not hold. In this case it is possible to construct the Chetaev functional ${ }^{14}$ which means that the soliton is unstable. However, if only one eigenvalue $\lambda_{i}$ is negative, then the stability is determined by the sign of $F(0)$ : for $F(0)$ $>0$ one value satisfies $\epsilon<0$, while for $F(0)<0$ all values satisfy $\varepsilon$ are positive and the soliton is stable (see Fig. 1 of Ref. 14). We note that if all $\lambda_{i} \geqslant 0$, then all $\epsilon>0$ and the soliton is stable (but in our case it turned out that at least one eigenvalue satisfied $\lambda_{i}<0$; see below).

The quantity

$$
F(0)=\left(\sum_{i} \frac{L_{i}^{2}}{\lambda_{i}}\right)\left(\sum_{i} \frac{S_{i}^{2}}{\lambda_{i}}\right)-\left(\sum_{i} \frac{L_{i} S_{i}}{\lambda_{i}}\right)^{2}
$$

can be written in terms of the derivatives $\partial L / \partial \omega_{r}$ and $\partial S / \partial \omega_{p}$. Indeed, differentiating the relation $\partial \mathscr{L} / \partial a_{i}=0$ with respect to $\omega_{p}$ and $\omega_{r}$ one easily finds

$$
\frac{\partial F}{\partial \omega_{\alpha}}=\sum\left(\frac{\partial F}{\partial a_{i}}\right)\left(\frac{\partial a_{i}}{\partial \omega_{\alpha}}\right),
$$

where $F=S$ or $L$ and $\alpha=r, p$. Then the sums in $F(0)$ can be easily expressed in terms of $\partial L / \partial \omega_{\alpha}$ and $\partial S / \partial \omega_{\alpha}$, and the stability condition becomes

$$
\begin{equation*}
\frac{\partial(L, S)}{\partial\left(\omega_{p}, \omega_{r}\right)}=\frac{\partial L}{\partial \omega_{r}} \frac{\partial S}{\partial \omega_{p}}-\frac{\partial S}{\partial \omega_{r}} \frac{\partial L}{\partial \omega_{p}}<0 . \tag{18}
\end{equation*}
$$

We note that general relations of the same structure as Eq. (18) arise in the problem of the stability of a moving soliton in a uniaxial antiferromagnet ${ }^{20}$ (the integrals of motion are $S$ and $\mathbf{P}, \partial L / \partial \omega_{r} \rightarrow \partial P_{i} / \partial v_{i}$, and $\mathbf{v}$ is the velocity of the soliton) as well as for two-parameter optical solitons. ${ }^{21}$ Apparently, the relation (18) is of the same general character as the well-known condition of stability $\partial S / \partial \omega<0$ for oneparameter solitons; see Refs. 12, 14, and 19. We note that after simple algebraic transformations the condition $\partial S / \partial \omega$ $<0$ is obtained from Eq. (18) in the case of one-paramete r centrosymmetric solutions, where $S \rightarrow L$.

Therefore time-periodic (or almost periodic for the model (1) of highest symmetry) soliton solutions are stable provided that one eigenvalue satisfies $\lambda_{i}<0$ and the condition (18) holds (as well as in the case where $\lambda_{i}>0$, but this case does not occur for the solitons considered in the present paper). Stability outside the class of periodic solutions requires a special analysis, which falls outside the scope of the present paper, especially since in the works known to us on dynamic solitons the authors confine their attention to the case of periodic solutions; see Refs. 1-3, 12, and 21.

## 4. CHOICE OF A TRIAL FUNCTION

The choice of a trial function is the decisive factor in any variational calculation. For the soliton problem a good decision would be to replace the energy (1) by its discrete analog, considering $N$ classical spins occupying sites of a quite
large lattice, and to choose the angles $\theta_{k}$ and $\varphi_{k}$ for the spin $s_{k}, k=1, \ldots, N$, as the trial parameters. This approach for moving nontopological solitons was implemented in Ref. 17 with $N=249 \times 249$. However, calculations with a large number of parameters $n=2 N$ require quite powerful computers, and in addition there arises an uncontrollable effect due to the discreteness. Specifically, the conservation of $L$ certainly breaks down for discrete models (see below).

In the present model additional complexities arise because the desired extremum of $\mathscr{L}$ is not a minimum. Ordinarily, the standard minization programs seek an absolute minimum, so that they are inapplicable in the present case. Therefore to search for an extremum it is necessary to solve (as a rule, by iteration methods) a system of $n=2 N$ nonlinear transcendental equations $\partial \mathscr{L} \mid \partial a_{i}=0$.

On the other hand, as we showed above, the condition of stability of a topological soliton can be written in terms of its global characteristics-the character of the dependence of the integrals of motion on the parameters $\omega_{r}$ and $\omega_{p}$. Thus, there is hope that even quite simple trial functions will give good results provided that the trial function chosen admits a sufficiently wide class of disturbances that can be 'dangerous" from the standpoint of soliton stability. These are, first and foremost, the change in the dimensions of a soliton and the elliptic deformation of its shape and the distribution of the magnetization vector in the $x y$ plane for fixed $\theta(r, \chi)$.

For specific calculations we chose a trial function of the form

$$
\begin{align*}
& \tan \frac{\theta}{2}=\frac{R}{r} \exp \left(-\frac{r}{b}\right)\left(1+C_{1} \cos 2 \chi\right) \\
& \varphi=\chi+C_{2} \sin 2 \chi+\varphi_{0} \tag{19}
\end{align*}
$$

which depends on five trial parameters $R, b, C_{1}, C_{2}$, and $\varphi_{0}$ and gives a good approximation of the structure of a soliton. ${ }^{22}$ Indeed, the function $\theta(r)(19)$ gives a description of the Belavin-Polyakov limit, adequate for $R \ll \Delta$, and also exponential decay of $\theta(r)$ for $r>\Delta$, where $\Delta=\sqrt{A / K}$ is a characteristic length (see Refs. 1-3). Therefore the function (19) describes well the form of the function $\theta(r)$; see below. The angular dependences agree with those obtained analytically in the limiting cases $R \gtrdot \Delta$ and $R \ll \Delta$ or small asymmetry of the soliton, $C_{1,2} \ll 1 .{ }^{22}$ The parameter $C_{1}$ controls the anisotropy of the function $\theta(r, \chi)$, i.e., elliptic distortions of soliton shape, and $C_{2}$ controls the anisotropy of the angular dependence $\varphi(\chi)$.

As noted above, the soliton stability criterion (18) is written in terms of the integral characteristics of the soliton. Therefore there is hope that analysis of this criterion using more accurate functions than Eq. (19) would produce only a small (to the extent that the deviations of $E(L)$ or $E(S)$ from their true values are small) displacement of the points of instability found using Eq. (19) and will not change the picture of the bifurcations of the solutions.

The system of equations $\partial \mathscr{L} / \partial a_{i}=0$ was solved by Newton's iteration method. The initial values of the parameters $a_{i}$ were set manually. The two-dimensional integrals were calculated by a subroutine based on the recursive algorithm of the QUADREC subroutine. ${ }^{23}$ Using the values


FIG. 2. $\omega(L)$ for a rotation soliton. The squares correspond to $\varepsilon=0.5$ and the circles to $\varepsilon=10^{-5}$.
found for $a_{i}^{(0)}$ we calculated the values of $E, L$, and $S$ and constructed the functions $E(L, S)$ or $E(S), E(L)$, and $E(J)$ (see below). The eigenvalues $\lambda_{i}$ of the matrix $\mathscr{B}_{i k}$ $=\partial^{2} \mathscr{C} / \partial a_{i} \partial a_{k}$ were calculated at the same time. It turned out that at least one eigenvalue $\lambda_{i}$ is less than zero, i..e. a soliton always corresponds to a saddle point of $\mathscr{L}$. To analyze stability in the case of two-parameter solitons the quantity $\partial(L, S) / \partial\left(\omega_{r}, \omega_{p}\right)$ was also calculated.

## 5. ANALYSIS OF PERIODIC SOLITONS IN MODELS WITH ONE INTEGRAL OF MOTION

A specific investigation of solitons was performed both for the model (1) with the maximum possible symmetry and for less symmetric models which take account of additional terms that lower the symmetry of the problem [i.e., they destroy certain integrals of motion (4)]. It is convenient to begin the description of the results with the cases of less symmetric models where only the orbital angular momentum $L$ or the total spin $S$ or the total angular momentum $J=S$ $-L$ is conserved. Two-parameter solitons for the model (1) of highest symmetry will be examined in the next section.
5.1. $L=$ const, $S \neq$ const. Let conservation of $S$ break down because of the presence of magnetic anisotropy in the basal plane. For a specific analysis we choose an orthorhombic anisotropy of the form

$$
\begin{equation*}
\Delta W_{1}=\frac{1}{2} \varepsilon K m_{y}^{2}=\frac{1}{2} \varepsilon K \sin ^{2} \theta \sin ^{2} \varphi \tag{20}
\end{equation*}
$$

In this case $L$ remains an integral of motion and rotation solitons of the form (8) are possible.

Taking account of the additional term (20), the lowest magnon frequency is $\omega_{0} \sqrt{1+\varepsilon}$. This value of the frequency is the maximum possible value in a soliton, i.e., rotation solitons exist only for $\omega_{r}<\omega_{0} \sqrt{1+\varepsilon}$. In the present subsection we shall drop the index $r$ when describing rotation solitons.

A calculation showed that solitons exist for all values $0<\omega<\omega_{0} \sqrt{1+\varepsilon} \quad$ (see Fig. 2). When the condition $\omega_{0} \sqrt{1+\varepsilon}-\omega_{r} \ll \omega_{0}$ is satisfied for any values of $\varepsilon$, the radius of the soliton is small, $R \ll \Delta$, and $L$ is much less than the characteristic quantity $N_{0}\left(N_{0} \gg 1\right.$ for $\left.\Delta \gg a\right)$,


FIG. 3. $d_{(+)}$and $d_{(-)}$versus frequency for a rotation soliton in a ferromagnet with $\varepsilon=0.5$ (circles) and $\varepsilon=10^{-5}$ (squares).

$$
\begin{equation*}
N_{0}=2 \pi s(\Delta / a)^{2} \tag{21}
\end{equation*}
$$

As $\omega \rightarrow \omega_{0} \sqrt{1+\varepsilon}$, this energy approaches the value $E_{0}$ $=4 \pi A$, equal to the energy of a Belavin-Polyakov soliton. The values of the asymmetry parameters $C_{1}$ and $C_{2}$ for $L$ $\ll N_{0}$ remained small even for $\varepsilon \sim 1$ ( $C_{1}$ and $C_{2}<10^{-2}$ for $\varepsilon=0.5$ and $\omega>0.8 \omega_{0}$, which corresponds to $L \leqslant 0.03 N_{0}$ ).

As the frequency decreases, the values of $E$ and $L$ increase, i.e., $d \omega / d L<0$; see Fig. 2. For a ferromagnet with $\varepsilon \neq 0$ the parameters $C_{1}$ and $C_{2}$ likewise increase. For small $\varepsilon$ these parameters depend nonlinearly on $\varepsilon$, i.e., for some value of $\omega / \omega_{0}$ (or $L / N_{0}$ ) the asymmetry of the soliton grows rapidly (see Fig. 3). Here and below we describe the asymmetry of the distribution of the magnetization $\mathbf{m}$ in a soliton using the two parameters $d_{(+)}$and $d_{(-)}$, which correspond to the maximum and minimum sizes of the region where $\theta_{0} \geqslant \pi / 2$. The relation of these parameters with the parameters of the trial function (19) for $\theta=\theta(r, \chi)$ is given by

$$
d_{ \pm}=R\left(1 \pm C_{1}\right) \exp \left(-d_{ \pm} / b\right)
$$

For small $\varepsilon\left(\varepsilon \simeq 10^{-4}-10^{-5}\right)$ there arises an interesting effect that is helpful for understanding the properties of a soliton in the isotropic model (1). Specifically, for $\varepsilon \ll 1$ and all $\omega \leqslant \omega_{0}$ almost centrosymmetric solitons with $C_{1}, C_{2}$ $\ll 1$ are easily found. These solutions satisfy $L(\omega)=\left|L_{z}\right|$ $\simeq S(\omega)$. Then the function $E(S)$ is identical, to within quantities of order $\varepsilon$, to the function obtained previously by integrating the equation for $\theta_{0} .{ }^{1-3}$ This demonstrates the adequacy of the method and the trial function (19).

It turned out that the solution need not be single-valued. The program found a particular solution as a function of the choice of the initial values $a_{i}$. Specifically, for small $\varepsilon$ (just as for $\varepsilon=0$ ) and $\omega \leqslant 0.418 \omega_{0}$, together with centrosymmetric solitons, asymmetric solutions with strongly different $d_{(+)}$and $d_{(-)}$were also found. We note that for a soliton with $\varepsilon$ not small the difference $d_{(+)}-d_{(-)}$depended continuously on $\omega$, whereas for small $\varepsilon$ the transition to an asymmetric soliton looks like a bifurcation (see Fig. 3).

It is important that for asymmetric solutions the value of $|L(\omega)|$ increased with decreasing $\omega$ much more rapidly than $S(\omega)$. Therefore the functions $E(S)$ and $S(L)$ differed fundamentally. If solitons with a fixed value of $S$ are considered,
then the centrosymmetric solitons have the lowest energy. However, if $L$ is fixed, then the asymmetric solitons have the lowest energy.

For all solitons considered, the derivative $d L / d \omega<0$, which is necessary for the solitons to be stable. The second condition-only one eigenvalue of the matrix $\mathscr{L}_{i k}$ can be negative-was satisfied only for a soliton whose energy is minimum for fixed $L$. Specifically, for $\varepsilon=0$ and a centrosymmetric soliton in a ferromagnet the second eigenvalue $\lambda_{2}$ is positive only for $\omega \geqslant 0.418 \omega_{0}$. For $\omega \leqslant 0.418 \omega_{0}$, when an asymmetric solution appears, the sign of $\lambda_{2}$ changes and the centrosymmetric soliton becomes unstable. Then for an asymmetric soliton only one eigenvalue is negative, and such a soliton is stable in its entire region of existence. Therefore the symmetry of rotation solitons can be lower than the symmetry of the model. This effect was discussed in the brief communication ${ }^{14}$ in terms of spontaneous breaking of the symmetry of a centrosymmetric soliton under elliptic deformations and formation of a stable asymmetric soliton.
5.2. $L \neq$ const, $S=$ const. This case corresponds to a ferromagnet in which there is no magnetic anisotropy in the basal plane ( $W_{a}=W_{a}(\theta)$ and does not depend on $\varphi$ ), but symmetry under spatial rotations is absent. Specifically, this situation always arises when switching from lattice models to continuum models. For example, for a square lattice, which is often used in numerical simulation, the nonconservation of $L$ is due to invariants of the form $\left(\partial^{2} \mathbf{m} / \partial x \partial y\right)^{2}$. For an orthorhombic ferromagnet nonconservation of $L$ could arise if the difference of the exchange interaction along the $x$ and $y$ axes is taken into account. Then terms of the form

$$
\begin{align*}
\left(A_{x x}-\right. & \left.A_{y y}\right)(\partial \mathbf{m} / \partial x)^{2} \\
= & \left(A_{x x}-A_{y y}\right)\left\{\left[\left(\frac{\partial \theta}{\partial r}\right)^{2}+\sin ^{2} \theta\left(\frac{\partial \varphi}{\partial r}\right)^{2}\right] \cos ^{2} \chi\right. \\
& \left.+\frac{1}{r^{2}}\left[\left(\frac{\partial \theta}{\partial \chi}\right)^{2}+\sin ^{2} \theta\left(\frac{\partial \varphi}{\partial \chi}\right)^{2}\right] \sin ^{2} \chi\right\} \tag{22}
\end{align*}
$$

appear in the energy. The addition of a term with a simpler structure

$$
\begin{equation*}
\Delta J \sin ^{2} \theta \sin ^{2} \chi \tag{23}
\end{equation*}
$$

to the energy of the magnet also gives the same effect. For the energy (1), taking account of the correction (22), the problem can be solved exactly by introducing the new variables $x^{\prime}=x / \sqrt{A_{x x}}$ and $y^{\prime}=y / \sqrt{A_{y y}}$. Then, in the polar coordinates introduced for the Cartesian coordinates $x^{\prime}, y^{\prime}\left(r^{\prime}\right.$ $\left.=\sqrt{x^{\prime 2}+y^{\prime 2}}, \chi^{\prime}=\tan ^{-1}\left(y^{\prime} / x^{\prime}\right)\right)$ a solution of the problem is $\theta=\theta\left(r^{\prime}\right)$ and $\varphi=\nu \chi^{\prime}+\omega t$. It is obvious that this solution is asymmetric in the initial physical coordinates $x$ and $y$, the asymmetry being due strictly to the value of the parameter $\left(A_{x x}-A_{y y}\right) /\left(A_{x x}+A_{y y}\right)$. Therefore, in contrast to the case of a rotation soliton considered above, the soliton asymmetry parameter $d_{(+)}-d_{(-)}$increases continuously with ( $A_{x x}$ $\left.-A_{y y}\right) / A_{x x}$ and spontaneous symmetry breaking does not arise. Our numerical analysis showed that the same situation also obtains for a model with a correction of the form (23).

For a square-lattice magnet the corresponding term destroying the conservation of $L$ contains an additional small parameter $(a / \Delta)^{2}$. Since the effect of discreteness on soliton structure is small even for $\Delta \simeq 1.5 a,{ }^{24}$ in real weakly isotropic magnets with a square lattice the effects due to nonconservation of the orbital angular momentum with $S=$ const should be weak.
5.3. $L \neq$ const, $S \neq$ const, $J=$ const. This case must be viewed as the most physical in relation to continuum theories. However, its advantages for real models of twodimensional magnets are not obvious. One of the physically interesting interactions possessing such symmetry is the long-range part of the magnetic dipole interaction, which does not reduce to renormalization of the magnetic anisotropy. Another example is the magnetoelastic interaction, which is described by terms of the form $\lambda m_{i} m_{k}\left(\partial u_{i} / \partial x_{k}\right)$, where $\partial u_{i} / \partial x_{k}$ is the distortion tensor.

Dynamic solitons with topological charge $\nu=2$, taking account of an additional term of the form $\delta(\boldsymbol{\nabla} \cdot \mathbf{m})^{2}$, modeling the long-range part of the magnetic-dipole interaction, to the interaction energy (1), have been studied numerically in Ref. 18.

To analyze the effects of such a breaking of symmetry we chose a correction to the energy (1) of the form

$$
\begin{equation*}
\delta \sin ^{2} \theta \sin ^{2}(\varphi-\chi) \tag{24}
\end{equation*}
$$

A term proportional to $\sin ^{2}(\varphi-\chi)$ arises when $(\boldsymbol{\nabla} \cdot \mathbf{m})^{2}$ is written in polar coordinates. This choice admits a direct comparison of effects due to an interaction of the form (24) with the previously considered interactions of the form (20) and (23). We shall discuss the results of an analysis of these models in greater detail.

First of all, it is obvious that solitons in the model (1), taking account of the correction (24), correspond to solutions of the form (9) with $\omega_{r}=\left|\omega_{p}\right|=\omega$. The superposition of two types of dynamics (precessional and rotational) with $\omega_{r}$ $=\left|\omega_{p}\right|$ can be described as a rotation of a 'rigid"' soliton (see Fig. 1c) and as an oscillation of its form. Motion of this type (rotation of a 'rigid'' soliton pair) has been observed in numerical experiments. ${ }^{18}$

It is clear from analysis of Fig. 1c that in contrast to rotation solitons ( $\omega_{r} \neq 0, \omega_{p}=0$ ) or precession solitons ( $\omega_{r}$ $=0, \omega_{p} \neq 0$ ), global dynamics (of the magnetization precession type) is absent in this case at a given point of the magnet. In other words, at a given point the magnetization undergoes only small oscillations around a definite average direction without a complete turn even for $\theta \simeq \pi / 2$. For this reason, such solitons can be appropriately called oscillation solitons.

The difference of the properties of oscillation solitons and the rotational and precession solitons considered above is most clearly shown by analyzing the limiting case of a centrosymmetric soliton. For an oscillation soliton with $\omega_{p}$ $=\left|\omega_{r}\right|$, there is no dynamics at all in this case and the solution degenerates into a static solution, while the centrosymmetric rotation and precession solitons are dynamic. It is obvious that solitons in the model $J \equiv S_{z}+L_{z}=S-L=$ const and $L, S \neq$ const cannot be centrosymmetric and are always characterized by a finite shape asymmetry.


FIG. 4. $\omega(J)$ (a) and $E(J)$ (b) for an oscillation soliton with $\delta=0.5$.

Numerical analysis showed that in the present model there arises a new property that is absent for precessional and rotation solitons, specifically, the frequency of the soliton $\omega=\left|\omega_{p}\right|=\omega_{r}$ can be much higher than the lowest magnon frequency $\omega_{g}\left(\omega_{g} \geqslant \omega_{0}\right)$; see Fig. 4a. Frequencies $\omega \gg \omega_{g}$ correspond to very small solitons, $d_{(+)}, d_{(-)} \ll \Delta$, and energy close to $E_{0}$. The dependence of their energy on $|J|$ (see Fig. 4b) is similar to the corresponding dependence $E(L)$ for rotation solitons. ${ }^{14}$

As noted above, small-radius solitons in the models (1) and (24) correspond to very high frequencies $\omega \gg \omega_{0}$, which lie in the continous magnonspectrum. Here $d_{(+)}$and $d_{(-)}$do not differ very strongly. However, in contrast to rotation solitons the ratio $d_{(+)} / d_{(-)}$does not decrease below 1.175 , even for $\omega \simeq 75 \omega_{0}$; see Fig. 5 .

A soliton with $\omega \gtrdot \omega_{g}$ and $d_{(+)} \sim d_{(-)}$corresponds to small shape oscillations with small amplitude but quite high frequency. It is obvious that the existence of a soliton with $\omega>\omega_{g}$ is due to the fact, noted above, that the magnetization dynamics in an oscillation soliton is not global. In principle, such oscillations should give rise to magnon radiation in the continuous spectrum, which is responsible for relaxation of the soliton. However, direct computer simulation of the motion of vortex pairs in an easy-axis ferromagnet ${ }^{6}$ with a gapless magnon dispersion law ( $\omega_{g}=0$ ) has demonstrated that relaxation of solitons due to magnon emission is slow. Such relaxation effects should be small in our model also, where


FIG. 5. Maximum size of the region of an oscillation soliton $d_{(+)}$, where $\theta \geqslant \pi / 2$, and the ratio $d_{(+)} / d_{(-)}$versus the frequency of magnetization oscillations in the soliton.
magnons have a finite gap $\omega_{g}$ but $\omega>\omega_{g}$. Such relaxation effects were also negligibly small in the study of soliton dynamics in an easy-plane ferromagnet with an amplitude that is not small. ${ }^{18}$

As the soliton frequency decreases to values below $\omega_{0}$, the energy of thesoliton grows to values of the order of several $E_{0}$. The difference of the quantities $d_{(+)}$and $d_{(-)}$also increases (see Fig. 5), i.e., for $\omega \leqslant \omega_{0}$ a soliton in the model (1) and (24) is an excited state with a quite high energy and sharply asymmetric magnetization distribution, far from centrosymmetric. For $\omega<0.3 \omega_{0}$ the value of the parameter $C_{2}$ rises above $\pi / 2$ and, by virtue of Eq. (19), the function $\varphi(x)$ becomes nonmonotonic. In this case the second value of $\lambda$ changes sign and the soliton becomes unstable.

In summary, solitons in ferromagnetic models with $L=$ const or $J=$ const demonstrate two different types of behavior. Rotation solitons ( $L=$ const) can be almost centrosymmetric and they can also be characterized by shape asymmetry that is not small. They always correspond to slow magnetization dynamics (the frequency $\omega_{r}$ lies below the gap in the magnon spectrum).

Oscillation solitons in a ferromagnet with $L \neq$ const and $S \neq$ const but $J=$ const with the same values of the energy are more asymmetric than rotation solitons. They can be characterized by quite rapid variations of the magnetization $\omega$ $>\omega_{0}$, which in this case can be clearly represented as small shape oscillations of the soliton. Such solitons can also exist as low-frequency solitons $\left(\omega \leqslant \omega_{0}\right)$, in which case they are very asymmetric and have a quite high energy.

The differences of the "oscillational" $\left(\left|\omega_{p}\right|=\omega_{r}\right)$ dynamics from precessional or rotational dynamics appear for two-parameter solitons in the model (1) with the maximum possible symmetry, for which $L=$ const and $S=$ const.

## 6. TWO-PARAMETER SOLITONS IN A MODEL WITH TWO INTEGRALS OF MOTION

As noted above, for the model (1) solitons with a complicated, generally speaking, almost periodic magnetization dynamics are possible. For them, the variation of the magnetization in a stationary coordinate system is characterized by two independent frequencies $\omega_{r}$ and $\omega_{p}$.


FIG. 6. Energy of a soliton versus the values of the integrals of motion $L, S$ (in units of $N_{0}$ ) for a soliton with $\Delta \omega=0.1 \omega_{0}$. The filled circles represent $E(S)$, and the open circles represent two branches of the function $E(L)$.


FIG. 7. Anisotropy parameters $d_{(+)}$and $d_{(-)}$of a soliton for $\Delta \omega=0.1 \omega_{0}$.
metry of the soliton starts to decrease rapidly, and its average size increases. This fact has a quite obvious explanation. In this region the term related to $S$ in the dynamical part of the Lagrangian $\mathscr{L}$ starts to dominate, and the soliton behaves as a precession soliton in the model with $S=$ const and $L \neq$ const. For $\omega_{r} \ll\left|\omega_{p}\right| \simeq \Delta \omega$ the central symmetry of the soliton is restored abruptly (see Fig. 7). For $\omega_{p} \gtrsim \Delta \omega$ only centrosymmetric solitons are observed. It is obvious that the magnetization dynamics in them does not depend on $\omega_{p}$ and $\omega_{r}$, and their parameters and structure depend only on the value of $\Delta \omega$.

Over the entire range of variation of the parameters $\omega_{p}$ and $\omega_{r}$ the solitons described above (both asymmetric and centrosymmetric, arising for small $\omega_{r}$ ) are stable in accordance with the criteria obtained above. Specifically, for all of them only one eigenvalue satisfies $\lambda_{i}<0$ and $\partial(L, S) / \partial\left(\omega_{r}, \omega_{p}\right)<0$. Besides these soliton states, centrosymmetric solitons are also present in the region of existence of the asymmetric solitons. However they are unstable (for them two eigenvalues of the matrix $\mathscr{L}_{i k}$ are negative). Therefore, here the situation is the same as for rotation solitons with $\varepsilon \ll 1$ : if an asymmetric soliton exists, then it is stable. For the model (1) this can be described as spontaneous breaking of the symmetry of the soliton.

As $\omega_{p}$ increases further, asymmetric solitons reappear. This soliton branch corresponds to large values of the parameters $C_{1}, C_{2} \geqslant 1$. They have $\lambda_{1}, \lambda_{2}<0$, and they are unstable. It is interesting to note that for these unstable solitons the function $E(S)$ is the same as for stable solitons, so that these two branches coincide in the plot of $E=E(S)$; see Fig. 6. The main qualitative difference between these two branches, which are separated by a region where stable centrosymmetric solitons exist, consists in the ratio of $L$ and $S$. Stable solitons have $\left|L_{z}\right|>S$, while for unstable solitons $S$ $>\left|L_{z}\right|$ (see Fig. 8). We note that for stable rotation solitons it was always found that $\left|L_{z}\right|$ is greater than the average value of $S$ ). The difference between the branches of stable and unstable asymmetric solitons is not seen in the function $d_{ \pm}(\omega)$ (see inset in Fig. 7), but it is clearly manifested in the function $E(L)$. Two branches of this curve with a characteristic bifurcation point at $E=10.003 E_{0}$ and $|L|=S$ $=99.815 N_{0}$ are clearly seen in the function $E(L)$ (see Fig.


FIG. 8. $L$ versus $S$ for solitons with different values of $\Delta=\Delta \omega / \omega_{0}$. The curve 1 corresponds to $\Delta=0.1,2-\Delta=0.01$, and $3-\Delta=-0.1$.
6). This point corresponds to a centrosymmetric soliton whose structure depends only on $\omega_{p}+\omega_{r}$. At this point the energy $E$ of the soliton and the $z$ projection of the spin $S$ are maximum for a given value of $\Delta \omega$.

The soliton properties described above were discussed for a particular one-parameter family of solitons with $\Delta \omega$ $=0.1 \omega_{0}$. Our analysis showed, however, that the qualitative behavior remains the same for other not very large positive values of $\Delta \omega$. Specifically, for $\Delta \omega \leqslant 0.5 \omega_{0}$ a transition occurs from asymmetric to centrosymmetric solitons as $\omega_{p}$ decreases to $\Delta \omega$. For all $\Delta \omega>0$ there exists a maximum possible $E(\Delta \omega)$ that corresponds to a centrosymmetric soliton. Obviously, this value equals the energy of a centrosymmetric precession soliton with frequency $\omega=\Delta \omega$. For such $\Delta \omega$ there also exist frequencies for which $|L|<S$ and the corresponding solitons are unstable.

The situation changes for sufficiently large $\Delta \omega$ ( $\Delta \omega$ $\simeq \omega_{0}$ ) and negative $\Delta \omega$. For $\Delta \omega$ close to $\omega_{0}$ we were able to find only centrosymmetric solutions. Since the corresponding solutions are stable, it can be concluded that asymmetric solitons are absent in this case. Actually, in this range of $\Delta \omega$ the solutions are one -parameter solutions and to each value of $\Delta \omega$ there corresponds only one value of $S,\left|L_{z}\right|=S$ and energy $E$. In the $(L, S)$ plane these solitons are described by points on the straight line $L=S$ that lie in the region with small $L, S<N_{0}$.

Solutions with $\Delta \omega=\omega_{r}+\omega_{p}<0$ are never centrosymmetric, since centrosymmetric precession solitons in the model (1) exist only for $0<\omega<\omega_{0}$; see Refs. 1-3. For $\Delta \omega$ $<0$ the shape asymmetry of the soliton is always larger than for solitons with the same energy $E$ and $\Delta \omega>0$. In the $(L, S)$ plane solitons with fixed $\Delta \omega<0$ correspond to an open curve lying above the line $L=S$ (see Fig. 8) and nowhere intersecting it.

## 7. CONCLUSIONS

We shall discuss the general mechanisms responsible for two-dimensional topological solitons, the properties of the
solitons, and the possible manifestations of these solitons in the properties of various quasi-two-dimensional ordered systems.

Stable stationary topological $2 D$ solitons exist for a wide class of models. The necessary condition is the existence of at least one angular momentum integral of motion $(L, S$, or $J)$. In models with one integral of motion a soliton corresponds to periodic magnetization dynamics.

In the most highly symmetric model of a ferromagnet where both $L$ and $S$ are conserved two-parameter solitons are possible, the parameters being the precession frequency $\omega_{p}$ and the rotation frequency $\omega_{r}$ of the soliton. In these solitons the magnetization dynamics in a stationary coordinate system such that $q \omega_{p} \neq p \omega_{r}$ ( $p$ and $q$ are integers) is described by an almost periodic function of time.

Solitons in models with one integral of motion can manifest quite diverse properties. The shape asymmetry of precession solitons in models with $S=$ const is dictated by the intensity of the interaction that destroys the conservation of $L$. In an almost isotropic model such solitons are close to centrosymmetric. For them, just as for rotation solitons in models with $L=$ const and $S \neq$ const only a low-frequency magnetization dynamics is characteristic, $\omega_{p}, \omega_{r}<\omega_{g}$, where $\omega_{g}$ is the lowest magnon frequency in the linear theory.

The shape asymmetry for rotation solitons is not related to the intensity of the interactions that destroy the symmetry of the model. However, for a very small magnetic anisotropy in the basal plane close to centrosymmetric solitons do exist and they are stable for energies $E>2.3 E_{0}$. Even for a very small anisotropy in the basal plane, solitons with shape asymmetry that is not small are stable.

Oscillation solitons in models where the $z$ projection of the total angular momentum $J$ is conserved (provided that $L \neq$ const and $S \neq$ const) differ from precessional and rotation solitons primarily through having the magnetization dynamics that can be high-frequency $\left(\omega>\omega_{0}\right)$. The shape asymmetry of these solitons is large for the low-frequency case ( $\omega$ $<\omega_{0}$ ), but it is not very small even at high frequencies, where $\omega \gg \omega_{0}$ and $J \ll N_{0}$.

The same high-frequency dynamics also appears for two-parameter solitons in the most highly symmetric model with $L=$ const and $S=$ const. We note that this circumstance could be important for analyzing the contribution of solitons regarded as nonlinear thermal excitations to the thermodynamics and the response function of quasi-two-dimensional uniaxial magnets. At low temperatures $(T \leqslant J \sim A)$ mostly small solitons with $d_{(+)} \simeq d_{(-)}<\Delta \Delta$ and $E \simeq E_{0}$ are excited. For this reason, solitons with rapid oscillations should exist in a soliton gas, and these solitons (in contrast to those studied previously in Refs. 8 and 9) should make a specific contribution to the response function of the ferromagnet through high-frequency peaks. A detailed analysis of this problem falls outside the scope of the present paper.

Analysis of the most highly symmetric model with a purely isotropic basal plane (with respect to both the spatial and spin rotations) showed that the two-parameter solitons in this model can be asymmetric. As a rule, solitons with low energy, $E \simeq E_{0}$, are characterized by the presence of rapid
oscillations. Therefore, in this physically interesting model solitons with $R \ll \Delta$ and $E \simeq E_{0}$ can possess an asymmetric shape and can be characterized by rapid magnetization oscillations. Solitons with a higher energy ( $E$ greater than several $E_{0}$ ) are characterized by slow magnetization dynamics, $\omega_{p}$, $\omega_{r} \simeq \omega_{0}$. They can be either asymmetric or centrosymmetric, depending on the values of $\omega_{r}, \omega_{p}$.

Two integrals of motion, $L_{z}$ and $S$, exist in the model (1). When two independent integrals of motion $L$ and $S$ exist, the question arises as to which values of these integrals are admissable for a soliton, i.e., for what values of $L$ and $S$ does a stable soliton exist? The answer to this question can be obtained by analyzing the curves corresponding to $\Delta \omega=$ const in the $(L, S)$ plane; see Fig. 8.

In this plane the straight line $L=S$ corresponds to centrosymmetric solitons. It corresponds to all $\Delta \omega$ close to $\omega_{0}$ (in the limit $\Delta \omega \rightarrow \omega_{0} L$ and $S$ are small and $E \simeq E_{0}$ ) as well as the points corresponding to stable centrosymmetric solitons for small $0<\Delta \omega \ll \omega_{0}\left(L, S \gtrdot N_{0}, E \gtrdot E_{0}\right)$.

In the region $0<L<S$ solitons are unstable, and we do not discuss them; see the discussion at the end of the preceding section. The regions where $L>S$ correspond to stable solitons, obtained for both small $\Delta \omega>0$ and negative $\Delta \omega$.

These curves either intersect the line $L=S$, crossing into the region $L<S$ and forming a characteristic lobe (for $\Delta \omega$ $>0$ ), or they recede to infinity, remaining above the straight line $L=S$. A characteristic feature of all these curves $\Delta \omega$ $=$ const is that for $L, S \geqslant N_{0}$ and small values of $\Delta \omega$ the curves lie much higher, i.e., the ratio $L / S$ with fixed $S$ increases with decreasing $\Delta \omega$. Therefore it can be asserted that for such values of $L$ and $S$ the half-plane $L>S$ is covered by the corresponding curves and a soliton with a fixed value $L$ $>S \geqslant N_{0}$ can be constructed with an appropriate choice of $\Delta \omega$ and one of the frequencies $\omega_{p}$ and $\omega_{r}$. The region of small $L, S \ll N_{0}$, where curves with different values of $\Delta \omega$ pass close to one another for both $\Delta \omega>0$ and $\Delta \omega<0$, is an exception. Hence it follows that solitons with $L \gtrdot S$ but $L, S$ $\ll N_{0}$ probably do not exist. This is understandable, considering that small values of $L$ and $S$ correspond to small soliton radii, $R \ll \Delta$; in this case the soliton shape anisotropy cannot be large, and $L \simeq S$.
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