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Abstract—The structural stability of α-Zr was studied using the molecular dynamics method in wide temper-
ature and pressure ranges. The interatomic interaction was described by a pair potential calculated within the
Animalu pseudopotential model. The potential parameters were selected using α-Zr phonon spectra. The fea-
tures in the dynamics of the α–β and α–ω phase transitions at various temperatures and pressures were consid-
ered. The calculated hysteresis of forward and backward phase transitions and its pressure and temperature
dependences are discussed. The data obtained were used to plot phase equilibrium lines in the P–T phase dia-
gram. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The development of methods for calculating the
electron and phonon states within the electron density
functional theory (EDFT) makes it possible to perform
ab initio theoretical studies of the various properties of
crystalline solids. One of the most important and
actively developed applications of such calculations is
the theoretical study of the structural stability of crys-
tals under high pressures and temperatures.

Knowing the volume-dependent total energy E(V) of
the electronic subsystem of various crystals, one can
obtain the sequence of structural transformations
observed experimentally at low temperatures in both
simple and complex materials. To describe the tempera-
ture dependence of the structural phase transitions, one
needs to compare not the ground-state energies E(V) but
rather the thermodynamic potentials, more specifically,
the free energy F(V, T) or (if the pressure is given) the
Gibbs potentials G(P, T). Major problems in calculating
the thermodynamic potentials arise when considering
the contributions caused by lattice vibrations. In princi-
ple, the lattice dynamic properties can be calculated
within the EDFT in the linear-response approximation
[1]. Then, the structural phase diagram is completely
determined from first principles. Despite the appeal of
this approach, ab initio vibrational spectra sometimes
cannot be used directly in calculating the temperature
dependence of F(V, T). Such a situation arises, in partic-
ular, when studying high-temperature crystal phases that
do not exist at zero temperature and are characterized by
strongly anharmonic lattice vibrations. In this case, in
order to calculate the contribution of vibrational states to
the thermodynamic potentials, one needs to use some
approximate schemes. For example, using the Debye
model for calculating the energy and entropy of lattice
vibrations, we have calculated the phase diagrams of zir-
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conium and some other metals, which agree well with
known experimental data [2].

Currently, it is generally believed that the phase
transition from the high-temperature β phase to the α
phase, in which zirconium is under normal conditions
(Tβ → α = 1136 K), is characterized by the soft-mode
mechanism (see, e.g., [3]). Calculations of the effective
potential carried out by Chen et al. [3] in the “frozen”-
phonon model showed that, at low temperatures, the
bcc lattice corresponding to the Zr β phase becomes
unstable with respect to transverse vibrations with a
wave vector k = (1, 1, 0) (N phonon) and to longitudinal
vibrations with k = (2/3)(1, 1, 1) (L phonon).

There are several viewpoints on the mechanisms of
high-temperature Zr β-phase stabilization. According
to [3], the N-phonon frequency becomes real and com-
parable to the experimental value if the interaction of
the N phonon with other phonon modes is considered.
In [4], using a modified pseudoharmonic approxima-
tion [5], we showed that it is sufficient to consider the
intrinsic anharmonicity of the N-phonon mode in order
to accurately describe the temperature dependence of
the N-phonon frequency. However, the authors of [6],
by solving a Langevin-type nonlinear stochastic equa-
tion for describing the dynamics of an L or N photon
placed in a thermostat, came to the conclusion that
vibrations are complex and cannot be described in
terms of phonons at all.

The calculations of the effective potential for L and
N phonons carried out in [7] in the frozen-phonon
model within the EDFT showed that there is a correla-
tion between the potential anharmonicity and pressure:
as the latter increases, the potential anharmonicity (and,
therefore, the temperature at which bcc zirconium
becomes stable) decreases. It was also shown in [7] that
the α  ω phase transition observed experimentally
© 2005 Pleiades Publishing, Inc.
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under pressure can be caused by an anomalous trans-
verse optical mode E2g at the Γ point of the hcp Bril-
louin zone. The effective potential of this mode becomes
strongly anharmonic as the pressure increases, which
brings about a decrease in the frequency of this mode and
causes instability of the zirconium α phase. Such an
abnormal behavior of the E2g mode in α-Zr under pres-
sure was experimentally observed in [8]. All these fac-
tors indirectly confirm the important role played by soft
modes in P–T phase transitions.

Thus, on the one hand, many studies indicate that
certain soft modes have a significant effect on the Zr
structure stability. On the other hand, it is possible to
describe the structural phase diagram well by applying
the Debye model to the phonon subsystem. In principle,
the role played by soft modes in zirconium phase tran-
sitions can be elucidated using the molecular dynamics
(MD) method.

Calculations for the β  α transition in Zr using
this method were carried out in [9–11], where the
dynamics of this transition was studied at zero pressure
using model pair potentials to describe the atomic inter-
action. In general, the results of those studies showed
that the β  α phase transition is martensitic and is
associated with atomic displacements corresponding to
the N phonon. Unfortunately, it is rather difficult to
determine the relative contribution from an individual
vibrational mode in the MD simulation. The reason for
this is that a huge number of interacting vibrational
modes exist in the system at high temperatures. One
possible way to determine the contribution from a soft
mode is to simulate the structural transition at various
pressures and temperatures.

In this study, we consider the results of MD simula-
tion of the zirconium structural stability in wide ranges
of temperatures and pressures using the Animalu pair
pseudopotential of atomic interaction.
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Fig. 1. Calculated phonon spectra of (a) α-Zr and (b) β-Zr.
The imaginary frequencies corresponding to unstable
phonons are shown as negative frequencies. Dots corre-
spond to experimental values taken from [15, 16].
PH
2. POTENTIAL AND PHONON SPECTRA

In this study, the atomic interaction was described
by a pair potential calculated within the Animalu
pseudopotential model for transition metals [12]. The
Animalu pseudopotential has been repeatedly used to
calculate various physical properties of simple and
transition metals. For example, the total energies and
equilibrium atomic volumes of the fcc, hcp, and bcc
modifications of 24 transition elements were calculated
in [13] to the second order of perturbation theory. In
particular, it became possible to obtain the actual (hcp)
low-temperature phase for zirconium. Calculations of
the temperature dependence of the free energy of
phases performed in [13] within the harmonic approxi-
mation yielded a temperature of the hcp  bcc phase
transition in Zr (Tcalc = 1080 K) that is close to the
experimental temperature (Texp = 1136 K). The applica-
tion of Animalu pseudopotentials to MD simulation of
the dynamics of complex lattices, such as those of high-
temperature superconductors, is described in [14].

One of the advantages of this pseudopotential model
is that it considers the set of natural physical parameters
required to simulate structural transformations under
pressure. The parameters Ai, which characterize the
potential-well depth and are determined from spectro-
scopic data, were taken from paper [12], which was
authored by Animalu, and were assumed to be fixed in
our calculations. Only the unit volume Ω0 and effective
valence Zeff were varied parameters. These two param-
eters were fitted using experimental phonon spectra of
the zirconium α phase [15] and the value of the equilib-
rium unit volume Ω0 = 23.3 Å of this phase.

Figure 1 shows the phonon dispersion curves of α-
and β-Zr as calculated at Zeff = 3 and Ω0 = 23.3 Å. When
calculating these curves, the dynamic matrix elements
were found by summing over six coordination spheres.
It follows from Fig. 1a that the largest disagreement
with the experiment for the α phase is observed near the
Γ point, where the calculated frequency of the optical
branch is larger than the corresponding experimental
value by approximately 4.5 meV. This overestimate of
the optical phonon frequency at the Γ point of the Bril-
louin zone of hcp Zr, Ti, and Hf occurs in all calcula-
tions using the pair potential (see, e.g., [17, 18]). As
shown in [19], the experimentally observed anomalous
decrease [15] in the frequency of LO vibrations at the Γ
point of hcp zirconium with a decrease in temperature
is associated with features in the electronic band struc-
ture near the Fermi surface and cannot be adequately
described in terms of the pseudopotential. In general,
there is good agreement between the α-Zr phonon spec-
trum as calculated in the Animalu pseudopotential
model and the experimental spectrum. Moreover, our
results agree with the data calculated using many-parti-
cle interatomic potentials [17] and reproduce short-
wavelength acoustic phonons rather well, which is
important when considering the lattice stability.
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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When calculating the dispersion curves for the Zr β
phase (Fig. 1b), the acoustic branch along the Γ–N
(110) direction, corresponding to transverse vibrations,
is found to have imaginary frequencies. Such a behav-
ior of the acoustic branch agrees well with the experi-
mental data from [16], in which an anomalous decrease
in the frequency of β-Zr transverse vibrations along the
[110] direction was observed as the temperature
decreased. This also agrees with the results of ab initio
calculations in the frozen-phonon model [3, 4], in
which the T1N-mode vibration frequency is purely
imaginary. The appearance of soft modes in the vibra-
tion spectrum, as a rule, indicates structural instability
of the lattice. The appearance of a branch of the vibra-
tional spectrum for which all frequencies are imaginary
explains the absence of the Zr β phase at normal pres-
sure and low temperature. A similar result was obtained
in [17]. In other respects, as can be seen in Fig. 1b, the
Animalu pseudopotential fitted to the hcp phase also
reproduces well the dynamic properties of bcc Zr. In
particular, this is indicated by a dip in the calculated
dispersion curve of the longitudinal vibrational L2/3
[111] mode. This mode plays an important role in the
β  ω phase transformations of zirconium observed
under high pressures.

Figure 2 shows the density of vibrational states of
hcp Zr as calculated using the tetrahedron method with
the involvement of 135 points in the irreducible part of
the Brillouin zone. The calculated density of states fits
that obtained on the basis of experimental data rather
well [15].

Thus, we succeeded in selecting an Animalu pair
pseudopotential that describes the dynamic properties
of both α and β zirconium well. We did not calculate
phonon dispersion curves for the third observed Zr
phase (ω phase), since there are no experimentally
measured phonon spectra for this structure.

In what follows, the selected potential was consid-
ered the same for all phases, temperatures, and pres-
sures in the MD simulations.

3. MOLECULAR-DYNAMICS SIMULATION 
TECHNIQUE

As an initial atomic configuration, an hcp structure
with 4500 atoms and cyclic boundary conditions was
taken. After potential-energy minimization and system
relaxation, the crystallite was exposed to a temperature
T = 0 over a time no less than t = 10–12 s. In all calcula-
tions, the time step was δt = 0.5 × 10–15 s. Crystallite
heating and cooling were simulated by multiplying the
atomic velocity components by the factor γv =

 every tenth time step. Here,
T and Ts are the current and required temperatures,
respectively, and αT is a coefficient defining the rate of
temperature change. In the calculation, we used values
of αT ranging from 0.995 to 0.999. Heating was carried

T Ts–( )αT Ts+( )/T
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out gradually in several steps. At each step, the new
value of the temperature Ts differed from its preceding
value by no more than 200 degrees. After reaching the
temperature Ts, the system was exposed to this temper-
ature and freely evolved to an equilibrium state. There-
after, a new value of the temperature Ts was set if
required.

The α  ω transitions observed in zirconium
under high pressures were simulated at a fixed temper-
ature. Preliminarily, the crystallite was heated to a
required temperature and brought to an equilibrium
state; then, the external pressure P was changed step-
wise (simulation at a fixed volume) or the lattice param-
eters a and c were changed by 1% (simulation at a fixed
pressure). After each change in the parameters P or V,
the system was brought to an equilibrium state at a fixed
temperature.

The system was considered to be brought to equilib-
rium if the velocity-distribution function remained
unchanged in time and if the main system parameters
(the kinetic, potential, and total energy; the minimum
interatomic distance; etc.) fluctuated, due to the finite
size of the system, near average values that remained
unchanged for a time of the order of 10–12 s.

The onset of a structural transformation, as a rule,
was preliminarily determined by an abrupt change in
the crystallite kinetic energy. The initial, final, and
intermediate phases were traced by the evolution of the
atomic radial distribution function (RDF).

4. CALCULATIONAL RESULTS

The dynamics of the α  β phase transition can be
traced in Fig. 3, where the instantaneous atom positions
are shown at various points in time of the MD simula-
tion.

The upper left-hand panel shows the initial α phase
with an hcp lattice before the temperature-driven phase
transition. The upper right-hand panel shows the crys-
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Fig. 2. Density of states of zirconium.
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Fig. 3. Rearrangement of the Zr crystal structure during the α  β transition (see text for details).
tallite state after 300 time steps. We can see that the
structure transformation begins almost simultaneously
throughout the entire crystallite volume. In this case,
atomic displacements correspond to two types of vibra-
tions: short-wavelength vibrations that change the
local structure and long-wavelength vibrations that
give rise to a twin structure. The lower left-hand panel
(∆t = 600 steps) shows the instant of time when the
twin formation due to the structural transition to the
β phase was mostly completed but the atoms arranged
at interfaces retained the local neighborhood of the ini-
tial α phase. Finally, after 1000 steps (the lower right-
hand panel), the rearrangement of atoms at twin bound-
aries is completed. Then, the formed β phase remains
stable over the entire observation period.

As the temperature decreases, the reverse β  α
transition is observed. Figure 4 shows the atomic RDF
and the temporal variation of the crystallite kinetic
energy (in temperature units). A decrease in the kinetic
energy at the initial stage (Fig. 4b) corresponds to heat
removal in the MD simulation. After reaching a temper-
ature close to 750 K, the spatial rearrangement of atoms
begins, which manifests itself in a sharp increase in
kinetic energy. An analysis of the atomic structure (sim-
ilar to the analysis made for the structure presented in
Fig. 3) shows that the first main maximum in kinetic
energy at the 180 000th step is caused by the rearrange-
ment of atoms at the twin boundary; then, the transition
to the hcp structure occurs in the other part of the crys-
tallite for a short time. The start of this transition corre-
sponds to the second peak in the kinetic-energy curve.
Further cooling causes the formation of a homogeneous
PH
and stable α phase of zirconium. Figure 4a shows the
RDFs in relation to the simulation time. The numerals
near the curves denote the step numbers according to
Fig. 4b.

The calculated kinetics of the β  α martensitic
transition generally agrees with the results from [9–11].
In those papers, in contrast to the present study, the ini-
tial structure was chosen to be body-centered cubic and
the emphasis was on simulation of the β  α transi-
tion. Under these initial conditions, a perfect bcc lattice
transforms to an ordered system of twins with an hcp
structure. In the case under consideration, the initial
structure in the simulation of the β  α transition was
a system of twins of a bcc lattice, which formed due to
the temperature-driven transition from the α phase.
Under these initial conditions, the newly restored α
phase featured a homogeneous hcp lattice. This sug-
gests that the forward and backward transitions occur
via the same mechanism.

It should be noted that the authors of [10] failed to
achieve the α  β transition using an ordinary simu-
lation procedure. The transition became possible only
after exciting the T1N-phonon mode in the system. Even
in this case, the final phase contained not only atoms
with a bcc neighborhood but also a significant number
of atoms with hcp ordering. The authors of [10] explain
the impossibility of achieving the reverse α  β tran-
sition by the fact that the hcp phase does not contain
vibrations exactly corresponding to the T1N phonon of
the bcc lattice. Our calculations agree better with the
MD simulation results from [20], where the α  β
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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Fig. 4. Changes in (a) the atomic radial distribution function and (b) the crystallite kinetic energy during the β  α transition.
transformation occurs at T > 1925 K via the same
mechanism as the β  α martensitic transition.

The typical change in the structure in the MD simu-
lation of the α  ω transition is shown in Fig. 5. We
can see that regions with a structure different from the
hcp structure appear (upper right-hand panel) in the ini-
tial matrix of the α phase with the hcp lattice after 640
steps (upper left-hand panel). Then, the growth of new-
phase nuclei is observed (lower left panel, ∆t = 640)
and, after 1820 steps, the new phase forms throughout
the entire crystallite (lower right panel). Thus, the cal-
culation shows that, in contrast to the α  β transfor-
mation, the mechanism of the transition to the ω phase
is most likely the formation of new-phase nuclei and
their further growth. In this case, the time required for
a complete transformation is approximately two times
longer than the time taken for the α  β transition.
We also note that both α  β and α  ω transfor-
mations are displacive; i.e., the transformations occur
only via small atomic displacements.

To determine the pressure and temperature ranges
over which the α-Zr structure is stable, a series of MD
calculations was carried out under various external con-
ditions (P, T). The α  β transitions were simulated
at a fixed pressure Pt with the temperature varying in
steps as described above. The onset of a phase transi-
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
tion was also determined as an abrupt change in the
kinetic energy and in the elementary volume and as a
change in the atomic RDF. The α  ω transitions
were simulated at a fixed temperature Tt and with
stepped changes in pressure. The onset of a transition
was also determined as an abrupt change in the kinetic
energy and was monitored by changes in the elemen-
tary volume and atomic RDF. The results are shown in
Fig. 6, where symbols indicate the values of Pt and Tt

obtained by MD simulation; squares correspond to
experimental data [21–25]. It should be noted that the
experimental values of the pressure corresponding to
the room-temperature transition to the ω phase differ
significantly and are dependent on the experimental
conditions. According to [21], the pressure of the α 
ω transformation equilibrium as determined in experi-
ments with shear deformations is 22 kbar. Experiments
[22, 25] with resistivity measurements under quasi-
hydrostatic compression of zirconium yield much
larger pressures, from 50 to 70 kbar. Figure 6 shows the
extreme experimental values. Thin solid lines conven-
tionally separate the stability regions of the α, β, and ω
phases of zirconium. Filled circles and filled triangles
denote the forward transitions from the α phase to β
and ω phases, respectively, obtained by MD simulation.
05
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Fig. 5. Changes in the Zr crystal structure during the α  ω transition (see text for details).
Open circles and open triangles are points at which the
backward transition to the α phase begins.

We can see in Fig. 6 that there is a significant hyster-
esis of forward and backward transformations for both
the α  β and α  ω transitions. The hysteresis is
almost independent of temperature and pressure for the
α  β transition and is strongly dependent on tem-
perature for the α  ω transition. The significant hys-
teresis at room temperature observed in our MD calcu-
lations agrees well with the experimental fact that the
metastable ω phase exists at atmospheric pressure after
the applied pressure is removed.
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Fig. 6. Stability region of the Zr α phase obtained using
molecular-dynamics simulation.
PH
In contrast to experiment, the α  β transition was
observed only under pressure, while the backward tran-
sition was observed at normal pressure as well. Figure 6
additionally shows the phase transition lines corre-
sponding to the intermediate position between the for-
ward and backward transitions (bold lines). We note
that the α  β equilibrium line slope is much larger
than that observed experimentally in all cases. This can
be caused by the fact that the interatomic interaction
potential was assumed not to change with pressure in
the calculations and that it is impossible to consider the
contribution from the electronic entropy in MD simula-
tions. According to [26], the electronic entropy plays an
important role in stabilizing the high-temperature bcc
phase. Ab initio calculations [2] of the zirconium phase
diagram show that the inclusion of the electronic
entropy decreases the α  β transition temperature at
atmospheric pressure by approximately 400 K. Since
the difference between the entropies of the two phases
∆S = Sα – Sβ decreases in magnitude as the pressure
increases, the role of the electronic entropy becomes
insignificant under high pressures. In our opinion, this
is the major cause for the α–β transition temperature
we obtained by MD simulation being close to experi-
mental data obtained under high pressures but signifi-
cantly differing from them at low pressures.

An analysis of the changes in the hysteresis shows
that the depth of the potential well for the initial α
structure is inversely proportional to the applied pres-
sure during the α–β transition; i.e., the height of the
energy barrier separating the α structure from the β
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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phase decreases as the pressure increases. The barrier
height for the β phase grows as the pressure decreases.

The height of the barrier to the α–ω transition
changes in a very different manner. This transition is
accompanied by a decrease in the energy barrier from
the side of the β phase as the pressure increases. This
follows from the fact that the slope of the phase transi-
tion line is negative (filled triangles in Fig. 6). The
backward transition (open triangles in Fig. 6) is accom-
panied by a lowering of the barrier from the side of the
ω phase as the pressure decreases. The different pres-
sure dependences of the barrier height during the for-
ward and backward transitions suggest that the lattice
instability is associated with different combinations of
vibrational modes even though both transitions are dis-
placive.

5. CONCLUSIONS

The structural stability of α-Zr has been considered
in wide temperature and pressure ranges using MD
simulation. The simulation results show that the use of
the pair potential makes it possible to describe the
dynamics of the α–β and α–ω phase transitions suffi-
ciently well. In particular, the α  β and α  ω
structural transformations are due to small atomic dis-
placements associated with short-wavelength vibra-
tions (which control the local structure after the transi-
tion) and with long-wavelength vibrations (which
result in the formation of large-scale structures, such as
twins). At the initial stage, the forward α  β transi-
tion occurs via the formation of a twin system in which
the structure transforms in the volume of the twins. In
this stage, the short-range order at the twin boundaries
remains that corresponding to the initial hcp lattice. The
further changes are due entirely to the transformation
and to the boundary motion of twins. As the tempera-
ture decreases, the backward transition (β  α) from
the high-temperature bcc phase begins with the
arrangement of twin boundaries and the formation of
hcp lattice short-range order at interfaces, followed by
a rapid transition to the α phase over the entire other
region of the crystallite. The α  β transition temper-
ature decreases as the pressure increases. However, the
slope of the phase transition line in this case is much
larger than the corresponding experimental value,
which can be due to the fact that the contribution from
the electronic entropy is not taken into account in the
MD simulations.

The mechanism of the α  ω transition is much
different. In this case, the formation of a new phase also
begins due to phonon instability; however, this process
is multistage. First, small regions of a new phase appear
in the crystallite volume and grow slowly with the for-
mation of a stripe structure consisting of initial- and
final-phase stripes. The stripes of the initial hcp struc-
ture decrease in size with time, and regions with a
newly formed structure continue to grow. As a result, a
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      200
new phase with a twin structure forms throughout the
crystallite.

Our calculations carried out at various pressures
have shown that the general pattern of the α–β and α−ω
transitions remains unchanged and is caused by the
same atomic displacements at various pressures.

It should be noted that, in this study, we assumed the
interatomic interaction potential to be independent of
pressure. However, we carried out test calculations
using pseudopotentials with various values of the effec-
tive charge Zeff and volume Ω0 in order to trace the
influence of the changes in the interatomic pair poten-
tial on the phase transition mechanisms. These calcula-
tions show that small changes in the potential do not
change the general pattern of the transition mechanisms
but rather affect only the position of the lines of equi-
librium between various phases in the P–T diagram.
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Abstract—A motion of slow and fast vortices in a waveguide-coupled Josephson junction induced by a trans-
port current flowing through the entire structure is studied; the coupling is not assumed to be weak. For a fast
vortex, conditions are established under which current oscillations due to energy dissipation via Cherenkov
radiation of Swihart waves become comparable to the current compensating for ohmic losses in the Josephson
junction, waveguide, and adjacent superconductors. For a slow vortex, it is proved that intermediate and strong
couplings of the Josephson junction to the waveguide shift current oscillations to the velocity range below the
Swihart velocity of the Josephson junction. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Induced vortex motion in Josephson structures has
been attracting the attention of scientists for a long time
(see, for example, [1–9]). The laws of vortex motion are
substantially dependent on the energy dissipation in
both the Josephson junction itself and the other parts of
the structure coupled with it. For a long time, it has
been believed that the energy dissipation of a Josephson
vortex is dominated by ohmic losses due to the finite
conductance of the Josephson junction and the small
resistance of the superconductors. Recently, it has been
demonstrated that Cherenkov radiation of Swihart
waves, which arises due to the spatial dispersion of
superconductors, is an important channel of energy dis-
sipation for a vortex [10, 11]. Vortex motion induced by
the current flowing through an isolated Josephson junc-
tion was studied in [11] with allowance for both ohmic
and Cherenkov losses. The transport current density
required to sustain steady motion of a vortex was found.
The Cherenkov losses manifest themselves as oscilla-
tions in the dependence of the transport current on the
vortex velocity, which are superimposed on the mono-
tonic variations corresponding to pure ohmic losses.
The induced vortex motion in a Josephson junction
with a spatially periodic time-delay line and the possi-
ble excitation of linear waves in such a line were stud-
ied in [7]. The induced vortex motion in a Josephson
junction coupled with a planar waveguide was studied
in [12, 13] under the assumption that the transport cur-
rent flows through the Josephson junction only. The
Cherenkov losses were neglected in [12]. In [13], the
contributions to the current not only from ohmic losses
in the Josephson junction and waveguide but also from
the Cherenkov radiation of Swihart waves by the
Josephson junction and waveguide were found. It was
assumed that the Swihart velocity of the waveguide is
1063-7834/05/4710- $26.00 1805
much larger than that of the Josephson junction and that
the coupling is weak. Progress in studying the Cheren-
kov losses became possible owing to the model relation
of the Josephson current to the phase difference of the
superconductor wave functions proposed by Sakai,
Tateno, and Pedersen [14, 15].

In the present paper, we continue to study the influ-
ence of the Cherenkov losses on the induced vortex
motion in a waveguide-coupled Josephson junction in
the framework of the Sakai–Tateno–Pedersen
approach. In order to find the conditions under which
the Cherenkov losses are essential for the relation
between the transport current and vortex velocity, we
consider ohmic losses not only in the Josephson junc-
tion and the waveguide but also in the three supercon-
ductors forming the layered structure. In contrast to
[13], we assume that the current flows through the
entire layered structure and that the coupling between
the Josephson junction and waveguide is not necessar-
ily weak. As shown in [16], a current flowing through a
waveguide can sustain steady motion of a fast vortex at
a lower current density than a current flowing only
through the Josephson junction. Giving up the weak
coupling approximation, we can study conditions
where the Cherenkov losses modify the relation
between the current and velocity not only for a slow
vortex but also for a fast vortex.

The paper is organized as follows. The main equa-
tions for the phase difference in the Josephson junction
and waveguide are given in Section 2. Relations are
found that make it possible to find the electric and mag-
netic fields created by a vortex in all space. In Section 3,
we obtain expressions for vortex ohmic losses due to
energy dissipation in the Josephson junction,
waveguide, and superconductors. The dissipative and
Lorentz forces acting on a uniformly moving vortex are
© 2005 Pleiades Publishing, Inc.



 

1806

        

MALISHEVSKIŒ 

 

et al

 

.

                                                                                                                                                                                    
found. In Section 4, we obtain an expression for the
Cherenkov losses of a moving vortex. The transport
current densities required to sustain uniform motion of a
slow and fast vortex are found in Sections 5 and 6,
respectively. We also establish conditions under which
the Cherenkov losses are comparable to ohmic losses
and have a substantial effect on the relation between the
transport current and velocities of slow and fast vortices.

2. THE FIELD OF A VORTEX 
IN THE SYSTEM OF A COUPLED JOSEPHSON 

JUNCTION AND WAVEGUIDE

Let us consider a structure consisting of a thin non-
superconducting layer with dielectric constant εd and
conductivity σd, placed inside the region –d < x < d, and
a nonsuperconducting waveguide with dielectric con-
stant εw and conductivity σw, placed inside the region
L + d < x < L + d + 2dw. In the regions x < –d and x >
L + d + 2dw and between the two nonsuperconducting
layers (d < x < d + L), there are identical superconduc-
tors with a London penetration depth λ @ dw, d and with
a conductivity of normal electrons σn. As is well known
(see, for example, [3]), the critical current density of an
SIS junction can be estimated as jc ~ exp(–2d/deff),
where the distance scale deff depends on the effective
potential describing the tunnel junction. According to
[13], the typical value for deff is ~5 Å. If 2d ~ deff, the
critical current can be sufficiently high for the Joseph-
son effect to occur. The thickness of the second nonsu-
perconducting layer 2dw is presumed to be much larger
than deff. In this case, the critical current density through
the second layer becomes exponentially small and this
layer can be considered a waveguide without any Joseph-
son current. So, we presume that the thickness of the
waveguide satisfies the condition deff ! 2dw ! λ. In the
case where the London penetration depth of the super-
conductors is λ ~ 103 Å, the range of acceptable values
of the waveguide thickness is sufficiently large. Under
these conditions, the structure under study can be con-
sidered a Josephson junction magnetically coupled
with a waveguide.

Let us assume that electromagnetic fields are inde-
pendent of the y coordinate. We also presume that the
characteristic scale of variation of a magnetic field
along the z axis is large as compared to the London pen-
etration depth λ. The magnetic field inside the nonsu-
perconducting layers is assumed to be independent of x.
This assumption means that we will consider fields for
which the typical scales across the Josephson junction

(~ ) and across the waveguide (~ ) are much
larger than the thicknesses 2d and 2dw, respectively:

 

For a typical Josephson junction and fields that are of
interest to us, the inequality 2dkd ! 1 usually holds with

kd
1–

kw
1–

2dkd ! 1, 2dwkw ! 1.
PH
a wide margin (see, for example, [17, 18]). Below, we
show that, for the vortices under study, the condition
2dwkw ! 1 is also satisfied. The assumption of a small
thickness of the waveguide and the condition that the
vortex scales be small as compared to the London pen-
etration depth make it possible to describe vortices in a
system consisting of a Josephson junction and a
waveguide in terms of weakly nonlocal electrodynam-
ics, that is, to use the differential equation from Abriko-
sov’s book [19] instead of a more complex integral
equation similar to that used in [7].

Using the continuity of the x component of the gen-
eralized current at the interfaces between the supercon-
ducting and nonsuperconducting layers, we can write
an equation that relates the wave-function phase differ-
ences over the Josephson junction, ϕ(z, t), and over the
waveguide, ϕw(z, t), with the y components of the mag-
netic field in them, H(z, t) and Hw(z, t). Neglecting the
currents due to the small conductivity of the nonsuper-
conducting layers, we get

 (1)

 (2)

where ωj =  is the Josephson frequency;
φ0 = π"c/ |e | is the magnetic flux quantum; and Vs and
Vs, w are the Swihart velocities of the isolated Josephson

junction and waveguide, respectively:  = c2d/(εdλ)

and  = c2dw/(εwλ). The function F[ϕ] is the dimen-
sionless tunnel current density through the Josephson
junction. Equations (1) and (2) are similar, because the
Josephson junction is a waveguide in itself with the dis-
tinction that there is a superconducting current flowing
through it, whereas the superconducting current flow-
ing through the waveguide is negligibly small.

A set of equations relating the fields and phase dif-
ferences follows from the Maxwell equations and the
continuity conditions for the magnetic field and the z
component of the electric field at the layer boundaries.
According to [20] (see also [21]), the equations linking
the Fourier transforms of the fields H(k, t) and Hw(k, t)
and the phase differences ϕ(k, t) and ϕw(k, t) have the
form

∂2ϕw z t,( )

∂t
2

------------------------
4π
φ0
------λVs w,

2 ∂
∂z
-----Hw z t,( ),–=

ωj
2
F ϕ[ ] ∂2ϕ z t,( )

∂t
2

---------------------+
4π
φ0
------λVs

2 ∂
∂z
-----H z t,( ),–=

4π c jcd/εdφ0

Vs
2

Vs w,
2
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 (3)

If the typical scales of variation of the magnetic field
and of the phase differences are large as compared to
the London penetration depths, then the terms ~kλ can
be neglected and from Eqs. (3) we obtain

 (4)

Substituting these approximate expressions for
magnetic fields into Eqs. (1) and (2) describing the
waveguide and Josephson junction, we get

 (5)

 (6)

Notice that, if we disregard the coupling between the
Josephson junction and waveguide, Eq. (5) reduces to
the well-known equation for Swihart waves (see, for
example, [19]).

Let us consider vortices moving freely along the z
axis at a constant speed v. Equations (5) and (6) for
them take the form

 (7)

 (8)

Here, ψ(ζ) = ϕ(z, t) and ψw(ζ) = ϕw(z, t), with ζ = z – v t.

Substituting  from Eq. (7) into Eq. (8), we get a sin-
gle equation for ψ(ζ),

 (9)

where the function kj(v ) is defined as

 (10)

H k t,( ) ik
φ0

2π
------ 1

2λ 2
k

2 λ 2–
+

--------------------------------–=

× ϕ k t,( ) e
L k

2 λ 2–
+– ϕw k t,( )+[ ] ,

Hw k t,( ) ik
φ0

2π
------ 1

2λ 2
k

2 λ 2–
+

--------------------------------–=

× e
L k

2 λ 2–
+– ϕ k t,( ) ϕw k t,( )+[ ] .

H z t,( )
φ0

2π
------ 1

2λ
------ ∂

∂z
----- ϕ z t,( ) e

L/λ– ϕw z t,( )+[ ] ,–=

Hw z t,( )
φ0

2π
------ 1

2λ
------ ∂

∂z
----- e

L/λ– ϕ z t,( ) ϕw z t,( )+[ ] .–=

∂2ϕw z t,( )

∂t
2

------------------------ Vs w,
2 ∂2ϕw z t,( )

∂z
2

------------------------ e
L/λ–

Vs w,
2 ∂2ϕ z t,( )

∂z
2

---------------------,+=

ωj
2
F ϕ[ ] ∂2ϕ z t,( )

∂t
2

---------------------+

=  Vs
2∂2ϕ z t,( )

∂z
2

--------------------- e
L/λ–

Vs
2∂2ϕw z t,( )

∂z
2

------------------------.+

e
L/λ–

Vs w,
2 ψ'' ζ( ) Vs w,

2
v

2
–( )ψw'' ζ( )+ 0,=

e
L/λ–

Vs
2ψw'' ζ( ) Vs

2
v

2
–( )ψ'' ζ( )+ ωj

2
F ψ[ ] .=

ψw''

F ψ[ ] 2
π
---k j

2–
v( )ψ'' ζ( ),=

k j v( ) 2
π
---ωj

Vs w,
2

v
2

–

v 0
2

v
2

–( ) v 1
2

v
2

–( )
-----------------------------------------------.=
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Here, v 0 and v 1 (v 0 < v 1) are the roots of the equation

 

To solve Eq. (9), we will use the Sakai–Tateno–Peder-
sen model, in which the function F[ϕ] is given by

 (11)

The solution to Eq. (9) corresponding to a stable ele-
mentary vortex (2π kink) moving at constant speed v is
given by [11]

 (12)

Using Eq. (12), we can write explicitly the condition
that was used in deriving Eqs. (5) and (6)

 (13)

Condition (13) means that the spatial dimension of the
vortex should be significantly larger than the London
penetration depth. Also, it follows from Eq. (12) that
the motion of a stable vortex is possible only if the
function kj(v ) is real. This imposes constraints on the
vortex velocity v. It follows from Eq. (10) that an ele-
mentary vortex can move in two velocity ranges [12].
For example, if Vs, w > Vs, then one range corresponds to
a slow vortex, v  < v 0 < Vs, and the other corresponds to
a fast vortex and extends from Vs, w to v 1.

Let us show that the condition that the thickness of

the waveguide 2dw be small in comparison with  can
be satisfied for both slow and fast vortices. In the case
under study, where the speed of light in the waveguide
is large as compared to the Swihart velocities, we can,
following [12], estimate kw as

 

With this estimate, we get 2dwkw ≈ 2dwkj(v ) =
(2dw/λ)(kj(v )λ). Since we assume that condition (13)
holds, the inequality 2dwkw ! 1 can easily be satisfied.

Let us consider the spatial distribution of the fields
of a moving vortex described by Eq. (12). On substitut-
ing the derivative  obtained from Eq. (7) by single

Vs
2

v
2

–( ) Vs w,
2

v
2

–( ) e
2L/λ–

Vs
2
Vs w,

2
– 0.=

f ϕ[ ]
2/π( )ϕ , 0 ϕ π/2< <
2/π( ) π ϕ–( ), π/2 ϕ 3π/2< <
2/π( ) ϕ 2π–( ), 3π/2 ϕ 2π.< <






=

ψ ζ( ) π
2
--- k j v( )ζ π

4
---+ , ζexp

π
4k j

-------,–<=

ψ ζ( ) π π
2

------- k j v( )ζ[ ] , –
π

4k j

-------sin ζ π
4k j

-------,< <+=

ψ ζ( ) 2π π
2
--- k j v( )ζ– π

4
---+ , ζexp–

π
4k j

-------.>=

k j v( )λ  ! 1.

kw
1–

kw k j v( ) 1 εwv
2
/c

2
– k j v( ).≈=

ψw'
05
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integration, Eqs. (4) for the magnetic fields in the non-
superconducting layers become

 (14)

The magnetic fields in the superconductors are
related to the fields in the Josephson junction and
waveguide as follows:

 (15)

For moving vortices, the magnetic fields in the Joseph-
son junction and waveguide entering into Eq. (15) are
described by Eqs. (14). The electric field in the super-
conductors is related to the magnetic field as follows:

 (16)

It follows from Eq. (16) and condition (13) that  @

 in the superconducting layers. Using this fact, the
electric field in the superconductors can be approxi-
mated by

 

 (17)

 

H ζ( )
φ0

4πλ
---------- v

2
1 e

2L/λ–
–( )Vs w,

2
–[ ] ψ' ζ( )

v
2

Vs w,
2

–
----------------------,–=

Hw ζ( )
φ0

4πλ
----------e

L/λ– v
2

v
2

Vs w,
2

–
----------------------ψ' ζ( ).–=

H x d L 2dw z t, ,+ +>( )
=  Hw z t,( ) x L– d– 2dw–( )/λ–[ ] ,exp

H d x d L z t, ,+< <( ) Hw z t,( ) x d–( )/λ[ ]sinh
L/λ( )sinh

--------------------------------------=

– H z t,( ) x d– L–( )/λ[ ]sinh
L/λ( )sinh

-----------------------------------------------,

H x d– z t, ,<( ) H z t,( ) x d+( )/λ[ ] .exp=

ESc λ 2

c
-----curl

∂HSc

∂t
------------.=

Ez
Sc

Ex
Sc

Ez
Sc

x d– ζ,<( ) v
ψ0

4πc
--------- v

2
1 e

2L/λ–
–( )Vs w,

2
–[ ]=

× x d+
λ

------------ ψ'' ζ( )
v

2
Vs w,

2
–

----------------------,exp

Ez
Sc

d x d L 2dw ζ,+ +< <( ) v
ψ0

4πc
--------- 1

L/λ( )sinh
------------------------–=

× e
2L/λ–

v
2

L/λ( )cosh– v
2

1 e
2L/λ–

–( )Vs w,
2

–[ ]+{

× x L– d–
λ
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

 ψ'' ζ( )
v

2
Vs w,

2
–

----------------------,

Ez
Sc

x d L 2dw ζ,+ +>( ) v
ψ0

4πc
---------e

L/λ– v
2

v
2

Vs w,
2

–
----------------------–=

×
x L– d– 2dw–

λ
------------------------------------– ψ'' ζ( ).exp
PH
According to the Josephson equation, the fields in the
nonsuperconducting layers are

 (18)

It is easily seen from Eqs. (18) and (13) that, inside the
Josephson junction and waveguide,  @ .

The expressions derived in this section for the elec-
tric and magnetic fields in the Josephson junction and
waveguide make it possible to calculate the energy
losses due to the finite conductivity of the nonsupercon-
ducting layers and the small resistance of the supercon-
ductors.

3. DISSIPATION OF VORTEX ENERGY

Let us consider ohmic energy losses of a vortex
moving in a layered structure at a speed v. The variation
in the vortex energy W because of the ohmic losses is
given by

 (19)

where integration is performed over the entire xz plane.
The integral over x in Eq. (19) consists of five terms
arising from the two nonsuperconducting layers with
conductivities σd and σw and the three superconducting
layers with normal electron conductivity σn. The latter
conductivity arises because, at a nonzero temperature,
some electrons of a superconductor are in the normal
state. Using Eq. (18), we can find the contribution to
Eq. (19) from the nonsuperconducting layers –d < x < d
and L + d < x < L + d + 2dw

 (20)

where β = 4πσd/εd and βw = 4πσw/εw. The contributions
from each superconductor layer to the integral will be
written separately. Using the first of Eqs. (17), we find
losses in the region x < –d,

 (21)

Ex d– x d z t, ,< <( )
φ0

4πc
---------1

d
---∂ϕ z t,( )

∂t
-------------------,=

Ex L d x L d 2dw z t, ,+ +< <+( )

=  
φ0

4πc
--------- 1

dw

-----
∂ϕw z t,( )

∂t
---------------------.

Ex Ez

dW
dt

-------- x zσE
2
,dd∫–=

dWd dw,

dt
----------------–

π2

16
------ 1 4

π
---+ 

  φ0

4πc
--------- 

 
2

=

× β βwe
2L/λ– Vs

2
Vs w,

2

Vs w,
2

v
2

–( )
---------------------------+

 
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  εd

d
----v

2
k j v( ),

dWSc 1,

dt
----------------–

π3

16
------σn

φ0

4πc
--------- 

 
2

=

× v
2 v

2
Vs w,

2
1 e

2L/λ–
–( )–

v
2
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2
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-------------------------------------------------

2

λk j
3

v( );
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using the second of Eqs. (17), we find losses in the layer
d < x < d + L,

 (22)

and from the third of Eqs. (17), we obtain losses in the
region x > d + L + 2dw,

 (23)

Knowing the energy losses in the structure, we can find
the dissipative force Fdiss acting on a vortex moving at
speed v :

 (24)

If the uniform transport current density is j, the vor-
tex is subjected to a Lorentz force whose magnitude per
unit length along y axis is

 (25)

where integration is performed over the entire xz plane.
Using explicit expressions (14) and (15) for the mag-
netic field and Eqs. (12) for the phase differences, we
can find from Eq. (25) that [16]

 (26)

Steady motion of the vortex is possible if the dissipative
force Fdiss is compensated by the Lorentz force that
originates from the current flowing through the struc-
ture along the x axis. The transport current required to
sustain the steady motion of the vortex can be found by
equating the Lorentz force and the dissipative force.

4. CHERENKOV LOSSES FOR INDUCED 
VORTEX MOTION

Let us consider the effect of the Cherenkov losses on
induced vortex motion. Assuming both ohmic and
Cherenkov energy losses to be small, they can be taken
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into account independently. Therefore, when calculat-
ing the Cherenkov losses, we disregard the ohmic
losses in the equations describing vortex motion in the
system. As was shown in [11], in order to obtain the
Cherenkov losses, it is necessary to take into account the
spatial dispersion related to the higher order terms of
expansion in the small ratio of the London penetration
depth λ to the characteristic vortex dimension ~1/kj.
Assuming that the London penetration depth is small as
compared to the vortex dimension, we retain the terms
quadratic in kλ in Eq. (3). Using this expansion in kλ,
we get the following set of equations for the phase dif-
ferences [cf. Eqs. (5) and (6)]:

 (27)

 (28)

Let us consider vortices moving at a constant speed v.
Using Eq. (7), we get [cf. Eq. (9)]

 (29)

where λj = Vs/ωj. An equation similar to Eq. (29) was
solved in [11], where the Cherenkov losses in an iso-
lated Josephson junction were studied. Equation (29)
differs from the equation considered in [8] in terms of
the coefficients of the current and of the derivatives.
Thus, we can obtain a solution to Eq. (29) from the
solution in [11] by substituting for the appropriate coef-
ficients. With this substitution, we get the following
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relation between the current and vortex velocity from
Eq. (29):

 (30)

where ε is defined as

 (31)

Equation (30) is valid if ε2 ! 1 and  ! ε2 (for
details, see [11]). Expression (30) differs from that
obtained in [13] by the last parenthetical factor. This
factor appears because the current is flowing through
the entire structure rather than through the Josephson
junction alone as in [13]. It is important that ε given by
Eq. (31) and entering into Eq. (30) is obtained here
without the assumption of weak coupling between the
Josephson junction and waveguide, in contrast to [13].

5. SLOW VORTEX

Let us consider the case where the Swihart velocity
in the waveguide is much larger than the Swihart veloc-
ity in the Josephson junction, Vs, w @ Vs. As was shown
in [12], the velocity of a moving vortex in this case has
to lie in one of the two allowed ranges. In this section,
we consider one of them, the slow-vortex region, where
the velocity of a vortex is smaller than v 0:

 (32)

For this velocity range, the energy losses of a slow
vortex in the Josephson junction and waveguide can be
found from Eq. (20) to be

 (33)

and the total losses in the superconductors are

 (34)
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Substituting Eqs. (33) and (34) into Eq. (24) and com-
paring it with Eq. (26), we obtain the transport current
required to sustain slow vortex motion at a constant
speed v :

 (35)

where η = .

Now, let us consider the effect of Cherenkov losses
on slow vortex motion. The corresponding contribution
to the current is described by Eq. (30) with the differ-
ence that the quantity defined by Eq. (31) is now given
by

 (36)

Graphs of the current density as a function of slow vor-
tex velocity are presented in Fig. 1. All three graphs are
plotted for a region near the upper boundary of the
allowed range of slow vortex motion; this region
extends from the speed corresponding to λjkj/ε ≈ 0.3 up
to the speed corresponding to ε ≈ 0.3. For this velocity
range, the contribution from the Cherenkov losses to
the current can be described by Eq. (30). Figure 1a cor-
responds to the case of L/λ = 3, where exp(–L/λ) ≈ 0.05
and the coupling of the waveguide and Josephson junc-
tion is weak. Figure 1a is similar to Fig. 2 from [11],
where an isolated Josephson junction was studied. As in
[11], oscillations corresponding to Cherenkov losses,
described by Eq. (30), are observed on a background of
steadily increasing ohmic losses, given by Eq. (35). The
amplitude of the oscillations grows as the vortex veloc-
ity approaches the upper boundary of the allowed
velocity range. Notice that, for the coupled Josephson
junction and waveguide, the allowed velocity range
extends not to the Swihart velocity in the Josephson
junction but rather to a smaller velocity v 0 < Vs. The
dashed line in Fig. 1a corresponds to the case where
there are no ohmic losses in the superconductors. Since
the coupling of the Josephson junction to the
waveguide is weak for L/λ = 3, the dashed curve coin-
cides with the curve in Fig. 2 from [11]. The solid line
in Fig. 1a includes the ohmic losses in the superconduc-
tors; so the values of the function j(v ) are increased as
compared to those in [11].

The influence of the waveguide on induced vortex
motion becomes substantial for lower values of L/λ.
Figure 1b shows the dependence of the current on the
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vortex velocity for L/λ = 1. The influence of the
waveguide contracts the allowed vortex velocity range
in this case: 0 < v  < v 0 ≈ 0.93Vs. As in the previous case,
the graph is plotted up to ε ≈ 0.3. As in Fig. 1a, as v
increases, oscillations corresponding to Cherenkov
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Fig. 1. Transport current density as a function of slow vortex
velocity for Vs, w = 5Vs , λ/λj = 5 × 10–3, β/ωj = 10–5, βw = β,
η = β/10, and various values of L/λ: (a) 3, (b) 1, and (c) 1/3.
The dashed line corresponds to the case of η = 0.
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losses appear and grow near the upper boundary of the
allowed velocity range on the background of a steadily
raising current corresponding to ohmic losses. In addi-
tion to the contraction of the allowed range, the influ-
ence of the waveguide causes the function j(v ) to
increase in magnitude.

Finally, Fig. 1c shows the relation between the cur-
rent and vortex velocity for the case of L/λ = 1/3, which
corresponds to a relatively strong coupling of the
Josephson junction to the waveguide. In this case, the
width of the allowed velocity range of slow vortex
motion is about 0.7Vs. A significant contribution of the
Cherenkov losses is evident in Fig. 1c, which is also
plotted up to ε ≈ 0.3. Comparing Figs. 1a–1c, we see
that, as the coupling of the Josephson junction to the
waveguide increases, the current oscillation shifts to
velocities lower than Vs and j(v ) increases in magni-
tude.
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Fig. 2. Transport current density as a function of fast vortex
velocity for λ/λj = 5 × 10–2; all other parameters are the
same as those in Fig. 1. (a) L/λ = 1 and (b) L/λ = 1/3. The
dotted line shows the contribution from dissipation in the
nonsuperconducting layers to the current density. The
dashed line is 10 times the contribution from dissipation in
the superconductors to the current density.
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6. FAST VORTEX
In this section, we consider a fast vortex that is a

vortex moving at a speed v  lying in the narrow range

 (37)

For the velocity range (37), we get from Eq. (20)

 (38)

and the total losses in the superconductors are

 (39)

By substituting Eqs. (38) and (39) into Eq. (24) and
making a comparison with Eq. (26), we obtain the
transport current required to sustain steady motion of a
fast vortex at speed v  in the presence of ohmic losses:

 (40)

The Cherenkov energy losses of a fast vortex are
described by Eq. (30) with ε given by

 (41)

The current density as a function of fast vortex velocity
near the upper boundary of the allowed range (37) is
shown in Fig. 2a. The graph is plotted for L/λ = 1 up to
the velocity corresponding to ε ≈ 0.3; small ohmic and
Cherenkov losses are assumed to be additive. The Cher-
enkov losses cannot be distinguished from the back-
ground of ohmic losses even for relatively large ε. For
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stronger coupling of the Josephson junction to the
waveguide, L/λ = 1/3, the picture is different. The cur-
rent as a function of fast vortex velocity for L/λ =1/3 is
shown in Fig. 2b by a solid line. The limiting value of
v  in this figure corresponds to ε ≈ 0.3. In Fig. 2b, the
dotted line describes the contribution from the dissipa-
tion in the nonsuperconducting layers to the current
density and the dashed line describes the contribution
from the dissipation in the superconductors. It follows
from Fig. 2b that oscillations due to Cherenkov losses
can be observed if the coupling of the Josephson junc-
tion to the waveguide is relatively strong.

7. CONCLUSIONS

Cherenkov losses have been found for a vortex mov-
ing in a layered structure consisting of a Josephson
junction and a waveguide magnetically coupled to it;
the coupling of the Josephson junction to the
waveguide is not assumed to be weak. We have demon-
strated that, in the case where the coupling of the
Josephson junction to the waveguide is strong, the cur-
rent oscillation due to the Cherenkov losses of a fast
vortex can be distinguished relatively easily from the
contributions to the current from ohmic losses in the
nonsuperconducting layers and superconducting termi-
nals. For a slow vortex, the strong coupling shifts the
peaks on the j(v ) curve to a velocity range below the
Swihart velocity in the Josephson junction.

APPENDIX

Let us consider ohmic losses in the superconductors
and nonsuperconducting layers for the case where the
Josephson junction is described by an equation with a
sine nonlinear term. In this case, Eq. (9) takes the form

 (42)

and its solution describing a stable elementary vortex
(2π kink) moving at a constant speed v  is given by

 (43)

All formulas obtained for small ohmic losses in the
model with sinusoidal nonlinearity differ from the
expressions given above for the Sakai–Tateno–Peder-
sen model only in terms of their numerical coefficients.
For example, energy dissipation in the nonsupercon-
ducting layers is described by Eq. (20) in which the
numerical factor (π2/16) (1 + 4/π) is replaced by 2 ×
(2/π)1/2. Energy dissipation in the superconductors is
described by Eqs. (21)–(23) with π3/16 replaced by
(4/3)(π/2)3/2. In Eqs. (33) and (38) describing losses in
the nonsuperconducting layers for slow and fast vorti-
ces, respectively, the factor (1/4)(π/2)3/2(1 + 4/π) should
be replaced by 4/π. For the dissipation of vortex energy
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EFFECT OF CHERENKOV DISSIPATION ON VORTEX VELOCITY 1813
in the superconductors, Eqs. (34) and (39) are valid
with (π/2)3/2 replaced by 8/3. For the transport current
required to sustain steady motion of the vortices, the
current density as a function of the vortex velocity is
given by Eqs. (35) and (40), where one should make the
same substitutions in the coefficient of β as for Eqs.
(33) and (38) and the same substitutions in the coeffi-
cient of η as for Eqs. (34) and (39).
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Abstract—The proximity effect of a bulk superconductor (S) and a thin normal ferromagnetic metal layer (F)
containing spin–orbit scattering centers is studied. The weak and strong limits of the proximity effect in the SF
bilayer are considered analytically in the framework of the microscopic model of the superconducting state of
dirty metals. The critical current of an SFIFS tunnel junction (I stands for an insulating layer) whose sides are
made of proximity-coupled SF layers is calculated. Effects of spin–orbit scattering in the F layers on tunneling
current are studied for parallel and antiparallel magnetization vectors of the F layers. It is shown that there is a
complex relation between the magnitude of the superconducting current flowing through the SFIFS junction
and scattering: spin–orbit scattering suppresses the exchange field effect in a nonlinear way and, at a fixed con-
centration of scattering centers, depends on the SF boundary resistance and the strength of the proximity effect.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Proximity effects are phenomena in which the order
parameter of a particular state of a material penetrates
into another material not possessing this kind of order-
ing intrinsically, due to direct contact between the
materials. An example of the proximity effect is the
penetration of superconducting correlations into a nor-
mal metal (N). To date, the proximity effect of a super-
conductor (S) and a nonmagnetic normal metal has
been explored in detail [1–4].

In the case of an SN structure, one deals with one
kind of ordering, namely, superconductivity. The phe-
nomenon becomes much richer if the nonsuperconduct-
ing metal is a ferromagnet (F). The SF structure has two
competing ordered states, superconducting and ferro-
magnetic. As a consequence, ferromagnetic correla-
tions are induced in the superconductor [5–7] and the
superconducting state generated in the F metal is qual-
itatively different from the superconductivity of an N
metal. It is well known that the main distinction
between nonsuperconducting nonmagnetic and nonsu-
perconducting ferromagnetic metals is the fact that con-
duction electrons in an F metal are spin polarized. As in
an SN structure, superconducting correlations are
induced in the F layer because of the proximity of the S
layer; however, the polarization of electrons at the Fermi
surface due to exchange interaction modifies the condi-
tions of Cooper pairing. In the F layer, Cooper pairs are
formed by quasiparticles in the states {p↑ , (–p + ∆p)↓},
{p↓ , (–p – ∆p)↑}; so the total momentum of a resulting
pair is nonzero (here, ∆p ~ Hex/"vF, where Hex is the
exchange field expressed in energy units and vF is the
1063-7834/05/4710- $26.00 1814
Fermi velocity). If the spin–orbit scattering is suffi-
ciently weak, there is almost no mixing between pairs
belonging to different spin subbands. Therefore, the
distinctive features of SFS junctions are associated with
spatial oscillations (~cos(x∆p)) of the induced super-
conducting order parameter in the F layer [8–10].

A state-of-the-art review of the thermodynamics of
SF systems (including phase diagrams for superlat-
tices) can be found in [11]. As for their transport prop-
erties, so-called π-phase superconductivity has been
directly observed in recent experiments [12–18]. This
kind of superconducting state is characterized by a
spontaneous π shift of the superconducting phase dif-
ference of the condensate wave functions on the sides
of an SFS junction [8, 9, 19]. In particular, the transport
properties of a tunnel junction in the π state can be
described by the Josephson relation between the cur-
rent and phase J(ϕ) = ICsin(ϕ), in which the critical cur-
rent IC is negative.

It is interesting that, for SFIFS and SFS tunnel junc-
tions (I stands for an insulator), it has been predicted
[20–24] that the transition to the π state can occur even
if the F layers are thin, that is, if there are no oscillations
in the order parameter of an F layer. Moreover, while
the π state arises if the layers are magnetized parallel,
the critical tunneling current can even be enhanced for
certain values of the exchange field if the magnetization
vectors are antiparallel and the temperature is low [21–
23]. The origin of this phenomenon is in induced mag-
netic correlations in the S layer and variations in the
phase of the superconducting order parameter near the
SF interface.
© 2005 Pleiades Publishing, Inc.
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As was noted above, the π state in weak SFS links
has been observed by several research groups [12–18].
The enhancement of the Josephson current in SFIFS
junctions remains merely a theoretical prediction, and
the theory should try to consider more realistic models.
In particular, it is possible that spin-flip processes play
a crucial part. These processes can be induced, for
example, by spin–orbit interaction with the involve-
ment of magnetic impurities. Another source of spin-
flip transitions, particularly important for thin films, is
the strong electric field appearing at the interface
between different metals [25]. Spin-flip processes are
special in that the electron spin is no longer conserved
and reverses in a characteristic time τSO. The sign of the
effective exchange field acting on a Cooper pair also
reverses with the same characteristic frequency 1/τSO.

Spin–orbit scattering was discussed in [10, 26, 27],
where the effect of this scattering was studied on the
superconducting transition temperature of SF bilayers
[10] and SF superlattices [26] and on the Josephson
current flowing through an SF tunnel junction [10, 27].
In [10, 26], the temperature range in the vicinity of the
superconducting transition temperature Tc was consid-
ered. In the present paper, we study the influence of
spin–orbit scattering on the superconducting proximity
effect and transport properties of an SFIFS junction
using the microscopic theory of the proximity effect in
SF bilayers in a low temperature range T ! Tc. We con-
sider an arbitrary state of the SF interface and calculate
the critical current of an SFIFS junction; for certain
special cases, we obtain analytical expressions. We
demonstrate that spin–orbit scattering suppresses the
effect of the exchange field in a nonlinear way and, for
a fixed concentration of scattering centers, is deter-
mined by the SF interface resistance and the strength of
the proximity effect. Preliminary results of this study
were published in [27].

It is well known that, in order to study the tunneling
properties of a junction whose sides consist of proxim-
ity-coupled layers, one must first determine the super-
conducting properties of the bilayers and then investi-
gate the transport properties of the junction itself. The
superconducting proximity effect for an SF bilayer with
spin–orbit scattering is studied in Section 2. The influ-
ence of spin–orbit scattering on the critical current of an
SFIFS junction is discussed in Section 3. In the appen-
dix, we give a short derivation of the Uzadel equations
for a system with spin–orbit scattering.

2. MODEL OF A JUNCTION AND PROXIMITY 
EFFECT INCLUDING SPIN–ORBIT SCATTERING

Let us consider the case where both the supercon-
ductor and the ferromagnet are dirty; that is, ξS, F @ lS, F.
This case is of theoretical and practical interest. We also
assume that the following conditions are satisfied: dS @
ξS for an S layer, and dF ! min(ξF, ξ) for an F layer.
Here, ξS = (DS/2πTc)1/2, ξ = (DF/2πTc)1/2, and ξF =
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
(DF/2Hex)1/2 are the coherence lengths of S and F met-
als; lS and lF are the electron mean free paths in these
metals; and dS and dF are the thicknesses and DS and DF
the diffusion coefficients for S and F metals, respec-
tively. Because of the restrictions imposed on the film
thicknesses, we can neglect the reduction in the critical
temperature of the SF bilayer as compared to that in the
critical temperature of the superconductor. We assume
that the F layer is a single-domain film with spin–orbit
scattering centers and that there are no such centers in
the S layer.

We suppose that the region x ≥ 0 is filled by the S
metal and the layer –dF ≤ x < 0 by the F metal and that
the transverse dimensions of the junction are much
smaller than the Josephson penetration depth; so all
quantities depend only on the coordinate x along the
normal to the interface. In this case, the superconduct-
ing properties of the SF bilayer are described by the
well-known Uzadel equations [28, 29] for the normal
(G) and anomalous (F) Green’s functions. It is conve-
nient to explicitly use the normalization condition G2 +
F2 = 1 and, following [3], introduce the modified Uza-
del function Φ defined by the relations GSσ =

 and FSσ = GSσΦSσ/ωσ. Here, the

function  satisfies the relation (ω, Hex) = Φ*(ω, –Hex).
In this case, the Uzadel equations for the S metal take
the form

 (1)

Spin indices σ assume values ±1, ∂x ≡ d/dx, and the
pairing potential is obtained from the self-consistency
equation

 

where ω = ωn = πT(2n + 1) is the Matsubara frequency.
Without spin-flip processes in the S metal, the spin sub-
bands with σ = ±1 are independent. This is not the case
for the F metal, which is assumed to contain spin–orbit
scattering centers. For this metal, the modified Uzadel
equations take the form [see Eq. (A9)]

 (2)

and the subbands are coupled. Here, we introduce the
notation ωσ = ω + iσHex and αSO = 2/3τSO, where τSO is
the characteristic time of spin–orbit scattering. As
usual, it is assumed that the “bare” order parameter for

the normal F metal is  = 0, but FF ≠ 0 because of the
proximity effect of the superconductor. If spin–orbit
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scattering is absent, the spin-up and spin-down subbands
do not mix and Eq. (2) reduces to the usual modified
Uzadel equations for a ferromagnetic metal [19, 30].

Equations (1) and (2) have to be supplemented by
boundary conditions for the functions ΦS and ΦF. Deep
inside the S layer, we have

 (3)

where ∆0(T) is the order parameter of the bulk uniform
superconductor at temperature T according to the BCS
theory. At the interface of the ferromagnet and the insu-
lator, we have ∂xΦF(–dF) = 0. Assuming that spin-flip
scattering is absent at the SF interface itself, the bound-
ary conditions at this interface can be written as [19, 30]

 (4)

 (5)

Here, γ = ρSξS/ρξ is the parameter characterizing the
strength of the proximity effect; γBF = RB/ρξ is the
parameter characterizing the interface transparency; ρS
and ρ are the resistivities of the S and F metals, respec-
tively; and RB is the product of the interface resistance
in the normal state multiplied by its area. Equation (4)
expresses the continuity of a superconducting current
passing through the SF interface with arbitrary trans-
parency, and Eq. (5) describes the quality of the electric
contact. These relations are true under the additional
assumption that the exchange splitting of the subbands

 =  is much smaller than the Fermi
energy EF; that is, Hex ! EF. In this case, we can neglect
the differences of the densities of states and the trans-
parencies of the SF interface for electrons with opposite
spins and assume the interface parameters (γ, γBF) to be
the same for both spin subbands.

Since the F layer is thin, the proximity effect prob-
lem can be reduced to a boundary-value problem for the
S layer, as is the case for an SN sandwich [3]. Assuming
that (dF/ξ)2 ! αSO ! dF/ξ ! 1, we solve the differential
equation (2) by iterations with dFξ and αSO as small
parameters. In a first nontrivial approximation, using
∂xΦF(–dF) = 0, we get

 (6)

where

 

ΦS ∞( ) ∆S ∞( ) ∆0 T( ),= =

γξGFσ
2 ∂xΦFσ/ωσ ξSGSσ
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PH
Finding ∂xΦFσ(x = 0) from Eq. (6) and substituting it into
Eqs. (4) and (5), we get boundary conditions for ΦS, Fσ:

 (7)

 (8)

Here, γM = γdF/ξπTc and γB = γBFdF/ξπTc. In calculating
the quantity ΞFσ(αSO), we use the values GFσ(0) and
ΦFσ(0) for τSO  ∞, because this quantity is already
on the order of ~αSO. Using the results from [30], we

can write ΦFσ(0) = ; therefore,

 (9)

where Aσ = . Substituting
Eq. (9) into boundary conditions (8), we obtain an
equation that relates the unknown value of ΦFσ at the
interface to the value of the function ΦSσ for the S layer
at this interface:

 (10)

The boundary conditions for ΦSσ(x) are found by sub-
stituting Eq. (10) into Eq. (7):

 (11)

As a result, the proximity effect problem for the bulk
superconductor and the thin ferromagnetic metal layer
with spin–orbit scattering is reduced to solving the dif-
ferential Uzadel equation for a semi-infinite supercon-
ductor with boundary conditions (3) and (11). The
parameters γM and γB have a clear physical meaning [3,
19]. The parameter γM characterizes pair breaking near
the interface, and its value depends on the quasiparticle
density of states in the S and F metals. The value of γM
is large if the density of states in the F metal is high. In
this case, superconducting correlations quickly weaken
at the SF interface. In the opposite limit (γM ! 1), the
influence of the S metal prevails and superconducting
correlations in the F metal decay slowly with distance
from the interface. The parameter γB describes the
effective potential barrier at the SF interface. If γB ! 1,
then the S and F metals are in good electric contact; in
the opposite limit, the interface has a large resistance.
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.
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In general, all equations for the modified functions
ΦSσ and ΦFσ are linked via the boundary conditions and
the problem can be solved only numerically. However,
in the case where the proximity effect is weak or strong,
it is possible to find analytical solutions. We are inter-
ested in the superconducting proximity effect and trans-
port properties of an SFIFS junction at low tempera-
tures T ! Tc; the transparency of the SF interface (i.e.,
the value of γB) can be arbitrary.

2.1. Strong Proximity Effect

In the limit πTcγM ! (1 + πTcγB), it follows from
Eq. (11) that, in the zero approximation in γM, we have
∂xΦSσ(0) = 0; i.e., the functions ΦSσ(x) are spatially uni-
form: ΦSσ(x) = ∆S(x) = ∆0. In the next approximation in
γM, using linearized Eq. (1) for ΦSσ(x) and boundary
conditions (3), we find the general solution in the form

 (12)

Substituting this solution into boundary conditions
(11), we find the coefficient Cσ to be

(13)

As follows from the obtained expressions, magnetism
of the F layer is manifested in the preexponential factor
and causes the spin-up and spin-down subbands of the
S layer to become unequal. Superconductivity in the S
layer is suppressed by the proximity effect over the
characteristic length ~ξS/β, which is independent of
Hex. In the limit τSO  ∞, Eq. (13) reproduces the
results from [30] for an SF bilayer without spin-flip
scattering. Substituting ΦSσ(x) at x = 0 given by Eq.
(12) into Eq. (10), we can find the functions ΦFσ(ω, 0);
however, the resulting expressions are too cumbersome
to be shown here.

2.2. Weak Proximity Effect

In the limit of large values of γM [more precisely, at
πTcγM @ (1 + πTcγB)], we get for the S layer (x < ξS)

 (14)

Here, the coefficient B ≡ B(T) for all temperatures T <
Tc can be closely approximated by B(T) = 2Tc[1 –
(T/Tc)2][7ζ(3)]–1/2 [31], where ζ(3) is the Riemann ζ
function. As before, because of the proximity effect,
magnetic correlations of the F layer propagate into the
S layer and make the spin-up and spin-down subbands
unequal.
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In the F layer, the modified Uzadel function for
superconducting correlations is given by

 (15)

So, because of the proximity effect, the superconduct-
ing and magnetic properties of the SF bilayer become
coupled and the bilayer can be considered a unified sys-
tem with strong superconducting and magnetic correla-
tions. We will use these results to study the influence of
spin–orbit scattering on the dc Josephson effect in tun-
nel junctions in which the contacts are formed by prox-
imity-coupled layers.

3. EFFECT OF SPIN–ORBIT SCATTERING 
ON THE CRITICAL CURRENT

As mentioned above, the influence of spin-orbit
scattering on the Josephson current through a weak SFS
link near the superconducting transition temperature
was discussed in [10]. In [27], we considered the influ-
ence of spin–orbit scattering centers on the transport
characteristics of an SFIFS junction at low tempera-
tures in the case where the proximity effect is strong
(γM ! 1). Here, we study the effects for an arbitrary
state of the SF interface and for the strong and weak
proximity effects and also present the results for asym-
metric SFIFS junctions.

Suppose that both contacts of a tunnel junction are
SF sandwiches and that the transparency of the insulat-
ing layer is so low that the influence of a superconduct-
ing current on the state of the contacts can be neglected.
Then, the critical current of the symmetric SFIFS tun-
nel junction is given by

 

Let us consider the collinear configuration of the mag-
netic moments of the F layers.

3.1. Parallel Orientation of the Magnetization Vectors 
of the Ferromagnetic Layers

In the case where the resistance of the SF interface
is significant (πTcγB > 1), γBHex @ 1, and γM is small, the
critical current can be expressed as
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(16)

where Ω = (ω2 + )1/2. Analysis of Eq. (16) shows that
the superconducting current is positive for small values
of the exchange field Hex and is negative for Hex @ ω ~
πTc. In other words, as the exchange field increases, the
direction of the current flowing through the junction is
reversed; i.e., the so-called transition from 0-phase to
π-phase superconductivity takes place [22, 23]. In our
case, when the thickness of the ferromagnetic layer is
much smaller than the superconducting correlation
length, the transition into the π state is induced by mag-
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PH
netism of the S layer, namely, by the additional phase
shift accumulated over the junction [32]. For example,
if the resistance of the SF interface is small (πTcγB < 1)
but, as before, γBHex @ 1 and γM is small, then the crit-
ical current can be found to be

(17)

It can be seen that spin–orbit scattering (the terms con-
taining ~αSO) impedes the transition into the π state. In
particular, for πTcγB = 2, T = 0.1Tc, αSO = 0.01∆0, and
Hex = (3–5)∆0, the contribution of spin–orbit scattering
can be as large as 3–4%.

In the case where πTcγM @ (1 + πTcγB), the critical
current is given by
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where A(αSO) = 8αSOω /[(1 + γBω)2 + ]. As
before, the critical current changes sign for a sufficiently
strong exchange field (Hex > πTc) and the junction turns
into the π state. Spin–orbit scattering attenuates the influ-
ence of the exchange field. For a junction with parame-
ters πTcγM = 10, πTcγB = 0.5, T = 0.1Tc, αSO = 0.01∆0, and
Hex ≈ ∆0, the attenuation does not exceed 1%.

γB
2
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2 γB
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2
 3.2. Antiparallel Orientation of the Magnetization 
Vectors of the Ferromagnetic Layers

If the interface resistance is low (πTcγB < 1),
γBHex @ 1, and the density of states in the S metal is
larger than that in the F layer (the proximity effect is
strong), then the critical current is given by
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In this geometry, for the parameters of the bilayer
πTcγB = 0.5, αSO = 0.1∆0, Hex ≈ 5∆0, and T = 0.1Tc, the
contribution from spin–orbit scattering to the critical cur-
rent does not exceed 0.5%. In the case where the resis-
tance of the SF interface is high (πTcγB > 1), γBHex @ 1,
and πTcγM ! 1, the current amplitude is equal to
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An estimation of the second term in curly brackets for
πTcγB = 2, T = 0.1Tc, αSO = 0.1∆0, and Hex ≈ 2∆0 shows
that the reduction in the critical current due to spin–
orbit scattering is no greater than 1%. In the case where
the superconducting proximity effect is weak [πTcγM @
(1 + πTcγB)], calculations yield
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Fig. 1. Magnitude of the superconducting current jC of an SFIFS junction as a function of the exchange field Hex for parallel (solid
lines) and antiparallel (dashed lines) orientation of the exchange fields of the F layers. The critical current of the junction without
spin–orbit scattering and the additive correction δjC due to spin–orbit scattering are shown. The junction temperature is T/Tc = 0.1. The
spin–orbit scattering parameter is αSO/∆ = 0.1. The parameter values of the SF layer are as follows: (a) πTcγB = 0.5 and πTcγM = 0.1;
(b) πTcγB = 0.5 and πTcγM = 10; (c) πTcγB = 2 and πTcγM = 0.l; and (d) πTcγB = 2 and πTcγM = 10.
An analysis of the critical current as a function of the
exchange field for the geometry in question shows that,
for αSO  0, there is a range of Hex values in which
the critical current increases [22, 23, 32]. The nature of
the phenomenon is slightly different from that in the
previous geometry. The exchange-field dependence is
not related to the accumulated phase shift (the phase
shifts on the opposite sides of the junction cancel each
other) but instead is due to the shift and overlap of sin-
gularities in the quasiparticle density of states under the
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
influence of the exchange field of the F layer [23]. Scat-
tering (which does not conserve the electron spin)
weakens the increase in the superconducting current.

Estimations based on Eqs. (16)–(21) show that con-
tributions of spin–orbit scattering in the limit cases do
not exceed a few percent. For more practical values of
the bilayer parameters, analysis can be performed only
numerically. The results of numerical calculations of
the tunneling current through a symmetric SFIFS junc-
tion for parallel and antiparallel orientations of the
05
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magnetization vectors of the F layers are shown in
Fig. 1. The dependence of the superconducting current
amplitude on Hex for a small value of the effective pair-
breaking parameter at the SF interface (γM ! 1) is
shown for a good (Fig. 1a) and poor (Fig. 1c) electric
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Fig. 2. Magnitude of the critical current jC of an asymmetric
SFINS junction as a function of the exchange field Hex of
the ferromagnetic layer. The critical current without spin–
orbit scattering, the additive correction δjC due to spin–orbit
scattering, and the total current flowing through the junction
are shown. The junction temperature is T/Tc = 0.1, and the
spin–orbit scattering parameter is αSO/∆ = 0.1. The param-
eter values of the bilayers are as follows: (a) πTcγB = 2 and
πTcγM = 0.1, which corresponds to a strong proximity
effect, and (b) πTcγB = 2 and πTcγM = 10, which corre-
sponds to a weak proximity effect.
PH
contact between the layers. The opposite limit of a
junction with a large pair-breaking parameter at the SF
interface (γM @ 1) is shown in Figs. 1b and 1d for a
good and poor electric contact between the S and F lay-
ers, respectively. As expected, the critical current of the
junction strongly depends on Hex, γM, and γB. It can be
seen that, in the parallel geometry, the transition occurs
between the zero-phase and π-phase states in a certain
range of exchange fields. Spin–orbit scattering sup-
presses the tendency toward transition into the π state,
and this suppression is nonlinear. The contribution of
spin–orbit scattering to the critical current reaches a
maximum near the transition to the π phase, when the
main contribution to the superconducting current (zero-
order approximation in αSO) passes through zero and
changes sign and the next-order corrections (~αSO) due
to the mixing of states with opposite spins continue to
grow. A further increase in the exchange field causes
both the superconducting current and spin–orbit contri-
bution to decrease rapidly.

For the antiparallel orientation of the magnetization
vectors of the F layers, as well as in the parallel geom-
etry, the critical current of the junction is governed by
the parameters of the bilayer. The junction does not turn
into the π state, but the superconducting current is
enhanced in a certain range of the exchange fields.
Spin–orbit scattering suppresses this enhancement
according to its general tendency to impede exchange-
field effects. The contribution of spin–orbit scattering
to the critical current reaches a maximum in the region
of the maximum boost to the current. This result
becomes physically clear if we recall that, as mentioned
above, the critical current is enhanced because of the
overlap of two singularities in the quasiparticle density
of states. In the limit T  0, the singularities in the

density of states ~  and the current diverges logarith-
mically [21, 23]. Spin–orbit scattering smears these
singularities and effectively reduces the anomalous
enhancement of the superconducting current. In this
respect, the influence of spin-flip processes is similar to
that of temperature: the thermal smearing is so strong
that theory predicts enhancement of the superconduct-
ing current only for very low temperatures [21, 23, 33].

3.3. Asymmetric SFINS Junctions

The results of the previous section can easily be gen-
eralized to asymmetric (SF)LI(FS)R junctions, includ-
ing SFINS junctions with spin–orbit scattering in the F
layer only. Skipping the analytical expressions, we
present the results of numerical calculations for SFINS
junctions for some limit cases.

The dependence of the magnitude of the Josephson
current of an SFINS junction on the exchange field of
the magnetic layer is shown in Fig. 2. Figure 2a corre-
sponds to a small value of the effective pair-breaking
parameter at the SF interface (γM ! 1), and Fig. 2b cor-
responds to the opposite case (γM @ 1). At first glance,

ε
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the influence of spin–orbit scattering in the F layer on
the current in the SFINS junction is unusual: spin-flip
scattering enhances the superconducting current. The
reason for this is that spin-flip scattering, as mentioned
before, causes the sign of the effective exchange field
acting upon Cooper pairs to oscillate with the charac-
teristic frequency 1/τSO. As a result, the pair-breaking
influence of the field on pairs decreases and the current
grows.

4. CONCLUSIONS

We have studied the influence of spin-flip scattering
on the proximity effect of a bulk superconductor and a
thin layer of a ferromagnetic normal metal. Spin-flip
processes can arise due to spin–orbit interaction of con-
duction electrons with magnetic ions, to a strong elec-
tric field at the interface of the two metals, and to some
other mechanisms. We have found the magnitudes of
the superconducting order parameter for the case where
both metals correspond to the dirty limit. The results
obtained have been employed to calculate the critical
current of tunnel SFIFS and SFINS junctions for the
cases where the proximity effect is weak or strong and
the quality of the electric contact between the S and F
layers or between the S and N layers is arbitrary. The
critical current was calculated as a function of the mag-
nitude of the exchange field, the interface transparency,
the magnitude of the proximity effect, and the intensity
of spin-flip scattering. It has been demonstrated that
spin–orbit scattering can significantly decrease the pos-
sible influence of an exchange field on the tunnel char-
acteristics of SFIFS junctions.

APPENDIX

UZADEL EQUATIONS 
INCLUDING SPIN–ORBIT SCATTERING

Uzadel [28] (see also [29]) derived equations to
describe the superconductivity of metals with a high
concentration of nonmagnetic impurities. These equa-
tions are the isotropic limit of the Eilenberger equa-
tions. We generalize the Uzadel equations to dirty met-
als containing spin–orbit scattering centers. We follow
[29] and start from the Eilenberger equations in the
form

 (A1)

where square brackets denote a commutator, n is the
unit vector in the direction of motion of an electron on
the Fermi sphere, and v 0 ≈ vF. The matrix ζω is com-
posed of normal and anomalous Green’s functions

 

iv 0n—Rζω ω ζω,[ ] ,+

ζω
G F̃

F– G̃– 
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 
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which satisfy the normalization condition G2 –  =

–1/4. Let us introduce an isotropic function (R) =

(R, n)dΩ/4π, which depends on the coordinates of

the center of a Cooper pair. We find the function ζω(R,
n) by calculating corrections to its isotropic part. In a
first approximation, we have

 (A2)

where  ! . For the matrix , we get

 

 

The term proportional to 1/τ0 describes scattering on
nonmagnetic impurities and the term ~ 1/τSO describes
the additional contribution from spin–orbit scattering.
After integration using Eq. (A2), we get

 (A3)

Substituting Eqs. (A2) and (A3) into the Eilenberger
equation (A1) and averaging over angles yields

 (A4)

Next, we multiply Eq. (A1) by n and average over
the corresponding solid angle to obtain

 (A5)

In our case, it is assumed that 1/τ0 @ ω, and 1/τSO.
Therefore, it follows from Eq. (A5) that

 (A6)

Substituting Eq. (A6) into Eq. (A4) gives an equa-
tion closed with respect to :
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where D = v 0l/3 is the diffusion coefficient. After the

substitution G  G/2i, F  F/2i,   – /2i,
and ∆  i∆, Eq. (A7) becomes

 (A8)

For τSO  ∞, this set of equations turns into the
usual Uzadel equations [29].

As mentioned above, it is convenient to use normal-
ized Green’s functions and introduce modified Uzadel
functions. Passing over to these functions in Eq. (A8),
we get

 (A9)

This is the expression we used to describe the super-
conducting properties of a ferromagnetic metal con-
taining spin–orbit scattering centers [see Eq. (2)].
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Abstract—The structural defects in silicon layers grown by molecular-beam epitaxy and doped with erbium
up to concentrations [Er] = 4 × 1019 cm–3 are studied using transmission electron microscopy and high-resolu-
tion electron microscopy. It is established that the main types of extended structural defects at erbium concen-
trations [Er] ≥ 2 × 1019 cm–3 are 4- to 25-nm Er spherical precipitates located at the “epitaxial layer–substrate”
boundary and platelike ErSi2 precipitates residing in the {111} planes throughout the thickness of the layer. ©
2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Molecular-beam epitaxy has been widely used for
fabricating light-emitting structures based on Si : Er
single-crystal layers. The luminescence intensity of
optically active centers containing erbium ions varies
nonlinearly in epitaxial layers with increasing concen-
tration of erbium atoms [Er] and passes through a max-
imum at values of [Er] substantially less than the limit-
ing introduced erbium concentrations [1–5]. Analysis
of the data available in the literature shows that the
maximum intensity of luminescence is observed at dif-
ferent erbium concentrations depending on the type of
doping impurity (oxygen, fluorine, carbon) and on the
method of its introduction into the epitaxial layer:
[Er] = 1.5 × 1019 [1] and 5.0 × 1019 cm–3 [2] when oxy-
gen is introduced through a special capillary in the
growth chamber, [Er] = 5.0 × 1019 cm–3 when oxygen is
introduced by sublimation of Er2O3 [3], [Er] ~1019 cm–

3 when fluorine is introduced by sublimation of ErF3

[3], [Er] = 4.5 × 1019 cm–3 when carbon is introduced by
sublimation from a graphite filament heated under an
electric current [4], and [Er] = 1.5 × 1020 cm–3 when
doping with oxygen is carried out by sublimation of
ErO [5]. However, different erbium concentrations (2 ×
1018 [6] and 2 × 1019 cm–3 [7]) corresponding to the
maximum erbium luminescence have also been
revealed in cases where doping impurities were not spe-
cially introduced. It is probable that such a large scatter
in data is caused by specific features in the formation of
structural defects in epitaxial layers depending on the
conditions of their growth. As a rule, the observed
decrease in the intensity of erbium luminescence at
high concentrations [Er] has been associated with the
1063-7834/05/4710- $26.00 1823
formation of structural defects that either can act as
effective centers of nonradiative recombination or can
decrease the number of optically active Er3+ ions. To the
best of our knowledge, the nature of the relevant struc-
tural defects formed in silicon epitaxial layers heavily
doped with erbium has never been thoroughly studied.
Efeoglu et al. [6] performed TEM investigations into
the structure of silicon layers grown by molecular-
beam epitaxy and doped with erbium at different levels.
The structural defects observed were identified as ErSi2
precipitates and platelike silicides. Unfortunately, those
authors very arbitrarily determined the nature of the
precipitates and did not present experimental evidence.

The purpose of this work was to elucidate the nature
of the structural defects formed in Si : Er epitaxial lay-
ers during molecular-beam epitaxial growth.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Samples were grown on a SUPRA-32 (RIBER)
setup using n-Cz-Si(001) substrates with a resistivity of
4.5 Ω cm. The temperature of the substrate during epi-
taxial growth was maintained constant and equal to
600°C. The silicon flux was produced through electron
beam evaporation of n-FZ-Si with a resistivity of 2 Ω cm.
Doping of the growing layer with a rare-earth element
was performed using an effusion cell with metallic
erbium. At three temperatures of the effusion cell (740,
780, and 800°C), we grew epitaxial layers with concen-
trations [Er] = 8 × 1018, 2 × 1019, and 4 × 1019 cm–3,
respectively, according to the data on Rutherford back-
scattering of protons with an energy of 231 keV [7].
According to secondary ion mass spectrometry, the epi-
© 2005 Pleiades Publishing, Inc.
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taxial layers contained impurities of oxygen and car-
bon at concentrations [O] ≈ 3 × 1018 cm–3 and [C] ≈ 5 ×
1017 cm–3. These concentrations depend on the pressure
of residual gases (≤8 × 10–9 Torr) in the growth chamber
during the growth and exceed the maximum solubility
in bulk single crystals. The intensity of photolumines-
cence in the series of samples thus prepared increases
by a factor of approximately 2 and reaches a maximum
at [Er] = 2 × 1019 cm–3, after which it decreases by more
than one order of magnitude [7].

The structural investigations of the epitaxial layers
were carried out on plan-view and cross sections of the
samples with the use of transmission electron micros-
copy (TEM, JEM 200CX microscope) and high-resolu-
tion electron microscopy (HREM, JEM 4010 micro-
scope).

3. RESULTS AND DISCUSSION

The developed defect structure was formed in the
epitaxial layer at the highest concentration [Er] ~ 4 ×
1019 cm–3. The TEM image of the cross section of the
sample in the (220) reflections is displayed in Fig. 1.
Dislocations are not observed throughout the layer
thickness (0.7 µm). Structural inhomogeneity of the
epitaxial layer is represented by two types of precipi-
tates of the second phase with different distributions
over the layer depth. A strip of defects creating a con-
trast of dark spots is located in the region of the layer–
substrate boundary. Under the conditions of absorption
contrast, i.e., when strong reflections on the diffraction
pattern are absent, the nature of the contrast on the
defects remains virtually the same. This allows one to
assume that these defects are precipitates. They have an
approximately spherical form with diameters from 4 to
25 nm. The density of the precipitates is equal to (5 ±
2) × 109 cm–2. Platelike precipitates are located in the
{111} planes throughout the layer thickness. These pre-
cipitates with their ends exposed on the {110} foil sur-
face are represented by straight inclined strips of dark
contrast. Correspondingly, the precipitates lying in

250 nm

g 220

Fig. 1. TEM image of the cross section of the sample with
an erbium concentration of 4 × 1019 cm–3.
PH
another pair of the {111} inclined planes are projected
along the plane of their location and have the form of
zigzag strips.

It can be seen from Fig. 1 that the formation of plate-
like precipitates is not immediately associated with the
precipitates located at the “epitaxial layer–substrate”
boundary. The electron diffraction patterns of the cross
section contain extra reflections (these patterns are not
shown). The dark-field images obtained in extra reflec-
tions exhibit platelike precipitates with their ends
exposed on the foil surface, but the contrast on the pre-
cipitates in the region of the boundary remains dark.
This points to the nature of these two types of precipi-
tates of the second phase being different.

Figure 2 presents the results of examination of the
plan-view section of the same epitaxial layer in the sur-
face region with a thickness of about 0.3 µm. The elec-
tron diffraction pattern contains extra reflections
(Fig. 2a), which are grouped near the main reflections
from the silicon matrix and are arranged along the 〈110〉
directions. Such a specific location of extra reflections
points to the fact that their appearance is due to the for-
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250 nm

Fig. 2. (a) Electron diffraction pattern and (b) dark-field
TEM image in extra reflections from the plan-view section
of the same sample as in Fig. 1.
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mation of platelike precipitates lying in the {111}
planes in the matrix of the layer. The strongest extra
reflections are observed near the {200} reflections,
even though formally the latter reflections are forbid-
den in a diamond-like lattice. The dark-field image
obtained from a group of extra reflections near one of
the {200} reflections clearly exhibits both large and
very small platelike precipitates (Fig. 2b), which points
to their nature being identical. The precipitates have a
pronounced crystallographic orientation in the matrix
of the layer. Small precipitates are located along the
〈110〉  crystallographic directions. These directions
coincide with the fragments of zigzag contours of large
precipitates, as well as with the lines along which the
plane of precipitates is cut by the foil surface. The last
finding confirms that platelike precipitates lie in the
{111} inclined planes.

Similar defects of the crystal lattice are observed in
the epitaxial layer with an erbium concentration [Er] ~
2 × 1019 cm–3. The only difference is the lower density
of platelike precipitates. In the layer with a minimum
concentration [Er] ~ 8 × 1018 cm–3, platelike precipi-
tates are not observed and the diffraction pattern of the
epitaxial layer corresponds to single-crystal silicon.

The crystallographic structure of erbium-containing
precipitates was determined using high-resolution elec-
tron microscopy on a sample with the highest atomic
concentration of the rare-earth element. The HREM
image of the platelike precipitate in the (110) cross sec-
tion of the epitaxial layer is displayed in Fig. 3. Exam-
ination of the HREM image revealed that platelike pre-
cipitates are silicon disilicide, ErSi2 (space group
P6/mmm). It can be clearly seen from Fig. 3 that the
(0001) atomic planes of the precipitate are aligned par-
allel to the (–111) atomic planes of the silicon matrix.
Moreover, misfit dislocations are not observed, which

Si[110] projection

c = 0.41 nm
ErSi20.31 nm

(111)

(111)

0.31 nm

3 nm

Fig. 3. HREM image of the platelike precipitate in the Si :
Er epitaxial layer [the (110) cross section].
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suggests the absence of mechanical stresses between
platelike precipitates and the silicon matrix. Figure 4
shows the HREM image of the spherical precipitate
located in the region of the layer–substrate boundary.
Analysis of the HREM image demonstrates that the
crystal lattice of the precipitate corresponds to the
metallic erbium phase.

The formation of two different erbium-containing
phases in the epitaxial silicon layer and also the depen-
dence of the possibility of their formation on the vol-
ume concentration of erbium indicate that, on the
growth surface of the layer, there occur complex inter-
actions between adsorbed erbium atoms, doping impu-
rities (oxygen, carbon), and silicon. The consequence
of these interactions is the formation of optically active
erbium–oxygen (carbon) complexes and erbium disili-
cide precipitates. It should be noted that, taking into
account the greater electric negativity of the doping
impurities as compared to that of silicon, the rate of for-
mation of erbium–oxygen (carbon) complexes should
be higher than the rate of formation of ErSi2. In this
case, the formation should proceed only at the expense
of excess erbium atoms on the surface of the growing
layer, which are not captured by the erbium–oxygen
(carbon) complexes. This assumption provides an
explanation for the fact established in our study: the
ErSi2 precipitates are absent in the epitaxial layer at
[Er] = 8 × 1018 cm–3, which exceeds the limit of solubil-
ity of erbium in silicon [6], and are formed at [Er] =
2 × 1019 cm–3 or higher. It is quite possible that the for-
mation of erbium precipitates in the near-boundary
region of the layer is associated with the specific fea-
tures of the physicochemical processes occurring on
the surface of the growing layer at the initial stage of
growth. It was demonstrated earlier in [7] that, in the Si
: Er epitaxial layers at the boundary with the substrate,

(1121)

(1101)

Er

3 nm

Si

Fig. 4. HREM of the spherical precipitate in the region of
the layer–substrate boundary [the (110) cross section].
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there exists an intermediate region where a jump in the
concentration profiles of erbium and impurities is
observed.

In the case where the concentration of introduced
erbium increases from 2 × 1019 to 4 × 1019 cm–3, the
density of ErSi2 platelike precipitates increases to a
substantially lesser degree as compared to the decrease
in the intensity of photoluminescence. This allows one
to assume that platelike precipitates are not effective
channels of nonradiative recombination. This is also
indicated by the sufficiently high intensity of lumines-
cence in the epitaxial layer at [Er] = 2 × 1019 cm–3. The
formation of nonradiative-recombination channels is
likewise not associated with extensive defects, which
could be dislocations. It is unlikely that the observed
decrease in the intensity of luminescence results from
the decrease in the concentration of optically active
centers, because the temperature of epitaxial growth is
constant and the erbium concentration increases only
twofold. It seems that the observed decrease in the
intensity of luminescence is caused by effective chan-
nels of nonradiative recombination, which are formed
at the expense of excess erbium atoms on the surface of
the growing layer not participating in the formation of
optically active centers and disilicide. It is interesting to
note that any surplus component in the system of inter-
acting erbium atoms, doping impurities, and silicon can
be involved in the formation of nonradiative-recombi-
nation centers. For example, in [8], it was shown that
additional implantation of oxygen ions into a Si : Er
epitaxial layer at the erbium concentration [Er] = 2 ×
1019 cm–3 and subsequent thermal annealing do not lead
to an increase in the intensity of the Er3+ line or varia-
tion in the form of the luminescence spectrum. Only
part of the introduced erbium governed by the concen-
tration of doping impurities goes to the formation of
optically active centers before oxygen implantation,
and another (“superfluous”) part goes to the formation
of ErSi2 precipitates. Therefore, implantation of oxy-
gen ions and subsequent annealing do not give rise to
additional erbium-containing optically active centers
(due to the absence of erbium in the unbound state) and
are accompanied by the formation of nonradiative-
recombination centers. Efeoglu et al. [6] also con-
cluded that the centers with deep-lying levels observed
in the structures studied by them are more effective
channels of nonradiative recombination than the struc-
tural defects.

4. CONCLUSIONS

The silicon layers grown by molecular-beam epit-
axy and doped to the erbium concentration [Er] = 4 ×
1019 cm–3 do not contain dislocations. The main types
of defects in the crystal lattice of the epitaxial layer are
4- to 25-nm Er spherical precipitates located immedi-
ately at the layer–substrate boundary and ErSi2 plate-
like precipitates lying in the {111} planes throughout
PH
the layer thickness. The nature of the precipitates has
been established by high-resolution electron micros-
copy. Platelike precipitates are not formed in epitaxial
layers at [Er] ≤ 8 × 1018 cm–3. When the erbium concen-
tration is greater than or equal to 2 × 1019 cm–3, the sizes
and density of platelike precipitates vary in proportion
to the concentration. The nucleation of platelike precip-
itates is not associated with erbium precipitates at the
layer–substrate boundary. The rate of formation of opti-
cally active complexes is higher than the rate of forma-
tion of disilicide. The precipitates of disilicide are not
effective channels of nonradiative recombination.
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Abstract—Low-temperature luminescence of high-purity polycrystalline ZnTe was studied at various station-
ary excitation levels. It was found that edge luminescence spectra obtained at enhanced excitation levels are
dominated by the radiation produced in exciton scattering from holes generated in Auger recombination of exci-
tons bound to neutral acceptors (Cu). © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In real direct-gap semiconductor crystals containing
shallow impurities, excitons localize efficiently at these
impurities at low (liquid-helium) temperatures.
Because of their large oscillator strengths, exciton–
impurity complexes usually dominate edge radiation
spectra within a broad range of excitation densities.
This recombination channel in direct-gap semiconduc-
tors can be saturated only under pulsed excitation of a
sufficiently high power. We present below the results of
experiments which reveal the presence of high exciton
densities in high-purity polycrystalline ZnTe at moder-
ately high stationary pumping densities.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUES

[111]-patterned polycrystalline ZnTe samples 25 mm
in diameter with an average grain size of 1.5–2 mm
were prepared by free growth from the vapor phase in
dynamic vacuum at a temperature of ~660°C. The start-
ing charge was a purified ZnTe compound with the low-
est possible deviation from stoichiometry. Plates cut
from the starting samples were ground and annealed in
liquid Zn at 680°C for 72 h. All photoluminescence
(PL) measurements were conducted on freshly etched
surfaces. The base concentration of substitutional
impurities, as obtained from a chemical analysis, was
~1014 cm–3. The extended defects in the samples under
study were, for the most part, grain boundaries and
twins. The dislocation density did not exceed 102 cm–2.

PL spectra were measured in He vapor at tempera-
tures from 5 to 45 K. Optical excitation was effected
with an Ar+ laser (λ = 488.0 and 514.5 nm), whose radi-
ation was focused to a spot ~70 µm in size. The highest
possible excitation density was determined as overheat-
ing of the excitation region, which did not exceed 5 K.
The enlarged image of the PL spot diaphragmed by an
intermediate slit was focused onto the entrance slit of a
DFS-24 double-grating monochromator. The PL spec-
1063-7834/05/4710- $26.00 1827
tra were recorded in the photon counting mode with a
minimum resolution of 0.1 meV.

3. RESULTS AND DISCUSSION

Figure 1 displays a low-temperature PL spectrum of
the samples under study obtained at a pump power den-
sity W ~ 200 W/cm2. The spectrum obtained at this
pumping density is dominated by the copper-bound
exciton (A0X Cu). The presence of this impurity is sup-
ported by the manifestation of a weak two-hole transi-
tion (2S Cu), as well as by the A0X fine structure char-
acteristic of this acceptor. The PL spectrum measured
in the region of the exciton band bottom is a doublet
structure produced by radiation of the upper polariton
(UP) branch and the bottleneck region of the lower
polariton (LP) branch. The long-wavelength region
contains weak radiation (Y1, Y2) originating from
extended defects. This radiation apparently can be
attributed to the presence of a small concentration of
dislocations near the grain boundaries.
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Fig. 1. General pattern of the PL spectrum obtained at a
pump power density of 190 W/cm2 at 4.2 K.
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Figure 2 shows the evolution of the PL spectrum in
the excitonic region with increasing pump power den-
sity. At an excitation level W ~ 30 W/cm2, the splitting
between the LP and UP lines is not resolved, which indi-
cates a short polariton relaxation time due to acoustic
phonons. As W increases to 190 W/cm2, the PL pattern
changes to a classical polariton spectrum correspond-
ing to the longitudinal–transverse exciton splitting
("ωLT ~ 2 meV). The spectra near the exciton band
bottom undergo the largest transformation for W >
3 kW/cm2. At these pump power densities, the exciton–
impurity complex saturates and the spectrum becomes
dominated by a broad C band (with a half-width mark-
edly larger than kT); this band has a long-wavelength
tail, and its maximum is located ~5 meV below the
exciton band bottom. This fact suggests the onset of a
new recombination process, which, as shown below, is
mediated by exciton scattering from holes. Note that,
according to our estimates [1], the lattice overheating at
the spot center at W = 8 kW/cm2 does not exceed 5 K.

Figure 3 plots the temperature dependence of PL
spectra measured at a pump power density W ~
4 kW/cm2. The spectra shown in this figure were
obtained on a similar sample with a slightly higher
acceptor concentration. We can see that an increase in
temperature entails a noticeable lowering of the inten-
sity of this band. The observed changes in the edge
radiation spectra shown in Figs. 2 and 3 require sepa-
rate analysis.

The effects associated with the transformation of
spectra near the exciton band bottom were studied ear-
lier in ZnTe and other direct-band semiconductors [2,
3] at fairly high pumping levels. A variety of processes
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at ~4.2 K.
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occurring in systems with high exciton and nonequilib-
rium carrier concentrations were considered as candi-
dates for interpretation of such effects. It was main-
tained in [2–4] that, at temperatures below 50 K, the
processes in ZnTe are dominated by inelastic exciton–
exciton scattering and, at higher temperatures, by scat-
tering of excitons from holes. Inelastic exciton–exciton
scattering should give rise to the formation of bands
shifted to longer wavelengths by more than (3/4)Eex ≈
10 meV (Eex is the exciton binding energy). Thus, the
spectral positions of the lines produced in these pro-
cesses do not fit our results. Therefore, in order to ana-
lyze the line shapes, we include the scattering of exci-
tons by carriers. The theoretical treatment is based pri-
marily on the data from [4, 5].

Exciton scattering on nonequilibrium carriers in
direct-gap semiconductors (where excitons are coupled
strongly to light) can be treated most conveniently in
the so-called polariton basis. In the case where the
valence band is nondegenerate, the polariton spectrum
is determined by two (UP and LP) branches. The
degeneracy observed in most crystals brings about a
fairly complex structure of real polariton states. In
ZnTe, the polariton dispersion is governed by three
branches [6], namely, the UP, LP, and medium polariton
(MP) branches. However, a rough description of exci-
ton scattering by nonequilibrium carriers can be
obtained by neglecting the MP branch on account of the
low density of states. For the same reason, one can dis-
regard the UP  LP and UP  UP scattering pro-
cesses at the temperatures of interest here. Thus, the
problem reduces to a study of two processes, namely,
LP  LP and LP  UP.
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Fig. 3. Temperature dependence of PL spectra obtained at a
pump power density of ~4 kW/cm2.
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The luminescence intensity deriving from scattering
of the exciton polariton from an electron (hole) with the
formation of a photonlike polariton of the upper or
lower branch is given by [4]

 

 (1)

 

where E0 is the exciton band bottom; q = K + k is the
electron (hole) momentum after the scattering event;
δ(∆E) reflects the energy conservation law in scatter-
ing; K and k are the exciton and electron (hole)
momenta before scattering, respectively; CkK is the
scattering probability of the exciton and electron (hole)
in the (K, k) state into the (0, K + k) state; cij are the
Hopfield transformation coefficients [7]; and ϕe(h)(k)
and ϕex(K) are the electron (hole) and exciton distribu-
tion functions, respectively. We assume that CkK

depends only weakly on the momenta and that the func-
tions ϕe(h)(k) and ϕex(K) are Boltzmann distributions
with effective temperatures Te and Tex, respectively. In
this case, the PL intensity due to exciton–hole scatter-
ing can be found to be

 

 (2)

 

In Eq. (2), the minus sign corresponds to the LP  LP
scattering and the plus sign, to the LP  UP scatter-
ing. The relation derived for the exciton–electron scat-
tering is similar, with the only differences being that
me(mh) should be replaced by mh(me), Th by Te, and the
scaling parameter Ah by Ae (these parameters are differ-
ent for the LP  LP and LP  UP processes). In
Eq. (2), M = me + mh (mh is the heavy-hole mass) and κ
is the Boltzmann constant.

If the exciton system is in thermal equilibrium, the
spectral shape of the exciton–phonon luminescence can
be described by a general expression [8],

 (3)

where WN(E) is the probability of exciton–phonon
emission of the order N for an exciton with kinetic
energy E. This permits one to determine the exciton
temperature Tex from the shape of the LO phonon repli-
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cas. Figure 4 shows a typical fit using Eq. (3) (see
inset). TLO and T2LO refer to the temperatures derived
from the first and second LO replica, respectively. The
C band was fitted with Eq. (2) by varying the hole (elec-
tron) temperature and the factors Ah and Ae. The best fit
was found for Ae/Ah  0; i.e., electrons are not
involved in exciton scattering. Thus, one has to assume
that, at high excitation densities, the concentration of
nonequilibrium holes far exceeds that of nonequilib-
rium electrons. This may find explanation, besides in
the direct hole generation in the photoexcitation of a
semiconductor, in the existence of an additional chan-
nel associated with the so-called Auger process, in
which annihilation of the exciton bound to a neutral
acceptor generates a free hole [9]. This is suggested, in
particular, by the temperature dependence of the C
band presented in Fig. 3. The C band is seen to weaken
rapidly at temperatures above 25 K, at which the exci-
ton–impurity complex representing a copper-bound
exciton thermally dissociates. The hole binding energy
at this acceptor is ~148 meV, which is in substantial
excess of the binding energy of a hydrogen-like accep-
tor in ZnTe [6]. It is known that the probability of the
Auger recombination process in question is propor-

tional to , where EA is the hole binding energy at the
acceptor [9]. Thus, when the free-exciton concentration
increases under stationary excitation, the rate of Auger-
mediated hole generation in exciton–impurity com-
plexes may become comparable to the rate of hole
recapture by the acceptor, and this is what leads to the
increase in the nonequilibrium hole concentration.

EA
4

2.34 2.36 2.38 2.402.32

LP → LP(C)

2.32
LP → UP

FE–LO

FE–2LO

2.33 2.34

T2LO = 28 K

TLO = T2LO = 28 K

Th = 11.5 K

Photon energy, eV

PL
 in

te
ns

ity
, a

rb
. u

ni
ts

Fig. 4. Fitting of the C band and the free-exciton phonon
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with the following parameters: TLO = T2LO = 28 K and Th =
11.5 K. The experimental curve was obtained for a temper-
ature of 5 K and a pump power density of 8 kW/cm2.
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4. CONCLUSIONS

Our study of the PL spectra of high-purity ZnTe
crystals has revealed the presence of excitons in high
densities under stationary excitation. An analysis of PL
spectra obtained at different temperatures and pump
power densities suggests that this effect is related to
exciton scattering from holes. The observation of exci-
ton–hole scattering in our experimental conditions
without any indication of exciton scattering from elec-
trons should apparently be assigned to the existence of
an additional channel of free-hole generation in the
Auger recombination of exciton–impurity complexes.
An efficient process of this kind may originate from the
presence in the samples under study of residual copper,
which is a deep acceptor for ZnTe.
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Abstract—The formation energies of intrinsic point defects and solution energies of transition metal impurities
in gallium arsenide are determined on the basis of ab initio calculations using the method of a locally self-con-
sistent Green’s function, which is a generalization of the coherent potential approximation. Based on the calcu-
lated energies, the conclusion is made that the AsGa antisite defect is the most common intrinsic defect in GaAs.
Calculations showed that transition metal impurities, except for Ni, preferentially occupy gallium sites substi-
tutionally. The magnetic moments of impurity atoms are calculated as a function of the chemical environment.
It is shown that, in compensated GaAs, Mn atoms tend to form clusters. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The distribution of impurity atoms over the sublat-
tices in semiconductor compounds strongly affects
their optical and transport properties. Impurity atoms
can occupy interstitial and substitutional positions and
also form defect complexes. Depending on the sublat-
tice on which it is located, an impurity can act either as
a donor or as an acceptor (which determines the type of
impurity conduction). The concentration and location
of defects are determined by the energies of defect for-
mation and of dissolution of impurity atoms. To date,
little is known about these energies and their depen-
dence on the impurity type and position in the crystal-
line matrix.

Most of the studies of 3d metal impurities in GaAs
deal mainly with the solution of two problems: deter-
mining the position and charge state of impurity atoms
in the GaAs crystalline lattice and defining the position
of the energy levels appearing in the band gap. The
interest in these problems is due to the fact that impuri-
ties (e.g., Cr) can cause the appearance of deep energy
levels in III–V compounds; these levels are necessary
for the fabrication of semi-insulating crystals [1].

The distribution of an impurity over the GaAs sub-
lattices has been studied both experimentally and theo-
retically [2–9]. EXAFS (extended x-ray absorption fine
structure) studies on the local atomic environment in
(Ga1 – xMnx)As have shown that Mn atoms occupy Ga
sites [2] and that the Mn–As bond length changes only
slightly (by less than 3%). From electron spin reso-
nance (ESR) and Mössbauer spectroscopy studies [3],
it is known that Fe atoms in GaAs occupy Ga sites and,
in the neutral charge state, have the 3d5 and 3d6 elec-
tronic configurations in the presence of a background of
1063-7834/05/4710- $26.00 1831
compensating donors; this conclusion is confirmed by
acoustic paramagnetic resonance studies [4]. Recently,
a crystal of the Ga1 – xFexAs magnetic semiconductor
was grown and EXAFS studies confirmed that Fe atoms
replace Ga [5]. Measurements of the Hall coefficient
and electrical conductivity [3] have shown that an Fe
impurity in gallium arsenide is an acceptor. Experimen-
tally [6, 7], it has been shown that Cr impurities in
GaAs occupy sites on the Ga sublattice. However, there
are no reliable published results on the energy charac-
teristics of these impurities in GaAs, which are neces-
sary for analysis of the possible distribution of impuri-
ties over the other sublattices.

Since atoms of the elements of the Fe group with
partially filled electronic shells have a nonzero intrinsic
magnetic moment, the magnetic susceptibility of the
crystal is expected to change. On the other hand, it is
known [10] that the 3d metal ions in solids are strongly
affected by the crystal field, which quenches the orbital
angular momentum. Therefore, experimentally
observed values of the magnetic moments of 3d metal
ions in crystals usually differ from the corresponding
values of the moments of free ions. Thus, studying the
dependence of the magnetic moment of an impurity
atom on its chemical environment in GaAs is of inter-
est. This problem is directly related to the possibility of
obtaining a magnetic semiconductor material with a
high Curie temperature (of the order of room tempera-
ture). Numerous studies have dealt with this problem
(see reviews [11, 12] and references therein); however,
up to now, the problem has remained open.

In this study, we performed ab initio calculations of
the electronic structure; the solution energy of impurity
atoms of the transition metals (TMs) V, Cr, Mn, Fe, Co,
© 2005 Pleiades Publishing, Inc.
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and Ni in different sublattices in gallium arsenide; and
the energies of transition of impurities from one sublat-
tice to the other. In addition, we calculated the forma-
tion energies for eight types of intrinsic point defects
(vacancies VGa, VAs; antisite defects AsGa, GaAs; and
interstitial defects AsI1, AsI2, GaI1, GaI2, where the tetra-
hedral positions I1 and I2 have Ga and As atoms at the
vertices of the tetrahedron, respectively) and the mag-
netic moments of impurity atoms on different sublat-
tices of GaAs. Using these quantities, we determined
the preferred positions for the distribution of structural
defects and impurity atoms in gallium arsenide for both
stable and metastable states.

2. METHOD AND DETAILS 
OF THE CALCULATIONS

To calculate the energy characteristics of single
point defects, we used cubic supercells based on the
zinc blende (ZnS) structure with N = 128 sites (2 × 2 ×
2) containing one defect per supercell. (Interstitial posi-
tions were simulated by empty spheres and were con-
sidered as additional lattice sites). To calculate the ener-
gies for pair defects, supercells with N = 256 (2 × 2 × 4)
were used. As the number of sites per supercell
increases, the computational expenses also increase.
Therefore, it is preferable to apply the method of a
locally self-consistent Green’s function [13, 14], in
which the scaling of the computation time with the num-
ber of sites is linear, in contrast to standard band struc-
ture methods, where this time is proportional to N3.

Calculations were performed as follows. Each site
in a supercell together with the first four coordination
spheres of the atoms and empty spheres around this site
was considered self-consistently as a local interaction
zone of the method of a locally self-consistent Green’s
function embedded in an effective medium having the
same symmetry as the original lattice. The parameters
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PH
of the effective medium were chosen so that, on the
average, they described the scattering properties of the

system. The central diagonal block  of the Green’s
function matrix in the Korringa–Kohn–Rostoker
(KKR) method, calculated in the atomic-sphere
approximation (KKR–ASA), was used to construct the
charge density inside an atomic sphere of radius vector
R in the supercell. For all types of atoms and all empty
spheres, the atomic radii were assumed to be equal to
the average radius of the Wigner–Seitz sphere for the
structure under study.

When calculating the total energy, we also took into
account the nonspherical components of the electronic
density within the framework of the linear response the-
ory using a technique similar to that suggested in [15].
Integration of nonspherical components over an atomic

sphere gives the multipole charges  of the atomic
spheres, which were used to define the multipole Made-
lung contributions to the one-electron potential and
total energy

 (1)

 (2)

where L ≡ (l, m) denotes the orbital and magnetic quan-

tum numbers;  is the multipole Madelung matrix,
which is equivalent to the matrix of unscreened struc-
tural constants for the entire supercell; and S is the
Wigner–Seitz radius.

The Green’s function was calculated using the max-
imum orbital quantum number lmax = 2; accordingly,
multipole components of the electronic density of up to
l = 4 were taken into account. The total energy was cal-
culated using the local density approximation for the
exchange-correlation potential [16]. The volumes of
the supercells were relaxed to a minimum of total
energy; however, the local relaxation around point
defects was not taken into account.

3. RESULTS AND DISCUSSION

The calculated formation energies of intrinsic point
defects1 in GaAs are shown in the figure, where it is
seen that a satisfactory convergence for these energies
is attained for 128 supercell sites (64 atoms and 64
empty spheres). In this study, the defect formation ener-

1 It should be noted that we considered only neutral intrinsic point
defects and, accordingly, compared the energies only for these
defects.
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Table 1.  Formation energies of vacancies and antisite and interstitial defects in GaAs (in electronvolts)

Reference
Defect type

VGa VAs GaAs AsGa GaI1 GaI2 AsI1 AsI2

This study 4.89 5.21 2.85 2.27 4.63 4.32 6.85 5.89

[24] 4.55 2.74 2.50 6.14

[25] 4.25 4.25 3.6 2.4 5.0 4.7 8.5 6.8

[19] 3.70 3.40 7.7a 7.0a

[20] 3.6 2.4

Note: The first line is the results of our calculations.
a Without relaxation.
gies in GaAs are determined with respect to the stoichi-
ometric compound using the formula

 

where ∆E is the formation energy of a compound con-
taining defects of a certain type with concentration xdef.
The calculated defect formation energies are given in
Table 1. For comparison, data obtained by other authors
are also listed. (In [17, 18], the defect formation ener-
gies are given for GaAs with an excess of As. There-
fore, to compare them with the results of our calcula-
tions (Table 1), the defect formation energies obtained
in [17, 18] were reduced to the definition used in this
study, with regard to the energy ∆E = –0.8 eV/atom of
formation of the stoichiometric GaAs compound.) We
note that, in most cases, our results are in agreement
with the conclusions from previous studies. Above all,
this statement applies to the conclusion that the antisite
defect AsGa (the so-called stable EL2 defect) is most
favorable from the energy standpoint; this conclusion is
confirmed both experimentally and theoretically [19–
21]. Second, the large energy required for the creation
of AsI1 and AsI2 defects explains why these defects have
not been detected in ESR experiments, nor by electrical
and optical methods [19]. In addition, the values of the
calculated energies are in good agreement with the
results of the ab initio calculations preformed by
Northrup and Zhang [22] and Jansen and Sankey [23].
For tetrahedrally coordinated interstitial As defects,
there is also good agreement with the results from [17],
where the problem of the formation of intrinsic point
defects in GaAs was studied using ab initio pseudopo-
tentials and a large supercell containing 216 atoms. We
note that the positions of the AsI1 and AsI2 defects were
not relaxed in [17]. There are also some differences. For
example, the formation energy of the vacancy VGa dif-
fers substantially from the values obtained in [18, 22].
This difference in the corresponding vacancy formation
energies can be related to the use of different methods.

We also calculated the formation energies of pair
defects in GaAs (Table 2). We note that, compared to

Edef
∂ ∆E( )
∂xdef

---------------
P 0=

,=
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the AsGa–GaAs defect, the energies required to create the
other pair defects investigated are very large (even
greater than that for interstitial As atoms). Therefore,
those defects are unlikely to be observed experimen-
tally in GaAs. Recently, using the molecular-dynamics
method in the Car–Parinello formulation and ab initio
norm-conserving pseudopotentials, Janotti et al. [24]
showed that the formation energy of a neutral pair anti-
site AsGa–GaAs defect is equal to 2.62 eV (2.87 eV with-
out relaxation). We believe that the difference in the
obtained energies can be due to the following reasons.
First, the integration over the Brillouin zone in [24] was
performed using only one k point, namely, the Γ point.
It was shown in [25] that this can result in substantial
errors when calculating the defect formation energy.
Second, the number of atoms in the supercell we used
is twice smaller than that used in [24]. One more reason
is the strongly nonspherical charge density distribution
in semiconductors, which was taken into account in our
method only approximately. Our method is intermedi-
ate between the atomic-sphere approximation and the
total charge density approximation.

Now, let us discuss the results of the calculations for
transition metal impurities (V, Cr, Mn, Fe, Co, Ni) in
stoichiometric GaAs. The solution energies for these
impurities are listed in Table 3. The calculations were
performed starting from the calculated total energies of
supercells (with one impurity atom per supercell) and
defect creation reactions of the type

 x TM GaAs Ga1 x– T MxAs x Ga.⋅+ +⋅

Table 2.  Formation energies of intrinsic pair defects in sto-
ichiometric GaAs (in electronvolts)

Pair
defects

A
s G

a–
G

a A
s

V
G

a–
V A

s

A
s I

1–
V A

s

G
a I

2–
V

G
a

G
a I

1–
V

G
a

Energy, eV 4.05 7.96 9.90 6.88 6.97
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Comparing these energies, we come to the conclusion
that the substitution of TM atoms for Ga is energeti-
cally most favorable, in accordance with the results of
experiments [2, 5, 26]. The Ni impurity, which prefers
tetrahedrally coordinated interstitial sites, is an excep-
tion: the solution energy of Ni at interstitial positions is
virtually the same as the solution energies of V, Cr, and
Mn in the Ga sublattice. We also call attention to the
smooth decrease in the impurity solution energy in the
Ga sublattice from V to Fe in Table 3 and to the sharp
jump for Co and Ni. This change in energy can be
explained by the order of filling of the d states of impu-
rity atoms. The valence electrons fill the spin-up d
states of V, Cr, Mn, and Fe impurity atoms. This conclu-
sion agrees with the calculated magnetic moments of
impurity atoms on the gallium sublattice (Table 5).
After complete filling of the spin-up d states (for Fe
atoms), the filling of higher energy spin-down states
begins. Accordingly, the solution energy increases and
the impurity magnetic moment decreases.

However an impurity can also be in a metastable
state on the other sublattice. For example, if a manga-
nese impurity atom occupies an interstitial site during
the crystal growth, then the impurity must spend an
energy of about 1 eV to displace a Ga atom to an inter-

Table 3.  Solution energies of Co, V, Fe, Mn, Cr, and Ni impu-
rity atoms in different GaAs sublattices (in electronvolts)

Impurity
Sublattice

Ga As I1 I2

V 2.11 5.69 4.91 4.43

Cr 2.01 5.25 4.11 4.11

Mn 1.92 4.71 3.82 3.64

Fe 1.71 4.12 2.96 2.50

Co 2.52 4.10 3.14 3.00

Ni 2.98 3.67 2.10 2.15
PH
stitial site in order to attain the stable state on the Ga
sublattice. In other words, in the absence of Ga vacan-
cies, the interstitial impurity will not stay in the meta-
stable state (Table 4).

The equilibrium magnetic moment of impurities on
different GaAs sublattices was calculated using the
method of the “floating” magnetic moment, where a
finite value of the magnetic moment is obtained by self-
consistent calculations which is independent of the
choice of the initial state. The calculated equilibrium
magnetic moments for different chemical environments
are listed in Table 5.

The magnetic moments of V, Cr, and Mn atoms in a
Ga position are integers, and that of a Fe atom is not an
integer (because of the filling of the spin-down d sub-
band) and is dependent on the Fe–As tetrahedral-bond
length (Table 6). Therefore, the relaxation of Fe atoms
must have a strong effect on the thermodynamic and
physical properties of Fe impurities in GaAs. These
conclusions agree with the results from [27], where the
Fe magnetic moment after relaxation was found to be
equal to 1µB. For V, Cr, and Mn at Ga sites, a 8%
increase in the bond length has no effect on the magni-
tude of the magnetic moment (Table 7). Hence, the V,
Cr, Mn, and, possibly, Ni impurities do not destroy the
tetrahedral symmetry (their relaxation is small) [28].

The interaction energy of pair defects is also of
interest, since, based on this energy, a conclusion can be
drawn as to the possible formation of defect clusters in
GaAs. We calculated this energy for selected configura-
tions of pair defects located in the first and second coor-
dination spheres with respect to each other (Table 8).
The interaction energy is evaluated from the energy of
a supercell with defects at maximum distances from
each other within the chosen supercell [N = 256(2 × 2 ×
4)]. The calculations showed that AsGa and GaAs defects
strongly attract each other in the first coordination
sphere, but if they are the second nearest neighbors of
each other, their interaction is repulsive. The interaction
of the defects that form a (MnAs–AsGa) pair and are the
Table 4.  Mn atom transition energies from one sublattice into the other (in electronvolts)

Transition Energy Transition Energy Transition Energy

Ga  As 3.42 As  I1 3.30 I1  I2 –0.17

Ga  I1 4.31 As  I2 3.35 I2  Ga 0.92

Ga  I2 4.62 I1  Ga 1.25 I2  As 4.69

As  Ga –0.18 I1  As 4.75 I2  I1 0.17

I2  As 4.69 I2  As 4.69

Note: Ga  As denotes the Mn transition from the Ga into As sublattice. The corresponding reaction has the form As 

 .

TM 1
32
------

Ga31
32
------ 

 
 

As 1
32
------

Ga31
32
------ 

 
 

TM 1
32
------

As31
32
------ 

 
 
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Table 5.  Magnetic moments of transition metal impurities
(in Bohr magnetons µB) on different GaAs sublattices at the
calculated equilibrium lattice parameters

Impurity
Sublattice

Ga As I1 I2

V 2 0 3.270 0

Cr 3 3 4 0

Mn 4 2 3 3

Fe 4.13 1.45 2 2

Co 2 0 1 1

Ni 0 0 0 0

Table 6.  Magnetic moments of an Fe atom (in µB) on differ-
ent GaAs sublattices for different values of the Wigner–Seitz
radius RWS (in atomic units)

RWS µ(FeAs) µ(FeGa) µ(FeI1) µ(FeI2)

2.55 1.32 1.02 1.99 2.01

2.60 1.45 4.13 2.01 2.01

2.65 1.78 4.38 2.20 2.02

2.70 2.00 4.49 2.12

2.75 2.18 4.56 2.36

Table 7.  Magnetic moments of a Cr atom (in µB) on differ-
ent GaAs sublattices for different values of the Wigner–Seitz
radius RWS (in atomic units)

RWS µ(CrAs) µ(CrGa) µ(CrI1) µ(CrI2)

2.55 3.00 3.00 3.91 0

2.60 3.00 3.00 4.05 0

2.65 300 3.00 4.51 0

2.70 3.00 3.00 4.83 0

2.75 3.00 3.00 4.88 4.80

Table 8.  Calculated pair interaction energies between
defects in GaAs (eV/atom)

Pair defect
For nearest 
neighbors 

of each other

For next-to-near-
est neighbors of 

each other

(AsGa–GaAs) –1.24 0.07

(MnGa–AsGa) –0.16 –0.03

(MnGa–MnGa) –0.09 0

(MnGa–MnGa) + AsGa –0.22 –0.21

Note: Negative energy corresponds to attraction of defects to each
other.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
next-to-nearest neighbors of each other is attractive.
The MnGa impurity atoms in a pair interact with each
other only if they are nearest neighbors. However, the
most interesting result is the fact that, in the case of the
more complicated defect complex (MnGa–MnGa) + AsGa

(compensated semiconductor), the interaction energy
of the defects forming the (MnGa–MnGa) pair is negative
and is practically the same in the cases where these
defects are the first and second nearest neighbors of
each other. Thus, Mn impurity atoms tend to form clus-
ters both in p-type GaAs and in a compensated semi-
conductor; in the latter case, this trend is expressed
more strongly. This conclusion is in agreement with the
results of recent studies, where it has been shown that
Mn atoms can form small clusters both by replacing Ga
atoms [29] and by occupying interstitial sites [30].

For these two types of defect complexes, we also
determined the energy of magnetic ordering as a func-
tion of the distance between the Mn atoms (Table 9).
The energy of magnetic ordering is defined here as the
difference of the total energies between the configura-
tions with antiferromagnetic (AFM) and ferromagnetic
(FM) ordering of the moments of two impurity atoms in
a supercell. In the case of a p-type semiconductor, the
FM ordering is energetically more favorable. In a com-
pensated semiconductor, the AFM configuration is
most favorable. This result is in agreement with the
results of recent experimental and theoretical studies
[31]. For compensated GaAs, the local magnetic
moment of a Mn atom is 5 µB, which corresponds to the
Mn2+ 3d5 electronic configuration. This value of the
magnetic moment agrees with the magnetic moment
experimentally measured by the x-ray magnetic circu-
lar dichroism method (4.6 µB) [32] and with measure-
ments of the saturation magnetization [26], according to
which the average spin value is S = 2.2. The values of the
Mn magnetic moment intermediate between 4 and 5 µB

can be interpreted as being due to the presence of man-
ganese atoms in two charge states, Mn+3 and Mn+2.

Table 9.  Magnetic ordering energy ∆E = EAFM − EFM

(eV/Mn atom)

Defect configuration 〈110〉 〈100〉 〈 200〉

As 0.09 0.04 0.04

As –0.06 –0.03 –0.02

1
2
---

Ga62
64
------

Mn 2
64
------ 

 

Ga62
64
------

Mn 2
64
------

As 1
64
------ 

 
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4. CONCLUSIONS
Using the method of a locally self-consistent

Green’s function, we have performed ab initio calcula-
tions of the formation energies of point defects in gal-
lium arsenide. We have determined the equilibrium
positions of impurity atoms in the crystal and the mag-
netic moments of transition metal impurities in various
positions on the GaAs crystalline lattice. In some cases,
the calculated defect formation energies appeared to be
slightly overestimated, since the effects of local relax-
ation around the point defects were disregarded in our
calculations. It has been found that, in contrast to all
other 3d metal impurities, Ni atoms in GaAs preferably
occupy interstitial sites. The formation of clusters of
Mn atoms is shown to be possible.
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Abstract—The one-electron density matrix of a crystal in the basis set of localized orbitals is calculated using
two variants of the projection technique, namely, the projection of crystal orbitals onto the space of atomic
orbitals (technique A) and the projection of atomic functions onto the space of crystal orbitals (technique B). A
comparative analysis of the one-electron density matrices thus obtained is carried out, and a simplified version
of technique B is proposed to avoid cumbersome calculations with a large number of vacant crystal orbitals.
Both techniques are used to calculate the local characteristics of the electronic structure (atomic charges, atomic
covalences, bond orders) for a number of crystals (Si, SiC, GaAs, MgO, cubic BN, TiO2 rutile) in the framework
of the density-functional theory within the generalized gradient approximation in the plane wave basis set with
the norm-conserving pseudopotentials. It is revealed that both variants of the projection technique lead to close
local characteristics of the electronic structure. The local characteristics of the electronic structure of the TiO2
crystal with a rutile structure are determined by the projection technique and by constructing the Wannier-type
atomic functions (WTAF) in the minimal valence basis set in the framework of the variational method with the
crystal orbitals calculated in the linear combination of atomic orbitals (LCAO) approximation. It is demon-
strated that, although the basis sets used for calculating the crystal orbitals differ significantly (plane waves in
the projection technique, LCAO in the WTAF method), the local characteristics of the electronic structure are
in good agreement. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

At present, the electronic structure of crystals, for
the most part, has been calculated using the density-
functional theory (DFT) in a plane wave basis set (see,
for example, [1]). This approach is very efficient tool
for optimizing the geometry of the atomic arrangement
in a crystal and accounting for the atomic relaxation on
the crystal surface or in the vicinity of a point defect.

However, the nature of the chemical bonding in sol-
ids has been analyzed either through direct use of the
localized orbitals constructed in the basis set of one-
electron states [2] or in the framework of local charac-
teristics of the electronic structure (including the elec-
tron populations of atomic orbitals in a crystal and
related quantities, such as the atomic charges, bond
orders, electron bond populations, etc.) calculated in
the basis set of atomic orbitals [3]. The one-electron
Bloch functions (crystal orbitals) calculated in the
plane wave basis set are delocalized over the crystal and
do not allow one to calculate the local characteristics of
the electronic structure. As a consequence, the func-
tions of the minimal valence basis set for atoms in the
crystal should be constructed from the aforementioned
Bloch functions. There exist several approaches to this
problem.
1063-7834/05/4710- $26.00 1837
The most consistent approach is associated with the
variational method for constructing the Wannier-type
atomic functions (WTAF) localized at atoms with the
use of the calculated Bloch functions [4, 5]. The Wan-
nier-type atomic functions are related to the valence
states of atoms forming the crystal, have symmetry of
the corresponding atomic functions in the crystal [6],
and can be obtained from the Bloch functions calcu-
lated in both the plane wave basis set and the basis set
of linear combination of atomic orbitals (LCAO). In
our earlier work [7], the Wannier-type atomic functions
were used to calculate the local characteristics both for
the bulk of crystals and for their surface.

Another approach to studying the local characteris-
tics of crystals consists in using the technique for pro-
jecting the Bloch functions calculated in the plane wave
basis set onto atomic orbitals of the minimal valence
basis set for free atoms [8]. The method proposed for
constructing quasi-atomic minimal basis orbitals
(QUAMBO) in [9] is also closely related to the projec-
tion technique. Both variants of the projection tech-
nique were used for calculations of the local character-
istics in the bulk of crystals [8–10] and, in a number of
cases, led to results that are rather difficult to explain
from the chemical standpoint (for example, the calcu-
© 2005 Pleiades Publishing, Inc.
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lated charge of 0.76 for Mg atoms in the ionic crystal
MgO [10]). Note that the construction of the Wannier-
type atomic functions from the Bloch functions
obtained in the plane wave basis set permitted us to
derive almost ionic charges at atoms in the MgO crystal
[11]. However, it should also be noted that comparison
of the data available in the literature on different char-
acteristics obtained by the projection technique is com-
plicated because the crystal orbitals are calculated with
different variants of the DFT method, different pseudo-
potentials for excluding the core electrons from consid-
eration, different atomic basis sets, etc.

In order to interpret the results obtained by the pro-
jection technique, it is necessary to perform a compar-
ative analysis of the density matrices (in the atomic
orbital basis set) determined by the two aforementioned
projection variants. No such analysis has been made to
date. In the present work, this analysis is carried out for
the first time. As is known, the one-particle density
matrix of a crystal is determined only by the occupied
crystal orbitals. However, the procedure proposed by
Segall et al. [10] for constructing the QUAMBO and
the subsequent population analysis were performed
using a set of vacant states. In this paper, we will dem-
onstrate that the above procedure can be substantially
simplified and that its implementation enables one to
avoid cumbersome calculations of a large number of
vacant crystal orbitals. Thus, in both variants of the pro-
jection technique when the atomic orbital set for free
atoms or free ions is assumed to be known, the popula-
tion analysis can be carried out without invoking vacant
crystal orbitals.

This paper is organized as follows. In Section 2, we
briefly describe the procedure for population analysis
of atomic orbitals in a crystal, which is used to calculate
the local characteristics of the electronic structure. In
Section 3, we elaborate the technique for projecting
crystal orbitals onto the space of known atomic orbitals
of the minimal basis set and derive the relationships for
the one-electron density matrix in the basis set of Bloch
sums of the atomic orbitals. Knowledge of this density
matrix is sufficient for performing the population anal-
ysis of the atomic orbitals. The inverse procedure, i.e.,
the projection of the minimal basis set of the atomic
orbitals onto the space of the crystal orbitals, is consid-
ered in Section 4. In Section 5, we describe the method
for constructing quasi-atomic minimal basis orbitals
and demonstrate that these orbitals can be obtained by
using only the occupied Bloch one-electron states (the
mathematical details of this consideration are presented
in the Appendix). In Section 6, we derive the expression
for the density matrix in the basis set of the Bloch sums
of the QUAMBO and compare them with those
obtained by the method of projecting onto the space of
the atomic orbitals.

In Section 7, we discuss the results of calculating the
local characteristics of the electronic structure for a
number of crystals with a different nature of chemical
PH
bonding (Si with a diamond structure, SiC, GaAs,
MgO, cubic BN, TiO2 rutile) on the basis of the popu-
lation analysis of the atomic orbitals in the crystal. The
Bloch functions are calculated by the DFT method in
the plane wave basis set with the CASTEP code [1]. A
comparative analysis of the local characteristics is per-
formed using both variants of the projection technique.
Moreover, for the electronic structure of the TiO2 rutile
crystal, the local characteristics determined with the
use of the WTAF method [5] are compared with those
obtained by the projection technique.

2. POPULATION ANALYSIS OF ATOMIC 
ORBITALS IN A CRYSTAL

Hereafter, we will use a cyclic model of a crystal
that consists of N0 primitive cells with N0 vectors R of
the direct lattice. Let us assume that the crystal orbitals
ψmk(r) are one-electron states of M energy bands,
where m = 1, 2, …, M and the vector k takes on N0 val-
ues in the Brillouin zone. The space spanned by these
functions is designated as Ωψ. We will use the basis set
of atomic or atomlike real orbitals uµ(r – R) (N atomic
orbitals per primitive cell) and their Bloch linear com-
binations,

 (1)

which form the space Ωχ. The functions uµ(r – R) con-
stitute a nonorthonormal set with the overlap matrix

 (2)

The functions χµk(r) with different vectors k are orthog-
onal, and those with identical vectors k form nonor-
thonormal sets with the nonorthogonality matrices

 (3)

The population analysis of the atomic orbitals in the
crystal is performed using the density matrix in the
basis set of the atomic orbitals uµ(r – R). It is assumed
that M0 occupied crystal orbitals ψmk(r) (M0 < M) can
be represented in the form of a linear combination of N
Bloch sums (1); that is,

 (4)

The spinless one-particle density matrix in the coor-
dinate representation can be obtained by summation
over the occupied states:

 (5)

χµk r( ) 1

N0

---------- e
ikR

uµ r R–( ), µ
R

∑ 1 … N ,, ,= =

Sµν R( ) uµ r R–( )uν r( ) r.d∫=

Sk( )µν χµk χνk〈 | 〉 .=

ψmk r( ) Cµm k( )χµk r( ).
µ 1=

N

∑=

ρ r r',( ) 2
N0
------ ψmk r( )ψmk* r'( )

k m,

occ

∑=

=  2 Pµν R' R–( )uµ r R–( )uν r' R'–( ).
R R',
∑

µν
∑
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Here, the density matrix Pµν(R) in the basis set of the
atomic orbitals is defined as

 (6)

and the elements (Pk)µν of the matrix density in the
basis set of the Bloch sums are written in the form

 (7)

The weighting function ωµν(R) on the right-hand side
of equality (6) appears as a result of the correct inclu-
sion of the exchange upon summation over the Bril-
louin zone (see [3]).

The Mulliken populations [12] are analyzed with
the use of the Mulliken density matrix:

 (8)

where

 (9)

and S(R) and Sk are the nonorthogonality matrices (2)
and (3), respectively.

When analyzing the Mulliken populations, the
atomic charge A is determined from the relationship

 (10)

where ZA is the nuclear charge (or the core charge in
calculations with the pseudopotential) of the Ath atom.

The order of the bond between the Ath atom in the
zeroth cell and the Bth atom in the cell R can be char-
acterized either by the Mayer index [13]

 (11)

or by the overlap population

 (12)

The covalence CA of the A atom can be defined as the
sum of the orders of bonds between this atom and the
other atoms in the crystal:

 (13)

Pµν R( ) 2
N0
------ e

ikR–
Pk( )µνωµν R( )

k

∑=

Pk( )µν 2 Cµm k( )Cνm* k( ).
m

occ

∑=

Pµν
M R( ) Pµν' R'( )Sν'ν R R'–( )

ν'

∑
R'

∑=

=  
1

N0
------ e

ikR–
Pk

M( )µνωµν R( ),
k

∑

Pk
M

PkSk=

QA ZA Pµµ
M

0( ),
µ A∈
∑–=

MAB Pµν
M R( )Pνµ

M R–( )
ν B∈
∑

µ A∈
∑=

PAB Pµν R( )Sνµ R–( ).
ν B∈
∑

µ A∈
∑=

CA MAB.
B A≠
∑=
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Thus, the population of the atomic orbitals can be
analyzed when the density matrix is determined in the
basis set of these orbitals. For methods in which other
functions (for example, plane waves) serve as the basis
set, the problem of determining the density matrix calls
for special consideration.

3. PROJECTION OF THE CRYSTAL ORBITALS 
ONTO THE SPACE OF BLOCH SUMS

Sanchez-Portal et al. [8] proposed the technique for
projecting crystal orbitals onto the space of atomic
orbitals. Subsequently, Segall et al. [10] used this tech-
nique for constructing the density matrix in the basis set
of atomic orbitals and for analyzing populations. Here-
inafter, it will be assumed that M0 < N < M.

The operator

 (14)

is the projector onto the space Ωχ of the Bloch sums (1)
because we have

 (15)

By projecting the set of the crystal orbitals ψmk onto the
space Ωχ, we obtain the set of functions

 (16)

where the M-by-N matrix Tk with the matrix elements

 (17)

is formed by the Fourier coefficients (located in col-
umns) of expansion of the function χµk in the orthonor-
mal basis set of the crystal orbitals ψmk.

Now, we introduce the M0-by-N matrix T0k with the
matrix elements (17), where the subscript m numbers
only the occupied bands. The projected occupied crys-
tal orbitals  (m = 1, 2, …, M0) constitute the nonor-
thonormal set with the M0-by-M0 nonorthogonality
matrix R0k:

 (18)

Note also that, in this case, the following relation-
ship holds:

p̂bk χµk| 〉 Sk
1–( )µν χνk〈 |

µν
∑=

p̂bk
2 p̂bk, p̂bk

+ p̂bk.= =

ψ̃mk p̂bkψmk χµk| 〉 Sk
1–( )µν χνk ψmk〈 | 〉

µν
∑= =

=  Sk
1–
Tk

+( )µmχµk,
µ
∑

Tk( )mµ ψmk χµk〈 | 〉=

ψ̃mk

R0k( )mn = ψ̃mk ψ̃nk〈 | 〉 = Sk
1–
T0k

+( )µm
* Sk( )µν Sk

1–
T0k

+( )νn

µν
∑

=  T0kSk
1–
T0k

+( )mn.
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 (19)

The projected functions  minimize the functional

 in the space Ωχ:

(20)

Actually, this functional is the spilling parameter
introduced in [8, 10] with the aim of assessing the qual-
ity of the projection.

The spinless density matrix in the basis set  can
be written in the form

 (21)

In the basis set of the Bloch sums, the N-by-N density
matrix Pk [relationship (7)] has the form

 (22)

Thus, in order to analyze the populations of the
atomic orbitals in the crystal in the framework of the
method under consideration, it will suffice to know
only the M0 occupied crystal orbitals ψmk and the set of
N atomic Bloch sums.

4. PROJECTION OF THE BLOCH SUMS 
ONTO THE SPACE OF CRYSTAL ORBITALS

In the space of the Bloch functions ψmk, the local-
ized quasi-atomic functions  can be constructed

using a linear transformation  (for symmetry con-
straints, see [6]):

 (23)

Unknown coefficients (Ak)mµ can be determined from
the maximum condition for the functional

ψmk ψ̃nk〈 | 〉 ψ mk p̂bk
2 ψnk〈 | 〉=

=  p̂bkψmk p̂bkψnk〈 | 〉 ψ̃ mk ψ̃nk〈 | 〉 .=

ψ̃mk

6ψ̃

6ψ̃
1

N0
------ 1

M
----- ψmk ψ̃mk–

2

m

∑
k

∑ 1
1

N0M
------------ ψ̃mk

2

km

∑–= =

=  1
1

N0M
------------ ψmk χµk〈 | 〉 Sk

1–( )µν χνk ψmk〈 | 〉
µν
∑

km

∑–

=  1
1

N0M
------------ Sp R0k.

k

∑–

ψ̃mk

ρk r r',( ) 2 ψ̃mk r( ) R0k
1–( )mnψ̃nk

* r'( )
m n,

occ

∑=

=  2 χµk r( ) Sk
1–
T0k

+
Rk

1–
T0kSk

1–( )µνχνk* r'( ).
µν
∑

Pk 2Sk
1–
T0k

+
R0k

1–
T0kSk

1–
=

=  2Sk
1–
T0k

+
T0kSk

1–
T0k

+( )
1–
T0kSk

1–
.

ũµ

Â

ũµ Ak( )mµψmk.
m 1=

M

∑
k

∑=
PH
 (24)

where uµ(r) are the known atomic functions. The solu-
tion of this variational problem is provided by the Fou-
rier coefficients:

 (25)

From the quasi-atomic orbitals uµ and , we can

change over to the Bloch sums χµk and  with the use
of formulas similar to expression (1); that is,

 (26)

where the projector  onto the M-dimensional space
Ωψ of the crystal orbitals ψmk is given by

 (27)

Therefore, the Bloch sums (r) of the projected
quasi-atomic functions (r) can be obtained by pro-
jecting the atomic Bloch sums χµk(r) (1) onto the space
Ωψ of the band functions ψmk(r).

The functions  form nonorthonormal sets with

the N-by-N nonorthogonality matrix  represented by
the expression

 (28)

In the space Ωψ, the projected functions  minimize

the functional ,

(29)

which can also be treated as the spilling parameter for
assessing the projection quality. Here, we have

 (30)

The populations in the basis set of the atomlike
functions  can be analyzed, as before, when the
Bloch functions ψmk are projected onto the space of the

^ uµ ũµ–
2
,

µ
∑=

Ak( )mµ ψmk uµ〈 | 〉 .=

ũµ

χ̃µk

χ̃µk = ψmk χµk〈 | 〉ψ mk

m 1=

M

∑  = Tk( )mµψmk

m 1=

M

∑  = p̂ckχµk,

p̂ck

p̂ck ψmk| 〉 ψmk〈 | .
m 1=

M

∑=

χ̃µk

ũµ

χ̃µk

S̃k

S̃k( )µν χ̃µk χ̃νk〈 | 〉 Tk
+
Tk( )µν χ̃µk χνk〈 | 〉 .= = =

χ̃µk

6χ̃

6χ̃
1

60N0

------------- 1
N
---- χµk χ̃µk–

2

µ
∑

k

∑=

=  1
1

60N0N
------------------ χ̃µk

2

µk

∑– 1
1

60N0N
------------------ Tk

+
Tk( )µµ

µk

∑–=

=  1
1

60N0N
------------------ Sp S̃k,

k

∑–

60
1

N0N
----------- χµk

2

µk

∑ 1
N0N
----------- Sp Sk.

k

∑= =

χ̃µk
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005



PROJECTION TECHNIQUE FOR POPULATION ANALYSIS 1841
functions . The expression for the density matrix

 differs from expression (22) for the density matrix

Pk in that the matrix Sk is replaced by the matrix ;
that is,

 (31)

It is evident that, at M  ∞, when the set of the Bloch
functions ψmk becomes complete, we obtain the follow-
ing limiting relationships:   χµk and   uµ

for the functions,   0 for the spilling parameter,

and   Sk and   Pk for the matrices. Thus,
at M  ∞, the population analysis considered in this
section for the atomic orbitals is identical to that
described in the preceding section. In the next section,
we examine the modification of the method under
investigation.

5. QUASI-ATOMIC MINIMAL BASIS ORBITALS 
(QUAMBO)

Lu et al. [9] proposed constructing the quasi-atomic
minimal basis orbitals in a somewhat different manner.
In the space Ωψ, we consider the subspace Ω(u) com-

posed of N orthonormal functions , of which the
first M0 functions coincide with the occupied crystal
orbitals ψnk and the next (N – M0) functions are
obtained from the vacant crystal orbitals with the use of

a linear transformation ; that is

(32)

The (M – M0)-by-(N – M0) matrix Uk is orthogonal and

normalized with respect to the columns (  = 1).

The projector  onto the space Ω(u) of the

orthonormal functions  is defined by the relation-
ship

 (33)

χ̃µk

P̃k

S̃k

P̃k 2S̃k
1–
T0k

+
R̃0k

1–
T0kS̃k

1–
=

=  2S̃k
1–
T0k

+
T0kS̃k

1–
T0k

+( )
1–
T0kS̃k

1–
.

χ̃µk ũµ

6̃χ̃

S̃k P̃k

ψnk
u( )

Ûk

ψnk
u( )

ψnk, n 1 2 … M0, , ,=

Uk( )mnψmk, n
m M0 1+=

M

∑ M0 1 … N ., ,+=






=

Uk
+
Uk

p̂k
u( )

ψnk
u( )

p̂k
u( ) ψmk

u( )| 〉 ψmk
u( )〈 |

m 1=

N

∑=

=  ψmk| 〉 ψmk〈 |
m 1=

M0

∑ ψmk
u( )| 〉 ψmk

u( )〈 | .
m M0 1+=

N

∑+
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Then, we project the atomic Bloch sums χµk onto the
space Ω(u); that is,

 (34)

where  is the N-by-N matrix written in the form

 (35)

By using expressions (32) and (35), the functions 
in the basis set of the functions ψmk in the space Ωψ can
be represented in the form

 (36)

where ∆Tk is the (M – M0)-by-N matrix with the ele-
ments

 (37)

The spilling parameter for the projection of the func-
tions χµk onto the space Ω(u) can be defined as follows:

 (38)

where the N-by-N nonorthogonality matrix for the

functions  is written in the form

 (39)

The spilling parameter (38) can be minimized by using
the arbitrariness in specifying the linear transformation

. This is equivalent to searching for maxima of the
expressions

 (40)

The search for optimum coefficients Umn is reduced to
the determination of the (N – M0) greatest eigenvalues

χ̃µk
u( ) p̂k

u( )χµk Tk
u( )( )nµψnk

u( )
,

n 1=

N

∑= =

Tk
u( )

Tk
u( )( )nµ ψnk

u( ) χµk〈 | 〉 , n µ, 1 … N ., ,= =
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u( ) T0k( )mµψmk
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+ UkUk
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M
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∆Tk( )mµ ψmk χµk〈 | 〉 Tk( )mµ,= =
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u( ) 1

60N0

------------- 1
N
---- χµk χ̃µk
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∑=
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1
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mk

∑–

=  1
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,
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S̃k
u( )( )µν = χ̃µk

u( ) χ̃νk
u( )〈 | 〉 = T0k

+
T0k ∆Tk

+
UkUk
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Û

^k
u
 = Sp ∆Tk

+
UkUk
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and the corresponding eigenvectors of the (M – M0)-by-

(M – M0) matrix ; that is,

 (41)

Here, (Uk)n is the column of the matrix Uk with the num-
ber n (n = 1, 2, …, N – M0). It is this procedure [i.e., the
diagonalization of the (M – M0)-by-(M – M0) matrix] that
was used in [9] to determine the coefficients (Uk)mn.

In the Appendix, it will be shown that the optimum
coefficients (Uk)mn can be expressed through the eigen-

vectors (Vk)n (A2) of the N-by-N matrix  (A1) with
the use of relationship (A3). Furthermore, according to

expression (A8), the Bloch sums (r) and the local-

ized orbitals (r) can be obtained in the form of a lin-
ear combination of the occupied Bloch functions ψmk

and the projected Bloch sums  from the atomic
orbitals (r). In order to determine the coefficients of
this linear combination, it is sufficient to diagonalize
the N-by-N matrices (N is the number of atomic func-
tions in the minimal basis set per unit cell at each k and
it is not necessary to diagonalize the M-by-M matrices
(N > N is the total number of Bloch states at each k).

Let us now consider the limit M  ∞, when the
basis set of the Bloch functions becomes complete. In
this case, the following limiting relationships hold:

  χµk, (r)  uµ(r),   Sk, and

  ∆Sk. Hence, the vacant bands can be excluded
from consideration and, instead of relationship (A8),
we obtain

 (42)

The last equality completely determines the Bloch sums

(r) of the localized orbitals (r) through the crys-
tal orbitals ψmk(r) of the occupied bands and the Bloch
sums χµk(r) of the atomic functions uµ(r). Here, the col-
umns of the N-by-(N – M0) matrix Vk are eigenvectors
that correspond to the N – M0 greatest eigenvalues of the
N-by-N positive definite matrix ∆Sk = Sk – S0k.

6. POPULATION ANALYSIS
IN THE QUAMBO SET

In order to analyze the populations in the QUAMBO
set, it is necessary to construct the density matrix in this
basis set. For this purpose, the occupied crystal orbitals

∆Tk∆Tk
+

∆Tk∆Tk
+( ) Uk( )n λkn Uk( )n.=

∆S̃k

χ̃µk
u( )

ũµ
u( )

χ̃µk

ũµ

χ̃µk ũµ S̃k

∆S̃k

χµk
u( )

T0k( )mµψmk

m 1=

M0

∑ VkVk
+( )νµ∆χνk,

ν M0 1+=

N

∑+=

∆χνk χνk T0k( )mνψmk.
m 1=

M0

∑–=

χµk
u( ) uµ

u( )
PH
ψnk are expressed through the Bloch sums . Since

the matrix  is a square matrix, equality (34) can be
rewritten in the inverted form

 (43)

Owing to the orthogonality of the Bloch functions,
it is easy to derive the relationship for the one-particle
density matrix in the coordinate representation:

 (44)

where W is the diagonal matrix of the occupation num-
bers, i.e., Wmm = wm and wm = 2 for occupied bands and
wm = 0 for vacant bands. Therefore, the density matrix

 in the basis set of the Bloch sums  of the QUA-
MBO has the form

 (45)

For comparison with the projection technique consid-
ered in Section 3, we write the density matrix in a form
similar to expression (22). This can be accomplished by

using the matrix  =  as the nonorthogo-
nality matrix and taking into account the relationship

 (46)

Here, I (u) is the M0-by-N matrix, which satisfies the
equalities I (u)(I (u))+ = I0 and 2(I (u))+I (u) = W, where I0 is
the M0-by-M0 unit matrix. Then, we find

 (47)

From formulas (45) and (46), we have

 (48)
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+

( )µνχνk
u( )* r'( ),

µν
∑

Pk
u( ) χ̃µk

u( )
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+
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.
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As a result, we obtain the final expression

 (49)

A comparison of expressions (49) and (22) allows us to
make the inference that the above two methods for con-
structing the density matrices and, correspondingly, the
two approaches to the population analysis differ only in

terms of the nonorthogonality matrices Sk and .

7. CALCULATIONS OF SPECIFIC SYSTEMS 
AND DISCUSSION OF THE RESULTS

In this section, we analyze the populations obtained
by two different methods, namely, the projection tech-
nique [8] described in Section 3 and the QUAMBO
technique [9] in the variant considered in Section 5. In
what follows, these methods will be referred to as tech-
niques A and B, respectively.

The objects of our investigation were crystals with a
different nature of chemical bonding: Si with a dia-
mond structure, SiC, GaAs, MgO, cubic BN, and TiO2
with a rutile structure. The crystal orbitals were calcu-
lated by the DFT method in the plane wave basis set
with the CASTEP code [1] in the generalized gradient
approximation for the density functional. A set of spe-
cial points k in the Brillouin zone for all the crystals
was generated by the supercell method [14] with a 5 ×
5 × 5 diagonal symmetric extension, which corresponds
to 125 points. In all cases, the pseudopotentials were
represented by the norm-conserving optimized atomic
pseudopotentials [15], which were also used to calcu-
late the atomic orbitals of free atoms.

In the framework of both techniques (A, B), the pop-
ulation analysis was performed in the minimal atomic
basis set; i.e., the basis set involved only occupied or
partially occupied atomic orbitals of free atoms. It is
well known that the inclusion of diffuse vacant atomic
orbitals in the basis set can substantially change the
results of the population analysis. For example, if the
Mg 3p vacant atomic orbitals are included in the basis
set, the charge calculated by technique A for the Mg
atom in the MgO crystal decreases from 1.61 to 1.06.
Consequently, the inclusion of the Mg 3p functions
leads to a considerable decrease in the ionic component
of the bonding and, correspondingly, to an increase in
the covalence of atoms. Chemically, it is difficult to
explain this high covalency of the bonding in the MgO
crystal.

Table 1 presents the atomic charges QA [formula (10)]
and the atomic covalences CA [formula (13)] calculated
by techniques A and B for the crystals. The spilling
parameters, which characterize the accuracy of the pro-
jection of M0 occupied crystal orbitals onto the space of
the atomic orbitals (technique A) and the accuracy of
the projection of N atomic orbitals onto the space of the

Pk
u( )

2 Sk
u( )( )

1–
T0k

+
Rk

u( )( )
1–
T0k Sk

u( )( )
1–

=

=  2 Sk
u( )( )

1–
T0k

+
T0k Sk

u( )( )
1–
T0k

+( )
1–
T0k Sk

u( )( )
1–
.
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u( )
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N Bloch functions (technique B), are listed in columns 6
and 7 of Table 1. The calculated Mayer indices MAB

[expression (11)] and the overlap populations PAB

[expression (12)], which characterize the orders of
bonds between atoms, are given in Table 2.

The atomic charges obtained in this work by tech-
nique A can be compared with those calculated by Seg-
all et al. [10] with the use of a similar method. The
atomic charges and the spilling parameters presented in
[10] are considerably smaller than those in our work. In
our opinion, the main factor responsible for this dis-
agreement is the difference between the atomic basis
sets that are projected onto the crystal orbitals. This
assumption is confirmed by the following fact noted in
[10]. The removal of the Si d vacant orbital from the
atomic basis set leads to an increase in the charge at the
Si atom in the SiC crystal from 0.66 to 1.25 and an
increase in the spilling parameter from 2 × 10–3 to 9 ×
10–3. It follows from Table 1 that, in our calculations in
the minimal basis set (without the Si d function), these
quantities are equal to 1.26 and 8.9 × 10–3, respectively,
which agrees well with the results obtained in [10]
(without the Si d function).

It is evident that an increase in the size of the basis
sets should result in a decrease in the spilling factor in

Table 1.  Results of the Mulliken population analysis and
spilling parameters 6 in the minimal atomic basis set

Atom in the 
crystal

QA CA 6 × 103

A B A B A B

Mg in MgO 1.609 1.607 0.630 0.632 14 11

B in BN 0.681 0.715 3.292 3.263 3.7 3.0

Ti in TiO2 1.730 1.739 3.474 3.459 2.2 1.4

Si in Si 0 0 3.823 3.801 9.6 6.5

Si in SiC 1.260 1.284 3.497 3.472 8.9 5.3

Ga in GaAs 0.361 0.380 3.231 3.202 1.8 1.8

Note: A and B stand for the projection [8] and QUAMBO [9] tech-
niques, respectively.

Table 2.  Bond orders in the minimal atomic basis set

Crystal RAB (Å)
MAB PAB

A B A B

MgO 2.1067 0.112 0.113 0.095 0.096

BN 1.5653 0.804 0.800 0.709 0.700

TiO2 1.9512 0.552 0.550 0.305 0.302

Si 2.3643 0.894 0.889 0.756 0.744

SiC 1.9009 0.831 0.827 0.760 0.751

GaAs 2.4509 0.768 0.765 0.636 0.629

Note: A and B stand for the projection [8] and QUAMBO [9] tech-
niques, respectively.
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method A, because this is accompanied by an increase
in the space of the atomic orbitals onto which the occu-
pied crystal orbitals are projected. However, we believe
that it is incorrect to decrease the spilling parameter in
the population analysis of the atomic orbitals by
increasing the atomic basis sets, as was actually done in
[10]. For example, if the basis set of the atomic orbitals
is increased to a complete set, the spilling coefficient
can be reduced to zero; however, the occupation analy-
sis of the atomic orbitals in this basis set loses all phys-
ical meaning.

For the purely covalent cubic Si crystal, the results
obtained by technique B can be compared with the data
reported in [9]. According to [9], the Mayer index for
the Si–Si bond is MAB = 0.885 and the Mulliken overlap
population is PAB = 0.756. As can be seen from Table 2,
our results obtained by technique B (MAB = 0.889, PAB =
0.744) are very close to those given in [9]. The insignif-
icant differences can be associated with the use of dif-
ferent variants of the DFT method in the plane wave
basis set. Note that technique B is a simpler modified
variant of the method proposed in [9] and does not deal
with the vacant Bloch states.

One of the main objectives of this study was to com-
pare the results obtained by techniques A and B. It can
be seen from Tables 1 and 2 that the data calculated by
the two techniques are in good agreement. It should
only be noted that the ionic component of the bonding
(QA) in technique B is somewhat larger than the analo-
gous component in technique A. Correspondingly, the
covalent component (CA, MAB, PAB) is somewhat
smaller in technique B. Moreover, the spilling parame-
ters in technique B are regularly smaller in magnitude.

The local characteristics of the electronic structure
determined for the TiO2 crystal in this work with the
use of the projection technique and those obtained in
our earlier study [5] (in which the Wannier-type atomic
functions of the minimal valence basis set of titanium
and oxygen atoms were constructed by the variational

Table 3.  Local characteristics of the electronic structure of
the TiO2 crystal

Method QA CA MAB

A 1.79 3.36 0.51

B 1.80 3.34 0.51

LCAOM 1.78 3.30 0.52

LCAOL 1.04 4.29 0.66

WTAFM 1.98 3.16 0.51

WTAFL 1.92 3.23 0.52

Note: A is the projection technique (minimal basis set) [8], B is the
QUAMBO technique (minimal basis set) [9], LCAOM is
the Mulliken analysis (LCAO basis set) [5], LCAOL is the
Löwdin analysis (LCAO basis set) [5], WTAFM is the Mul-
liken analysis (WTAF basis set) [5], and WTAFL is the
Löwdin analysis (WTAF basis set) [5].
PH
method) are compared in Table 3. In [5], the Bloch
functions were calculated by the DFT method in the
LCAO approximation with the CRYSTAL code [16]
and the atomic pseudopotentials taken from [17].

It follows from Table 3 that the local characteristics
of the electronic structure of the TiO2 crystal are close
for two projection variants (techniques A, B) and differ
only slightly from the results of the Mulliken popula-
tion analysis performed in the basis set of the atomic
orbitals at the LCAO level. When analyzing the popu-
lations in the WTAF basis set [18], the Löwdin orthog-
onalization of the basis set [18] leads to insignificant
differences as compared to the results of the Mulliken
population analysis (due to the localized character of
the Wannier-type atomic functions). The Löwdin
atomic charges and the atomic covalences correspond
to a somewhat lower degree of ionicity. Note that the
Löwdin population analysis with the initial LCAO
basis set containing diffuse atomic functions leads to an
overestimated covalency of chemical bonding.

8. CONCLUSIONS

The main results obtained in this study can be
briefly summarized as follows.

(1) The one-electron density matrix of a crystal was
calculated using two variants of the projection tech-
nique, namely, the projection of crystal orbitals onto the
Bloch sums of atomic orbitals (technique A) [8] and the
projection of Bloch sums of atomic functions onto the
crystal orbitals (QUAMBO technique) [9]. A compara-
tive analysis of the one-electron density matrices thus
obtained was carried out, and a simplified version of
technique B was proposed to avoid cumbersome calcu-
lations of a large number of vacant crystal orbitals.

(2) The projection technique was used for calculat-
ing the local characteristics of the electronic structure
(atomic charges, atomic covalences, bond orders) for a
number of crystals (Si, SiC, GaAs, MgO, cubic BN,
TiO2 rutile) in the framework of the DFT method within
the generalized gradient approximation in the plane
wave basis set with the use of the norm-conserving
pseudopotentials. It was established that both variants
of the projection technique lead to close local charac-
teristics of the electronic structure.

(3) The local characteristics of the electronic struc-
ture, which were obtained by the projection technique
and the WTAF variational method in the minimal
valence basis set with the crystal orbitals calculated at
the LCAO level, were compared for the TiO2 crystal
with a rutile structure. It was shown that, despite the use
of substantially different basis sets for calculating the
crystal orbitals (plane waves in the projection tech-
nique, LCAO in the WTAF method), the local charac-
teristics of the electronic structure obtained within the
two approaches are in good agreement.
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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APPENDIX

Apart from the (M – M0)-by-N matrix , we
consider the N-by-N matrix

 (A.1)

Let us designate the eigenvectors and eigenvalues of
this matrix as (Vk)n and λkn, respectively. Then, we
obtain

 (A.2)

where the columns of the N-by-(N – M0) matrix Vk are
formed by N – M0 eigenvectors (Vk)n corresponding to

the greatest eigenvalues of the matrix  and Λk is the
(N – M0)-by-(N – M0) diagonal matrix with the diagonal
elements (Λk)nn = λkn.

It is well known that nonzero eigenvalues of the

matrices  [formula (41)] and  [for-
mula (A2)] coincide with each other. For the eigenvec-
tors, we can write the relationship

 (A.3)

The matrix  can be treated as the nonorthogo-
nality matrix for the functions

 (A.4)

The functions  can also be interpreted as a set of
functions obtained by orthogonalization of the functions

 with respect to the occupied band functions ψmk.

If relationship (A3) for the coefficients Uk is used

instead of relationship (32) for the functions , we
obtain

(A.5)
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By using the hermicity of the matrices  and 
and the expressions

 (A.6)

we find

 (A.7)

Then, Eq. (36) for the functions  takes the form

(A.8)

Instead of expression (39), the nonorthogonality

matrix for the functions  with the use of relation-
ship (A3) can be written in the form

(A.9)

REFERENCES
1. M. C. Payne, M. P. Teter, D. C. Allan, T. A. Arias, and

J. D. Joannopoulos, Rev. Mod. Phys. 64, 1045 (1992).

2. C. M. Zicovich-Wilson, A. Bert, C. Roetti, R. Dovesi,
and V. R. Saunders, J. Chem. Phys. 116, 1120 (2002).

3. R. A. Évarestov and I. I. Tupitsyn, Fiz. Tverd. Tela (St.
Petersburg) 44, 1582 (2002) [Phys. Solid State 44, 1656
(2002)].

4. V. P. Smirnov, R. A. Evarestov, and D. E. Usvyat, Int. J.
Quantum Chem. 88, 642 (2002).

5. R. A. Évarestov, D. E. Usvyat, and V. P. Smirnov, Fiz.
Tverd. Tela (St. Petersburg) 45, 1972 (2003) [Phys. Solid
State 45, 2072 (2003)].

6. R. A. Evarestov and V. P. Smirnov, Site Symmetry in
Crystals: Theory and Applications (Springer, New York,
1997), Springer Ser. Solid-State Sci., Vol. 108.

7. R. A. Evarestov, V. P. Smirnov, I. I. Tupitsyn, and
D. E. Usvyat, Int. J. Quantum Chem. 104, 110 (2005).

8. D. Sanchez-Portal, E. Artacho, and J. M. Soler, Solid
State Commun. 95, 685 (1995).

Sk
1/2 Λk

1/2

∆S̃k
1/2–

Vk VkΛk
1/2–

, ∆S̃k
1/2

Vk VkΛk
1/2

,= =

Vk
+
Sk

1/2 Λk
1/2

Vk
+
,=

UkUk
+∆Tk ∆Tk∆S̃k

1/2–
VkVk

+∆S̃k
1/2– ∆Tk

+∆Tk=

=  ∆Tk∆S̃k
1/2–

VkVk
+∆S̃k

1/2 ∆TkVkΛk
1/2– Λk

1/2
Vk

+
=

=  ∆TkVkVk
+
.

χ̃µk
u( )

χ̃µk
u( ) T0k( )mµψmk

m 1=

M0

∑ ∆TkVkVk
+( )mµψmk

m M0 1+=

M

∑+=

=  T0k( )mkψmk

m 1=

M0

∑ VkVk
+( )νµ∆χ̃νk.

ν M0 1+=

N

∑+

χ̃µk
u( )

S̃k
u( )

T0k
+

T0k ∆Tk
+∆TkS̃k

1/2–
VkVk

+∆S̃k
1/2– ∆Tk

+∆Tk+=

=  S0k ∆S̃k
1/2

VkVk
+∆S̃k

1/2
.+
5



1846 TUPITSYN et al.
9. W. C. Lu, C. Z. Wang, T. L. Chan, K. Ruedenberg, and
K. M. Ho, Phys. Rev. B: Condens. Matter 70, 041101
(2004).

10. M. D. Segall, C. J. Pickard, R. Shah, and M. C. Payne,
Mol. Phys. 89, 571 (1996).

11. R. A. Evarestov, V. P. Smirnov, I. I. Tupitsyn, and
D. E. Usvyat, Phys. Status Solidi B 241, R35 (2004).

12. R. S. Mulliken, J. Chem. Phys. 23, 1833 (1955).

13. I. Mayer, Int. J. Quantum Chem. 29, 73 (1986).

14. R. A. Evarestov and V. P. Smirnov, Phys. Rev. B: Con-
dens. Matter 70, 233101 (2004).
PH
15. J. S. Lin, A. Quteish, M. C. Payne, and V. Heine, Phys.
Rev. B: Condens. Matter 47, 4174 (1993).

16. R. Dovesi, V. R. Saunders, C. Roetti, M. Causa,
N. M. Harrison, R. Orlando, and E. Apra, Crystal 95
User’s Manual (Torino University Press, Torino, 1996).

17. P. Durand and J. C. Barthelat, Theor. Chim. Acta 38, 283
(1975).

18. P. O. Löwdin, Adv. Quantum Chem. 5, 185 (1970).

Translated by O. Borovik-Romanova
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005



  

Physics of the Solid State, Vol. 47, No. 10, 2005, pp. 1847–1851. Translated from Fizika Tverdogo Tela, Vol. 47, No. 10, 2005, pp. 1776–1780.
Original Russian Text Copyright © 2005 by Baryshnikov, Kolesnikova.

                                                                                                       

SEMICONDUCTORS
AND DIELECTRICS
Femtosecond Mechanisms of Electronic Excitations
in Crystalline Materials

V. I. Baryshnikov and T. A. Kolesnikova
Research Institute of Applied Physics, Irkutsk State University, bul’v. Gagarina 20, Irkutsk, 664003 Russia

Irkutsk State University of Communications, Irkutsk, 664074 Russia
e-mail: vib@api.isu.ru

Received July 5, 2004; in final form, December 1, 2004

Abstract—The lattice dynamics of crystals is investigated in the course of high-power electronic excitation. It is
revealed that, at We < Weo, atoms and ions are displaced from their regular sites for 100–300 fs. Subsequent relax-
ation of the crystal lattice in response to a strong local electric field induced by the collisional displacement of ions
occurs for 10–50 ns in an oscillatory manner with a period of 0.5–1.5 ps. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Fast (<100 fs) broadband (UV–IR) stable (at 78–
1500 K) luminescence excited by high-power electron
beams in oxygen-containing, alkali-halide, and alka-
line-earth crystals was revealed and investigated in our
earlier works [1–3]. This luminescence is associated
with the high probability of electronic radiative transi-
tions in the broadened upper valence band formed by
the p states of anions [1–3]. The degree of distortion of
the p subbands is determined by the strength of short-
lived disturbing electric fields in the vicinity of colli-
sion-displaced anions and depends on the electron
beam energy We [1–3]. The energy of an electron in a
beam is equal to its kinetic energy governed by the
velocity of motion. Therefore, broadening of the
cathodoluminescence spectra with an increase in the
velocity and, hence, in the momentum of incoming
electrons in crystals is caused by collisional excitation
[1–3]. A numerical analysis of the threshold energies
Wo for the generation of stable defects and the depen-
dence of the broadening of the cathodoluminescence
spectra on the electron beam energy We allowed us to
determine the limiting (Eo) and current (E) strengths of
the disturbing crystal fields in the region of collision-
displaced anions [1, 2]. In particular, for Al2O3 crystals
(W0 = 70 eV, Weo = 400 keV), the limiting strength
Eo is of the order of 4 × 109 V/cm and the strength at
We = 150–250 keV is estimated to be E = (0.7–2.5) ×
107 V/cm [1, 2]. However, the problems regarding the
rate of ionic displacement and the rate of rise in the
strength E as functions of the electron beam energy We,
the lifetime of local disturbing fields after collisional
displacements of ions from regular sites, and the mech-
anism of relaxation of collisionally excited ions in the
crystal lattice remain to be solved.

In this work, we studied the dynamics of displace-
ment and relaxation of regular lattice sites. Moreover,
1063-7834/05/4710- $26.00 ©1847
we analyzed the kinetics of rise and the lifetimes of
strong local electric fields in the vicinity of collision-
displaced ions during interaction of high-power elec-
tron beams with crystalline materials.

2. OBJECTS OF INVESTIGATION 
AND EXPERIMENTAL TECHNIQUE

The relative yield of broadband luminescence in
alkali-halide, alkaline-earth, and oxygen-containing
crystals is approximately equal to 10–3 [1, 4]. This
broadband luminescence cannot be treated as an
intense emission. For example, the broadband lumines-
cence spectrum in Al2O3 crystals containing titanium
impurities at a content of 10–2–10–3 wt % is overlapped
by the cathodoluminescence bands at 780 nm (Ti3+) and
310 nm (Ti2+) [5]. For this reason, investigations were
performed using crystals and materials with high and
nominal purities: the impurity concentrations were
equal to 10–5–10–6 wt % in oxygen-containing crystals
and 10–4–10–5 wt % in the other crystals. The samples
for experiments were prepared in the form of plates
(5 × 5 × 0.02 mm) cut from single crystals.

The crystals were irradiated with a picosecond (10,
1000 ps) high-current accelerator (We = 7–300 keV, j =
0.05–1000 kA/cm2), in which uniform compression of
the electron beam was provided by the interaction of
accelerated electrons with the self-magnetic field [6].
The crystals were excited by pulses of a high-power
(0.1–10 TW/cm2) soft x-ray source (photon energy, 1–
3 keV). The operation of the picosecond (10 ps) x-ray
source is based on the use of radiation of a hot plasma
generated upon high-rate energy input (>1013 A/s) into
a high-current vacuum discharge [6]. In this case, the
electron temperature of the plasma can be as high as
107 K. The fast photoluminescence of the crystals was
investigated using three-photon excitation with the sec-
 2005 Pleiades Publishing, Inc.



 

1848

        

BARYSHNIKOV, KOLESNIKOVA

                                                                                        
ond (360–450 nm), third (240–300 nm), and fourth
(205–225 nm) harmonics of the high-power (1–10 GW)
tunable femtosecond (110 fs) Ti3+ : Al2O3 laser.

The luminescence of the crystals was measured on a
high-speed (resolution, 10 ps) VUV–IR (150–1200 nm)
complex equipped with recording storage channels. A
modified FÉU-31ÉLU-FM photomultiplier and a Tek-
tronix TDS3032B oscilloscope are the key elements of
the channel with a subnanosecond resolution (0.5 ns).
Another channel is a unique high-sensitivity analog-to-
digital converter based on a gated microchannel image
tube connected to a CCD line or a CCD array through a
wide-aperture lens. This system makes it possible to
record the kinetics and spatial distribution of the spec-
tra of single optical pulses with a resolution of 10 ns.
The error in the measurement of the intensity and kinet-
ics of luminescence did not exceed 5%. All pulse
devices of the setup were synchronized with a nanosec-
ond accuracy. Moreover, the kinetics of the photolumi-
nescence spectra was studied using a high-speed (reso-
lution, 1 ps) Hamamatsu Streak Camera C5680.

3. KINETICS OF CONVERSION OF ELECTRON 
IMPACT ENERGY IN CRYSTAL STRUCTURES

For alkali-halide (NaCl, KI, RbBr, CsI, CsBr) and
alkaline-earth (BaF2) crystals, a decrease in the electron
beam energy We from 45 to 7 keV is accompanied by a
gradual transformation of the broadband luminescence
spectrum into a cathodoluminescence band (τ < 10 ps)
with maxima at 370 nm for NaCl, 360 nm for KI,
350 nm for RbBr, 650 nm for CsI, 250 and 350 nm for
CsBr, and 220 and 310 nm for BaF2 irrespective of the
temperature (from 78 K to the melting point) and the
current density (0.01–2.0 kA/cm2) [3]. In oxide com-
pounds, a similar phenomenon is observed with a
decrease in the electron beam energy We from 100 to
15 keV [1, 2]. In alkali-halide, alkaline-earth, and oxide
crystals, the cathodoluminescence spectra with τ < 10 ps
at We = 7 keV coincide with the initial densities of states
in the p valence band [1–3]. This indicates that the
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Fig. 1. Normalized spectra of (1–3) cathodoluminescence
(τ < 10 ps), (4) x-ray luminescence (τ < 1 ns), and (5) pho-
toluminescence (τ < 1 ps) at electron beam energies of
(1) 110, (2) 60, and (3) 7 keV. The measurement tempera-
ture is 300 K.
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above crystals can exhibit fast luminescence upon ion-
ization of anions from deep-lying levels of the p
valence shell. Actually, upon high-power picosecond
electron excitation, x-ray excitation, and femtosecond
laser excitation of Al2O3 single crystals, the cathodolu-
minescence (τ < 10 ps), x-ray luminescence (τ < 1 ns),
and photoluminescence (τ < 1 ps) spectra are identical
to each other (Fig. 1). The three-photon excitation
(16.6–18.2 eV) of these crystals results in selective ion-
ization of anions from the 2p valence levels. Conse-
quently, under radiation and high-power laser excita-
tions, oxygen ions in oxides undergo 2p electron radia-
tive valence transitions. Furthermore, the picosecond
cathodoluminescence spectra of alkali-halide and alka-
line-earth crystals at an electron energy of 7 keV [7]
coincide with the photoluminescence spectra excited
by high-power femtosecond laser pulses [8]. Therefore,
fast radiative transitions in alkali-halide and alkaline-
earth crystals, as in oxide crystals, proceed in the p
valence shell of the ionized anions. The probability of
these transitions does not depend on the temperature in
the range 78–900 K. With allowance made for these
features, the relationship ∆t ~ h/∆E is satisfied. The
width of the fast luminescence spectra lies in the range
∆E = 1.0–6.0 eV (Fig. 1) [3]. Therefore, the decay time
(∆t = τ) of broadband luminescence (cathodolumines-
cence), x-ray luminescence, and photoluminescence
associated with the p valence electrons in alkali-halide,
alkaline-earth, and oxide crystals does not exceed 100 fs.

The spectral parameters of the luminescence associ-
ated with the p valence electrons are related to the den-
sity of states in the p valence band. In turn, this density
of states is determined by the density of p valence states
of the initial crystal, the threshold energy Wo, the elec-
tron beam energy We, and, hence, the strength E of the
disturbing crystal fields. Therefore, it is necessary to
obtain an expression relating the field strength E to the
energies Wo and We. This expression can be derived
under the assumption of elastic collisions by using the
law of conservation of momentum and the balance
between the energy of an incoming electron and the
energy of the disturbing electric field in the vicinity of
a collision-displaced ion in the crystal. For oxide crys-
tals, the condition providing the conversion of the
impact energy through the elastic mechanism can be
written in the form

 (1)

It follows from expression (1) that, at k = 1, we are
dealing with an elastic collision. In this case, the
change in the internal energy of the ion is determined to
be  = 0. In our experiments, it was established

∆W
O

2––

=  
meM

O
2–

2 me M
O

2–+( )
-------------------------------

2We

me

----------
2Weme

M
O

2–

2
-----------------–

 
 
  2

1 k
2

–( ) 0,=

We Weo.<

∆W
O

2–
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005



FEMTOSECOND MECHANISMS OF ELECTRONIC EXCITATIONS 1849
that, for the Al2O3 crystal, the intensity of the cathod-
oluminescence band at 310 nm decays with time con-
stants τ = 220 and 170 ns when the electron-beam cur-
rent densities are equal to 0.05 (We = 250 keV, τ = 5 ns)
and 2 kA/cm2, respectively. This means that the sap-
phire crystal is heated by ∆T = 18–20 K per emitted
pulse (Fig. 2). The relative fraction of the thermal
energy released upon structural relaxation per colli-
sion-displaced O2– ion is given by

 (2)

where m, c, and S are the mass, the specific heat capac-
ity, and the surface area of the Al2O3 crystal, respec-
tively; j is the current density; t is the electron-beam
pulse width; e is the elementary charge; and η is the
broadband luminescence yield. Substitution of the corre-
sponding numerical parameters into expression (2) gives
δ = 0.99. As a result, we obtain  = (1 –

δ)  0 and, according to condition (1), k = 1. Conse-
quently, the conversion of the electron impact energy
occurs through the elastic mechanism. Then, according
to the above technique, the dependence of the strength
E of the disturbing crystal fields on the energies Weo and
We can be represented in the form

 (3)

where q is the effective ion charge, me is the electron
mass, mi is the ion mass, ε0 is the permittivity of free
space, and ε is the permittivity of the crystal. Since the
threshold energies Wo for oxygen-containing crystals
are higher than those for alkali-halide and alkaline-
earth crystals, the strength E of short-lived disturbing
fields in the vicinity of the collision-displaced anions in
the former crystals is higher than that in alkali-halide
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Fig. 2. Temperature dependence of the decay time of the
intensity of the cathodoluminescence band at 310 nm for
the Al2O3 crystal. The electron-beam current density is
0.05 kA/cm2.
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crystals. In particular, we have Wo = 6–9 eV [9] (Weo =
30–50 keV) for alkali-halide crystals and, at We = 50–
250 keV, the field strength Eo in the vicinity of the col-
lision-displaced ions is equal to 0.5 × 107 V/cm. Oxy-
gen-containing crystals are characterized by the ener-
gies Wo = 60–75 eV (Weo = 350–450 keV), and the field
strength Eo at We = 250 keV can reach 2.5 × 107 V/cm.
As a consequence, the degree of distortion of the sub-
bands in the valence band in oxygen-containing mate-
rials is higher and the broadband luminescence spec-
trum is experimentally observed over a wider range
than those in alkali-halide and alkaline-earth crystals.

The investigations revealed that, when the electron
energy is higher than the threshold energy of the genera-
tion of stable interstitial species (We > Weo = 40–50 eV),
the width of the cathodoluminescence spectra (τ < 10 ps)
of alkali-halide crystals remains constant (Fig. 3). In this
case, we can write the expression

 (4)

where t, Wo, and Ao are the time, the threshold energy,
and the magnitude of collisional displacement of ions,
respectively. From this expression, we find that, at Wo =
6–8 eV, the collisional displacement of anions occurs
for ~100 fs. This result, together with the obtained
decay time (<100 fs) of broadband luminescence
(cathodoluminescence), indicates that the time of rise
of the local disturbing fields in the vicinity of the colli-
sion-displaced anions is approximately equal to 100 fs.

During the collisional displacement of lattice sites,
there arise disturbing electric fields in their vicinity
and, hence, quasi-elastic forces (Fk = –ku) act on the
displaced ions. This implies that collisional subthresh-
old (We < Weo) displacements of ions from regular sites
necessarily lead to vibrational relaxation whose time
corresponds to the recovery time of the crystal lattice.
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Fig. 3. Dependences of the broadening of the cathodolumi-
nescence band (τ < 10 ps) assigned to the p valence elec-
trons on the energy of the exciting electron beam for (1) LiF,
(2) RbBr, (3) KI, and (4) Al2O3 crystals. The measurement
temperature is 300 K.
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The vibrational process of recovering the regular sites
of the ions is a decay process, because approximately
99% of the collision energy upon electron bombard-
ment (We < Weo) of the nominally pure crystals is con-
verted into the internal energy of the lattice. Conse-
quently, this vibrational mechanism should include the
action of the resistance force (Fr = –rdu/dt) governed by
the crystal properties. Therefore, the mechanism of
vibrational relaxation of a collision-displaced site in an
N-site lattice can be described by the classical system of
equations

 (5)

where k is the quasi-elastic force coefficient, r is the
resistance coefficient of the crystal lattice, and u is the
ionic displacement vector. In order to construct the real
system of equations (5) and to determine the kinetic
parameters of damped vibrations of collision-displaced
ions, we use the following approach. It is known that
collisional excitations of oxygen-containing crystals at
subthreshold energies induce the generation of short-
lived defects, i.e., bound pairs in the form of electric
dipoles F2+O2– (“anion vacancy–displaced lattice site”
pair). It is evident that the fields of short-lived electric
dipoles are equivalent to the local disturbing crystal
fields. During subthreshold electron bombardment of
sapphire crystals, the generation and healing of short-
lived defects (F+O2– pairs) are described by the follow-
ing reaction [10]:

e  R ⇒  (F+)*O2– ⇒   (6)

where R is the regular site, (F+)* is the F+ excited cen-
ter, and  is the energy of the photon emitted by the
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Fig. 4. Spectra of (1–3) absorption, (1'–3'), photolumines-
cence, and (1''–3'') cathodoluminescence of sapphire crystals:
(1) the special-purity crystal after electron bombardment, (2)
sample 3 after F+ illumination (4ω : YAG : Nd laser), and
(3) an additively colored crystal. The measurement temper-
ature is 300 K.
PH
F+ center. The analysis of the cathodoluminescence, x-
ray luminescence, and photoluminescence spectra
depicted in Fig. 4 revealed that, during electron bom-
bardment of special-purity sapphire crystals, the short-
lived defects F+O2– are also formed through the excited
state of F+ centers [see reaction (6)]. The radiation pat-
tern of the F+ excited center is perpendicular to the
dipole moment vector of the F+ center, whose direction
coincides with the dipole moment vector of the F+O2–

dipole. The damped vibrations of the collision-dis-
placed ions were experimentally examined using the
luminescence method. The decay kinetics of the
cathodoluminescence of the F+ centers should be char-
acterized by time components corresponding to the
parameters of vibrations of the dipole moment vector
of the F+O2– dipole along one of the coordinates of
vibrations of the O2– ion. Therefore, the system of
equations (5) for vibrational relaxation of the collision-
displaced site in the N-site lattice can be reduced to one
equation of type (5) for the displacement coordinate
that corresponds to vibrations of the dipole moment
vector of the F+O2– dipole. The solution of this equation
in the form

 (7)

gives the desired set of parameters

 (8)

Here, Ao, α, and ω are the maximum amplitude (colli-
sional displacement), the damping coefficient, and the
angular frequency of damped vibrations of the ion,
respectively; and ωo is the natural frequency in the
absence of resistance of the medium. These parameters
can be determined by analyzing the quasi-elastic force
and the force of lattice resistance to the vibrational
motion of collisionally excited ions. Knowing the lim-
iting values Eo [2] and Wo [11] and taking into account
expression (3), we obtain the following relationship for
the quasi-elastic force:

 (9)

From relationship (9), at u = Ao, the quasi-elastic force
coefficient k can be expressed in the form

 (10)

In order to determine the lifetime of short-lived pairs
F+O2– and, hence, the damping coefficient α, we ana-
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lyzed the kinetic parameters of the cathodolumines-
cence of the F+ centers as functions of the electron
beam energy We for the Al2O3 crystals. It was experi-
mentally found that, as the electron beam energy
increases, the decay time of the cathodoluminescence
of the F+ centers (λmax = 327 nm) increases from ~5 ns
(Fig. 5, curve 3) to 10 ns (Fig. 5, curve 2) and becomes
as long as 18–22 ns at We = 250–300 keV (Fig. 5,
curve 1). The decay time of the luminescence of the F+

centers is 3.8 ns [12]. Therefore, we can make the infer-
ence that, at We = 250 keV, the lifetime of the short-
lived pairs F+O2– induced by the electron impact in the
Al2O3 crystals is equal to 15 ns. Consequently, the
vibration amplitude of the collisionally excited O2– ion
in the sapphire crystal decreases by a factor of e in a
time of 15 ns. Then, from expression (7), we obtain

 (11)

where αt = 1, t = τ = 15 × 10–9 s, and α = 6.7 × 107 s–1.
Substitution of the experimental values Wo = 70 eV,
Eo  = 4 × 109 V/cm, and q = 6e into relationship (10) at
We = Weo gives k = 1.3 N/cm for the sapphire crystal.
With the use of formulas (8) and (11), we find the fre-
quency of damped vibrations of the collisionally excited

O2– ions in the Al2O3 crystals: ν =  = 1.2 ×
1012 s–1. As a result, the period of damped vibrations of
the O2– ions is estimated at ~800 fs and the time of their
displacement from regular sites is approximately equal
to 200 fs. In the Al2O3 crystals, the effective time of rise
of the disturbing fields in the vicinity of the collision-
displaced oxygen ions at We < Weo is approximately
equal to 150 fs. The parameters of anions and crystal
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Fig. 5. Cathodoluminescence spectra of special-purity sap-
phire crystals at electron beam energies of (1) 250, (2) 60,
(3) 30, and (4) 7 keV. The time resolution of cathodolumi-
nescence pulses is 1 ns. The measurement temperature is
300 K.
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fields for sapphire and other crystals that belong to the
groups of dielectrics and metals are such that, at We <
Weo, the times of collisional displacement of atoms and
ions from regular sites fall in the range 100–300 fs, the
times of their vibrational relaxation lie in the range 10–
50 ns, and the vibrational periods are equal to 0.5–1.5 ps
depending on the lattice type. Thus, during electron
bombardment of alkali-halide, alkaline-earth, and
oxide crystals, the strength of the disturbing fields in
the vicinity of collision-displaced anions at We < Weo

increases for 100–300 fs and then decays in an oscilla-
tory manner with a period of 0.5–1.5 ps for 10–50 ns.
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Abstract—Earlier it was supposed that the lattice energy of iodine is about 70 kJ/mol; therefore, it was consid-
ered to be a molecular crystal. In the present paper, it is shown that the lattice energy of iodine is at least
10 times larger and thus iodine is a covalent crystal. In previous works, the role of fluctuations was not taken
into account. © 2005 Pleiades Publishing, Inc.
1 1. INTRODUCTION

Earlier it was supposed that in molecular crystals,
otherwise called van der Waals crystals, the molecules
cohere for the most part through mutual van der Waals
attraction, with this attraction being very weak. This
was supported by the fact that the measured sublima-
tion energies are approximately equal to the lattice
energies calculated using the van der Waals potential
[1, 2]. The sublimation energy of I2 is equal to 63.7–
74.2 kJ/mol [2–4], and the calculated energy is 71.4–
74.2 kJ/mol [3, 4]. Iodine was considered to be a molec-
ular crystal.

However, there is one disadvantage to calculating
the lattice energies: fluctuations are not taken into
account. One calculates the energy required to transfer
the molecule from its equilibrium position to infinity,
practically to rmax. Due to fluctuations, the molecule
will rupture the intermolecular bond earlier than at rmax.
But how much earlier?

2. THEORY

In the physics of strength of solids, it was proven
long ago that more than 90% of the energy required to
break an interatomic bond is provided by fluctuation
and that the role of the external stretching force is less
than 10%. This has been proven in the works of
S.N. Zhurkov and coworkers [5–8] and references
therein. If the depth of the potential well is decreased
slightly, the probability of rupture fluctuation increases
by tens of times because this probability depends expo-
nentially on the depth U and temperature: exp(–U/kT).
Max Born calculated the energy of the chemical bond
in crystal (without taking fluctuations into account) and
multiplied it by the number of molecules. The strength
of a solid obtained like this is called the theoretical
strength of a solid. The actual strength of solids is much
less (by 1 to 2 orders of magnitude) than the theoretical
strength predicted by crystal lattice theory [5, 6]. The

1 This article was submitted by the author in English.
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physics of strength approach is justified in this paper
because the mechanical failure energy U0 is found to
coincide with the sublimation energy Q, i.e., the inter-
atomic binding energy [5, 6] (see table).

In [6], it was found that the breaking strength of a
body under load is

 (1)

where E is the Young’s modulus, α is the thermal
expansion coefficient of the surface of the solid (which
is several times greater than the bulk value [6]), T is
temperature, ε∗  is the relative elongation at which the
interatomic bond becomes unstable and breaks, τ is the
lifetime (i.e., the time during which the load is with-
stood), and τ0 is the period of thermal oscillations of
atoms. Experimental and theoretical estimates of the
breaking strain of the interatomic bond give ε∗  ≈ 0.2 [6].

From Eq. (1) it is clear that the actual breaking
strength consists of an athermal component σ0 = Eε∗
and a component σT, τ = (αET/3)lnτ/τ0, which depends
on temperature and time. The athermal component is
seen to be equal to the theoretical strength. The other
component is responsible for the temperature and time
dependence of the strength. One can interpret σT, τ as
the local pressure due to anharmonically vibrating
atoms. This fluctuating thermal pressure stretches the

σ* Eε* αET /3( ) τ /τ0,ln–=

The mechanical failure energy U0 and the sublimation energy
Q for some substances [5, 6]

Substance U0, kJ/mol Q, kJ/mol

Zn 125 130

Al 217 230

Ag 259 284

Cu 326 334

Mo 752 669

Fe (steel-3) 418 405
© 2005 Pleiades Publishing, Inc.
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interatomic bonds and contributes to their deformation
and rupture caused by the external load. An estimate of
the thermal fluctuation stress σT, τ shows that it is large
[5, 6]. For instance, the theoretical strength of alumi-
num is 107 kPa, the thermal fluctuation stress σT, τ =
9.9 × 106 kPa, and the actual strength σ∗  = 105 kPa.
Therefore, according to the physics of strength, inter-
atomic bond failure occurs when the bond is stretched
by an external force and thermal fluctuation causes it to
rupture.

To sublimate a crystal, one has to introduce a quan-
tity of heat into it. The intermolecular distances
increase, but the failure of the intermolecular bonds is
caused by fluctuations. This quantity of heat is about
63.7–74.2 kJ/mol, but the theoretical energy of inter-
molecular bonds is more than ten times higher, i.e.,
greater than 640–740 kJ/mol. The cohesive energy of
molecular crystals is of the order 0.1 eV/molecule, and
that of covalent solids is of the order 10 eV/atom [1].
The quantity 64–74 kJ/mol is about 0.7–0.8 eV/mole-
cule, so the energy of intermolecular bonds of iodine is
greater than 7–8 eV/molecule. In [6], an interesting
result was obtained:

 (2)

where C is the atomic specific heat.
In iodine, the nearest and next-to-nearest neighbor

distances are 3.50 and 3.93 Å [9]. They are noticeably
less than the double van der Waals radius 4.3 Å [9] (the
distance between the atoms in the molecule is 2.72 Å)
and the distance of the next-to-nearest neighbor in the
van der Waals crystal, which is about 4.6 Å. This is
because there is covalent intermolecular interaction [4,
10–14]. This interaction is strong, about 40% of the
energy of dissociation of the molecules [4]. So, one can
make the following conclusion: the good agreement
between the experimental and calculated sublimation
energies of iodine is just an accident or a correlation.

Q U0 ε*C/α ,= =
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
Really, the previous point of view was suspect: the
covalent forces play a major role in the interaction
between molecules, but the cohesive energy of the crys-
tal is as weak as the van der Waals one. Iodine crystals,
although molecular, show interesting semiconducting
properties, and it was found that the phenomenological
behavior of iodine is not fundamentally different from
other covalent or ionic crystals [15]. One can strongly
suggest that iodine is a covalent crystal.
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Abstract—The effect of illumination on the dielectric properties of lead molybdate (PbMoO4) single crystals
was studied. Illumination with intrinsic light gives rise to a substantial enhancement of low-frequency permit-
tivity (the photodielectric effect, PDE). The PDE is dependent on temperature and reaches a maximum near
400 K. The permittivity reaches the steady state a long time after the light is turned on (off). The relaxation time
and activation energy of the process were determined. The relation of the PDE to the photoconductivity of the
crystal is discussed. A possible mechanism of the PDE in PbMoO4 crystals is proposed. © 2005 Pleiades Pub-
lishing, Inc.
1. INTRODUCTION

Crystals of lead molybdate and lead tungstate
(PbMoO4 and PbWO4) are isomorphic, have a scheelite
structure, feature similar physical properties, and hold
promising application potential. Indeed, lead tungstate
currently enjoys wide use as a material for scintillation
detectors [1], while lead molybdate is used in acous-
tooptics [2]. Recent communications report on the pos-
sible usage of PbMoO4 in Raman lasers and lumines-
cent bolometers. Therefore, for a long time consider-
able attention has been focused on studying the
properties and developing technologies for the prepara-
tion of high-quality lead molybdate and tungstate crys-
tals. PbMoO4 and PbWO4 crystals are grown from a
melt. As a result of the lead, molybdenum, and tungsten
oxides having different vapor pressures, the crystals are
usually off-stoichiometric. Their lattices contain a large
number of defects whose concentration and charge
state depend strongly on the composition of the charge
and of the atmosphere in which the crystals are grown
and annealed. Lattice defects affect almost all crystal
parameters and practically dominate such properties as
the electric and photoconductivity, color, and photolu-
minescence [3, 4]. Copious literature deals with the
relation of physical properties to lattice defects [5, 6].
There are indications that intrinsic lattice defects are
capable of forming associates, pair defects of various
types. The formation of more complex, extended
defects likewise cannot be excluded [7]. Thus, PbMoO4
single crystals may be considered to be a partially dis-
ordered medium containing a large number of various
(including extended) defects.

Intrinsic defects and impurities in PbMoO4 crystals
form a complex spectrum of electronic states in the
bandgap. Localized electronic states are most pro-
nounced in the optical absorption spectra of crystals. In
particular, the characteristic yellow color of PbMoO4
1063-7834/05/4710- $26.001854
crystals owes its origin to intrinsic defects. Comprehen-
sive studies of optical absorption spectra have revealed
some features and a temperature dependence. The
behavior of optical absorption follows the Urbach rule,
which is attributed to a high density of localized states
near the bandgap edges. The state of localized centers
is strongly affected by various external factors. For
instance, annealing of PbMoO4 crystals in a reducing
atmosphere or vacuum results in bleaching and anneal-
ing in an oxidizing atmosphere imparts a yellow color
to the crystals. Lattice disorder determines the charge
transport mechanism in lead molybdate crystals. Stud-
ies of the electrical conductivity of PbMoO4 crystals
show that below 700 K the transport is mediated by
electrons (holes), while as the temperature is increased
the ionic component of the current grows [8]. As fol-
lows from studies of the electrical conductivity in weak
and strong dc and weak ac electric fields, the most prob-
able mechanism of charge transport at temperatures
below 600 K is hopping. Electrons (holes) can hop over
extended clusters of finite size [9].

The permittivity of solids exhibiting photoconduc-
tivity and/or photoluminescence varies quite frequently
under illumination; in other words, these solids exhibit
the photodielectric effect (PDE). The PDE has long
been studied intensely in crystal phosphors [10]. Two
mechanisms are used most often to explain this effect:
(i) the PDE being due to the photoconductivity in a non-
uniform material and (ii) the PDE being due to a real
variation of the polarizability of the medium through
photoexcitation of certain centers. In addition to these
two mechanisms, it was shown theoretically in [11] that
the PDE can occur in disordered semiconductors.

As already mentioned, PbMoO4 crystals represent a
partially disordered medium exhibiting photoconduc-
tivity and photoluminescence. These features of the
crystals suggest that illumination could affect their
dielectric properties.
 © 2005 Pleiades Publishing, Inc.
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2. EXPERIMENT

The studies were carried out on lead molybdate
crystals melt-grown by the Czochralski method. The
charge was prepared using standard techniques,
namely, by solid-state synthesis from thoroughly mixed
lead and molybdenum oxides of extra-high purity taken
in a ratio close to the stoichiometric ratio. The crystals
were optically transparent, uniform, and yellow in
color. They were used to prepare plane-parallel plate
samples 1–3 mm thick, with the (001) plane as the
major face (type 1 samples). Platinum electrodes were
deposited on the polished sides of the samples. One of
the electrodes was semitransparent with light transmis-
sion of ~20%. In addition, in some experiments, we
used parallelepiped-shaped samples all of whose the
sides were polished (type 2 samples). Solid platinum
electrodes were evaporated on the (001) sides. The
capacitance and conductivity of the samples were mea-
sured in a weak ac electric field by the bridge technique
in the frequency range 200 Hz–20 kHz. The sample
temperature was varied in the course of measurements
from 300 to 450 K. The samples were illuminated by
white or monochromatic light through a semitranspar-
ent electrode (for type 1 samples) or through a side face
perpendicular to the electrodes (for type 2 samples).
The illumination intensity was 5–7 µW cm–2.

3. RESULTS AND DISCUSSION

Some of the results obtained in measurements of the
effect of illumination on the permittivity of lead molyb-
date at several frequencies and temperatures are listed
in the table. The permittivity of a sample in the dark (εd)
is close to the value quoted in reference books; it is
weakly dependent on temperature and on the measur-
ing field frequency. Illumination of a sample with white
light increases the low-frequency permittivity εl. The

300

0

340 380 420

40

80

120

T, K

∆ε

d1

d2

d3

Fig. 1. Temperature dependence of the photodielectric effect
in PbMoO4 samples of various thicknesses: d1 = 0.8 mm,
d2 = 1.5 mm, and d3 = 2.7 mm. F = 300 Hz.
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difference ∆ε = (εl – εd) is a few units at room tempera-
ture, but at close to 400 K ∆ε it exceeds the value of εd

by more than twofold. Illumination affects ε only at low
frequencies. Indeed, ∆ε is small at 1 kHz and becomes
practically zero at frequencies above 2 kHz. Thus, lead
molybdate crystals exhibit a low-frequency PDE. Illu-
mination of a sample also changes its conductivity; i.e.,
∆σ = σl – σd is nonzero, where σl and σd are the sample
conductivities under illumination and in the dark,
respectively.

The magnitude of the PDE depends on the sample
thickness, temperature, measuring field frequency, and
illumination time, among other factors. The tempera-
ture dependence of ∆ε measured on samples of differ-
ent thickness in close to stationary conditions (∆ε ~
0.8∆εst) is displayed graphically in Fig. 1, which shows
that the PDE grows with decreasing crystal thickness.
At temperatures of ~400 K, ∆ε(T) passes through a
broad maximum. ∆ε reaches the steady state a long
time after the illumination is switched on (Fig. 2).

After the illumination is switched on, ∆ε varies in
accordance with the relation ∆ε = ∆εst(γ – exp(–τ/τε)),

Effect of illumination on the permittivity and electrical resis-
tivity of PbMoO4 crystals with d = 0.8 mm

F, Hz 300 500 1000

T, K 300 400 300 400 300 400

εd 38 59 37 45 35 40

εl 45 168 39 89 36 47

∆ε 7 109 2 44 1 7

σd, 10–8 Ω–1 cm–1 5.4 5.4 5.3

σl, 10–8 Ω–1 cm–1 13.5 12.9 9.5

∆σ, 10–8 Ω–1 cm–1 8.1 7.5 4.2

50
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80

120

200
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∆ε

d1

0

160

d2

Fig. 2. Evolution of the permittivity with time after the illu-
mination is switched-on measured on samples of different
thicknesses: d1 = 0.8 mm and d2 = 1.5 mm. T = 100°C and
F = 300 Hz.
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where ∆εst is the steady-state value of ∆ε and τε is the
relaxation time. After the illumination is switched off,
the recovery proceeds by the same exponential law with
the same relaxation time. The value of γ depends on the
sample and its prehistory and ranges from 1.1 to 1.2.
The deviation of γ from unity may be caused (i) by the

50

2

150 250 350

6

10

14

t, s

∆σ
 ×

 1
08 , Ω

–
1  c

m
–

1

d1

0

d2

Fig. 3. Evolution of the electrical conductivity with time
after the illumination is switched on. The samples and con-
ditions of measurement are the same as those in Fig. 2.

2.4
4.2

2.6 2.8 3.0 3.2
103/T, K–1

4.6

5.0

5.8

5.4

4.0

4.5

5.0

5.5

6.0

6.5

3.5

ln
τ ε

 [
s]

 

ln
τ σ

 [
s]

 

1
2

Fig. 4. Temperature dependence of the relaxation times of
(1) the permittivity and (2) conductivity.

2

0.1

3

1

10

102

103

0

2

4

E, eV

α,
 c

m
–

1

∆ε
; ∆

σ 
× 

10
8 , Ω

–
1  c

m
–

1

1

2
3

Fig. 5. Spectral dependences of the variation of (1) the per-
mittivity, (2) electrical conductivity, and (3) light absorption
coefficient (from [12]) of PbMoO4 crystals.
PH
fact that the time dependence is not strictly exponential
and (ii) by experimental errors due to nonuniform
absorption of light in the crystal. We assume that the
relaxation time is measured with the same accuracy as
γ. The evolution of ∆ε and ∆σ with time is qualitatively
the same. The kinetics of variation of ∆ε and ∆σ was
studied on crystals of different thicknesses d (Figs. 2, 3).
It was established that the relaxation times τε are 180 ±
25 s and 170 ± 30 s and the relaxation times τσ are
130 ± 50 s and 160 ± 50 s for samples with d1 = 0.8 mm
and d2 = 1.5 mm, respectively. In view of the fairly long
time taken for a measurement and of the need to restore
a sample to the equilibrium state before each repeated
measurement (a procedure which is hard to monitor),
one may assume the relaxation times τε and τσ to be the
same and independent of the crystal thickness. The
relaxation times τε and τσ fall off exponentially with
increasing temperature. Figure 4 plots the log relax-
ation times of the photoconductivity (τσ) and of the
PDE (τε) vs reciprocal temperature. We see that these
relations can be satisfactorily fitted by the expression
lnτ = τ0exp(∆E/kT). Thus, the variation of the PDE and
photoconductivity is an activated process with an acti-
vation energy ∆E (k is the Boltzmann constant). The
temperature dependence of the relaxation times τε and
τσ permit estimation of the activation energy of these
processes. The values of the activation energies of the
PDE and conductivity obtained by averaging over three
measurements are ∆Eε = (0.14 ± 0.03) eV and ∆Eσ =
(0.17 ± 0.04) eV. While these values coincide to within
experimental error, the results obtained in different
experiments seem to suggest that ∆Eε < ∆Eσ.

The above observations of the effect of illumination
on the properties of a crystal were obtained under illu-
mination by white light through a semitransparent elec-
trode. Figure 5 shows the spectral dependences of ∆ε
and ∆σ in the visible and near UV regions. Also shown
is the light absorbance α taken from [12]. The depen-
dences of ∆ε and ∆σ on photon energy are seen to differ
markedly for energies above 3 eV. One observes also a
difference in the dependences of ∆ε and ∆σ on the illu-
mination intensity. It was established that ∆ε scales pro-
portionally to the square and ∆σ to the first power of the
illumination intensity. The penetration depth of light
causing a change in the conductivity and permittivity
does not exceed 0.3 mm. Therefore, an illuminated
sample may be considered a layered medium with the
permittivity and conductivity distributed across the
sample. This representation allows qualitative interpre-
tation of the dependence of ∆ε and ∆σ on the crystal
thickness. The above differences in the behavior of ∆ε
and ∆σ suggest, however, that light acts simultaneously
on ε and σ. The spectra of excitation and, hence, of the
variation of σ and ε with depth are somewhat different,
which considerably complicates analysis of the system.

Additional information on the nature of the PDE in
lead molybdate can be derived from measurements of
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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the sample parameters performed in a different illumi-
nation geometry. Studies were therefore carried out
under illumination of a sample side perpendicular to the
electrodes. The temperature dependences of the varia-
tion of the capacitance ∆C and of the conductivity ∆G
of a sample under illumination of a side of a sample are
presented graphically in Fig. 6. The results of these
measurements are in good qualitative agreement with
those obtained in the transverse geometry. Special mea-
sures were taken to provide uniform illumination of the
sample. In these conditions, the sample can be repre-
sented by a nonuniform layered structure with distrib-
uted conductivity and permittivity. An equivalent
scheme of the sample consists of a capacitance and a
resistance connected in parallel. Conductivity should
not affect the sample capacitance noticeably. The
results obtained provide an additional argument for the
variation of permittivity under illumination being real.

The permittivity of some complex oxides (for
instance, perovskites) measured at low frequencies and
comparatively high temperatures (above the Curie
point in ferroelectrics) is known to be high [13]. An
analysis of the possible cause for the high permittivity
in these materials is given in [14]. As follows from that
analysis, the complex conductivity of a spatially uni-
form medium does not contain an imaginary compo-
nent for any mechanism of conduction (including hop-
ping). If, however, the medium is an array of groups of
potential wells separated by barriers of a certain height
and the groups themselves are separated by higher
potential barriers, then the complex conductivity of the
medium will have an imaginary component. This
model is similar in many respects to that of extended
clusters of finite size; such a model is usually employed
to describe hopping transport in partially disordered
solids [15].

As already mentioned, PbMo(W)O4 crystals are
substantially disordered. They have, in addition to
intrinsic point defects of various natures, complex asso-
ciates of both paired and extended defects. The spatial
distribution of these defects is nonuniform. The elec-
tronic levels of defects are localized near the edges of
the bandgap, and the density of states increases as one
approaches the bandgap edges. An interesting feature
of these states is that the levels located near the lower
edge of the conduction band are empty in the ground
(nonexcited) state, while the levels in the proximity of
the upper edge of the valence band are filled by elec-
trons. Hence, just as in classical disordered solids, the
density-of-states tails of these crystals extend into the
bandgap [16]. Light-induced carrier excitation gives
rise to the appearance of electrons in localized states
near the conduction band and of holes near the valence
band. Carrier hopping over localized states can mediate
the electrical conductivity of crystals and contribute to
permittivity. Intrinsic illumination of a crystal brings
about an electron redistribution over localized states. It
is conceivable that an electron absorbing a photon first
transfers to the conduction band and then is captured
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      200
into a localized state. In this model, the time required
for the conductivity and permittivity to reach the steady
state under illumination is actually the lifetime of elec-
trons (holes) in these levels. We may assume the most
probable mechanism responsible for the decrease in the
concentration of captured carriers to involve their ther-
mal excitation into the conduction or valence band fol-
lowed by recombination. If this is so, the activation
energy derived from the temperature dependence of the
PDE relaxation time should characterize the depth of
the localized states accounting for the permittivity vari-
ation.

The magnitude of the PDE should be determined by
the concentration and occupancies of localized states
before illumination. The results of measurements
obtained in multiple dark-illumination cycles are repro-
ducible. However, prolonged illumination by white
light (solar light or a mercury lamp without a color fil-
ter) brings about darkening of the crystal. The absor-
bance increases throughout the visible range, while the
sample remains spatially optically uniform. The spe-
cific mechanism responsible for the light-induced col-
oration of PbMoO4 crystals is unknown. It is conceiv-
able that room-temperature illumination does not give
rise to the redistribution and formation of new lattice
defects. The change in color may be caused only by
electronic transitions. Our studies revealed that the
PDE in crystals subjected to preliminary illumination is
substantially larger, an effect that bears out the sugges-
tion that defects play a dominant part in its onset.
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Abstract—The optical and EPR spectra of the Cr3+ γ-center in a lithium niobate crystal are interpreted, and the
energy levels of the ground-state spin quadruplet and all the experimentally revealed doublet states are described.
The parameters of the Coulomb Hamiltonian for the spin–orbit interaction of electrons and their interaction with
an electrostatic field of the crystal are determined. It is found that the crystal field acting on the paramagnetic ion
is relatively strong and has trigonal symmetry. The Cr3+ ion embedded in the crystal is characterized by consider-
able changes in the interactions associated with the excited configurations. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Crystals of lithium niobate LiNbO3 have found wide
application in holography, electro-optics, nonlinear
optics, optical information processing devices, and
transmitter–receiver systems, etc. These crystals are
readily doped with rare-earth and transition-metal ions
[1], which has opened new opportunities for their use in
quantum electronics [2]. In recent years, lithium nio-
bate crystals doped with Cr3+ ions have been intensively
studied using optical spectroscopy [3–6] and electron
paramagnetic resonance (EPR) [7, 8].

An important feature of lithium niobate is that the
composition of this compound in the crystal state con-
siderably deviates from stoichiometry. This manifests
itself in a deficit of lithium ions, which, in turn, leads to
the formation of the so-called congruent structure [9].
The congruence of lithium niobate crystals and the
necessity of compensating for an excess charge upon
doping bring about the formation of a great variety of
lattice defects and, consequently, different types of Cr3+

impurity centers [4, 8]. These impurity centers are easy
to identify using the EPR method but are very difficult
if not impossible to distinguish from the optical spectra.
Nonetheless, in recent years, with the advent of new
methods for growing stoichiometric lithium niobate
samples, it has become possible to decrease signifi-
cantly the number of impurity centers and even to pre-
pare samples with a single γ-center due to the substitu-
tion of Cr3+ ions for Li+ ions in the crystal lattice. The
study of such samples makes it possible to interpret the
observed EPR and optical spectra and to elucidate the
specific features of the interactions between the impu-
rity ion and the crystal. This is especially important
because these features are responsible not only for the
modification of the interactions of elections in a free ion
but also for the formation of the crystal field.
1063-7834/05/4710- $26.00 1859
2. EXPERIMENTAL DATA ON THE OPTICAL 
AND EPR SPECTRA OF IMPURITY CENTERS

At temperatures below the ferroelectric Curie point
(TC ~ 1480 K), lithium niobate crystals have trigonal

symmetry with space group R3c ( ) [9]. Owing to
the oxygen network with a hexagonal closest packing
motif, the Liion has a local environment with the sym-
metry of point group C3, which is slightly different
from the symmetry of point group C3v. Nonetheless, the
majority of experimental and theoretical studies are
based on the use of a cubic crystal field acting on the
impurity centers.

In particular, it has been established from the EPR
spectra of the impurity centers under investigation that
the splitting of the ground-state cubic spin quadruplet
4A2 (in the notation of irreducible representations of
point group Oh) amounts to 0.773 cm–1 [8]. In this case,

the location of two Kramers doublets (  at the bot-

tom and , , and  at the top in the notation of

irreducible representations of double point group )
is opposite to that for the Cr3+ ion in ruby. The lumines-
cence spectrum exhibits a broad σ-polarized band with
a maximum at a frequency of 11420 cm–1 and a band-
width of 2285 cm–1 [3] and two zero-phonon lines [5]
attributed to transitions from the energy levels at 13544
and 13570 cm–1 in the cubic representation 4T2 to the
ground-state spin quadruplet 4A2. The excitation and
luminescence spectra contain two R lines at somewhat
higher frequencies of 13772 and 13810 cm–1 [5]. These

lines correspond to transitions from the 2E( ) and

C3v
6

E1/2
T

E3/2'T E1/2
T E3/2'T

C3v'

E3/2'T
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Table 1.  Parameters (cm–1) of the crystal field and intraionic interactions of the Cr3+ ion in lithium niobate

B C ζ α B20 B40 B43 B4–3 Dq ν ν'

414 3054 155 214 –5106 –18475 –24631 24631 1471 –1511 1271
2E( ) levels located in inverse order to their arrange-
ment observed in ruby [1, 3]. Moreover, the excitation
spectrum includes two broad bands 4T2 and 4T1 with
maxima at frequencies of 15263 and 20849 cm–1 and
bandwidths of 1561 and 2331 cm–1, respectively, both
of which display predominantly σ polarization [10].
The band 4T2 is characterized by two relatively narrow
lines at frequencies of 14053 and 14 635 cm–1, which
are assigned to the transitions to the energy levels of
the split cubic orbital triplet 2T1 [5, 10]. The band 4T1
also contains two lines at frequencies of 19238 and
20243 cm–1, which are supposedly caused by the tran-
sitions to the energy levels of the split cubic orbital trip-
let 2T2 [5, 10].

It is well known that the origin of the broad bands
attributed to the transitions between the spin quadruplet
states is primarily due to the interactions of electrons of
the impurity centers with lattice vibrations [11],
whereas their role in the formation of the zero-phonon
lines and the lines assigned to the transitions from the
ground-state quadruplet 4A2 to the doublet states is not
so important. Therefore, while not claiming to explain
the location of the broad bands, we may try to interpret
all the remaining features in the experimental spectra in
terms of the theory of electronic transitions, which
allows for the interactions of the electrons of the impu-
rity center with each other and with the electrostatic
field of the crystal.

3. INTERPRETATION OF THE Cr3+ EPR SPECTRA

In order to describe the observed spectra of the Cr3+

ion in the lithium niobate crystal, we constructed the
Hamiltonian matrix

 (1)

for all 120 states of the 3d3 configuration included in
the schematic diagram of the total angular momentum
of the Cr3+ ion. In relationship (1), the first term
describes the electrostatic repulsion between the elec-
trons with the Racah parameters B and C. The second
term accounts for the spin–orbit interaction of elec-
trons, which depends on the one-electron parameter ζ.
The third term is the Trees correction operator (where
α is the Trees parameter and L is the magnitude of the

E1/2
T

H
e2

rij

-----
i j<
∑ ζ sili( )

i 1=

3

∑ αL L 1+( )+ +=

+ B20C0
2( ) B40C3

4( ) B43C3
4( ) B4–3C 3–

4( )–+ +[ ] i( )

i 1=

3

∑

PH
total angular momentum of the Cr3+ ion), which takes
into account the excited configurations and interactions
of the orbit–orbit type [12, 13]. The last term in rela-
tionship (1) characterizes the interaction between the
Cr3+ ion and the crystal field with the symmetry of point
group C3v, which is written in the Wybourne notation
[14] (where B20, B40, B43, B4–3 = –B43 are the Wybourne

parameters and  stands for the operators of the
spherical functions). The matrix elements of the angle-
variable-dependent operators were calculated by stan-
dard methods with the use of the genealogical coeffi-
cients and n–j symbols [14, 15], and the quantities B, C,
ζ, α, and Bkq were treated as variable parameters.

For theoretical description of the spectrum, we devel-
oped a computer program. With this program, it is possi-
ble to make a self-consistent comparison of the theoreti-
cal energy levels ET with the experimental values Eexp by
minimizing the residual function F(x1, …, xn) =

( (x1, …, xn) – )2, where the parameters xi

act as variables and Ei and Wi are the energy and the
weighting factor of the ith level, respectively. The pro-
gram developed offers the best description of the loca-
tion of the experimental energy levels and gives the best
set of parameters, provided the experimental and theo-
retical energy levels are brought into one-to-one corre-
spondence. In the situation we have been considering,
it is not known which of the theoretically obtained
Kramers doublets should correspond to the experimen-
tal locations of the energy levels of the 2T4 and 2T2 dou-
blet groups. This uncertainty is further complicated by
the lack of any information regarding the properties of
the transformation of the states. In this respect, we had
to first manually search for the theoretical levels which
are best suited to the energy and only then carry out
self-consistent calculations. The parameters of the crys-
tal field and intraionic interactions obtained from this
procedure are given in Table 1. This table also presents
the parameters Dq, ν, and ν' usually used to describe
the spectra of the iron group ions in the trigonal crystal
field. The conformity of the theory to the experiments
can be judged from Table 2, which lists the theoretical

 and experimental  levels. Since 22 of the 60
Kramers doublets in the 3d3 configuration of the Cr3+ ion
fall into the transparent region of the crystal, Table 2 pre-
sents data for them only.

The results of calculating the spectrum of the Cr3+ γ-
center in lithium niobate demonstrated that the Cr3+ ion
is subjected to a strong crystal field of trigonal symme-
try. It is this splitting of the 4T2 cubic level by the strong

Cq
k( )

Wii∑ Ei
T Ei

exp

Ei
T Ei

exp
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Table 2.  Energy levels (cm–1) of the Cr3+ ion in lithium niobate

Level number Properties of the transformation of the states Theory Experiment Dominant states

1 4A2 0 0 4F

2 0.772 0.773 4F

3 4T2 13525 13544 2GDH

4 13584 13570 2GDH

5 2E ET 13 788 13772 2PGH

6 13 796 13810 2PGH

8 2T1 ET 14057 14053 4F2PH

9 14058 – 4F2PH

12 14632 14635 4F2PH

20 2T2 ET 19238 19238 2DHGF

21 19251 – 2DHGF

22 20244 20243 2DHGF

A2
T

E3/2'T

E1/2
T

A1
T

E3/2'T

E1/2
T

E3/2'T

E1/2
T

E3/2'T

E1/2
T

A2
T

E3/2'T

E3/2'T

E1/2
T

A1
T E1/2

T

trigonal crystal field that is responsible for the observed
zero-phonon levels. The wave functions of these levels,
as well as the wave functions of the 2E levels, which
give rise to the R lines, become both quadruplet and
doublet in character due to the combined effects of the
crystal field and the spin–orbit interaction and, hence,
substantially impede the interpretation of the experi-
mental spectrum. Consequently, all attempts to explain
the experimental data in the cubic field approximation
[4] cannot meet with success. The cubic component of
the crystal field in lithium niobate is weaker than that in
ruby. The sign of the parameter ν of the trigonal crystal
field is opposite to that for ruby. The splitting of the
cubic level 2T1 in the trigonal crystal field turned out to
be very small. The increased parameter α, as compared
to its value for the free ion (70 cm–1), indicates that the
admixture of the excited configurations with the
ground-state configuration 3d3 must be taken into
account. According to the estimates obtained within the
point charge model, the parameters of the odd crystal-
field potential, which is responsible for this admixture,
are sufficiently large in the case of the lithium niobate
crystal.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      200
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Abstract—The effect of x-ray scattering by neutron-irradiated and reference (unirradiated) silicon crystals
grown by the Czochralski method and annealed at temperatures of 850–1050°C on the defect formation is com-
paratively investigated using triple-crystal x-ray diffractometry. The sizes and concentrations of clusters com-
posed of point defects and dislocation loops formed during decomposition of an oxygen-containing solid solu-
tion and subsequent clusterization of the point defects are calculated. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

It is known that, at high temperatures, the concentra-
tion of oxygen contained in the form of a solid solution
in silicon single crystals grown using the Czochralski
method (Cz-Si) can be as high as approximately 2 ×
1018 cm–3. Upon annealing of these crystals in the tem-
perature range 600–1200°C, the solid solution gradu-
ally decomposes to form a large number of structural
imperfections, primarily, in the form of dislocation
loops and precipitates (clusters) of point defects, most
probably, those of SiOx molecules [1]. As the tempera-
ture and duration of annealing change, the sizes of
defects can reach a submicrometer scale; i.e., they can
be easily identified using x-ray diffraction methods. In
our previous work [2], we studied silicon crystals heat-
treated under the same conditions as were used by
Bender [1] and demonstrated that triple-crystal x-ray
diffractometry is an efficient tool for investigating x-ray
scattering by such defects. The analysis of the results
obtained was based on the dynamical theory of x-ray
diffraction, which has been thoroughly described by
researchers from the Institute for Metal Physics,
National Academy of Sciences of Ukraine (Kiev,
Ukraine) [3–6], as well as by other authors [7–11]. This
analysis made it possible to estimate the sizes and con-
centration of scattering centers and to obtain valuable
information regarding their nature. The data obtained
are in good agreement with direct observations under
an electron microscope [1].

It is also known that irradiation of silicon crystals
brings about the formation of a great number of primary
(for the most part, point) defects that can coagulate dur-
ing subsequent annealing of the crystal to form disloca-
tion loops and clusters. The nature of the related pro-
cesses is rather complicated and depends both on the
conditions of irradiation and subsequent annealing and
1063-7834/05/4710- $26.00 1863
on the type of impurity (which does not have to be an
electrically neutral impurity) contained in the silicon
crystal. Since a comprehensive analysis of the effect of
irradiation on semiconductor materials is given in the
monograph by Vavilov et al. [12] and the role played by
oxygen in the formation of radiation-induced defects is
considered in the monograph by Bolotov et al. [13], we
will not describe the processes occurring in these cases.
Note only that irradiation of crystals should have a pro-
found effect on the decomposition of an oxygen-con-
taining solid solution in the silicon crystal and, conse-
quently, lead to substantial changes in the x-ray scatter-
ing pattern. In this respect, the purpose of the present
work is to carry out an x-ray diffraction investigation
into the effect of irradiation on the defect formation in
silicon crystals grown by the Czochralski method and
annealed under the same conditions as those used ear-
lier in [1]. Note also that the purpose of this work is of
interest especially because, to the best of our knowl-
edge, similar studies have never been performed before.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Experiments were carried out with Cz-Si(111)
(KÉF-2.0) silicon crystals grown by the Czochralski
method. Samples in the form of 0.7-mm-thick plates
cut out and polished under industrial conditions were
irradiated in a reactor with fast neutrons at a dose of
1.76 × 1016 neutrons/cm2. Then, the samples were sub-
jected to heat treatment according to the procedure
described in [2]. At the first stage of heat treatment, the
samples were annealed at temperatures of 850, 900,
950, and 1000°C for 5 h. At the second stage of heat
treatment, these samples were annealed at a tempera-
ture of 1050°C for 24 h.
© 2005 Pleiades Publishing, Inc.
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X-ray diffraction investigations were performed on
a semiautomatic triple-crystal diffractometer consisting
of an x-ray source, two GS-5 goniometers, a recording
device, and a computer. The sample and the analyzer
crystal had independent rotation axes (parallel to each
other) and could be rotated manually through an angle
of 360° in steps of 1′′  with an absolute error of no larger
than 1′′ . The analyzer crystal could be continuously
rotated both automatically (at a rate of 0.3 arcsec/s) and
manually. The measurements were carried out using a
nondispersive triple-crystal scheme (n, –n, n) with sin-
gle symmetric reflections from the Si(111) crystal. The
monochromator, which was mounted on the case of the
x-ray tube, and the analyzer crystal were cut from the
silicon sample grown by crucibleless-zone melting
along the [111] direction.

After each stage of heat treatment, the Bragg rock-
ing curves were recorded on the semiautomatic triple-
crystal diffractometer (Cu  radiation) with symmet-
ric reflections from the (111) surface of the samples
upon their fixed rotation with respect to the Bragg posi-
tion through an angle in the range from 10′′  to 100′′  in
steps of 5′′ . The rocking curves were recorded in the
course of automatic step-by-step rotation of the ana-
lyzer crystal together with the detector through an angle
θ toward both the positive and negative directions with
respect to the Bragg position. In all cases, the intensity
of radiation incident on the sample was maintained at a
constant value I0 ≅  105 cps.

The integrated intensities RΣ(α), the half-widths
w(α), and the peak intensities I(α) obtained for all
three (diffuse, subsidiary, and principal) maxima
revealed in the x-ray diffraction patterns were auto-
matically displayed on a computer screen and subse-
quently used for data processing according to the pro-
cedure described in [2].

The static Debye–Waller factors E = e–L were deter-
mined from the intensity of the principal maximum
IM(α), because, as is known from [2, 3], the intensity of
a symmetric reflection from the Si(111) surface of the
crystal obeys the relationship IM(α) ~ Ae–2L/α2, where
the proportionality factor A is a composite function of
the reflection plane parameters and the intensity I0 of
radiation incident on the sample.

As follows from the basic relationships given in [2–
4, 14], the integrated intensities of the diffuse maxima
RΣ(α) can be represented in the form

 (1)

where c is the concentration of scattering centers, C is
the polarization factor, m0 = 0.169 cm–1 is the constant
accounting for the reflection from the Si(111) surface,
and µ0 is the linear photoelectric absorption coefficient.
Gavrilova et al. [3] and Bar’yakhtar et al. [4] consid-
ered two experimentally observed cases: (i) km > |k0 |
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and (ii) km < |k0 |. Depending on the values of R and α,
we deal either with the first inequality or with the sec-

ond inequality. Here, k0 =  is the shortest

distance from the Ewald sphere to the point of the

reciprocal lattice, km =  is the parameter characteriz-

ing the boundary in the distribution of the diffuse scat-
tering between the Huang region and the Stokes–Wil-
son region, and R0 is the radius of the radiation-scatter-
ing defect [5].

For the most frequently used angles α (from approx-
imately 20′′  to 100′′ ) and CuKα radiation, the first ine-
quality holds at R0 = 3 µm in the region corresponding
to α ≈ 20′′  and at R0 = 0.6 µm in the region correspond-
ing to α ≈ 100′′ . When the radii R0 of radiation-scatter-
ing defects are relatively large, we deal with the second
inequality.

Molodkin et al. [15, 16] predominantly used pro-
longed annealing of silicon single crystals at high tem-
peratures (t ≈ 10 h, T ≈ 1100°C) under conditions where
the radii of scattering centers were of the order of 2 µm.
Taking into account these conditions, it was not
unfounded for those authors to believe that km < |k0 |.
Hence, the integrated intensity of diffuse scattering RΣ

is proportional to ; i.e., RΣ ~ α–2. In this case, the
experimental results were conveniently represented in
the lnα–lnRΣ coordinates, which, as a rule, are used in
similar works.

In our experiments, in which the annealing temper-
atures were relatively low and the annealing times were
relatively short, we supposedly dealt with the first ine-

quality; i.e., km > |k0|. Here, RΣ ~ (  – lnR0 – lnα – b),
where b is 17.183 for clusters and 16.835 for disloca-
tion loops. For small values of R0 and α, the first term
in parentheses can be disregarded. In this case, the inte-
grated intensity RΣ is a linear function of lnα. Conse-
quently, the results of measurements were represented
in the lnα–RΣ coordinates in the form of two straight
lines with different slopes (Fig. 1). Note that the same
data represented in double logarithmical coordinates
had a different form from the expected straight lines
with a slope of 2.

3. RESULTS AND DISCUSSION

Let us consider relationship (1). Here, J(k0) =

B(  – lnR0α – b), where B = 3.4684 × 1042  and
a = 2.081 × 1014 for scattering by clusters and B =

4.1036 × 1030  and a = 4.252 × 1013 for scattering by
dislocation loops [17, 18].

In the case where the quantities R0 and α are small
and the quadratic term in the expression for J(k0) is
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ignored, the integrated intensity RΣ is a linear function
of lnα. By extrapolating the dependences of the inte-
grated intensity RΣ on lnα to the point of intersection
with the abscissa axis (lnα0), we can calculate the
effective radius of scattering centers from the expres-
sion

 (2)

It should be noted that, for all the studied samples,
the dependence of the integrated intensity RΣ on lnα is
characterized by two portions (Fig. 1). This suggests
that the samples contain two types of defects, most
probably, clusters and dislocation loops [1]. By using
relationship (1) and assuming that the total scattering
intensity is determined by the intensity of scattering
from clusters and dislocation loops, we could calculate
the effective radii of the scattering centers (Figs. 2, 3).

Taking into account that the integrated intensity of
the diffuse maximum in the rocking curves is the sum
of the intensities of x-ray scattering by clusters and dis-
location loops (RΣ(α) = R(α)C + R(α)D and that each of
these terms is proportional to the concentration of
defects c and depends exponentially on their size, the
values of cD/cC can be determined by fitting in com-
puter simulation experiments. The radii RC and RD as
functions of the annealing temperature of the samples
after the primary and secondary annealings are pre-
sented in Figs. 2 and 3, respectively. For comparison,
these figures show the corresponding dependences for
the samples cut from the same silicon ingot but not
exposed to neutron radiation.

The static Debye–Waller factors L obtained from the
intensity of the principal maximum are presented in
Fig. 4 also in comparison with the corresponding data
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Fig. 1. Integrated intensity of the diffuse maximum as a
function of the logarithm of the rotation angle for the sam-
ples subjected to primary annealing at temperatures of 850
and 950°C and secondary annealing at 1050°C.
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for the reference samples (not subjected to neutron irra-
diation). By assuming that the static Debye–Waller fac-
tor is determined by the sum of the root-mean-square
deviations of the atoms from their equilibrium positions
due to the presence of dislocation loops and clusters in
the sample, we can write

 (3)

Then, according to [3, 19], we have

 (4)
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Fig. 2. Cluster size as a function of the annealing tempera-
ture for (1) the neutron-irradiated sample after primary
annealing, (2) the neutron-irradiated sample after secondary
annealing at 1050°C, (3) the unirradiated sample after pri-
mary annealing, and (4) the unirradiated sample after sec-
ondary annealing at 1050°C.
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Fig. 3. Dislocation loop size as a function of the annealing
temperature for (1) the neutron-irradiated sample after pri-
mary annealing, (2) the neutron-irradiated sample after sec-
ondary annealing at 1050°C, (3) the unirradiated sample
after primary annealing, and (4) the unirradiated sample
after secondary annealing at 1050°C.
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where Λσ is the extinction length; JD(0) is the function
J(k0) at α = 0; cD and cC are the concentrations of dis-
location loops and clusters occupied by the precipi-
tate, respectively; aD = –6.654 – lnRD; n0 = VP /νc is the

number of unit cells; VP = ; η = ;

α0 = ; hp = ; a1 = 3.96;
a2 = 0.597; ε = 0.0242; a0 is the lattice constant; Γ ≈ 0.6;
H = 2 × 108 cm–1; and RD and RC are the radii of dislo-
cation loops and clusters, respectively.

In relationship (4), the first and second terms con-
tain the defect concentrations cD and cC. Knowing the
concentration ratio cD/cC, we can calculate their values.
The concentrations cC and cD, as functions of the
annealing temperature, are presented in Figs. 5 and 6,
respectively.

Let us briefly analyze the results obtained. First and
foremost, it is evident that the sizes of clusters in neu-
tron-irradiated crystals (especially in the samples sub-
jected only to primary annealing) are larger than those
in the unirradiated samples by a factor of approxi-
mately 2 or 3. This difference reaches a maximum after
primary annealing at a temperature of 900°C and some-
what (even though incompletely) levels off after sec-
ondary annealing at 1050°C. The sizes of dislocation
loops in the neutron-irradiated and unirradiated crystals
are almost identical, especially in the samples subjected
to secondary annealing.

The static Debye–Waller factors for the neutron-
irradiated samples are significantly larger than those for
the unirradiated samples, especially after primary
annealing at a temperature of 900°C.
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Fig. 4. Static Debye–Waller factor as a function of the
annealing temperature for (1) the neutron-irradiated sample
after primary annealing, (2) the neutron-irradiated sample
after secondary annealing at 1050°C, (3) the unirradiated
sample after primary annealing, and (4) the unirradiated
sample after secondary annealing at 1050°C.
PHY
An increase in the size of clusters naturally leads to
a decrease in their concentration (Figs. 5, 6). This is
most pronounced for the samples subjected to primary
annealing. The variation in the concentration ratio of
defects cD/cC due to heat treatment is noteworthy. For
the unirradiated samples, the concentration ratio begins
to increase rapidly at temperatures above 900°C. For
the neutron-irradiated samples, the concentration ratio
increases even at considerably lower temperatures.
Such a behavior of the concentration ratio indicates a
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Fig. 5. Cluster concentration as a function of the annealing
temperature for (1) the neutron-irradiated sample after pri-
mary annealing, (2) the neutron-irradiated sample after sec-
ondary annealing at 1050°C, (3) the unirradiated sample
after primary annealing, and (4) the unirradiated sample
after secondary annealing at 1050°C.
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Fig. 6. (1–4) Concentration of dislocation loops as a func-
tion of the annealing temperature for (1) the neutron-irradi-
ated sample after primary annealing, (2) the neutron-irradi-
ated sample after secondary annealing at 1050°C, (3) the
unirradiated sample after primary annealing, and (4) the
unirradiated sample after secondary annealing at 1050°C.
(5–8) Ratio cD/cC as a function of the annealing tempera-
ture for the neutron-irradiated sample after (5) primary and
(6) secondary annealing and for the unirradiated sample
after (7) primary and (8) secondary annealing.
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higher probability of formation of dislocation loops in
neutron-irradiated samples, which, apparently, can be
associated with the increase (especially pronounced in
the temperature range 900–950°C) in the size of clus-
ters in these samples and, hence, with the increase in
the probability of displacement of dislocation loops by
larger sized clusters. Although the concentration of dis-
location loops increases rapidly at an annealing temper-
ature of 1000°C or higher, it is apparently impossible,
as follows from the results obtained, to prepare a struc-
ture consisting predominantly of dislocation loops
through high-temperature treatment of oxygen-con-
taining crystals.

It turned out that the characteristics of the defect
structure in the neutron-irradiated and unirradiated
samples subjected to primary annealing at temperatures
close to 900°C differ most significantly. For this tem-
perature, we constructed isointensity curves for x-ray
scattering in the vicinity of the (111) point of the recip-
rocal lattice (Fig. 7) by using the relationships kx =

 and ky = (2α – θ)sinθB. These curves

clearly demonstrate that the diffuse part of x-ray scat-
tering in the neutron-irradiated samples increases,
whereas the coherent part of x-ray scattering remains
virtually unchanged.

4. CONCLUSIONS
In this work, we carried out a comparative analysis

of the characteristics of the defects formed in the course
of thermal decomposition of an oxygen-containing
solid solution in neutron-irradiated and reference (unir-
radiated) silicon crystals grown by the Czochralski
method and then subjected to heat treatment.

It was found that, in both cases, the decomposition
of the oxygen-containing solid solution results in the
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Fig. 7. Isointensity curves for X-ray scattering in the vicin-
ity of the (111) point of the reciprocal lattice for (1) the unir-
radiated sample and (2) the samples subjected to neutron
irradiation (I = 50 cps).
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formation of precipitates and dislocation loops. How-
ever, the sizes of the precipitates in the neutron-irradi-
ated samples are considerably larger than those in the
reference samples annealed under the same conditions.
This can be associated with the coagulation of primary
radiation defects formed under neutron irradiation. The
sizes of the dislocation loops also somewhat, although
less noticeably, increase upon heat treatment.

An increase in the precipitate size leads to a
decrease in the precipitate concentration. As the anneal-
ing temperature of neutron-irradiated samples
increases, the concentration ratio cD/cC begins to
increase rapidly even at relatively low annealing tem-
peratures. For unirradiated samples, this ratio increases
only after annealing at temperatures above 900°C.
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Abstract—The amplitude distributions of acoustic emission signals generated during the formation of corro-
sion microcracks in loaded welded joints connecting two corrosion-resistant steel tubes are studied. For acous-
tic emission signal amplitudes of less than 0.6 mV and a microcrack concentration of ~10 mm–3, the distribution
density of the signal amplitudes is described by a gamma function. For acoustic emission signal amplitudes
exceeding 1.0 mV and a microcrack concentration of greater than or equal to 102 mm–3, the distribution density
of the amplitudes exhibits two maxima, whose shape is described by a Gaussian function. The mean amplitudes
of acoustic emission signals differ by a factor of 3. The change in the amplitude distribution of acoustic emis-
sion signals is explained by the effect exerted by the weld–metal interface on the microcrack formation. © 2005
Pleiades Publishing, Inc.
1. INTRODUCTION

Recent investigations have demonstrated that the
size distribution of different objects (nanodefects [1–3]
and corrosion pits [4] on a metal surface, microcracks
at an interface [5], structural clusters in polymers [2, 6,
7], carbon black aggregates in resin, bacteria, fungi,
protein molecules [2], etc.) can be adequately described
by a gamma function. It is known [8] that the gamma
distribution has a thermodynamically optimum form;
i.e., in this case, the configurational entropy of the sys-
tem is maximum. The existence of an “equilibrium”
distribution in a nonequilibrium state is explained by
the fact that the time it takes for any of the aforemen-
tioned objects to form is considerably shorter than the
observation interval [2].

Earlier [9], it was established that the concentration
and size of microcracks near the interfaces in metals are
different from those in the bulk of the material. We were
intrigued by the question of how the distribution of
microcracks would change near the interfaces in the
metal. In order to answer this question, we undertook
an investigation into the distribution of corrosion
microcracks inside a welded joint and in the surround-
ing region. It should be noted that, until recently, the
statistics of corrosion microcracks had not been studied
and the main efforts of researchers had been directed
toward investigating the mechanism of corrosion crack-
ing and protecting against it [10–12].
1063-7834/05/4710- $26.00 ©1869
2. EXPERIMENTAL TECHNIQUE

Two tubes (08Cr18Ni10Ti stainless steel; inner
diameter, 10 mm; working length, 100 mm; thickness,
1 mm) were connected by a welded joint ~ 1 mm wide.
The tubes were filled with a process condensate
(pH 9.5). The vapor pressure of the solution in the tubes
was equal to 9 MPa at a temperature of 300°C. The
specimens were loaded with a tensile stress of 290 MPa
on an IP-4M tearing machine. The clutches of the tear-
ing machine were equipped with two acoustic emission
converters. Acoustic emission signals were recorded
using an SDAÉ-8 automated system.

3. KINETICS OF ACCUMULATION 
OF MICROCRACKS

Figure 1 shows the time dependence of the number
of acoustic emission signals for one of the studied spec-
imens. The other specimens are characterized by simi-
lar curves. It can be seen from this figure that the num-
ber of acoustic emission signals increases nonmonoton-
ically: periods of slow accumulation alternate with
periods of fast accumulation of microcracks.

This dependence was conventionally divided into
seven time intervals, as is shown in Fig. 1. We deter-
mined the locations of the microcracks and analyzed
the amplitude distribution of acoustic emission signals
in each time interval.
 2005 Pleiades Publishing, Inc.



 

1870

        

VETTEGREN 

 

et al

 

.

                                                                                
4. LOCATION OF MICROCRACKS 
IN A LOADED SPECIMEN

The table presents the ratio of the number of acous-
tic emission signals from a welded joint Nw to the num-
ber of acoustic emission signals from the surrounding
region N0. As follows from the table, the processes of
crack formation in the welded joint and the surrounding
region alternate: microcracks accumulate first in the
vicinity of the joint, then inside the joint, then again in
its vicinity, then again in the joint, etc.

The rate of accumulation of microcracks also
depends on their location. For example, the rate of
microcrack accumulation in the welded joint (time
intervals 2, 4, 6), is approximately four orders of mag-
nitude higher than that in the surrounding region (time
intervals 3, 5, 7).
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Fig. 1. Time dependence of the number of acoustic emission
signals. Numerals near the curve denote time intervals in
which the amplitude distributions of acoustic emission sig-
nals were calculated.

Ratio of the number of acoustic emission signals from the
welded joint Nw to the number of acoustic emission signals
from the surrounding region N0

Time interval Nw/N0

1 0.2

2 2

3 0.5

4 24

5 0.05

6 110

7 0.3
PHY
5. AMPLITUDE DISTRIBUTION OF ACOUSTIC 
EMISSION SIGNALS FROM A WELDED JOINT

It turned out that the amplitude distribution of
acoustic emission signals depends on their number and
mean amplitude 〈A〉 . For example, in time interval 2, in
which the mean amplitude 〈A〉  is approximately equal
to 0.6 mV and the number of signals does not exceed
several hundred, the amplitude distribution of acoustic
emission signals can be described by the gamma func-
tion (Fig. 2a):

 (1)

where A is the amplitude and n0 is the normalizing factor.

A different situation takes place in other time inter-
vals, in which the mean amplitude exceeds 0.6 mV and
the number of acoustic emission signals is of the order
of 103 (Fig. 2b). In this case, there are no acoustic emis-
sion signals with A < 1 mV and the amplitude distribu-

n A( ) n0A2 A
A〈 〉

---------– 
  ,exp=
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Fig. 2. Amplitude distributions of acoustic emission signals
from the welded joint in time intervals (a) 2 and (b) 6. The
solid lines correspond to (a) the gamma distribution and (b)
the Gaussian distribution.
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tion exhibits two maxima centered at ~2.5 and ~7.5 mV
and is described by the Gaussian function

 (2)

where σ is the variance.
The change in the distribution density of the acous-

tic emission signals can be explained by the effect
exerted by the weld–metal interface on the microcrack
formation. The fraction of the volume occupied by the
microcracks reaches ~6–7%. In accordance with the
concentration fracture criterion [13], when the fraction
of the volume occupied by the microcracks reaches a
critical value of ~5%, the interaction between the
microcracks is drastically enhanced and they begin to
enlarge. As was noted in [9], the concentration and
sizes of microcracks change near the interfaces in met-
als. Probably, the interaction of microcracks is
enhanced in the vicinity of the interfaces, which leads
to a change in the size distribution of microcracks in the
welded joint.

It is known [14] that the amplitude of acoustic emis-
sion signals is related to the microcrack size L by the
following expression: A ≈ BL1.5. In our case, the propor-
tionality coefficient B for the material of the welded
joint is unknown. For a crude estimate of the microc-
rack sizes, we use the proportionality coefficient B ≈
0.024 mV/µm obtained in [14] for a spring steel. As a
result, we obtain the mean size of microcracks 〈L〉  ≈
8.6 µm for the mean amplitude 〈A〉  = 0.6 mV, L ≈
22.5 µm for 〈A〉  = 2.5 mV, and L ≈ 46 µm for 〈A〉  =
7.5 mV. Therefore, the mean sizes of microcracks differ
by a factor of approximately 3. This ratio of the mean
sizes is not an exception. Recent investigations into the
amplitude distributions of acoustic emission signals in
strained granites [5, 15, 16], as well as analyses of the
sizes of nanodefects [1–3] and corrosion pits [4] on a
metal surface and the sizes of structural clusters in
polymers [2, 6, 7], have demonstrated that their mean
values also differ by a factor of 3.

6. CONCLUSIONS

Thus, it was established that the amplitude distribu-
tion of acoustic emission signals from a welded joint
depends on the size and concentration of the microc-
racks. When the mean amplitude of acoustic emission
signals (which is approximately proportional to the
microcrack size) reaches ~ 0.6 mV and the number of
signals does not exceed several hundred, the distribu-
tion density of the signal amplitudes is described by a
gamma function. When the mean amplitude reaches
2.5 mV and the number of acoustic emission signals is
equal to 103, the distribution density is described by a
Gaussian function. The change in the amplitude distri-
bution with an increase in the size and concentration of
microcracks is apparently due to a strong enhancement
of their interaction near the interface between the

n A( ) n0
A A〈 〉–( )2

2σ2
--------------------------– 

  ,exp=
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welded joint and the metal. The mean sizes of microc-
racks in the welded joint differ by a factor of 3.
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DEFECTS, DISLOCATIONS, 
AND PHYSICS OF STRENGTH
X-ray Diffraction Study of Low- and High-Angle Misorientations 
in LiF Crystals during Creep
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Abstract—Low- and high-angle lattice misorientations in LiF single crystals subjected to tensile deformation
in the temperature range 573–973 K were studied using the following x-ray diffraction techniques: the ω-scan-
ning method, the Laue method, and the Kossel and Fujiwara widely divergent beam (WDB) methods. The frac-
tion of the high-angle misorientation is shown to be low at low temperature, where a block structure is absent,
and at high temperature, where blocks are large (~100 µm). The high-angle misorientation increases with strain
faster than the low-angle misorientation. The misorientations measured by different techniques can differ
because of the different areas which are illuminated by an x-ray beam and over which the misorientations are
averaged. The results obtained are compared with available data on the structure of deformed alkali-halide crys-
tals. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The number of studies dealing with deformation-
induced lattice misorientations has recently increased
due to particular interest in the structures that appear
during severe plastic deformation of solids [1–3]. Low-
angle misorientations take place in the initial deforma-
tion stages and then increase with deformation [1]. The
lattice misorientation depends mainly on block, frag-
ment, or grain boundaries, which occupy a relatively
small volume as compared to the volume between the
boundaries. In terms of dislocation theory, the so-called
block boundaries, which form during deformation and
consist of edge-dislocation walls with a predominant
fraction of dislocations of the same sense, have the sim-
plest structure of the boundaries between misoriented
regions in a crystal [4]. Such boundaries have been
repeatedly observed in electron-microscopic (EM)
studies of deformed crystalline materials; the magnifi-
cation used made it possible to determine the average
interdislocation spacing and the misorientation angles
at a relatively low dislocation density in these bound-
aries [5]. The authors of [6, 7] found that both low-
angle (interblock) and high-angle (interfragment) mis-
orientations appear in LiF and NaCl crystals during
creep, and the latter misorientation can form both via
the accumulation of correlated low-angle misorienta-
tions between blocks and via high-angle rotations of
fragment boundaries. Two types of grain boundaries are
distinguished in [1]: (i) geometrically necessary block
(fragment) boundaries formed by regular dislocation or
disclination [3] structures with misorientation angles
that are specified by the difference in the orientation
(rotation) of the lattices of neighboring fragments and
(ii) incidental dislocation boundaries formed by a cha-
otic set of dislocations trapped by a boundary. When
1063-7834/05/4710- $26.00 1872
alkali-halide crystals are subjected to uniaxial loading
along the [100] direction, two pairs of mutually perpen-
dicular {110} planes are active. Therefore, regular
boundaries of the first type are most likely to form dur-
ing this loading. Moreover, at high temperatures and
long holding times, restructuring can occur not only via
dislocation slip but also via dislocation climb, which
also favors a decrease in the boundary energy and
boundary-structure ordering. If the slip geometry is
such that two of the four competing slip systems are
predominant, boundaries formed by either predomi-
nantly edge or screw dislocations can be detected in
mutually perpendicular {100} faces [8].

In this work, we study the formation of high- and
low-angle misorientations in LiF crystals subjected to
tension under creep conditions and the dependences of
these misorientations on the strain, stress, and temper-
ature. The study was carried out using x-ray diffraction.

2. EXPERIMENTAL

We studied LiF single crystals containing no more
than 0.002 wt % Mg. The single crystals were grown by
the Kyropoulos technique, annealed at 1020 K for 48 h,
and cooled at a rate of 5 K/h. Then, the crystals were
cleaved along their {100} cleavage planes to form 1 ×
5 × 10 mm samples. The samples were subjected to
uniaxial tension along the [100] direction under creep
conditions at test temperatures of 573, 873, and 973 K
and under stresses σ = 12, 5, and 2 MPa, respectively.
To analyze block or fragment misorientations, we used
the ω-scanning method, the Laue method, and the Kos-
sel and Fujiwara widely divergent beam methods.

In the ω-scanning method [9, 10], a sample is placed
in a holder so that the [100] tensile axis makes an angle
© 2005 Pleiades Publishing, Inc.
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of 45° with the holder axis. The goniometer of the x-ray
apparatus had a holder that could move in the vertical
and horizontal directions with the use of fine adjust-
ment screws. We examined a {200}-type reflection.

The sample was moved along the [110] and 
crystallographic directions in one face and along the

[101] and  directions in the other face and rotated
about the vertical axis to determine the orientations of
the regions that were parallel to the lateral faces of the
sample and to determine their changes as the x-ray
beam was scanned in given steps. The area of the
regions to be measured was specified by the area of the
incident x-ray beam. In our case, it was 0.07 mm2 (the
x-ray beam diameter was 300 µm). The measurements
were performed at 7–15 points in each of the two mutu-
ally perpendicular crystal faces. In the wide face, the
direction of motion from point to point was changed
once after 7 to 8 measurements were made; in the nar-
row face, only two points to be measured could be
located in one straight line. We used CuKα radiation,
and the rate of crystal rotation was 0.5 deg/min. The dif-
fraction lines of the undeformed crystal were narrow and
well resolved; after deformation, the lines shifted and
split into several peaks. An example of such a line is
given in Fig. 1 for a crystal subjected to creep at 873 K.

When Laue x-ray diffraction patterns are recorded
from a deformed crystal with blocks, interference spots
become broadened [11], which is mainly caused by the
misorientation of crystal fragments. Therefore, the
broadening of Laue spots can give information on the
misorientation of the fragments illuminated by the x-
ray beam. By measuring the spot broadening in the
radial (∆r) and azimuthal (∆a) directions, we can deter-
mine the misorientations of the fragments ϑ r and ϑa

about the [010] and [001] axes, respectively, using the
relations [11]

 (1)

where θ is the Bragg angle and L is the crystal–film dis-
tance. We recorded Laue x-ray diffraction patterns
using CuKα radiation and an RKV-86 x-ray camera.
The crystal–film distance was 40 mm. We examined the
(042) reflection at an x-ray beam diameter of ~1.8 mm.
Therefore, we studied the misorientation averaged over
an area s ~ 2.5 mm2.

When we determined the misorientation using the
Kossel method, we used a widely divergent x-ray beam
with an external source, a film located parallel to the
sample surface to be studied [12], and CuKα radiation.
The break in neighboring lines measured in terms of
doublet spacing characterizes the misorientation of
neighboring blocks (fragments) in the crystal.

110[ ]

101[ ]

∆r
4L

2θcos
2

-----------------ϑ r,=

∆a
4L θsin

2θcos
------------------ϑ a,=
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The Fujiwara method [13] uses the transmission
geometry and a widely divergent polychromatic x-ray
beam. After recording, the film contains a set of Laue
spots with superimposed lines of a characteristic spec-
trum. Each interference spot reflects the topographic
pattern of a crystal structure that is projected according
to the orientation of the reflecting plane. If the crystal to
be studied consists of misoriented blocks, interference
spots in the x-ray diffraction pattern have a complex
structure and consist of individual blocks. The misori-
entation angles are calculated from the widths of the
boundary areas between the reflections of individual
blocks and from the shifts in the characteristic lines in
these reflections. The misorientation angles in the azi-
muthal and radial directions can be determined from
the widths of the corresponding boundary bands using
the relations [13]

(2)

where ma and mr are the widths of the boundary bands
between reflections in the azimuthal and radial direc-
tions, respectively; θ is the Bragg angle for the reflect-
ing plane generating the reflection to be studied; L =
150 mm is the crystal–film distance; and R = 100 mm
is the x-ray tube–crystal distance. We used MoKα radi-
ation and studied the (331) reflection. In contrast to the
Laue method, this method allows one to measure low-
angle misorientations inside fragments illuminated by
an x-ray beam.

ϑ a

ma 2θcos
2L θsin

----------------------,=

ϑ r

mr θcos
2

L R+
--------------------,=
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Fig. 1. Profile of the (002) diffraction line of a LiF crystal
deformed to 80% at 873 K.
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Fig. 2. Deviations of the maxima of the (002) and (020) lines of a deformed LiF crystal from their zero positions for an undeformed
crystal as a function of the position of a point in the lateral surface of the sample. The direction of beam motion is along one of the
{110} directions; arrow 1 shows 90° rotation, and arrow 2 indicates transition to the adjacent face. The deformation conditions are
the following: the temperature T is (a) 573, (b, c) 873, and (d) 973 K and the strain ε is (a) 40, (b) 15, (c) 80, and (d) 50%.
3. RESULTS AND DISCUSSION

The misorientation angles of fragments in deformed
LiF crystals as determined by the ω-scanning method
are given in Figs. 2–4 and the table. Figure 2 shows the
results of recording two lateral faces of the crystal
deformed at various temperatures to different strains ε.
The abscissa gives the position of a point on the surface.
The ordinate of each point in the curves is the angular
displacement of each peak in a split line with respect to
the line of the undeformed sample. The point–point
spacing on the sample surface is 300 µm along one of
the <110> directions; 90° rotation and transition to an
adjacent face are marked by arrows. Figures 3 and 4
show the change in the total line width and misorienta-
tion measured from the position of the middle of the
line as a function of the point coordinate on the surface
of the deformed sample. The results indicate that, apart
from smooth changes in the misorientation, there are
sharp jumps, which indicate that a high-angle grain
boundary falls in the interval between the neighboring
points to be measured (Fig. 2c). The average misorien-
tation increases with strain (compare the data for T =
873 K at ε ~ 15 and 80%). The high-angle misorienta-
tion increases with temperature only to 873 K (from
PH
~2.5° at T = 573 K to ~5° at T = 873 K); a further
increase in temperature leads to a certain decrease in
the fragment misorientation.

A more detailed analysis of the misorientation,
based on the misorientation angle distributions as cal-
culated from the ω-scanning data, demonstrates that
high misorientation angles are virtually absent at T =
573 K (Fig. 5a); their fraction is also relatively low at
973 K (Fig. 5d). However, the distributions have a pro-
nounced “tail” toward angles that are higher than the
most probable angle. The second maximum appears in
the distribution curves at T = 873 K at a low strain
(Fig. 5b) and is most pronounced at ε = 80% (Fig. 5c).

The microstructural studies of the deformed sam-
ples indicate that, at T = 573 K, the block structure is
absent and the misorientation is low and is created due
to a nonuniform distribution of dislocations that are
opposite in sign. At a higher temperature, block (frag-
ment) boundaries mainly contribute to the misorienta-
tion and the fraction of high-angle grain boundaries
increases with strain. As the temperature increases, the
block size increases (from 40 µm at 873 K to 100 µm at
973 K) and high-angle grain boundaries either do not
form or compensate for each other as the lattice orien-
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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tation is averaged over the x-ray beam area (which
approximately corresponds to the area of ten blocks).

The results of studying the misorientation by the
Kossel method support the presence of low- and high-
angle boundaries in the LiF crystals deformed at T =
873 K and ε = 64%: two maxima (at 40′ and 2°30′) are
detected in the misorientation-angle distributions of the
150 boundaries measured. The high misorientations
were found to be formed by either one high-angle grain
boundary or by the accumulation of sequential low-angle
boundaries having orientations of the same sign [6].

The method of x-ray topography (Fujiwara method)
gives the misorientation angles between neighboring
regions in a crystal. The interference spots of the x-ray
topographs of the deformed LiF crystals exhibit a
fringe contrast. In a crystal deformed at T = 573 K, the

x, mm
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1

0 1 2 3 4 5 6

ϑ,
 d

eg

a

b
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d

Fig. 3. Change in the total width of the (200) line of a
deformed LiF crystal as a function of the position of a point
in the lateral surface of the sample. The deformation condi-
tions are the following: the temperature T is (a) 573, (b, c)
873, and (d) 973 K and the strain ε is (a) 40, (b) 15, (c) 80,
and (d) 50%.
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misorientation corresponding to neighboring bands in
the topograph is ~10′. Polygonization begins in the
crystal. The diffraction spots in the topographs of crys-
tals deformed at 873 and 973 K do not have a clear con-
tour and consist of individual spots belonging to indi-
vidual blocks. In the samples deformed at 873 K, 30- to
50-µm blocks with a ~40′ misorientation are dominant
and mainly contribute to the misorientation. Unlike
with the ω-scanning method and the Kossel method, no
high-angle grain boundaries were detected with this
method. This is likely due to the averaging of the con-
tributions from low- and high-angle boundaries over
the large area occupied by the x-ray beam. The samples
deformed at 973 K consist of large similar blocks with
a misorientation of 0.8°–1.5°. The results of analyzing
the topographs are given in the table. As is seen, the
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2.0
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–0.5
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Fig. 4. Dependence of the position of the middle of the
(002) or (020) line of a deformed LiF crystal as a function
of the position of a point in the lateral surface of the sample.
The deformation conditions are the following: the tempera-
ture T is (a) 573, (b, c) 873, and (d) 973 K and the strain ε is
(a) 40, (b) 15, (c) 80, and (d) 50%.
Misorientation angles in deformed LiF crystals measured by different x-ray diffraction techniques

Test conditions Low-angle misorientation High-angle misorientation

T, K σ, MPa ε, %

method method

Kossel 
WDB

ω scan-
ning

Fujiwara WDB
EM Kossel 

WDB
ω scan-

ning

Laue

ϑa ϑr ϑmax

573 12.0 40 10′ 10′ 12′ 54′ 2°30′
673 13.0 70 12′
773 7.0 80 24′
873 4.0 64 40′ 3°30′

4.5 73 37′ 45′ 4°54′
5.0 15 49′ 2°16′
5.0 80 1°12′ 30′ 3°48′

973 2.0 33 51′ 1°59′
2.0 50 1°10′ 50′ 4°26′
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Fig. 5. Misorientation-angle distributions of illuminated regions in a deformed LiF crystal. The deformation conditions are the fol-
lowing: the temperature T is (a) 573, (b, c) 873, and (d) 973 K and the strain ε is (a) 40, (b) 15, (c) 80, and (d) 50%.
average low-angle misorientation between neighboring
blocks increases with the deformation temperature
(from ~10′ at T = 573 K to 1°10′ at T = 973 K).

The Laue x-ray diffraction patterns of the samples
deformed at T = 573 K contain azimuthally broadened
spots, and those of the samples deformed at 873 and
973 K exhibit asterism and fragmented spots, which
indicates crystal fragmentation with azimuthal and
radial misorientation of the fragments. The data
obtained by the Laue method are also given in the table.
As follows from the table, the high-angle misorientation
in the LiF crystals deformed at various temperatures
increases with temperature (from ~5° at T = 573 K to ~5°
at T = 873 K). At T = 973 K, the misorientation of frag-
ments is lower or equal to that at T = 873 K. The mis-
orientation angles are higher than those determined by
the other methods, which is likely due to the fact that
the Laue method gives the maximum misorientations,
which occur in a rather large area illuminated by the x-
ray beam. The difference is most pronounced for non-
uniform structures with strongly localized deformation
(at low temperatures), and this difference is minimum
for the structures with high-angle grain boundaries
(deformed at 873 K).
PH
The table gives the misorientations of blocks and
fragments (determined using different x-ray methods)
in the LiF crystals deformed by tension under creep
conditions at various values of T and σ. For compari-
son, the table also lists electron-microscopic data [14].

The set of experimental data on the misorientations
in deformed LiF crystals shows that, apart from low-
angle misorientations between neighboring blocks,
there are high-angle misorientations of fragments. As is
seen, all methods of determining the misorientation
between neighboring blocks give similar low-angle
misorientations and this misorientation increases with
the deformation temperature from ~10′ at T = 573 K to
1°10′ at T = 973 K. The low-angle misorientation
remains virtually constant at the stage of steady-state
creep for each deformation temperature. The values and
character of the changes in the low-angle misorienta-
tion obtained for the LiF crystals agree well with the
experimental data for metals [15]. The authors of [15]
believe that a misorientation at the steady-state stage
remains constant as a result of dynamic equilibrium
between the processes of formation of new subgrain
boundaries and annihilation of existing opposite-sign
subgrain boundaries as they move in opposite direc-
tions. If low-angle boundaries meet isolated disloca-
tions during motion, they either pass through them or
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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simultaneously absorb and emit a dislocation, since the
misorientation remains the same. In [16], the passage of
isolated dislocations through a low-angle boundary was
experimentally observed in an electron microscope.
The increase in the misorientation before the steady-
state stage can be related to the absence of equilibrium
in the processes of boundary formation and annihila-
tion and to the fact that moving low-angle boundaries
can reach high-angle grain boundaries and merge with
them [15]. These factors can also explain the increase
in misorientation with deformation temperature, since
the velocity of block boundaries and, hence, the proba-
bility of their impingement and mergence increase
under these conditions [17].

The high-angle misorientation increases with the
deformation temperature only up to 873 K (from ~2° at
573 K to ~5° at T = 873 K). Conversely, a further
increase in the deformation temperature to 973 K
decreases it. This behavior is likely to be explained by
a smaller number of blocks in the area illuminated by
an x-ray beam at T = 973 K as compared to the case of
T = 873 K, since the average block sizes are ~100 and
40 µm, respectively. If a high-angle misorientation
occurs via sequential rotations in low-angle block
boundaries in one direction and a localized rotation of
a high-angle grain boundary in the opposite direction
[6], then it is obvious that the number of blocks in a cer-
tain fixed area of the crystal at T = 873 K will be larger
than that at T = 973 K. Therefore, the high-angle mis-
orientation accumulated from low-angle rotations at
T = 873 K is higher than that at T = 973 K. As the area
illuminated by an x-ray beam increases, the measured
difference in the orientations of crystal regions, i.e., the
high-angle misorientation, should increase. Indeed, as
this area increases from ~0.01 (Kossel method) to
0.07 mm2 (ω-scanning method) at T = 873 K, the high-
angle misorientation increases insignificantly, namely,
from 3°30′ to 3°48′ (for high strains). However, a fur-
ther increase in the beam area to 2.5 mm2 (Laue
method) leads to a significant increase in the misorien-
tation (to 4°54′).

In the crystals deformed at T = 973 K, the effect of
the illuminated area on the difference in the orienta-
tions of different crystal regions is stronger than for the
case of T = 873 K: the misorientation is ~2° in the ω-
scanning method and ~4.5° in the Laue method.

Figure 3b shows that a crystal can have 0.3 × 1.8 mm2

regions that rotate via low-angle boundaries sequen-
tially in one direction and then via a high-angle grain
boundary in the opposite direction. This behavior is
supported by the data obtained by the Kossel method.
Large rotations can also be compensated when high-
angle grain boundaries of opposite sign move at a
spacing that is smaller than the x-ray beam diameter
(300 µm). The maximum misorientation at this spacing
(step) is ~3°. It should also be noted that, unlike the
low-angle misorientation, the high-angle misorienta-
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
tion increases substantially with strain in the stage of
steady-state creep.

A few modern theoretical models can explain the
formation of high-angle misorientations. Computer
simulation [18] as performed within the framework of
the impinging-boundary model [15] has shown that the
misorientations of some boundaries can rapidly
increase if they impinge on an unmovable boundary.
The authors of [19] considered the problem of the
motion of a partial-dislocation dipole resulting in the
separation of dislocation charges and in a ~1° misorien-
tation inside a region of about block size. Applied
stress–induced processes in the material lead to the
accumulation of charges of one sign in a certain portion
of the crystal and to the accumulation of charges of the
opposite sign in another portion; that is, the charge sep-
aration is caused by forces. The elastic fields of the dis-
location dipole favor further separation of the disloca-
tion charges and, hence, growth of the misorientation
region with strain.

Most modern theories [2, 3, 20, 21] try to explain the
significant hardening and structural evolution (the
appearance of micron and submicron fragments) during
severe plastic deformation. The hardening is much
higher than that achievable during tension of LiF crys-
tals. However, the mechanisms of nucleation of low- and
high-angle boundaries and the first stages of formation of
fragmented structures can obviously be modeled on rel-
atively simple (in the structural sense) alkali-halide crys-
tals. Although the relative fraction of high-angle grain
boundaries in these crystals is low, their role can be deci-
sive in some processes, e.g., in fracture [22, 23].

4. CONCLUSIONS

Using different x-ray diffraction techniques, we
have studied the nucleation and evolution of misori-
ented regions in deformed LiF crystals. Under certain
conditions, the misorientation has been shown to be
two-level, namely, low-angle and high-angle misorien-
tations. The evolution of the misorientation with tem-
perature and strain has been traced. The lattice misori-
entation mainly depends on fragment (block) bound-
aries, and the high-angle misorientation can either be
accumulated by sequential rotations in one direction in
low-angle boundaries or be realized with a high-angle
grain boundary. When the lattice misorientation is
determined by x-ray diffraction techniques, important
factors are the size of the crystal area illuminated by an
x-ray beam and the method of information analysis
used, namely, the averaging of misorientations or an
analysis of their extreme values. These factors are
responsible for the differences in the misorientation
angles determined by different techniques.
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Abstract—Dynamic domain structures in a garnet ferrite film with perpendicular anisotropy are investigated
in magnetic fields at infrasonic frequencies for the first time. It is revealed that the multidomain film exists in
the anger state and that stable dynamic structures with unusual properties are formed in ac magnetic fields at
frequencies of 2–3 Hz. © 2005 Pleiades Publishing, Inc.
1. It is known [1] that, in an ac magnetic field, the
multidomain magnetic structure of films with perpen-
dicular anisotropy can transform into a specific state,
which is referred to as the anger state. In this state, a
disordered dynamic ensemble of domains undergoes
self-organization, which results in the formation of sta-
ble dynamic domain structures (DDSs) of a particular
type. These are spiral domains and systems of concen-
tric ring domains at frequencies of 102–104 Hz. Another
specific feature of the anger state is that ordered
dynamic domain structures arise, exist for a time, and
disappear; then, again, arise, exist, and disappear; etc.
Therefore, in order to describe the anger state, it is nec-
essary to introduce not only the configuration parame-
ters of the dynamic domain structure but also the
dynamic parameters of this state, such as the lifetime Tg

of an individual dynamic structure and the waiting time
Tw for the appearance of similar structures in the studied
region of the sample.

At present, dynamic spiral domains arising in the
anger state of garnet ferrite films with perpendicular
anisotropy in ac magnetic fields at frequencies f = 102–
104 Hz and amplitudes H0 < HS (where HS is the static
saturation field) have been experimentally and theoret-
ically studied in sufficient detail (see, for example, [1–
4]). In [5], it was demonstrated for the first time that the
formation of stable ordered dynamic domain structures
occurs in a limited amplitude–frequency region (H0, f).
As followed from graphic data and photographs of
dynamic domain structures, dynamic spiral domains
are observed in the frequency range 200–6000 Hz.
However, it turned out that large stable dynamic sys-
tems of concentric ring domains rather than spiral
domains are formed over a narrow frequency range
120–200 Hz. Like spiral domains, concentric ring
domains exist, collapse, again arise, etc. The lifetime Tg

and the waiting time Tw for domain structures of both
1063-7834/05/4710- $26.00 1879
types are of the same order of magnitude. Additional
information on these concentric ring domains can be
found in [6, 7]. However, the nature of the anger state
has not been adequately investigated. Moreover, the
question as to whether the anger state can exist in films
at frequencies f < 100 Hz remains open.

In this work, we studied the dynamic domain struc-
tures in garnet ferrite films in ac magnetic fields at low
frequencies, including infrasonic frequencies. The
anger state and the formation of large, very stable
dynamic systems of concentric ring domains in ac mag-
netic fields at a frequency of 2–3 Hz and at an ampli-
tude considerably exceeding the static saturation field
HS were revealed in a highly anisotropic film. The first
data on this effect are presented in our previous work
[8].

2. We studied an (YLuBi)3(FeGa)5O12 (111) garnet
ferrite film (thickness, 8 µm; surface area, ~16 mm2)
with induced perpendicular anisotropy and the follow-
ing parameters: the quality factor Q ≈ 80, the static sat-
uration field HS = 42 Oe (determined from the hystere-
sis loops in an oscilloscope screen), and the coercive
force HC ~ 1.5 Oe (induced by the displacement of
domain boundaries). The domain structure was exam-
ined using the magneto-optical Faraday effect over the
area S ≈ 12 mm2. In the initial demagnetized state, stripe
domains in the film had a labyrinth structure (Fig. 1a).
The period P0 of stripe domains in this structure (equal
to twice the domain width) was 30 µm. The images of
dynamic domains were recorded using the stroboscopic
video micrographic technique [9] at an exposure time
of 10–4 s with computer processing of the array of
experimental data.

The film was placed at the center of a coil with an
inner diameter of 6.5 mm and a height of 5 mm. An
alternating current was passed through the coil. The
© 2005 Pleiades Publishing, Inc.
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current induced a magnetic field H~ = H0sin(2πft) at a
frequency of 2–15 Hz and an amplitude of up to
170 Oe. The magnetic field was aligned with the easy-
magnetization axis; i.e., it was directed perpendicular

1 mm

1 mm

1 mm

(a)

(b)

(c)

Fig. 1. Domain structures of the sample (a) in the initial
state and (b, c) in ac magnetic fields at a frequency f = 2–3
Hz and amplitudes H0 = (b) 35 and (c) 80 Oe. The magne-
tization vectors in bright and dark domains are directed
“toward us” and “away from us,” respectively.
PH
to the film. Thus, in the course of the experiment, the
film was in a spatially uniform ac magnetic field.

3. Examination of the structure revealed that stripe
domains chaotically move at amplitudes H0 < HS. The
shape, size, and direction of motion of these domains
vary over the period of the ac magnetic field and from
period to period. Therefore, we are dealing here with an
unstable disordered dynamic domain structure. This
structure will be termed spatiotemporal dynamic
domain chaos (or simply chaos), in which all domains
are coupled through the long-range magnetostatic inter-
action. It should be noted that, among the stripe
domains that appear for a moment, there arise bright
single stripe domains from time to time. These domains
differ in that their configuration is retained for several
field periods; i.e., they are more stable.

4. An increase in the field amplitude to H0 ≈ (1.1–
1.5)HS leads to a new previously unknown cooperative
effect. The effect most clearly manifests itself at a fre-
quency f = 2–3 Hz. In a continuously varying disor-
dered ensemble of stripe domains, there arise systems
of curved stripe domains ordered in parallel (for brev-
ity, they will be referred to as bundles). The bundle con-
figuration is retained for several (15–50) field periods.
As a result, they are clearly seen in the DDS image
(Fig. 1b) owing to the higher contrast. The bundle can
contain three or more closely packed stripe domains.
The period of these structures is close to the period of
domain structures in the demagnetized state.

The aforementioned stable dynamic structure has no
specific geometry but appears through the self-organi-
zation of the ensemble of domains, exists for a finite
time (Tg ≈ 6–20 s), and then collapses. Over the period
of time Tg, the stable initial bundle either accepts new
stripe domains or, contrastingly, loses one or two
boundary domains. The waiting time Tw for the appear-
ance of these bundles is relatively short. For the above
parameters of the field, these bundles are observed at
virtually all times in the studied region of the sample.
As a rule, the film structure simultaneously contains
several systems of domains that are ordered in parallel
and end in defects or sample boundaries.

The formation of bundles composed of stripe
domains can be explained in the same manner as for the
formation of dynamic spiral domains [10]. In an ac
magnetic field, there arises a dynamic domain structure
in which domain boundaries more rapidly reach their
equilibrium positions. Over the half-period of the field,
the domain boundaries move through a distance of
~0.2–1.0 mm in the dynamic domain structure sur-
rounding bundles (Fig. 1b) and through a distance of
less than 0.015 mm in the closely packed structure of
stripe domains. The bundle stability is favored by the
local decrease not only in the kinetic energy but also in
the magnetostatic energy.

5. It should be noted that, in a magnetic field H0 >
HS, sometimes (at instants of time corresponding to the
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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Fig. 2. (a) Sequential instants of time during one field period at which DDS images were recorded. (b–f) DDS images recorded at
instants (b) 1, (c) 3, (d) 4, (e) 5, and (f) 9.
decrease in the field strength from the amplitude value),
spiral domains with a small number of turns twist from
fragments of stripe domains of the reversed magnetic
phase. These spiral domains exist for no more than the
half-period T/2 and disappear during the half-period of
the field opposite in sign. Most likely, this is associated
with the action of the gyrotropic force on the end of the
growing stripe domain. Two-arm, short-lived (half-
period) spiral domains are formed according to a simi-
lar mechanism.

6. As the field amplitude increases to H0 = (2.0–
2.8)HS, large systems of concentric ring domains are
formed instead of the bundles of stripe domains ordered
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
in parallel. One of these systems is shown in Fig. 1c.
The distinctive features of this system are as follows:
regular geometry, a large outer diameter comparable to
the sample size, a large number of rings (Nr can reach
15–20), and a very large inner core (which, like the
environment of the system of concentric ring domains,
can be in a saturation state) (Fig. 1c). We succeeded in
observing the transformation of the same system of
concentric ring domains during one period of the ac
magnetic field at f = 2–3 Hz and H0 = 80 Oe. A series of
video images is displayed in Fig. 2. The sequential
instants of video filming of the dynamic domain struc-
ture are shown in the fragment of the sinusoid H~(t) for
05
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Fig. 3. Characteristic images of the system of concentric ring domains (a) at the initial stage of its life, (b) during its life, and (c) in
the course of collapse. (d) Time dependence of the number of rings in one system of concentric ring domains during its life. The
inset shows the dependence Nr(t) on an enlarged time scale.
one field period (Fig. 2a). In the field close in strength
to the amplitude value (instant of time 1), the film
exhibits one large system of concentric ring domains
that has an outer diameter Dex ≈ 2.5 mm and an inner
diameter Din ≈ 1 mm and consists of 16 dark and
16 bright thin stripe domains (Fig. 2b). The magnetiza-
tion of the core of the system and the region surround-
ing the system of concentric ring domains has the oppo-
site direction (“toward us”). Irregularities (“clear
spaces”) can be seen in the close packing of rings. With
a decrease in the field (instant of time 2), the film state
and the DDS image remain unchanged. This indicates a
large hysteresis loop associated with the delay of
growth of magnetization reversal nuclei in bright
regions in Fig. 2b.

As the field further decreases and changes sign
(instant of times 3, 4), the dynamic domain structure
changes in a jumpwise manner (Figs. 2c, 2d). The
structure in Fig. 2c corresponds to a nearly demagne-
tized state. The core of the initial system of concentric
ring domains and its environment are filled with stripe
domains of various shapes (spiral, radial, disordered)
and almost identical width. Judging from the wider
PH
dark domains in Fig. 2d, this dynamic domain structure
corresponds to a state in which the magnetization is
partially reversed.

After the field strength has reached a negative
amplitude value (instant of time 5), the film again
exhibits one sole system of concentric ring domains
with a uniformly magnetized (“away from us”) dark
core in the dark single-domain environment of the other
region of the sample (Fig. 2e). This dynamic domain
structure is retained for a long time with a decrease in
the field (Fig. 2a, instant of times 6, 7). Then, as the
field changes sign and increases in amplitude (Fig. 2a,
instant of times 8, 9), the dynamic domain structure
jumpwise transforms into a state with a partially
reversed magnetization (Fig. 2f).

A comparison of the dynamic domain structures
shown in Figs. 2d and 2f demonstrates that these struc-
tures are similar to each other. However, a larger area is
occupied in Fig. 2f by bright domains with the magne-
tization directed toward us and in Fig. 2d by dark
domains with the opposite orientation of the magneti-
zation vector. As the field approaches the positive
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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(a) 17:32:12 17:33:26

17:33:34 17:35:22

1 mm (b)

(c) (d)

Fig. 4. Evolution of the dynamic domain structure due to the interaction between two systems of concentric ring domains. The time
shown in the figure panels corresponds to the real time of observation of this dynamic domain structure.
amplitude value, the dynamic domain structure trans-
forms into a structure similar to that shown in Fig. 2b.

As can be seen from Fig. 2, the transformation of the
dynamic domain structure is characterized by a number
of features. The ring domains in Figs. 2b and 2c have
smooth undistorted boundaries, whereas wavy distor-
tions of domains and their boundaries are clearly seen
in Figs. 2d and 2f. Probably, this is a manifestation of
the well-known effect of asynchronous motion of two
boundaries of a ring domain with an increase (decrease)
in the magnetic field [11, 12]. The observed periodic
structures in dark (Fig. 2d) and bright (Fig. 2f) clear
spaces can be associated with the growth of side arms
of stripe domains surrounding a particular clear space.

7. The transformation of the dynamic domain struc-
ture with a stable system of concentric ring domains
over one field period is shown in Fig. 2. For the most
part, the core and the environment of the system of con-
centric ring domains undergo changes. The system
itself changes only insignificantly. However, similar
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      200
ring structures exist for several periods of the ac field.
In this time (the lifetime Tg), they can undergo radical
transformations, especially at the initial and final stages
of the life of the system. The domain structures at the
most important instants of life for one system of con-
centric ring domains are presented in Figs. 3a–3c.
These images are typical of other similar systems.

Initially, a single stable ring is formed around a
defect or a stripe domain nucleates at a defect, grows,
and is curved into a ring. Then, stripe domains are
added to the first ring from the surrounding chaos
(Fig. 3a). The number of rings increases, and their
shape becomes similar to a circle. This results in the
formation of a stable system of concentric ring domains
(Fig. 3b). Subsequently, this system can increase or
decrease in diameter (with a change in the number Nr of
rings) and move over the sample. The system of con-
centric ring domains is frequently separated into two
concentric systems that can again coalesce into a single
system. Sometimes, the concentricity of the systems
5
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can be disturbed. In the lifetime Tg, this process can
repeat many times. At the end of its life, the system of
concentric ring domains rapidly loses rings, especially
if other ring domains are formed in the vicinity, as can
be seen from Fig. 3c.

For one of the long-lived systems of concentric ring
domains (Tg ≈ 21 min), Fig. 3d presents detailed data on
the measured number Nr of rings over the entire life-
time. It can be seen from this figure that the number of
rings increases very sharply (jumpwise) at the initial
stage of the system’s life (seven rings are formed for
10 s). The number Nr of rings decreases rather rapidly
at the end of its life. It follows from Fig. 3d that, during
the life of the ring system, the number Nr of rings varies
in an irregular fashion. The inset to Fig. 3d shows the
dependence Nr(t) on an enlarged time scale. As can seen
from the inset, the jumps in the dependence Nr(t) have
a fractal character. Note also that, in a number of large
systems of concentric ring domains, a drastic decrease
in the number Nr of rings down to one ring was
observed during the lifetime. However, these structures
did not disappear, the number of rings began to
decrease, and they continued to exist.

8. The above analysis was performed for single sys-
tems of concentric ring domains. However, the film can
contain several similar systems simultaneously. These
systems interact with each other in a specific manner.
The interaction between two systems is illustrated in
Fig. 4. The first structure nucleated and grew in the
right part of the sample (Fig. 4a). Within 61 s, the sec-
ond system of concentric ring domains appeared and
grew in the left part of the sample and began to absorb
the first system by accepting its rings on top of own
rings (Fig. 4b).

Comparison of the parameters of the anger state and dynamic
systems of concentric ring domains (according to the data
available in the literature)

Parameter
Reference

[5–7] this work

Field type H(t) Symmetric
meander

H~ = H0sin2πft

Frequency f, Hz 100–200 2–3

Amplitude H0 H0 < HS H0 > HS

Reduced amplitude 
range ∆H0/HS

0.85–0.95 2.0–2.8

Tg, s 5–10 600–2500

Tg/T* 500, 1000–2000 1500–6000

Dex, mm 0.8–1 1–4

Din, mm 0.4–0.8 0.5–3

* T is the field period, and Tg/T is the number of field periods per
lifetime of the ring domain structure.
PH
After a time (shown in the panels in Fig. 4), only one
distorted ring of the first system remained in the sample
(Fig. 4c). Then, this ring disappeared and the second
system transformed into a ring structure with a very
large core. During the existence of the second system,
its outer diameter increased to 3.2 mm and the number
of rings decreased and increased in an irregular manner.
Inside this system of concentric ring domains, systems
of concentric rings with smaller sizes appeared and dis-
appeared repeatedly.

9. As was noted above, large systems of concentric
ring domains in garnet ferrite films were previously
observed in fields at frequencies of 120–200 Hz [5–7].
Although these systems were poorly investigated, it is
reasonable to compare the quantitative parameters (Tg,
Tw) of the anger state and the ring systems from [5–7]
with similar data obtained in the present work (table). It
can be seen from the table that larger and considerably
more stable ordered dynamic domain structures in the
form of systems of concentric ring domains are formed
in the infrasonic frequency range. Note that there are
theoretical investigations of static and dynamic ring
domain structures (see, for example, [11–16]). How-
ever, as far as we know, systems of dynamic concentric
ring domains with the specific features described in the
present work have not been considered to date.

10. Thus, the results of investigations into dynamic
domain structures formed in a highly anisotropic garnet
ferrite film in ac harmonic magnetic fields at infrasonic
frequencies can be summarized as follows.

(1) The formation of the anger state was revealed in
exciting fields at frequencies of 2–3 Hz. In this state,
stable systems of dynamic stripe domains ordered in
parallel are formed at field amplitudes smaller than the
strength of the static saturation field (H0 < HS). The life-
time of a similar domain bundle can be as long as 20 s.
Systems of concentric ring domains (containing up to
20 rings) with a large inner core, which is magnetized
to saturation or filled with disordered dynamic domain
structures, are formed at field amplitudes exceeding the
static saturation field HS by a factor of 2.0–2.8. The life-
time of these systems can reach 40 min. The maximum
diameter of the systems of concentric ring domains can
be close to the sample size (~4 mm).

(2) Approximately ten sequential video images that
illustrate the evolution of the same system of concentric
ring domains during one period of an ac field were
recorded for the first time. It was clearly demonstrated
that the large hysteresis loop of magnetization reversal
in the film is associated both with the dynamic stability
of the system of concentric ring domains at amplitude
values of the field and with the delay of demagnetiza-
tion in the core of the system of concentric ring
domains and in the film region surrounding this system.

(3) Previously unknown mechanisms of transforma-
tion of a dynamic ordered structure during its lifetime
were revealed. The system of concentric ring domains
during the lifetime Tg can lose or accept ring domains
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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inside (or outside) and can also be separated to form an
inner system of concentric ring domains with smaller
diameters and the center displaced with respect to the
center of the initial system. It is quite possible that a
new system of smaller size is formed inside the system
of concentric ring domains with a large core.

(4) The interaction between different systems of
concentric ring domains was studied for the first time.
It was established that the interaction of two systems of
concentric ring domains is characterized by a number
of specific features, such as “rewinding” of turns from
one structure to another structure, the formation of
rings joining both systems together, and the complete
absorption of one system by another system.
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Abstract—The specific features of magnetoacoustic waves propagating in an orthorhombic antiferromagnet with
weak ferromagnetism, namely, the Fe3BO6 orthoborate, are investigated experimentally in the vicinity of the spon-
taneous, first-order orientational phase transition. It is revealed that, at the phase transition point, the amplitude of
active acoustic waves interacting with spin waves increases significantly. A phenomenological theory of magne-
toelastic waves in orthoferrites is proposed. This theory allows for an intermediate domain structure existing in the
range of a first-order orientational phase transition and offers a satisfactory explanation of the experimentally
observed anomaly in the amplitude of active acoustic waves. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The compound Fe3BO6 is an orthorhombic antifer-
romagnet with weak ferromagnetism. Like rare-earth
orthoferrites RFeO3 (R is a rare-earth ion), upon cool-
ing, the Fe3BO6 orthoborate undergoes a spontaneous
orientational Γ4(Gx, Fz)–Γ2(Gz, Fx) phase transition,
where F and G are the ferromagnetic and antiferromag-
netic vectors in the two-sublattice approximation,
respectively [1, 2]. In contrast to the phase transitions
observed in rare-earth orthoferrites, the above transfor-
mation in the Fe3BO6 orthoborate occurs not through
two consecutive second-order phase transitions involv-
ing the intermediate angular phase Γ24(Gx, z, Fx, z) but
through one first-order orientational phase transition
[3]. The Fe3BO6 orthoborate is a unique orthorhombic
compound in which the spin reorientation from one
weakly ferromagnetic state to another weakly ferro-
magnetic state occurs through the first-order orienta-
tional phase transition.

In the present work, the temperature dependences of
the velocity and attenuation of transverse acoustic
waves transmitted through a sample of the Fe3BO6
compound were investigated experimentally in the
vicinity of the spontaneous orientational Γ4(Gx, Fz)–
Γ2(Gz, Fx) phase transition. Moreover, we proposed a
phenomenological theory of coupled magnetoelastic
waves in orthoferrites at temperatures close to the first-
order orientational phase transition. This theory offers
a satisfactory explanation of the experimentally
observed specific features of magnetoelastic waves
propagating in the Fe3BO6 compound.
1063-7834/05/4710- $26.00 ©1886
2. OBJECT OF INVESTIGATION 
AND EXPERIMENTAL TECHNIQUE

The velocity and attenuation of acoustic waves were
measured on a pulsed ultrasonic spectrometer. Acoustic
waves were excited by a resonant piezoelectric trans-
ducer (lithium niobate) at a frequency of 27.5 MHz.
The attenuation of acoustic waves was measured in a
continuous mode and registered on a recorder. The
point-by-point measurements of the relative change in
the acoustic velocity were performed using the phase-
sensitive method. The number of reliably resolved
ultrasonic echo pulses transmitted through the sample
(more than ten) ensured a sufficiently high accuracy in
determining the absolute velocity of acoustic waves in
the crystal.

Since the temperature of the spontaneous phase
transition in the studied sample of the Fe3BO6 com-
pound was equal to 415 K, the working volume needed
to be isolated from the piezoelectric sensors. For this
purpose, the sample was placed between two Z-cut
quartz delay lines each of a length of 4 cm. Acoustic
contact of the delay lines with the sample was provided
through a 7-µm-thick aluminum foil with the flat sur-
faces held down without the use of a lubricant. Acoustic
contact of the delay lines with the piezoelectric sensors
kept at room temperature was ensured through an alu-
minum foil with GKZh oil. The Fe3BO6 sample was
prepared in the form of a single-crystal plane-parallel
plate (6.4 × 3.1 × 1.02 mm in size) with the normal n to
the sample plane aligned parallel to the a axis of the sin-
gle crystal. The a axis and the normal n coincided accu-
 2005 Pleiades Publishing, Inc.
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rate to within 0.5°, and the plane of polarization of
acoustic waves and the sample plane coincided accu-
rate to within 3°.

A symmetry analysis demonstrates that, since the
spontaneous Γ4(Gx, Fz)–Γ2(Gz, Fx) reorientation is due
to the disappearance of anisotropy in the ac plane, the
acoustic modes with either k  || a and e  || c or k  || c and
e  || a (where k is the wave vector and e is the polariza-
tion vector) should be active (i.e., interact with spin
waves) [1, 4]. The figure presents the results of measur-
ing the amplitude of an ultrasonic wave transmitted
through the sample (k  || a, e  || c). It can be seen from
the figure that, at the phase transition point, the ampli-
tude of an active acoustic wave transmitted through the
sample does not decrease (as is the case with all known
orthoferrites [1]) but increases. This corresponds to a
decrease in the attenuation of acoustic waves with vec-
tors k  || a and e  || c at the phase transition point. An
anomaly with increasing temperature is observed
against the background of a smooth variation in the
amplitude of the acoustic wave transmitted through the
sample. The measurements of the velocity of active
acoustic waves with vectors k  || a and e  || c revealed
that, at the phase transition point, the velocity decreases
insignificantly (the relative change in the acoustic
velocity is estimated as ∆S/S ~ 0.2%).

The attenuation of acoustic waves with vectors k  ||
a and e  || b also exhibits an anomaly of the resonance
type. However, at temperature T = 415 K, the amplitude
of acoustic waves of this type decreases. To within the
limits of experimental error, no changes in the velocity
of acoustic waves in this geometry of the experiment
were determined.

3. THEORY. RESULTS AND DISCUSSION

The experimentally observed anomalous behavior
of acoustic waves with vectors k  || a and e  || c can be
qualitatively explained as follows. It is known that, in
the vicinity of the first-order phase transition in orthof-
errites, there exists an intermediate domain structure
[5]. Let us consider an orthoferrite sample in the form
of a plate divided into domains of alternating phases,
namely, the phases Γ2(Gz, Fx) and Γ4(Gx, Fz) separated
by domain boundaries. In the domain boundaries, the
antiferromagnetic vector G rotates from the z axis to
the x axis, whereas the ferromagnetic vector F rotates
from the x axis to the z axis. We consider only regions
of the crystal that contain a sufficiently large number of
domains of the phases Γ2(Gz, Fx) and Γ4(Gx, Fz) and
whose sizes are small as compared to the acoustic
wavelength. Therefore, during propagation through this
crystal, an acoustic wave interacts not with the magne-
tization of each of these phases, Γ2(Gz, Fx) or Γ4(Gx, Fz),
but with the average magnetization. If the crystal has a
domain structure, the direction of the average magneti-
zation coincides neither with the x axis nor with the z
axis but is intermediate between these axes and depen-
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      200
dent on the ratio between the volume fractions of the
domains occupied by the phases Γ2(Gz, Fx) and Γ4(Gx,
Fz). In turn, the volume fractions of the domains depend
on the temperature. In this situation, the interaction of
the acoustic wave with an intermediate domain struc-
ture in the vicinity of the first-order phase transition
should be similar to the interaction of an acoustic wave
with a magnetic subsystem of the orthoferrite in the
angular phase Γ24(Gx, z, Fx, z), in which the magnetiza-
tion changes in direction from the z axis to the x axis,
or vice versa. As was shown earlier by Dikshteœn et al.
[4], the attenuation of sound in orthoferrites due to the
interaction of acoustic waves with a magnetic sub-
system reaches a maximum at points of the Γ24(Gx, z,
Fx, z)–Γ2(Gz, Fx) and Γ24(Gx, z, Fx, z)–Γ4(Gx, Fz) second-
order phase transitions when the magnetization
becomes parallel to the x axis or the z axis and vanishes
when the angle the magnetization makes with the x axis
or the z axis is equal to 45°. It is reasonable to assume
that, in the situation where the orthoferrites with an
intermediate domain structure undergo a first-order
phase transition, the attenuation of sound exhibits a
similar behavior. In actual fact, in the case when the
volume fractions of the domains occupied by the
phases Γ2(Gz, Fx) and Γ4(Gx, Fz) are equal to one
another (i.e., at the point of the first-order phase transi-
tion), the direction of the average magnetization makes
an angle of 45° with the x axis or the z axis. When the
volume fraction of one of these phases is maximum, the
direction of the average magnetization coincides either
with the x axis or with the z axis. Therefore, with due
regard for the aforementioned analogy, we can con-
clude that, in orthoferrites with an intermediate domain
structure, the attenuation of sound should reach a min-
imum at the first-order phase transition point and a
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Temperature dependence of the amplitude of the active
transverse acoustic wave in the Fe3BO6 compound in the
temperature range of the spontaneous orientational Γ2–Γ4
phase transition.
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maximum at points where the phases lose their stability,
which is actually observed in the experiment.

Let us illustrate the above situation in terms of the
phenomenological theory of coupled magnetoelastic
waves in orthoferrites, which differs from the theories
developed to date [1, 2, 4] in that it allows for the for-
mation of an intermediate domain structure in an ortho-
ferrite in the vicinity of the first-order orientational
phase transition [5].

For this purpose, we consider a standard set of cou-
pled equations, including the Landau–Lifshitz equa-
tions and the equations of elasticity theory, with allow-
ance made for the attenuation of magnetoelastic waves
in the magnetic subsystem [1, 2]:

 (1)

Here, g is the gyromagnetic ratio; RF and RG are the
relaxation terms, which are written in the form [6]

 

 

M0 is the magnetization of saturation of the sublattice at
T = 0; W is the free energy density; ρ is the density of
the magnet; U is the displacement vector; σik = ∂W/∂Uik

is the stress tensor; Uik is the strain tensor; and λ are the
relaxation parameters. The relaxation terms RF, G are
written in the approximation F ! G. In the most general
form, i.e., without this approximation, for two-sublat-
tice antiferromagnets, the relaxation terms RF, G are
given in [6] in the form of an expansion in terms of the
effective fields ∂W/∂F and ∂W/∂G. The parameters λ0,
λ||, and λ⊥ separate out the contributions to the dissipa-
tion from the longitudinal and transverse vibrations
with respect to the ferromagnetic and antiferromagnetic
vectors. The free energy density has the form
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In this expression, the first five terms describe the
energy of homogeneous exchange; the sixth term char-
acterizes the energy of the magnet in an external mag-
netic field H; and the subsequent terms account for the
anisotropy energy (terms with coefficients k), the Dzy-
aloshinski–Moriya interaction energy (terms with coef-
ficients d), the magnetoelastic energy (terms with coef-
ficients B), and the elastic energy (terms with coeffi-
cients C). In expression (2), we used the standard
designations accepted for orthoferrites [1, 2, 4].

As was noted above, in the range of the first-order
orientational phase transition, there exists an intermedi-
ate domain structure consisting of domains of the
phases Γ4(Gx, Fz) and Γ2(Gz, Fx). Therefore, the state of
the magnet formed by domains of alternating phases Γ2
and Γ4 separated by the domain boundaries should be
treated as the ground equilibrium state. In this state, the
vectors F and G rotate in the xz plane and the angles
between these vectors and the z axis depend on the y
coordinate (taking into account the term characterizing
the inhomogeneous exchange in the energy involved in
expression (2)) [5]. For this state, it is necessary to
obtain a linearized set of the equations of motion of
magnetization (the Landau–Lifshitz equations) and
elasticity, which will describe weak oscillations in the
vicinity of the equilibrium. Then, this set of equations
should be averaged over the volume containing a suffi-
ciently large number of domains of the phases Γ2 and
Γ4, whose linear sizes are however small as compared
to the acoustic wavelength Λ. Upon averaging, in the
linearized set of dynamic equations, the terms describ-
ing the inhomogeneous exchange can be disregarded.
In this case, the surface waves localized at the domain
boundaries are absent but the volume spin oscillations
are retained. These volume spin oscillations are of spe-
cial interest because it is precisely these oscillations
that interact with acoustic vibrations of the aforemen-
tioned wavelengths. Within this approach, the problem
of determining the spectrum of coupled magnetoelastic
waves in the state with an intermediate domain struc-
ture becomes equivalent to the problem of determining
the spectrum of these oscillations in the angular phase
Γ24(Gz, x, Fx, z), in which it is assumed that the vectors G
and F depend implicitly on the y coordinate. This
dependence disappears upon subsequent averaging (see
below). It follows from relationship (2) that, in the state
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Γ24(Gz, x, Fx, z), the vectors F and G are determined by
the equations
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where ∆i =  and  stands for the equi-
librium strains [1].

Let us now consider the case of wave propagation
along the axis of a single crystal (i.e., x  || a), which was
observed in the experiment. In order to linearize the set
of coupled equations (1), all the variables should be
represented in the form Q = Q0 + qexp(ikx – iωt),
where Q0 is the quantity in the equilibrium state and
q is a small deviation from the equilibrium state. Then,
the obtained set of coupled equations should be aver-
aged. For this purpose, all the coefficients in front of the
variables q in the set of equations are represented in the
following form [5]:

 (4)

where Q(Γ2) and Q(Γ4) are the coefficients for the
phases Γ2(Gz, Fx) and Γ4(Gx, Fz) and (1 – ξ) and ξ are
the fractions of the domains of these phases, respec-
tively. As was noted above, the correctness of this aver-
aging is confirmed by the fact that the acoustic wave-
length Λ = S/ω ≈ 10–2 cm is considerably larger than the
domain size in the intermediate state [5].

Finally, the total set of coupled equations takes the
form
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Relationships (5) were derived using the condition λ⊥  =
λ|| for the relaxation terms and ignoring the terms pro-
portional to the small magnitude F. Moreover, it was
assumed that, for the phases Γ2 and Γ4, the magnitude
G ≈ 1 and all the characteristic frequencies are consid-
erably smaller than the exchange frequency ωE.

The set of equations (5) is rather complicated to be
used in analyzing the dispersion laws of coupled mag-
netoelastic waves. However, this set of equations can be
substantially simplified without a loss in generality. In
order to accomplish this simplification, we make the
assumption that B31 = B11 = 0 and d3 = d1 = 0, which cor-
responds to disregarding both the interaction of longi-
tudinal acoustic waves with the spin subsystem and the
Dzyaloshinski–Moriya interaction. As a result, the set
of coupled equations (5) is decomposed into two inde-
pendent sets of equations in the variables fy, gx, gz, uz

and gy, fx, fz, uy, respectively. In one of these sets, the
transverse acoustic wave with polarization e  || c inter-
acts with the spin subsystem. In the other set, the trans-
verse acoustic wave with polarization e  || b interacts
with the spin subsystem. By using the obtained sets of
coupled equations, we can easily derive the dispersion
relations for magnetoelastic waves:

(6)

(7)

where
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From dispersion relations (6) and (7), we can determine
the dispersion laws of coupled magnetoelastic waves.
For λ = 0, we obtain the dispersion laws of continuous
magnetoelastic waves:

(8)

(9)

The first two branches of the spectrum correspond to
quasi-spin waves, whereas the second two branches
correspond to quasi-elastic waves. It is evident from
dispersion relations (9) that the velocity of quasi-elastic
waves SIII = ωIII /k with polarization e  || c decreases to
the greatest extent at points of losses in stability of the
phases Γ2 and Γ4, i.e., at ξ = 1 and 0, respectively. Under
the assumptions used in our treatment, the velocity of
quasi-elastic waves remains unchanged at the point of
the orientational phase transition (this point corre-
sponds to ξ = 1/2), which is in agreement with the
experimental results (as was noted above, the relative
decrease in the velocity of the quasi-elastic waves is
estimated to be ∆S/S ~ 0.2%). The velocity of quasi-
elastic waves with polarization e  || b decreases to the
greatest extent only at the point of a loss in stability of
the phase Γ2. In the phase Γ4, this acoustic wave does
not interact with the spin subsystem absolutely.

By solving the set of equations (6) and (7) to first
order in the attenuation parameter λ, we can determine
the attenuation of acoustic waves Γ = k'', where k'' is the
imaginary part of the wavenumber. This number is
given by the formulas
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where ζ5 = ωEωme5(2ξ – 1)2/  and ζ6 = ωEωme6ξ3/
are the parameters of magnetoelastic coupling.

Analysis of relationships (10) and (11) enables us to
explain qualitatively the experimentally observed spe-
cific features of the propagation of acoustic waves in
the Fe3BO6 compound. In particular, it follows from
relationship (10) that, at the stability boundaries of the
intermediate domain structure (ξ = 0 and 1), the param-
eter of magnetoelastic coupling ζ5 is maximum, the fre-

quency  is minimum, and the attenuation of trans-
verse acoustic waves ΓIII with orientations k  || a and
e || c has maxima. However, at the phase transition
point (ξ = 1/2), the attenuation of these acoustic waves
becomes equal to zero and is determined only by the
attenuation in the elastic subsystem, which was disre-
garded when deriving relationship (10). Therefore, at
the point of the first-order orientational phase transi-
tion, the attenuation of active acoustic waves should
actually have a minimum, which is observed in the
experiment (see figure). It follows from relationship (11)
that the attenuation ΓIV of transverse acoustic waves
with vectors k  || a and e || b should have one maximum
corresponding to one boundary of existence of the
intermediate domain structure (ξ = 1 is the point of loss
in stability of the phase Γ2). It is this situation that is
observed in experiment [3].

It should be noted that one more hypothesis can be
proposed to explain the acoustic anomaly in the Fe3BO6
compound, which was not observed in the experiment.
According to this hypothesis, as the point of the orien-
tational phase transition is approached, the absorption
of active acoustic waves due to the strong magnetoelas-

ω1S
2 ω2S

2

ω1S
2
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tic interaction increases to such an extent that these
acoustic waves in the vicinity of the orientational phase
transition point itself are of a purely relaxation nature
[2]. As a result, the real part of the acoustic frequency
vanishes and the absorption of acoustic waves should
be minimum. However, this hypothesis is inconsistent
with the fact that the relative change in the velocity of
active acoustic waves in the vicinity of the orientational
phase transition point is too small to cause a consider-
able increase in the attenuation of acoustic waves as the
point of the orientational phase transition is
approached.
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Abstract—The transition from a homogeneous into a modulated magnetic state in the easy-plane weak ferro-
magnet FeBO3 : Mg is studied by a magnetooptic method. At T < 135 K, the application of a magnetic field in
the basal plane of the crystal is shown to excite the modulation of its magnetic order parameter, which manifests
itself in a periodic deviation of the local ferromagnetism vector from the magnetization direction. The condi-
tions for the existence of a modulated magnetic superstructure in FeBO3 : Mg are studied, and its preferred ori-
entation in the basal plane of the crystal is analyzed. A magnetic H–T phase diagram that shows the boundaries
between the homogeneous and inhomogeneous magnetic states of this weak ferromagnet is constructed. The
modulation period and the azimuthal angle specifying the local ferromagnetism vector direction in the structure
are studied as a function of temperature and magnetic field. The results obtained are discussed in terms of the
theory of magnetic ripple using the model of anisotropic magnetic centers appearing in a crystal doped by mag-
nesium ions. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Long-period modulated magnetic structures
(MMSs) represent a widespread type of magnetic
ordering in solids. The basic mechanisms of the appear-
ance of MMSs are thought to be known. These mecha-
nisms in magnetically ordered dielectrics are either the
exchange interactions of different sign between the
nearest and next-to-nearest atomic neighbors or the
Dzyaloshinskiœ–Moriya interaction [1]. Recently,
Karaev et al. [2] demonstrated that an orientational phase
transition from a homogeneous into a modulated mag-
netic state takes place in an easy-plane antiferromagnet
having weak ferromagnetism, namely, in iron borate
containing diamagnetic magnesium ions (FeBO3 : Mg).
An MMS appeared when an external magnetic field H
was applied along three preferred directions in the basal
plane of the crystal. In this type of magnet, a field-
induced MMS was detected for the first time and was to
have several specific features. In particular, its appear-
ance cannot be explained by the mechanisms men-
tioned above. For example, if the competition between
exchange interactions in the nearest coordination shells
is assumed to be responsible for the modulation of the
order parameter in FeBO3 : Mg, the modulus of the
wave vector k should be determined by the relation [3]

 

where J1 and J2 are the exchange integrals between the
nearest and next-to-nearest atomic neighbors, respec-
tively; ξ is a numerical factor of the order of unity; and
a ≈ 5 Å is the lattice parameter of the FeBO3 crystal in
the basal plane [4]. Since the MMS period is d = 2π/k ~

ak( )2 J1 ξ J2–( )/J1,≈
1063-7834/05/4710- $26.00 1892
100 µm, the relative accuracy for the compensation of
the competing interactions should be ~10–9, which
seems unlikely. The Dzyaloshinskiœ–Moriya interaction
does not impose restrictions on the modulation period
of the magnetic order parameter of a medium. How-
ever, in this case, an increase in the field H applied in
the plane of rotation of the magnetic moments should
be accompanied by a decrease in k [1], whereas exper-
imentally k(H) is an increasing function.

The unusual mechanism resulting in the modulation
of the magnetic order parameter in FeBO3 : Mg stimu-
lated further investigations into an MMS in this weak
ferromagnet. The results of these investigations are pre-
sented in this work.

2. EXPERIMENTAL

We performed measurements on the single-crystal
FeBO3 : Mg sample that was experimentally investigated
in [2] (the developed plane of the sample coincides with
the basal plane, the sample thickness is ≈60 µm, the
cross-sectional dimension is ~3 mm, and the Mg con-
tent is ~0.1 wt %). The MMS was studied in the trans-
parent region of the crystal with a polarizing micro-
scope using the technique described in [2]: the incident
light was normal to the sample plane, and a magneto-
optic method was used to visualize the evolution of the
domain structure (DS) of the sample induced by an
applied magnetic field (in all experiments, the vector H
lied in the basal plane of the crystal) and temperature.
In contrast to [2], the experimental setup was equipped
with a video camera connected to a computer. Since the
DS of iron borate is sensitive to mechanical stresses [5,
© 2005 Pleiades Publishing, Inc.
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6], the sample was mounted in a cryostat in a special
holder to minimize the effect of the temperature defor-
mations of the metallic parts of the cold conductor on
the sample. (The results of studying the effect of non-
uniform stresses on the magnetic state of FeBO3 will be
published in a later paper.)

To study the structure of a modulated magnetic state
(i.e., the spatial distribution of the magnetic order
parameter) in an easy-plane weak ferromagnet using a
magneto-optic method, it is necessary to find the rela-
tion between the intensity of light passing through the
polarizer–sample–analyzer system and the orientation
of the ferromagnetism vector m (or the antiferromag-
netism vector I) in the basal plane of the crystal. For
light propagating along the C3 (optical) axis and corre-
sponding to the transparent region (λ ~ 0.5 µm), the
main magneto-optic effects in iron borate are magneto-
optic linear dichroism and the Faraday effect [7].
Therefore, we can represent the light intensity at the
exit of the polarizer–sample–analyzer system in the
form [2]

 (1)

where I0 is the incident-light intensity; ϕ and ψ are the
azimuths of the polarizer and analyzer transmission
axes, respectively, with respect to the x axis of the lab-
oratory coordinate system (the light direction coincides
with the z axis); ϕ is the azimuth of the vector m with
respect to the same axis in the plane that is normal to
the z axis (we assume that m(Z) = const); A(δ) and B are
the magneto-optic coefficients characterizing the rota-
tion of the plane of light polarization in the sample due
to the Faraday effect; C is the magneto-optic coefficient
characterizing the rotation due to magneto-optic linear
dichroism; ϕ0 is the angle between the x axis and the C2
axis of the crystal; and ϕ1 = ϕ/2 + ψ/2. Under typical
experimental conditions that provide the maximum
image contrast of a magnetic inhomogeneity in the sam-
ple (see below), we have ϕ – ψ = π/2 + ∆, where ∆ ≈ 3°.

Equation (1) takes into account the fact that the sam-
ple can be tilted a small angle δ with respect to the x
axis; therefore, I(ϕ) contains both the contribution from
the Faraday effect that is caused by m periodically leav-
ing the basal plane of the crystal and is maximum at
m || C2 [7] (the third term) and the contribution from the
Faraday rotation due to the projection of the vector m
on the light direction becoming nonzero when the sam-
ple is tilted (the second term). If the light direction coin-
cides with the crystal optical axis, we have A(δ = 0) = 0.

Our measurements showed that, in saturating fields
(H > 30 Oe [2]), Eq. (1) describes well the orientation
dependence of the magneto-optic signal I. Figure 1
shows the typical experimental I(ϕ) curve recorded for
the vector H rotated through an angle of 360° in the
basal plane of FeBO3 : Mg at T = 80 K and δ ~ 1°. Using
this curve and the least squares method, we found the

I I0 ϕ ψ–( )cos
2

A δ( ) ϕcos+[=

+ B 3 ϕ ϕ 0+( )cos C 2 ϕ ϕ 1–( ) ] ,sin+
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harmonic amplitudes in Eq. (1) and determined the C2
axis orientation. The ratios of the magneto-optic coeffi-
cients found from the results given in Fig. 1 are as fol-
lows: A(δ ~ 1°) : C : B ≈ 5 : 6 : 1. Thus, an analysis of
the local characteristics of the luminous flux at the exit
of the sample based on Eq. (1) can give information on
the spatial variation of the magnetic order parameter in
FeBO3 : Mg if the angle ϕ is taken to be a function of
spatial coordinates.

Apart from visual observation of the evolution of a
DS, we also studied hysteresis loops of the magneto-
optic signal I(H) detected under quasi-static magnetiza-
tion conditions and the temperature dependence of the
magneto-optic susceptibility dI/dH measured in an ac
magnetic field with an amplitude of ~0.1 Oe and a mag-
netization reversal frequency of 25–100 Hz. For these
studies, the sample was placed such that the angle of
light incidence on the sample plane was ~10° and the
polarizer transmission axis was oriented along the H
direction (the vector H does not leave the sample plane
and lies in the plane of incidence). As follows from
Eq. (1), in this case (with allowance for the found rela-
tion between the magneto-optic coefficients), the mag-
neto-optic signal I is specified almost completely by the
term A, i.e., by the Faraday effect caused by the pres-

0 90 180 270 360
ϕ, deg

I,
 a

rb
. u

ni
ts

1

3

2

Fig. 1. Dependence of the magneto-optic signal I on the mag-
netic-field orientation in the basal plane of the FeBO3 : Mg
crystal at T = 80 K and H = 100 Oe. The points stand for
experiment, and the solid line shows the results of fitting by
Eq. (1). (1–3) The first, second, and third signal harmonics,
respectively.
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ence of the projection of the vector m on the light prop-
agation direction. Hence, there is reason to believe that
the I(H) ≈ A(H) and dI/dH(T) ≈ dA/dH(T) dependences
obtained under these conditions reflect the run of the
corresponding M(H) and dM/dH(T) dependences (M is
the magnetic moment of the sample).

3. EXPERIMENTAL RESULTS

At room temperature, the sample has a two-layer DS
that is typical of thin crystalline plates of iron borate
free of stresses (see, e.g., [5, 6]): domain walls are ori-
ented in the sample plane in directions close to the C2

axes. As the temperature decreases to T ≈ 150 K, the DS
changes: it transforms jumpwise from a two-layer into
a through structure, and this structure does not change
down to the minimum experimental temperature (T =
80 K) (Fig. 2). To the best of our knowledge, investiga-
tions of the evolution of the DS of iron borate with tem-
perature have not been performed; according to our
observations, the DS of an impurity-free FeBO3 crystal
is virtually independent of T. Moreover, we also found
that, at low temperatures, the dA/dH(T) dependences of
the magneto-optic susceptibilities of pure and magne-
sium-containing crystals differ substantially (Fig. 3).

0.2 mm

(b)

(a)

Fig. 2. Images of the domain structure of FeBO3 : Mg taken
at temperatures of (a) 290 and (b) 80 K.
PH
The technical magnetization of the FeBO3 : Mg
crystal is standard: as the field increases, the area of
domains in which the vector m makes an acute angle
with the vector H increases at the expense of domains
with the opposite orientation of m until the crystal
changes into a single-domain (homogeneous) state.
However, below Tk ~ 135 K, when a magnetic field is
applied in the sample plane in directions perpendicular
to the C2 axes, the crystal first becomes single-domain
and then, as the field increases, bands with diffuse
boundaries and different magneto-optic image con-
trasts appear in the sample image (Figs. 4a–4c). Unlike
ordinary domain walls, a change in the applied mag-
netic field does not cause a smooth shift in the band
boundaries with respect to each other; however, as the
field increases (decreases), the number of bands
increases (decreases) jumpwise. The banded structure
exists in a certain T-dependent field range ∆H and disap-
pears as the magneto-optic contrast between bright and
dark bands gradually decreases. The conditions for the
excitation and existence of the structure are slightly dif-
ferent for different directions: the ranges ∆H [2] and the
values of Tk are different (Tk changed by about ±3 K).

When the vector H deviates by an angle <10° from
these directions, the bands change: their spatial period
changes, and they shift; however, their direction (which
coincides with the direction of one of the C2 axes) and
their image contrast remain unchanged. A further devi-
ation of the field from these directions leads to a jump-
wise disappearance of the structure. As an example,
Figs. 4b–4e show the image of an arising banded sys-
tem observed in polarized light at T = 80 K.
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(a) (b)

(c) (d)

(e)

Fig. 4. Images of the crystal taken in polarized light at various field strengths and orientations. The field H is (a) 4.5, (b) 5, (c) 10,
and (d, e) 6 Oe. T = 80 K. The vector H lies in the basal plane and is normal to the direction of structural bands.
It should be noted that, since the demagnetized sam-
ple has a 180° DS [5, 6], the contribution of linear
dichroism [the term C in Eq. (1)] to I from neighboring
domains is the same. Therefore, the DS images shown
in Fig. 2 were mainly generated due to the Faraday
effect [the term A in Eq. (1)]. The sample was rotated
through ~10° about the horizontal axis lying in the sam-
ple plane. (When the angle between the direction of
light propagation and the crystal optical axis is >10°,
the contribution of natural birefringence to I becomes
substantial, which degenerates the DS image contrast.)
The sets of bands were detected most clearly for normal
incidence of light on the sample plane (Fig. 4).
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
The appearance of a system of bands is accompa-
nied by anomalous hysteresis loops of the magneto-
optic signal A(H). As is seen from Fig. 5, unlike the
A(H) curve recorded at T = 140 K, the A(H) curve
obtained at T = 80 K exhibits hysteresis in the range
5 < H < 20 Oe (in addition to a significantly higher
coercive force) and a break in its slope near H = 0.

The average spatial period d of the arising system of
bands decreases with increasing H and increases with
decreasing temperature. The period d varies with H and
T jumpwise due to a jumpwise change in the interband
distance induced by a change in the number of bands in
the given length (the d(H) dependence is given in [2],
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and the d(T) dependence is shown in Fig. 6). The d(T)
dependences obtained upon heating and cooling of the
sample differ only weakly, whereas the d(H) depen-
dence (see [2]) has a significant hysteresis (upon
reverse magnetization, the average structure period is
smaller than the period detected as H increases from
zero).

The authors of [2, 8] related the appearance of the
quasi-periodic system of bands having different mag-
neto-optic image contrast to the transition of FeBO3 : Mg
from a homogeneous magnetic state (with collinear
local m vectors) into a ripple magnetic phase. In this
phase, the dependence of the azimuthal angle of the
vector m on the spatial coordinate along the magnetiza-
tion direction has the form

 (2)ϕ ϕ A kx,cos=

–20 –10 2010

H, Oe

0

A
, a

rb
. u

ni
ts

Fig. 5. Field dependences of the magneto-optic signal
obtained at T = 80 K (solid line) and 140 K (dashed line).
H ⊥  C2, and the field sweep time is ~15 s.
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Fig. 6. Temperature dependence of the average spatial
period of the system of bands recorded upon heating (solid
line) and cooling (dashed line) of the sample. H = 6 Oe.
H ⊥  C2. The points show the temperature dependence of the
ratio d/dT = 80 K K as calculated from Eq. (3) at H = 6 Oe.
PH
where ϕA is the amplitude of deviation of the local vec-
tor m from the x axis (x || H ⊥  C2) and m does not leave
the basal plane of the crystal. According to Eq. (1), this
transition should result in spatial modulation of signal I
along the wave vector k of the structure, which mani-
fests itself in a system of bright and dark bands with dif-
fuse boundaries. The digitized image of the system of
bands shown in Fig. 4 demonstrates that the intensity I
modulation along the vector k is described well by a
harmonic function of x. Therefore, the disappearance of
the bands as a result of a gradual decrease in the struc-
ture image contrast (with increasing H and/or T) is
specified by the corresponding ϕA(H) and ϕA(T) depen-
dences.

Signal I contains contributions from several mag-
neto-optic effects having different dependences on ϕ.
Therefore, in general, it is difficult to experimentally
find ϕA and to study the ϕA(H, T) dependence by ana-
lyzing the local characteristics of the luminous flux at
the exit of the sample. Methodically, it is easier to deter-
mine ϕA from the measured integrated light intensity
I(H, T) passing through the polarizer–sample–analyzer
system using Eq. (1). Substituting Eq. (2) into Eq. (1)
and integrating it with respect to x over the entire sam-
ple length in the vector k direction, we can obtain inte-
gral equations relating the measured value of I(H, T) to
the average amplitude of deviation of the vector m from
the magnetization direction at the centers of neighbor-
ing bands. The normalizing factors in these equations
were determined by measuring I at a given temperature
in a saturating magnetic field H = 100 Oe (H || k), i.e.,
when it is certain that ϕA = 0. The other parameters of
the equations were determined using the relation
between the coefficients A, B, and C found from the
I(ϕ) orientation dependence (Fig. 1), and the values of
k were calculated from the d(H) [2] and d(T) depen-
dences obtained experimentally. For calculations, the
temperature dependence of the coefficients A, B, and C
was assumed to be analogous to the I (H = 100 Oe, T)
dependence (in the temperature range under study,
I (H = 100 Oe) decreases by about 10% with increas-
ing T). The field and temperature dependences of the
angle ϕA obtained by this method are given in Fig. 7.1

Figure 8 shows the experimental H–T phase diagram
that illustrates the boundaries between the homogeneous
and inhomogeneous magnetic states of FeBO3 : Mg. The
temperature and the field range ∆H of the MMS were
determined by direct visual observation of the nucle-
ation and disappearance of the system of bands. As fol-
lows from Fig. 8, the modulated magnetic state is inter-
mediate between two phases of the crystal having
homogeneous magnetization, with m || C2 (phase I) and
m || H ⊥  C2 (phase II). The characters of the d(H, T) and
ϕA(H, T) dependences indicate that the I  MMS

1 According to the calculation, the maximum value of ϕA(H = 6
Oe) is about 11.5° at T = 80 K, which is close to the angle ϕ mod-
ulation amplitude found in [8] by another method.
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transition is a first-order phase transformation and that
the II  MMS transition is a second-order phase
transformation.

4. DISCUSSION OF THE RESULTS

In terms of its characteristic features, the MMS aris-
ing in FeBO3 : Mg resembles the well-known phenom-
enon of a magnetization ripple observed in polycrystal-
line permalloy films [9]. A magnetization ripple
appears when a film is magnetized in its plane, and it is
related to the transition of a permalloy into a magnetic
phase in which the azimuth of the local magnetization
vector oscillates about its value near the field direction.
Like the MMS period in FeBO3 : Mg, the spatial mod-
ulation period decreases with increasing H. As was
shown in [10], an equilibrium magnetic structure of the
magnetization-ripple type appears due to the competi-
tion between random anisotropy (which is crystalline
anisotropy in crystallites oriented randomly with
respect to each other), uniaxial anisotropy induced by
film texture, and an applied magnetic field. If the
appearance of an MMS in FeBO3 : Mg is considered to
be caused by analogous factors, we can assume that the
crystal contains anisotropic magnetic centers with ran-
domly oriented easy magnetization axes.

The local distortions of the crystal lattice of
FeBO3 : Mg induced by the difference in the ionic radii
of Mg and Fe lead to a strong crystalline magnetic
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Fig. 7. (1) Field and (2) temperature dependences of the
amplitude of deviation of the local ferromagnetism vector in
the modulated magnetic structure from the applied-field
direction: (1) T = 80 K and (2) H = 6 Oe, H ⊥  C2. The dashed
line shows the temperature dependence of the angle ϕA nor-

malized to its maximum value  as calculated from

Eq. (4) [for the calculation, we assumed that Ka(T) ∝  K(T)].
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anisotropy in a certain crystal region near impurities
(due to an increase in the magnetoelastic energy).
Therefore, the simplest model of anisotropic magnetic
centers can be a complex consisting of a Mg ion (which
substitutes for a Fe3+ matrix ion in FeBO3) and the near-
est surrounding iron ions. Since the central ion of the
complex is diamagnetic (isotropic), the symmetry of
this magnetic center (Mg–Fe center) does not differ
from the hexagonal symmetry of the matrix. Therefore,
there are six directions for stable orientation of the
magnetic moment Mc of the center in the basal plane of
the crystal. Since magnesium is divalent in FeBO3 [6],
we can assume that one of the iron ions in the complex
is tetravalent in order to compensate for the charge. The
presence of an Fe4+ ion should lead to certain spatial
asymmetry of the Mg–Fe center, which will cause a
preferred orientation of the vector Mc (the easy axis of
the center). It is obvious that the orientations of the
magnetic moments in the Mg–Fe centers in the crystal
depend on two main orientational factors: the exchange
field and the local anisotropy field. Therefore, in the
case of strong local anisotropy, in general, the vectors
Mc will not be directed along the total magnetization of
the crystal.2 

If we suppose that the impurity distribution in the
crystal is sufficiently uniform and that the Fe ions in the
nearest environment of a Mg ion can be in the Fe4+ state
with the same probability, then we can assert that the
presence of magnetic centers of the type described
above does not change the hexagonal symmetry of the
in-plane anisotropy of the doped crystal. Thus, the sym-

2 Because the impurity concentration is small, it is natural to
assume that the Mg–Fe centers do not interact with each other.
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metry of the directions along which the MMS appears
should reflect the hexagonal symmetry of the crystal in
the basal plane, which corresponds to the experimental
results (Figs. 4b–4d).

This model of magnetic centers explains the jump-
wise change in the spatial MMS period with variation
in the magnitude of the applied magnetic field (see [2])
and temperature. In the demagnetized crystal, the vec-
tors Mc are symmetrically oriented with respect to the
direction of the spontaneous magnetization Ms (the
direction of domain walls). This symmetry in the distri-
bution of directions of vectors Mc remains unchanged
during the displacement of domain walls in the course
of magnetization. However, when the field H applied in
the basal plane is normal to the domain walls (i.e., H ⊥
C2), the magnetization Ms near saturation begins to
rotate toward the field direction and the symmetry in
the orientations of the vectors Mc is broken: under the
action of the exchange field, the vectors Mc also rotate
toward H. In this case, as H or T changes, the number
of magnetic centers whose vector Mc deviates from H
changes discretely due to the discrete azimuths of the
easy axes of these centers. In turn, this change results in
a jumpwise change in the ratio between the energies of
the competing interactions responsible for the equilib-
rium magnetic state of the crystal. The difference
between the d(H) and d(T) dependences described in
the previous section is determined by the difference in
the respective dependences of the concentration of cen-
ters with Mc || H. At T = const, the difference in the
number of centers with Mc || H for the direct (when the
field increases from zero) and reverse magnetization
process causes significant hysteresis of the d(H) depen-
dence [2]. This factor also causes hysteresis of the mag-
neto-optic signal in fields 5 < H < 20 Oe (Fig. 5).3 The
variation of d with T is specified by the temperature
dependence of the anisotropy constant, which deter-
mines the direction of the magnetic moment of the Mg–
Fe center. This leads to the absence of a substantial dif-
ference in the values of d measured upon heating and
cooling of the sample. (The discrepancies in the tem-
peratures of the jumps in d values in Fig. 6 are likely
due to the error in determining T that appears as the
heating and cooling conditions are switched because of
the inertial process of establishing thermodynamic
equilibrium in the crystal.)

If the assumptions regarding the causes that excite
an MMS in FeBO3 : Mg are true, then we can use mag-
netic ripple theory and suppose (as follows from the
theoretical model developed in [10]) that Ka > K @
KaN–1/2, where Ka is the anisotropy constant specifying
the direction of the magnetic moment of a center, N is

3 The break in slope of the hysteresis curve of the magneto-optic
signal near H ~ 5 Oe (MMS appearance field) is likely related to a
jump in the magnetic susceptibility as the crystal passes from the
homogeneous into an inhomogeneous magnetic state; this jump is
well known from the theory of magnetic phase transformations.
PH
the number of centers per unit volume, and K is the hex-
agonal anisotropy constant of FeBO3 : Mg (in [10],
K was taken to be the induced uniaxial anisotropy con-
stant). Then, the MMS period can be written as

 (3)

where Aex is a volume constant, and the amplitude of
the angle of deviation of the local vector m from the
applied-field direction is given by

 (4)

where D is a constant dependent on the concentration of
anisotropic magnetic centers (in [10], this constant
depends on the crystallite size and the permalloy film
thickness).

According to Eq. (3), an MMS appears under the
condition

 (5)

which makes it possible to determine the hexagonal
anisotropy constant of FeBO3 : Mg. Using the MMS
appearance field (H0 = 5 Oe) and the known value of
Ms(T = 80 K) ≈ 17 G [11]), we find K ≈ 42 erg/cm3 from
Eq. (5). Note that, according to data from different stud-
ies, K ~ 9–13 erg/cm3 in impurity-free FeBO3 at liquid-
nitrogen temperature [6, 12].

It is important that Eqs. (3) and (5) coincide with the
corresponding expressions obtained in [2] from the
consideration of the thermodynamic potential of a
weak rhombohedral ferromagnet if we assume that
Aex = γ, 2K = –α, and Ms = –µlq. Here, γ, α, and µ are
the coefficients of expansion of the thermodynamic
potential of the crystal in powers of the order parame-
ter; l is the modulus of the antiferromagnetism vector;
and q is the sublattice magnetic moment.

Using Eq. (5), the experimental H0(T) dependence
(Fig. 8), and the data on Ms(T) [11], we can determine the
temperature dependence of the constant K. The tempera-
ture dependence of K–1 thus calculated is shown in Fig.
3. It is known [6] that the initial magnetic susceptibility
(which is associated with the reversible displacement of
Néel domain walls) of FeBO3 is specified by the rotation
of the vector Ms in the basal plane and, hence, is propor-

tional to the ratio /K [13]. Therefore, during quasi-
static magnetization reversal, the shape of the dA/dH(T)
dependence should depend on the temperature depen-
dence of K–1 (since the change in Ms in the temperature
range under study can be neglected). Indeed, as is seen

from Fig. 3, the  and KT = 130 K/K

curves for FeBO3 : Mg are similar. As the frequency of

the ac magnetic field decreases, the 
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curve shifts toward the calculated KT = 130 K/K depen-
dence.

Substituting into Eq. (3) the parameters Aex =
2HexMsc2 ≈ 2 × 10–6 erg/cm (where Hex = 5.2 × 106 Oe
[14] is the exchange field and c ≈ 10 Å [4] is the lattice
parameter along the C3 axis), K = 42 erg/cm3, H = 6 Oe,
and Ms = 17 G, we find d ≈ 30 µm. This value agrees
with the experimental data only in order of magnitude
(Fig. 6). Nevertheless, the temperature dependence of the
ratio d/dT = 80 K as calculated from Eq. (3) at H = 6 Oe
using the found K(T) dependence (for the calculation,
Aex was assumed to be independent of T) corresponds
(without regard for the steps in the experimental d(T)
curve) to the variation in the MMS period with temper-
ature (Fig. 6).

Unfortunately, the d hysteresis that appears during
the magnetization reversal of the FeBO3 : Mg crystal
[2] makes it impossible to directly compare Eq. (3) with
the experimental d(H) dependence. However, it is seen
from the structure of Eq. (3) that, initially (at H ≥ H0),
the d(H) dependence exhibits a sharp decrease and then
(at H > 2H0) the modulation period changes only
weakly. This behavior correlates with the experimental
results from [2].

Therefore, we can conclude that Eq. (3) can qualita-
tively describe the experimentally detected change in the
MMS period with variation in the applied field and tem-
perature. As for Eq. (4), we would like to note that, first,
comparison of the theoretical ϕA(T) dependence with
experiment would require knowledge of the temperature
dependence of the constant Ka, which can hardly be
determined experimentally. If the Ka(T) temperature
dependence is assumed to be close to the K(T) depen-
dence (as calculated from Eq. (5)), then Eq. (4) is seen to
describe sufficiently well the detected variation in the
angle ϕA with temperature (Fig. 7). Second, although
Eq. (4) gives a decrease in the angle ϕA with increasing
H, the run of the ϕA(H) dependence does not correspond
to the experimental curve. These circumstances do not
allow us to calculate the temperature dependence in the
field range of an MMS nor to compare the theoretical
∆H(T) dependence with the experimental H–T phase dia-
gram of the crystal shown in Fig. 8.

The discrepancies between the magnetic ripple the-
ory and the experimental behavior of the main MMS
parameters are likely related to the fact that Eqs. (3) and
(4) were obtained under the condition of a two-dimen-
sional magnetic-inhomogeneity distribution (just as in
polycrystalline permalloy films, where the sizes of the
uniaxial magnetic centers (crystallites) are comparable
to the film thickness). Obviously, the easy-axis direc-
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
tions of the Mg–Fe centers in FeBO3 : Mg are also scat-
tered along the crystal thickness, which is not taken into
account in the theoretical model developed in [10]. (In
terms of the theoretical approach used in [10], the quan-
tities d and ϕA cannot be represented in an analytical
form in the three-dimensional case of a magnetic-inho-
mogeneity distribution). Nevertheless, on the whole,
the magnetic ripple theory is consistent with the entire
set of experimental results. This fact allows us to con-
clude that the proposed model for the appearance of an
MMS in FeBO3 : Mg adequately describes the experi-
mental situation.
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Abstract—Variations in the thermopower, electrical resistivity, magnetoresistance, thermal expansion coeffi-
cients, and their anisotropy with temperature were detected near room temperature in single crystals of weakly
doped lanthanum manganites La1 – xAxMnO3 (A = Ca, Sr; x = 0.07–0.125) with orthorhombic structure. The
results obtained are discussed in terms of a model of phase separation related to polaron anisotropy. Due to a
gain in exchange and elastic energies in the lattice, small-radius magnetic polarons can merge to form polarons
of a larger size, which would contain now not one but rather a few electrons (equal in number to the polarons
in the cluster). As a result, short-range order in a cluster and phase separation set in at a temperature Tps ≈ 250–
300 K, which is approximately equal to the Curie temperature TC of conducting manganites with x ≈ 0.2–0.3.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Phase separation [1, 2] and the strong electron–
phonon coupling [3] caused by the Jahn–Teller splitting
of Mn3+ levels possibly account for the colossal magne-
toresistance (MR) in the lanthanum manganites. Small-
angle neutron scattering measurements performed on
single crystals of weakly doped lanthanum manganites
La1 – xCaxMnO3 (x ≤ 0.08) at liquid-helium tempera-
tures have revealed magnetic drops 2Rcl ≈ 14 Å in size
[4] and their growth in size from 2Rcl ≈ 7–17 to 200 Å
in La1 – xSrxMnO3 as the Sr concentration is increased
from 6 to 7% [5, 6], with the drops being anisotropic
and shaped like flattened ellipsoids. In conventional
magnetic materials, these drops (polarons) decay near
the Curie temperature TC [7]; therefore, the part played
by phase separation is discussed in the region where
antiferromagnetism exists. Some experiments per-
formed on manganites could, however, be considered a
manifestation of the onset of phase separation in the far
paramagnetic region. Studies of the electrical resistiv-
ity, MR, thermopower, and magnetic susceptibility of
La0.92Ca0.08MnO3 and some weakly doped manganites
[8] have argued for the onset of small-scale phase sep-
aration (the formation of magnetic clusters with dimen-
sions of the order of 8–12 Å) in the paramagnetic
region at temperatures below T ≈ 275 K, which is about
twice the Curie and Néel temperatures TC and TN,
respectively, of the samples. The electric and magnetic
properties of manganites [(La1 – yPry)0.3Ca0.3MnO3,
Pr0.71Ca0.29MnO3, La0.08Mg0.02MnO3, etc.] in a broad
paramagnetic temperature region are discussed [9] in
the framework of the nonuniform state model devel-
oped in [10], and the results obtained are explained as
1063-7834/05/4710- $26.00 1900
being due to the presence of magnetic drops ≈30 Å in
size.

Phase separation effects should manifest themselves
most strongly in the properties of weakly doped man-
ganites. Their properties have thus far been studied,
however, too poorly to warrant a conclusion concerning
the connection between the electrical properties and
phase separation. Lattice distortions are one of the indi-
cations signaling the formation of magnetic clusters
[11], and they could provide supportive evidence for
phase separation at high temperatures. The orthorhom-
bic structure and magnetic cluster anisotropy [5] of
weakly doped lanthanum manganites give one grounds
to expect their electrical properties to be anisotropic.
The anisotropy of electrical resistivity (ρ) and MR of
bulk manganites, unlike films [12], have remained prac-
tically unstudied to date. This communication reports
on the detection of anisotropy in the electrical resistiv-
ity, MR, thermopower, and coefficients of linear expan-
sion in La0.93Sr0.07MnO3 single crystals, as well as of
MR in some weakly doped lanthanum manganites. The
anisotropy in the electrical properties of
La0.93Sr0.07MnO3 appears below the structural phase
transition temperature TOO' ≈ 440 K and grows with
decreasing temperature, to become strongest at about
≈300 K.

The anisotropy in the electrical properties is
accounted for by an anisotropy in the carrier mobility,
which originates from anisotropy in the polaron shape.
Small-radius polarons form at high temperatures (T >
300 K) in the paramagnetic region as a result of Jahn–
Teller lattice distortions [3]. As the temperature
decreases, the energy of the system decreases because
© 2005 Pleiades Publishing, Inc.
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of the onset of short-range magnetic order near these
polarons. Magnetic polarons of a larger size can form
through the merging of smaller polarons due to the
ensuing gain in the exchange and elastic energies in the
lattice, and they contain not one but rather a few elec-
trons (equal in number to the polarons in a cluster). As
a result, short-range order in a cluster and phase sepa-
ration occur at a temperature Tps ≈ 250–300 K, which is
approximately equal to the Curie temperature TC of
conducting manganites with x ≈ 0.2–0.3. The anoma-
lies in the coefficients of linear and volume expansion
observed at these temperatures are consistent with this
model. It is expected that the polaron anisotropy favors
phase separation.

2. SAMPLES AND TECHNIQUES

The La0.93Sr0.07MnO3 sample1 is a canted antiferro-
magnet with a canting angle θ ≈ 25°, TC = 128 K, TN =
121 K, and structural transition temperature TOO' ≈
450 K [6]; the parameters of its orthorhombic lattice
are c = 7.753 Å, a = 5.58 Å, and b = 5.549 Å [14]. Neu-
tron measurements [6] show this La0.93Sr0.07MnO3 sin-
gle crystal to be, for the most part, single-domain, as
La0.94Sr0.06MnO3 [5], with the c axis aligned close to the
crystal growth axis. X-ray measurements show
La0.93Sr0.07MnO3 single crystals to be single-phase at
room temperature but reveal indications (traces) of a
twin structure. La0.9Ca0.1MnO3 and La0.875Ca0.125MnO3
single crystals2 are also canted antiferromagnets (TC =
138 K, TN = 112 K, and TOO' ≈ 450 K for the former
crystal, and TC = 155 K, TN = 112 K, TOO' ≈ 320 K, and
TO'O'' ≈ 80 K for the latter) and were shown by neutron
measurements [16] to have a twin structure.

The anisotropy in the electrical resistivity, MR, and
thermopower of La0.93Sr0.07MnO3 was measured on
cylindrical samples with d = 0.9–1.5 mm and L = 5–
7 mm, cut along the b and c axes. The current was
directed along the cylinder axis, and a magnetic field
was applied perpendicular to the cylinder axis. The MR
anisotropy of the calcium samples was measured on the
single crystals used earlier in neutron studies [4, 5, 16],
which were in the shape of cylinders with a diameter
d ≈ 4 mm and length L ≈ 10 mm. The samples were ori-
ented by the x-ray technique. The dc electrical resistiv-
ity measurements were conducted by the conventional
four-probe method. The thermopower was measured by
the four-probe technique at a temperature difference of
≈4–8 K between the thermocouples. The sample was in
vacuum, and the thermal gradient was directed along
the b or c axis. The linear expansion coefficients of
La0.93Sr0.07MnO3 were studied on an ULVAC-SINKU
RIKO dilatometer (Japan) in the temperature interval

1 This sample was grown by Balbashov [13] at the Moscow Power
Engineering Institute.

2 Grown by L. Pinsard et al. [15] at the Laboratoire de Chimic des
Solides, Universite Paris-Sud.
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from 77 to 600 K in the dynamic mode at a temperature
variation rate of 2 K/min. The sample was cube-shaped
with L ≈ 5 mm and oriented along the principal crystal-
lographic directions. Magnetic measurements were
performed at the Magnetometry Center of the Institute
of Metal Physics (Ural Division, Russian Academy of
Sciences) with a MPMS-5XL SQUID magnetometer
(Quantum Design).

3. RESULTS

Studies of the thermopower of La0.93Sr0.07MnO3
show it to be a p-type semiconductor. The values of the
dc electrical resistivity ρ0 and thermopower S of the
La0.93Sr0.07MnO3 single crystal measured at T ≈ 400 K
(close to the structural transition temperature TOO' ≈
440 K) depend only slightly on the direction of the cur-
rent and temperature gradient with respect to the crys-
tallographic axes and become noticeably anisotropic
with decreasing temperature (Fig. 1). The inset to Fig. 1
shows that, at T ≈ TC = 128 K, the electrical resistivity
ρc along the c axis is approximately 4 times smaller
than that along the b axis, while the thermopower Sc

along the c axis is about 1.4 times larger than that along
b. We see also that the anisotropy in the electrical resis-
tivity ρb/ρc and that in thermopower Sc/Sb increase with
decreasing temperature. A stronger change in the
anisotropy of the properties occurs near ≈300 K. Within
the interval T = 400–300 K, the thermopower and the
electrical resistivity (Fig. 1) are fitted well by the acti-
vation relations characteristic of semiconductors [17]:

(1)

(2)

S k/e( ) ∆ES/kT S0+( ),=

ρ0 T( ) 1/σ0( ) ∆Eρ/kT( )exp=

=  1/σ0( ) ∆ES W1+( )/kT[ ] ,exp
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Fig. 1. Temperature dependences of the electrical resistivity
(ρb, ρc) and thermopower (Sc, Sb) of a La0.93Sr0.07MnO3
single crystal measured along the b and c axes. Inset shows
the temperature dependences of the anisotropy in electrical
resistivity ρ and thermopower S of La0.93Sr0.07MnO3.
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Activation energies for electrical resistivity ∆Eρ, thermopower ∆ES, and hopping W1; the coefficient of conductivity σ0; and
thermopower S0 of a La0.93Sr0.07MnO3 single crystal measured along different crystallographic directions

T, K Axis ∆Eρ, meV σ0, Ω–1 cm–1 ∆ES, meV W1, meV S0

300 < T < 400 b 275 18000 125 150 –2.4

c 185 2000 95 90 –1.7

175 < T < 270 b ≈155 ≈250 ≈50 100 +0.1

c ≈150 ≈300 ≈80 70 –0.4

77 < T < 160 b 130 10 – – –

c 125 40 – – –
where e is the electronic charge, k is the Boltzmann
constant, σ0 is the prefactor of electrical resistivity, and
S0 is the kinetic coefficient. As seen from the table, the
activation energies of the thermopower ∆ES, electrical
resistivity ∆Eρ, and hopping W1 are dependent on the
crystallographic direction.

Below 270–300 K, the temperature dependences of
the electrical resistivity and thermopower change in
pattern in both directions. The values of ∆ES, ∆Eρ, σ0,
and S0 (see table) undergo a jump near ≈300 K. The
ρ0(T) and S(T) relations follow a pattern characteristic
of disordered (glassy) semiconductors and can be
described by the quantities ∆ES, ∆Eρ, σ0, and S0 depend-
ing on the temperature and crystallographic direction
(see table). The thermopower reaches a maximum near
TC and falls off with a further decrease in temperature.

The temperature dependence of the magnetic sus-
ceptibility χ0 of La0.93Sr0.07MnO3 in the paramagnetic
temperature region 200–300 K can be roughly fitted
with the Curie–Weiss law with an effective magnetic
moment µeff ≈ 5.75 µB, which is larger than the theoret-
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Fig. 2. Dependences of the relative differential magnetic
permeability χac(H)/χac(H = 0) of a La0.93Sr0.07MnO3 sin-
gle crystal on a dc magnetic field measured at various tem-
peratures. Solid curves 1 and 2 are the calculated contribu-
tions to χac(H) due to clusters with magnetic moments

Mcl = 104 and 3 × 104 µB, respectively.
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ical value µeff = 4.80 µB. The differential magnetic sus-
ceptibility χac of La0.93Sr0.07MnO3 measured in a 80-Hz
ac magnetic field with an amplitude of 4 Oe follows
about the same pattern as that of La0.92Sr0.08MnO3 [8].
It is near Tps ≈ 270 K that the field dependence of there
is sharp change in the character of the magnetic suscep-
tibility; namely, at temperatures above ≈270 K, χac is
independent of the dc magnetic field, while below
≈270 K it is field-dependent (Fig. 2). For T < 270 K, χac
decreases strongly in weak magnetic fields down to
H0 ≈ 500 Oe, after which it varies only weakly up to 3–
5 kOe, to remain nearly constant in fields above
≈10 kOe. This behavior of χac is usually observed for
magnetic nanoparticles embedded in a paramagnetic
medium [18].

Note that we observed the same variations in the
electrical properties (the activation energies of the elec-
trical resistivity ∆Eρ and thermopower ∆ES, the prefac-
tor of the electrical conductivity σ0, and the Seebeck
coefficient S0; the onset of MR, etc.) in a number of sin-
gle crystals of weakly doped La1 – xAxMnO3 (A = Ca,
Ce, Sr; x = 0.07–0.1) manganites, including undoped
LaMnO3, at temperatures T = 270–300 K, which
exceed the Curie and Néel temperatures (TC ≈ TN ≈
120–150 K) by about 2 times while being substantially
below the points of structural transitions in these sam-
ples [19]. This shows that anomalies in physical char-
acteristics near room temperature are a property com-
mon to weakly doped manganites.

Figure 3 displays the temperature dependences of
the coefficients of volume, αV = (αa + αb + αc)/3, and
linear, αi (i ≡ a, b, c), expansion along the three orthor-
hombic axes. One clearly sees anomalies in three tem-
perature domains:

(1) near the Curie and Néel temperatures, T = TC ≈
TN ≈ 125–128 K;

(2) near the temperature of the structural transition
of the orthorhombic O' to a pseudocubic phase, whose
value for the sample under study can be assumed (from
the temperature of the extremum in αV) to be equal to
TOO' ≈ 440 K (heating above this temperature was
observed to induce a hysteretic behavior in the temper-
ature dependences of αi and χac);
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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(3) in the room temperature region, Tps ≈ 300 K.

The linear expansion coefficients in the ab plane are
positive and close to one another throughout the tem-
perature range studied (for the sake of convenience, the
value of αb is increased by 5 × 10–6 K–1), which is con-
sistent with the crystal symmetry. The values of αc are
negative within a broad temperature region, αc < 0; i.e.,
the sample dimension along the c axis decreases under
heating. The values of |αc | below ≈300 K are substan-
tially smaller than those of αa and αb. Above ≈500 K,
the values of αi do not depend on the crystallographic
direction. One clearly sees anomalies in αi in the prox-
imity of TC, with the variation of the linear expansion
coefficient here also being anisotropic; indeed, αc

grows, while αa and αb decrease near TC. There is a
jump in the coefficient of volume expansion at ≈300 K
and then almost no variation down to TC, below which
the coefficient decreases with decreasing temperature.

A sharp growth in the dc magnetoresistance MRH ≈
[ρ(H) – ρ(H = 0)]/ρ(H) of a La0.93Sr0.07MnO3 single
crystal near T ≈ 270 K from MRH ≈ –0.1% to MRH ≈
−(2.0 ± 0.5)% observed to occur in a field H = 17 kOe
was reported earlier [8].

The MR was found to depend on the magnetic field
orientation with respect to the crystallographic axes in
La0.93Sr0.07MnO3 below TC in conditions where the cur-
rent j is directed along the b axis and H ⊥  b. At 77 K,
the dependence of the magnetoresistance MRH ≡ [ρ(H) –
ρ(H = 0)]/ρ(H) on the magnetic field orientation in the
bc plane is uniaxial in character and can be fitted by the
expression MR ~ sin2θ (Fig. 4a), where θ defines the
magnetic field direction in the bc plane. The maximum
and minimum values of MR are apparently reached
when the magnetic field is aligned with the c and b
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axes. When the current j is directed along the c axis and
the field rotates in the ab plane (empty circles in
Fig. 4b), the as-grown La0.93Sr0.07MnO3 sample did not
reveal any MR anisotropy. After the La0.93Sr0.07MnO3

single crystal had been cooled from 500 K to room tem-
perature at a c-aligned pressure of ≈25 kg cm–2, a uniax-
ial-type anisotropy was observed along the c axis (filled
circles in Fig. 4b).

The transverse MR (j ⊥  H) was found to be aniso-
tropic in other weakly doped manganites as well
(Figs. 4c, 4d) and to also set in near TC. This shows that
the MR anisotropy originates from crystal magnetiza-
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axis, and the magnetic field rotates in the bc plane. The solid
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plane ab. Empty circles are the MR of an as-grown single
crystal. Filled circles are the MR of a single crystal pre-
cooled from 500 K down to room temperature under a pres-
sure of 25 kg/cm2 along the c axis. (c) The current is
directed along an axis close to (112). The solid line is a plot
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tion. In La0.875Ca0.125MnO3, the MR decreases strongly
below T ≈ 100 K (MRH ≈ –0.25 at 100 K and H =
17 kOe), reverses sign with magnetic field direction,
and at 77 K follows a uniaxial pattern and can be
described by the expression MR ~ –K1 + cos2θ, where
K1 ≈ 0.5–0.55 (solid lines in Fig. 3c). This temperature
is close to TB ≈ 80 K, where the transition to the quasi-
cubic phase TO'O is believed [16] to take place. The
anisotropy of the La0.9Ca0.1MnO3 MR was found to
have, besides a second-order symmetry contribution, a
fourth-order contribution: MR ~ K1sin2θ + K2sin4θ
(the solid line in Fig. 3d plots the MR as calculated
using this relation). In La0.875Ca0.125MnO3, in addition
to the “hard” direction, where the MR is small and pos-
itive (θ = 90° in Fig. 4), there is an intermediate direc-
tion (θ ≈ 55°–60° and 120°–125° in Fig. 4), where the
MR is nearly independent of the magnetic field
strength.

At 77 K, the MR(H) of La0.93Sr0.07MnO3 and
La0.9Ca0.1MnO3 as a function of magnetic field behaves
in a similar manner in all directions; namely, MRH

grows monotonically with magnetic field in the two
extreme (hard and easy) magnetic field directions with
respect to the crystallographic axes (Figs. 5a, 5b). For
La0.875Ca0.125MnO3, the MR(H) dependence follows a
different pattern. Along the easy direction (Fig. 5c), the
MR is seen to grow monotonically in magnitude with
magnetic field, while along the hard direction it varies
nonmonotonically. Along the intermediate direction,
the MR is only weakly dependent on magnetic field,
which may be assigned to a slightly incorrect orienta-
tion of the sample.
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4. DISCUSSION

Anisotropy in the electrical resistivity (i.e., its
dependence on the direction of the current with respect
to the crystallographic axes) is inherent to some extent
in all noncubic crystals. It is known that metals [19],
semiconductors [20], and hexaferrites [21] exhibit a
pronounced anisotropy in electrical resistivity. This
anisotropy is usually attributed to an anisotropy in the
carrier mobility (mass or relaxation time). Neutron and
x-ray diffraction data show the samples studied to have
a twin structure. Twinning originates from a phase tran-
sition to a state with lower symmetry occurring during
growth. Obviously enough, with the domains distrib-
uted uniformly, there should be no anisotropy in the
properties. The anisotropy observed in the properties of
the samples under study suggests that a preferred
growth of domains occurs in some directions due to a
specific feature in the crystal preparation technology
employed. In the La0.93Sr0.07MnO3 crystal studied here,
the c axis is oriented close to the crystal growth direc-
tion. In La0.875Ca0.125MnO3, the crystal growth pro-
ceeded close to the (112) axis. In addition, the volumes
of domains can be externally controlled to a certain
extent. This is indicated by the appearance of a slight
anisotropy in the (ab) plane in La0.93Sr0.07MnO3 cooled
under pressure (Fig. 4b).

The activated nature of the temperature depen-
dences of the electrical resistivity and thermopower and
the different activation energies of the electrical resis-
tivity and thermopower along the same crystallographic
directions in La0.93Sr0.07MnO3 (see table) convincingly
show [17] that nonlocalized carriers do not provide any
contribution over the temperature region covered. The
low conductivity of the sample at acceptor concentra-
tions below the percolation threshold, x < xper ≈ 0.16,
may be attributed to the fact that carriers either are cap-
tured in localized states in the valence band tail or
become localized at the Mn4+ ion with the formation of
polarons. Both mechanisms can account for the acti-
vated behavior of the electrical resistivity and ther-
mopower described by Eqs. (1) and (2) [17, 22]. The
polaron-mediated conductivity is argued for by the
large values of the factor σ0 = (2–10) × 103 Ω–1 cm–1 in
Eq. (2) [22] and by the Debye-type losses characteristic

of polaron-mediated conductivity, σ(ω) ~ ,

observed in the temperature [23] and frequency depen-
dences of the ac conductivity [24] (ω is the current fre-
quency, 1/τ is the polaron hopping frequency) in
La1 − xSrxMnO3 single crystals (x = 0.07–0.075). The
electron trapped at a Mn4+ ion binds six Mn3+ ions in its
nearest environment to form a polaron with radius
Rpol = RMn–Mn = 1a ≈ 4 Å (a is the lattice parameter). The
hopping activation energy W1 characterizing the carrier
mobility µ ~ (1/T)exp(–W1/kT) is governed primarily
by the Coulomb potential [17] W1 = Wp/2 ≈ e2(2 Rpol),

ω2τ
1 ω2τ2+
--------------------

εp'
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where  ≈ 10 is the effective dielectric permittivity.
Estimation of the polaron size from the hopping activa-
tion energy W1 ≈ 100–150 meV (see table) yields Rpol =
4–6 Å ≈ 1.0–1.5a. In an orthorhombic structure, this
polaron is apparently an ellipsoid extended along the
c axis. Therefore, along the c axis, the hopping activa-
tion energy W1 is smaller (see table), the hole mobility
is larger, and the electrical resistivity is lower than
along the other axes. Thus, the nature of the anisotropy
in the electrical resistivity may be intimately related to
that of the polaron shape.

It was assumed in [8] that the formation of magnetic
clusters in La0.92Ca0.08MnO3 at ≈300 K would be
accompanied by lattice distortions and, thus, could be
considered to indicate the onset of phase separation in
the paramagnetic region. Temperature studies of the
coefficients of linear expansion of La0.93Sr0.07MnO3
clearly reveal the presence of anomalies near 300 K and
bear out this assumption. The small values of αc ! αa ≈
αb obtained below 250 K can be accounted for by ther-
mal expansion being compensated by magnetic clusters
increasing in size. This assumption is consistent with
the anisotropy in the electrical resistivity increasing
with a decrease in temperature (Fig. 1).

The dependence of the differential magnetic suscep-
tibility χac on magnetic field (Fig. 2), the enhanced
effective paramagnetic permeability µeff, and the spe-
cific features in the linear and volume expansion coef-
ficients in the region of T ≈ 300 K (Fig. 3), which is far
from the points of magnetic and structural transitions in
a sample but is close to the Curie temperature of heavily
doped manganites with x = 0.2–0.3, can be explained as
being due to the formation of magnetic clusters. The
size of these magnetic drops can be roughly estimated
from magnetic measurements. The magnetization of
magnetic clusters in a paramagnetic matrix is described
by the Langevin expression L(x) ~ cothx – 1/x, where
x = MklH/kT [19]. The differential magnetic susceptibil-
ity of such a cluster is χac ~ dL/dH ~ –csch2x + 1/x2. The
strong decrease in χac observed in fields of up to 500 Oe
at T = 200–250 K (Fig. 2) can be assigned to large mag-
netic moments Mcl of a cluster containing about Ncl =
103–104 Mn ions (the solid curves in Fig. 2 are plots of
χac ~ dL/dH calculated for Ncl = 3 × 103 and 8 × 103 Mn
ions in a cluster), which corresponds in a spherical
model to clusters of radius Rcl ≈ 25–50 Å = 6–12a.
Assuming the increase in the effective moment µeff of
La0.93Sr0.07MnO3 by ≈1 µB from the theoretical value to
be due to these clusters only, one can estimate their con-
centration from the expression for the magnetic suscep-
tibility of magnetic clusters χ(T) [9] as n ≈ 1015 cm–3.
This concentration corresponds to cluster separation
≈103 Å. The slower variation of χac up to fields of ≈5–
7 kOe can be attributed to the presence of clusters of a
smaller size, whose concentration can be estimated
from data on µeff as 1019–1020 cm–3.

εp'
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Thus, the results obtained on the magnetic and elec-
trical properties and coefficients of linear and volume
expansion of La0.93Sr0.07MnO3 can be explained as
being due to the formation for T < ≈300 K of anisotro-
pic clusters of a variety of sizes, with radii ranging
from 4 to 50 Å. As follows from magnetic measure-
ments, the larger the clusters, the lower their concen-
tration and the larger their separation. As a result, the
tunneling and hopping of carriers among large clusters
are hampered. Therefore, in accordance with estimates
based on the hopping activation energy, the electrical
properties are affected more strongly by small drops
(4–8 Å in size).

In the paramagnetic region, at high (T > 300 K) tem-
peratures, small-radius polarons can form as a result of
Jahn–Teller lattice distortions [3]. As the temperature
decreases, the energy of a system can decrease due to
phase separation, i.e., the formation of ferromagnetic
drops near these polarons. Two causes for the formation
of such drops can immediately be pointed out. With
such a comparatively high concentration of Sr ions (x =
7%), a purely statistical distribution of acceptors or spe-
cific features of the crystal growth technology may give
rise to the formation of acceptor aggregates near which
magnetic drops with Rcl ≈ 25–40 Å and TC ≈ 250–300 K
will appear.

The other (more likely) cause for the formation of
magnetic drops is related to the anisotropy in the
polaron shape. The average distance between the Sr
acceptor ions in La0.93Sr0.07MnO3 is less than 10 Å.
Therefore, even a small (≈25%) polaron anisotropy is
sufficient for overlap of adjacent polarons with 2RMn–Mn ≈
8 Å. The ensuing gain in the exchange and elastic ener-
gies favor the merging of small-radius polarons into a
large magnetic polaron with a few carriers. As a result,
short-range order in the cluster and phase separation
occur at a temperature Tps ≈ 250–300 K, which is
approximately equal to the TC of conducting mangan-
ites with x ≈ 0.2–0.3.

Small-angle neutron scattering measurements
revealed [16] that the size of clusters in La0.9Ca0.1MnO3
at liquid-helium temperatures is larger than their sepa-
ration and that they aggregate while retaining the semi-
conducting pattern of conductivity. It is apparently this
pattern that is observed in La0.93Sr0.07MnO3 at room
temperature.

Phenomenological theories explaining the anisot-
ropy in the MR and other even effects in ferromagnets
[19] relate it to the dependence of the electrical resistiv-
ity tensor on strain. The relation between the current
density ji and electric field strength Ek for a conductor
placed in an external magnetic field H can be written as
[25]

ji = σikEk, (3)

where the conductivity tensor σik is a function of mag-
netic field strength. The diagonal conductivity tensor
5
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components σii, which were measured in the experi-
ment, are even functions of the magnetic field [25]:

(4)

Analysis shows that expansion (4) yields the following
relation for the MR in an orthorhombic system:

(5)

where Θ is the angle the magnetic field makes with the
crystal axis. We readily see that the observed angular
dependences of the MR (Fig. 4) are well fitted by
Eq. (5). Note that some conducting tetragonal
La0.67Ca0.33MnO3 films also exhibit angular depen-
dences of MR described by Eq. (5) [12]. In
La0.9Ca0.1MnO3, one observes (Fig. 4d) a near-cubic
anisotropy of MR in place of the uniaxial pattern
expected according to the actual crystal symmetry. The
crystals studied have a twinned structure; therefore, in
order to account for the observed MR, the specific fea-
tures of the antiferromagnetic domain structure have to
be considered. The proximity of the MR(θ) of
La0.93Ca0.1MnO3 to cubic symmetry suggests that in
this case the MR(θ) apparently draws from contribu-
tions of two domains of about equal volume but tilted
90° relative to each other.

The observed anisotropy in the MR of
La0.9Ca0.1MnO3 and La0.93Sr0.07MnO3 can be accounted
for also by the effect of magnetic crystallographic
anisotropy. For a uniaxial crystal, the anisotropy field
can be written as HA1 = 2K1/Mcos2θ [19], where K1 is
the magnetic crystallographic anisotropy energy and M
is the magnetization. The field dependence of the MR
anisotropy in La0.9Ca0.1MnO3 and La0.93Sr0.07MnO3
along the different axes shown in Fig. 5 can be qualita-
tively explained if HA1 ≈1–2 kOe. These values fit well
the estimates of the anisotropy field made for mangan-
ites [26]. For La0.875Ca0.125MnO3, however, this expla-
nation does not apply; otherwise, one should assume
very high anisotropy fields to account for the MR sign
reversal. According to [27], below ≈100 K,
La0.875Ca0.125MnO3 undergoes charge ordering; i.e.,
Mn3+ and Mn4+ ions become ordered along certain crys-
tallographic directions. This manifests itself in a
decrease in orthorhombicity at this temperature [16].
The sharp decrease in MR and its positive values in
some directions observed below 100 K are apparently
connected with charge ordering in La0.875Ca0.125MnO3.

Anisotropy in thermopower is a fairly rare phenom-
enon, and the conditions favoring its onset have been
discussed in several papers [20, 28]. Thermopower
anisotropy can appear in semimetals and semiconduc-
tors with carriers of one type and several scattering
mechanisms characterized by an anisotropic relaxation
time or with a single scattering mechanism and several
types of carriers, as well as in the case of phonon drag.

σii σii
0( ) βiilmHlHm ….+

l m, x y z, ,=

∑+=

MRH A0H2 A1H2 2Θ A2H4 4Θ,cos+cos+∼
PH
The nature of the thermopower anisotropy in
La0.93Sr0.07MnO3 is presently unclear. It may be appro-
priate to note here that tetragonal rutile TiO2, whose
conductivity was shown to be mediated by small-radius
polarons, also exhibits anisotropy of both electrical
resistivity and thermopower [29].

In concluding this section, we note that the variation
of electrical resistivity with temperature originates not
only from mobility but also from the carrier concentra-
tion. It is believed that, because of their large mass,
polarons are pinned to impurities, i.e., localized [7]. As
a result, the concentration of the carriers involved in
conduction is considerably lower than that of the accep-
tors and is described by a relation of the type n ~
exp(−∆ES/kT) [22]. It remains unclear at present at what
impurities the polarons are localized and what deter-
mines the thermopower activation energy. Experiments
performed on both La0.9Ca0.1MnO3 [8] and
La0.93Sr0.07MnO3 (see table) suggest a decrease in ∆ES

upon the formation of magnetic clusters below 270 K.
This shows that the onset of short-range magnetic order
and an increase in cluster size reduce the polaron local-
ization energy and bring about an increase in conduc-
tivity due to the increase in carrier concentration. Neu-
tron measurements have shown [6] that an increase in
doping from x = 0.06 to 0.07 in La0.93Sr0.07MnO3 gives
rise to a transition from a small-scale (2R ≈ 17 Å) to a
large-scale phase separation; at 4.2 K, the average lin-
ear size of magnetic clusters grows to 2Rcl ≈ 200 Å, so
that they occupy about 10% of the crystal volume. It is
known that, in the region of hopping conduction, the
thermopower is described by the Morin relation [30]

(6)

where N0 is the electronic density of states and n is the
number of carriers. We believe that the decrease in ther-
mopower observed as one approaches TC (Fig. 1) is a
consequence of the onset of large-scale phase separa-
tion and corresponds, according to Eq. (6), to an
increase in carrier concentration.

5. CONCLUSIONS

Thus, single crystals of weakly doped lanthanum
manganites of orthorhombic symmetry exhibit a
marked anisotropy in electrical properties. The electri-
cal resistivity, magnetoresistance, thermopower, and
linear expansion coefficients of La0.93Sr0.07MnO3, as
well as the MR revealed in single crystals of some
weakly doped lanthanum manganites, depend on the
direction of the current, the magnetic field, and the tem-
perature gradient with respect to the crystallographic
axes. The anisotropy in the electrical properties of
La0.93Sr0.07MnO3 sets in below the structural transition
temperature TOO' ≈ 440 K and increases with decreasing
temperature. The anisotropy in the MR of weakly
doped manganites appears below the Curie tempera-
ture, and its angular dependence is fitted well, at a fixed

S k/e( )Ln N0/n( ),=
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temperature and magnetic field, by the relation MR ~
K1cos2Θ + K2cos4Θ derived from crystal symmetry
considerations. Conduction at high temperatures (T >
300 K) is explained in terms of the polaron mechanism.
In manganites, polarons form in the paramagnetic
region because of strong electron–phonon coupling and
Jahn–Teller lattice distortions [3] and are apparently
localized. The anisotropy in the electrical properties is
assigned to that in the carrier mobility, which, in turn,
originates from the polaron anisotropy.

Near room temperature, T ≈ 270–300 K, the mag-
netic properties (differential susceptibility χac, para-
magnetic effective permeability µeff), electrical proper-
ties (activation energies for electrical resistivity, ther-
mopower, and hopping; MR; etc.), and lattice
properties (linear and volume expansion coefficients)
vary with temperature. These variations are believed to
be due to the onset of short-range magnetic order and
an increase in polaron size. The ensuing gain in
exchange and elastic energies favor the merging of
small-radius polarons into a large magnetic polaron
with a few carriers. As a result, short-range order in a
cluster and phase separation set in at a temperature
Tps ≈ 250–300 K, which is approximately equal to the
Curie temperature TC of conducting manganites with
x ≈ 0.2–0.3. Magnetic measurements reveal the pres-
ence of fairly large clusters (about 30–50 Å in size), but
conductivity in the paramagnetic temperature region is
affected primarily (as follows from estimates based on
polaron hopping activation energies) by clusters with
Rcl ≈ 4–6 Å.
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Abstract—The effect of hydrogenation on the magnetic ordering temperature and magnetostriction of the
Tb0.27Dy0.73Fe2 and Tb0.27Dy0.73Co2 compounds with compensated magnetic anisotropy of the rare-earth sub-
lattice was studied. It was established that the incorporation of hydrogen atoms into the crystal lattice of the
compounds studied lowers the Curie temperature. It is shown that, in this case (i.e., for structures of the Laves
phase type), the decrease in TC results primarily from the change in the electronic structure of these compounds.
An anomaly was found in the temperature dependence of thermal expansion of Tb0.27Dy0.73Co2 and its hydride.
It was established that hydrogenation brings about a substantial weakening of magnetostriction, which should
be attributed to a change in the local electronic density induced by the incorporation of hydrogen atoms into the
crystal lattice. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Intermetallic compounds that are based on rare-
earth (RE) and 3d transition metals, RT2 (T = Fe, Co),
and crystallize in a cubic crystal lattice of the MgCu2
Laves phase type (space group Fd3m) are known to
have high values of magnetostriction [1, 2]. In the
Tb0.27Dy0.73Fe2 alloy (terphenol), high magnetostriction
is found to exist in comparatively weak fields because
of the magnetic anisotropy of the RE sublattice being
compensated, which should be attributed to the RE ions
of terbium and dysprosium in these compounds having
opposite signs of the single-ion magnetocrystalline
anisotropy (MCA) constants [1, 2]. For concentrations
of terbium x = 0.27 and of dysprosium y = 0.73, the first
MCA constant is zero. Because the MCA single-ion
constants retain their signs and values in the RT2 Laves
phases (where T is a 3d element) [1, 2], one may safely
assume that the MCA of the RE sublattice in the
Tb0.27Dy0.73Fe2 and Tb0.27Dy0.73Co2 compounds under
study is likewise compensated.

It is known that these compounds react intensely
with hydrogen to form stable hydrides under normal
conditions [3, 4]. Depending on the 3d transition metal
used, hydrogenation of different types of intermetallic
compounds may give rise to an increase or, conversely,
a decrease in the magnetic ordering temperature. The
physical mechanisms responsible for the change in the
magnetic ordering temperature have yet to find reason-
1063-7834/05/4710- $26.001909
able explanation. It is believed that one should take here
into account the dependence of exchange integrals on
the unit-cell volume, which changes when atoms of
light elements are embedded into the crystal lattice. The
magnetic ordering temperature may also be affected
noticeably by a change in electron concentration in the
3d band and by hybridization of the 3d and 5d electron
wave functions.

The present communication reports on a study of the
common and distinguishing features of the effect of
hydrogenation on the magnetic characteristics (mag-
netic ordering temperature and magnetostriction) of
Tb0.27Dy0.73T2 compounds (T = Fe, Co), which reveal
compensated magnetic anisotropy of the RE sublattice.

2. SAMPLE PREPARATION TECHNOLOGY 
AND MEASUREMENT TECHNIQUE

Tb0.27Dy0.73Fe2 and Tb0.27Dy0.73Co2 alloys were pre-
pared from the starting compounds in a vacuum arc fur-
nace with a permanent tungsten electrode at a tempera-
ture T = 1480°C. The temperature in the furnace was
controlled by properly varying the arc current and volt-
age. Melting was carried out in an argon atmosphere.
The starting distillates of the RE metals and iron (or
cobalt) taken in the ratio necessary to prepare an alloy
of a specified composition were loaded into a water-
cooled copper crucible in the chamber of the vacuum
arc furnace. The chamber was sealed and evacuated
 © 2005 Pleiades Publishing, Inc.
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Structural and magnetic properties of the Tb0.27Dy0.73(Fe, Co)2Hx compounds (x = 0, 1, 3)

Compound a, Å V, Å3 ∆V/V, % TC, K Tcomp, K

Tb0.27Dy0.73Fe2 7.325 393.03 – 686 –

Tb0.27Dy0.73Fe2H 7.537 428.15 8.9 596 –

Tb0.27Dy0.73Fe2H3 7.959 504.19 28.3 290 110

Tb0.27Dy0.73Co2 7.193 372.11 – 164 –

Tb0.27Dy0.73Co2H3 7.717 459.60 23.5 56 –
with a fore pump and a diffusion pump to a base pres-
sure of 4.0 × 10–1 Pa, after which it was filled with argon
to a pressure of 120 kPa. To make the alloy homoge-
neous, the starting components were remelted three
times at a temperature of 1500–1600°C. Because the
melting conditions in an arc furnace do not permit prep-
aration of alloys with an equilibrium structure, the
ingots were additionally annealed in a resistance fur-
nace at 1100°C in vacuum for 10 h.

The polycrystalline samples thus obtained were
hydrogenated at room temperature and a pressure of up
to 0.66 Pa. Hydrogenation generated high internal
stresses, which brought about spontaneous comminu-
tion of alloys to the powder state with an average grain
size of about 50 µm. The amounts of absorbed hydro-
gen and nitrogen were calculated using the van der
Waals equation

where b is the van der Waals coefficient, equal to
26.6 cm3/mol; R is the universal gas constant (82 ×
106 cm3 atm/mol K); p is the hydrogen pressure in the
system (measured in atmospheres); V is the hydrogen
volume (in cm3); T is the temperature (in kelvins); and
n is the amount of hydrogen per mole.

The Curie temperatures of the Tb0.27Dy0.73Fe2 and
Tb0.27Dy0.73Co2 compounds and of their hydrides were
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Fig. 1. Temperature dependences of the magnetization of
(1) the Tb0.27Dy0.73Fe2 compound and (2, 3) its hydrides
(2) Tb0.27Dy0.73Fe2H1 and (3) Tb0.27Dy0.73Fe2H3 mea-
sured in a field of 1 kOe.
PH
determined by thermomagnetic analysis. The tempera-
ture dependences of magnetization were determined
with a pendulum magnetometer in fields of up to
12 kOe in the 78- to 750-K temperature interval. For
the Tb0.27Dy0.73Co2H3 compound, the temperature
dependence of magnetic susceptibility in the tempera-
ture interval 4.2–100 K was also measured. The mea-
surements were performed on polycrystals of the start-
ing alloys and on powders of the hydrides placed in
ceramic capsules.

Thermal expansion and magnetostriction were stud-
ied by means of wire strain gauges in the 77- to 300-K
temperature interval and in magnetic fields of up to
12 kOe. The strain gauges employed in this study were
made of strain-sensitive wire exhibiting no noticeable
galvanomagnetic effect. The strain gauges had a base of
5 mm and a resistance of 340 or 390 Ω . The strain sen-
sitivity coefficient was S = 2.15 throughout the temper-
ature range covered. The magnetostriction and thermal
expansion of the hydrides were measured on samples
obtained by pressing a powder into pellets. All pellets
were disk-shaped.

3. EXPERIMENTAL RESULTS 
AND DISCUSSION

Structural studies and quality control of samples—
both starting, Tb0.27Dy0.73T2 (T = Fe, Co), and hydroge-
nated—were carried out on powder samples using a
DRON-2 x-ray diffractometer. It was established that,
while the MgCu2-like cubic structure is not influenced
by hydrogenation, Tb0.27Dy0.73Co2H3 exhibits broaden-
ing of the x-ray lines, which apparently implies that the
hydride is structurally inhomogeneous. The lattice
parameters for Tb0.27Dy0.73Fe2Hx (x = 0, 1, 3) and
Tb0.27Dy0.73Co2Hx (x = 0, 3) are listed in the table (a is
the lattice parameter, V is the unit-cell volume, ∆V/V is
the relative change in the cell volume caused by hydro-
genation). A cursory examination of the table reveals
that the unit-cell volume of both Fe- and Co-containing
compounds increases under hydrogenation, with the
relative increase in volume observed for a hydrogen
concentration x = 3 reaching higher than 20%.

Figure 1 displays the temperature dependences of
the magnetization of the Tb0.27Dy0.73Fe2,
Tb0.27Dy0.73Fe2H1, and Tb0.27Dy0.73Fe2H3 compounds
measured in a field H = 1 kOe. We see that the Curie
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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temperature TC decreases strongly as the amount of
incorporated hydrogen increases. Indeed, TC decreases
from 686 K for the starting composition Tb0.27Dy0.73Fe2
to 596 and 290 K in the cases where one and three
hydrogen atoms per formula unit are inserted, respec-
tively. The magnetic ordering temperature was deter-
mined by the Belov thermodynamic method [5] for
Tb0.27Dy0.73Fe2H3 and from the maximum of the deriv-
ative dσ/dT for the other compounds (with TC > 300 K).
It was found that the temperature dependence of the
magnetization of Tb0.27Dy0.73Fe2H3 has a minimum
near Tcomp = 110 K (curve 3 in Fig. 1), which apparently
should be assigned to compensation of the magnetiza-
tions of the RE and Fe sublattices.

Figure 2 shows the temperature dependences of the
magnetization of the Tb0.27Dy0.73Co2 compound (curve 1)
and of its hydride Tb0.27Dy0.73Co2H3 (curve 2) mea-
sured in a field H = 1 kOe. Note that the Curie temper-
ature for Tb0.27Dy0.73Co2 (TC = 164 K) is markedly
lower than that for Tb0.27Dy0.73Fe2 (TC = 686 K). The
RT2 intermetallics (R stands for heavy RE metals; T is a
3d transition element) are two-sublattice ferrimagnets
with exchange interactions of three kinds: R–R, R–T,
and T–T. Variation of the type of the R metal in RFe2
compounds changes the Curie temperature very little
[6]; therefore, the T–T interaction is strongest. In RCo2,
the Co magnetic moment (µCo) depends on the strength
of the R–T exchange coupling because of the specific
features of its band structure [7]. It was established that
hydrogenation of Tb0.27Dy0.73Co2, just as of
Tb0.27Dy0.73Fe2, lowers the magnetic ordering tempera-
ture substantially (TC = 57 K). Such an effect of hydro-
gen on TC is characteristic of Co-based intermetallic
compounds [8] but is not typical, however, of all Fe-
containing compounds, because hydrogenation
increases TC of compounds with a high Fe content, such
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Fig. 2. Temperature dependences of the magnetization of
(1) Tb0.27Dy0.73Co2 and (2) its hydride Tb0.27Dy0.73Co2H3
measured in a field of 1 kOe. Inset: Temperature depen-
dence of the magnetic susceptibility of the hydride
Tb0.27Dy0.73Co2H3 in a field of 10 Oe.
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as R2Fe17 or R(Fe,Ti)12 [9, 10], and decreases TC of
compounds with a low Fe content (RFe2 Laves phases)
[7].

Figure 3 displays the dependence of the Curie tem-
perature of the Tb0.27Dy0.73Fe2Hx hydrides (x = 0, 1, 3)
on the relative increase in the unit-cell volume. These
compounds also have a crystal structure of the Laves
phase type. From the standpoint of lattice expansion,
incorporation of hydrogen is equivalent to the applica-
tion of a negative hydrostatic pressure. The expected
decrease in TC in the above hydrides due to an increase
in unit-cell volume as derived from literature data on
the effect of pressure on the Curie temperature
(dTC/dp ≈ 5 K/GPa for ErFe2) [11] and compressibility
(κ = 10–2 GPa–1) is plotted as a dashed line in Fig. 3. The
rate of the decrease in TC with increasing cell volume is
calculated from the expression

where κ = – . We obtain dTC/dlnV = dTC/(dV/V) ≈

5 K per 1% of change in the atomic volume. The exper-
imentally determined decrease in TC is seen to be sub-
stantially larger than that expected from the increase in
cell volume. One may therefore conclude that the main
role is played here not by volume expansion but rather
by the strong change in the electronic structure of
Tb0.27Dy0.73Fe2, and it is this change that accounts for
the pronounced decrease in the Curie temperature
under hydrogenation. By contrast, incorporation of
hydrogen into compounds with a high concentration of
iron and a low concentration of the RE element (R2Fe17)
increases the Curie temperature [10], an effect that can
be assigned to a unit-cell expansion in volume. The
magnitude of this effect in Y2Fe17 and Lu2Fe17 can be

d TCln
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---------------
κ

TC

------
dTC

d Vln
-------------,–=

∆V /V
p

--------------
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T C
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Fig. 3. (1) Curie temperature TC of Tb0.27Dy0.73Fe2Hx plot-
ted vs the relative increase in the unit-cell volume ∆V/V and
(2) the expected variation in TC in the hydrides as deter-
mined from literature data on the effect of pressure on the
Curie temperature [11].
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derived using experimental data on the pressure depen-
dence of the Curie temperature in these compounds
[12].

Consider now thermal expansion near the magnetic
ordering temperatures of the compounds under study.
Figure 4 plots the temperature dependence of the thermal
expansion of Tb0.27Dy0.73Co2 and Tb0.27Dy0.73Co2H3.
The graphs are clearly seen to be nonmonotonic. In the
starting compound Tb0.27Dy0.73Co2 (curve 1), the rela-
tive elongation ∆L/L of the sample in thermal expan-
sion is seen to decrease strongly in the temperature
interval 78–160 K and exhibit a clearly pronounced
minimum near T = 160 K, which is followed by a
monotonic rise in ∆L/L with temperature. The temper-
ature dependences of the linear coefficient of thermal
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Fig. 4. Temperature dependence of thermal expansion and
of the thermal expansion coefficient (inset) plotted for
(1) Tb0.27Dy0.73Co2 and (2) Tb0.27Dy0.73Co2H3.
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Fig. 5. Temperature dependence of the longitudinal magne-
tostriction of (1–3) Tb0.27Dy0.73Co2 measured in fields of
(1) 5, (2) 9.4, and (3) 11.8 kOe and (4) its hydride
Tb0.27Dy0.73Co2H3.
PH
expansion α(T) measured on the starting composition
(curve 1) and its hydride (curve 2) are displayed in the
inset to Fig. 4. The α(T) curve was obtained by numer-
ical differentiation of the ∆L/L(T) dependence. The
peak in α(T) (curve 1) can be used to derive the Curie
temperature. For Tb0.27Dy0.73Co2, the result is TC =
158 K, which agrees well with thermomagnetic data (to
within 5%). The hydride Tb0.27Dy0.73Co2H3 exhibits a
strong change in the pattern of the thermal expansion
∆L/L(T) curve and sign reversal of the linear thermal
expansion coefficient α (curves 2 in Fig. 4).

The temperature dependence of longitudinal mag-
netostriction was measured on the samples used earlier
to study thermal expansion. Figure 5 plots the tempera-
ture dependences of the longitudinal magnetostriction
λ|| of Tb0.27Dy0.73Co2. The measurements were per-
formed in fields of 5, 9, and 12 kOe (curves 1–3, respec-
tively). We readily see that at T = 78 K the magneto-
striction is negative, with its magnitude being 310 ×
10−6 at 5 kOe. In the temperature interval 80–115 K, the
magnetostriction decreases monotonically in magni-
tude and reverses sign (from negative to positive) near
T = 100 K. The magnetostriction sign reversal should
be attributed to the negative contribution of the cobalt
sublattice being dominant at low temperatures. At T ≈
115 K, the magnetostriction reaches a maximum value
λ = 355 × 10–6 (at 12 kOe), to fall off thereafter sharply
near the Curie temperature TC = 164 K. The maximum
in magnetostriction at T ≈ 120 K is apparently caused
by MCA compensation on the RE sublattice. Figure 5
also shows the temperature dependence of the longitudi-
nal magnetostriction of the hydride Tb0.27Dy0.73Co2H3.
Hydrogenation is seen to reduce the magnetostriction
almost to zero.

Figure 6 displays the temperature dependences of
the longitudinal magnetostriction λ|| of the hydride
Tb0.27Dy0.73Fe2H3 measured in fields of 3.5, 8, and
12 kOe (curves 1–3, respectively). Also shown for
comparison is the temperature dependence of the longi-
tudinal magnetostriction λ|| of the starting compound
Tb0.27Dy0.73Fe2 (curve 4) determined at 12 kOe. It can
be seen from Fig. 6 that hydrogenation lowers the
room-temperature value of λ|| by about 100 times. It is
seen also that the magnetostriction of the hydride
Tb0.27Dy0.73Fe2H3 grows monotonically in the 80- to
270-K interval and reverses sign (from negative to pos-
itive) for all fields at T ≈ 118 K, i.e., as the magnetic
compensation point of magnetization Tcomp is passed
(curve 3 in Fig. 1). In the region of T = 270 K, the mag-
netostriction of the hydride reaches its maximum value
λ|| = 18 × 10–6 (in a field H = 12 kOe), to fall off sharply
as the Curie temperature TC = 290 K is approached.
The magnetostriction of the starting compound
Tb0.27Dy0.73Fe2 at T = 78 K is λ|| = 180 × 10–6 and grows
monotonically in the range 80–240 K. In the region of
T = 240 K, Tb0.27Dy0.73Fe2 (just like its hydride) passes
through a maximum in the temperature dependence of
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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magnetostriction (λ|| = 1400 × 10–6), after which it
decreases. The maxima of magnetostriction of these
compounds, as well as those of Tb0.27Dy0.73Co2, are
apparently due to MCA compensation on the RE sub-
lattice. The sharp decrease in the field-induced magne-
tostriction brought about by hydrogenation can find
explanation in that hydrogen, in occupying lattice inter-
stitial positions in the immediate vicinity of RE ions,
exerts a considerable effect on the crystal field acting on
the RE ions. At high hydrogen concentrations (x > 3),
the hydrides RFe2Hx exhibit rhombohedral distortions
of the starting fcc structure (β phase) [7], which are
assumed to be associated with hydrogen ordering in the
crystal lattice. It is possible that the applied fields are
small as compared to the local magnetic anisotropy
field caused by hydrogen incorporation. Therefore, the
magnetostriction of the starting compound
Tb0.27Dy0.73Fe2 originates primarily from the RE sublat-
tice and that of the hydride Tb0.27Dy0.73Fe2Hx is due pre-
dominantly to the Fe sublattice. The magnetostriction
of LuFe2H1.5 is due to the iron sublattice and remains
positive over the range 4.2–300 K [7]. The magneto-
striction constants of LuFe2H1.5 and Tb0.27Dy0.73Fe2Hx

practically coincide for T > 120 K, making it possible
to conclude that above 120 K the magnetostriction of
Tb0.27Dy0.73Fe2Hx is also dominated by the Fe sublat-
tice. Since the magnetostriction of LuFe2H1.5 is posi-
tive, the magnetostriction of Tb0.27Dy0.73Fe2Hx is also
positive above Tcomp and is negative below it, because
an increase in the external field causes the projection of
the Fe magnetic moment on the field direction to
increase in the former case and to decrease in the latter
case, i.e., at T < Tcomp (Fig. 6).
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4. CONCLUSIONS

As follows from our studies, incorporation of hydro-
gen atoms into the crystal lattices of Tb0.27Dy0.73Fe2 and
Tb0.27Dy0.73Co2 initiates a sharp decrease in the mag-
netic ordering temperature and in the magnitude of
magnetostriction. The data obtained can be explained
by a strong change in the local electronic density
induced by hydrogenation, which entails a change in
the magnitude of the exchange integrals and electro-
static crystal fields acting on the magnetic moments of
the 4f and 3d ions.
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Abstract—The influence of transverse perturbations on the dynamics of a picosecond soliton-like acoustic
pulse in a paramagnetic crystal in an external magnetic field is investigated. The nonlinear and dispersion
effects are governed by the intrinsic properties of the crystal and the spin–phonon interaction. The effect of dif-
ferent nonlinear mechanisms and an external magnetic field on the stability against transverse perturbations is
analyzed. It is shown that, in the absence of paramagnetic impurities, there can exist only a compression pulse
that propagates in a defocusing regime. In the presence of paramagnetic ions in the crystal, there can arise
rarefaction pulses that, under specific conditions, can propagate in self-focusing and self-channeling regimes.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Nonlinear effects in optics have been investigated in
parallel with those in acoustics, and the results of these
studies complement each other [1, 2]. One of the latest
trends in this direction is associated with research into
the nonlinear propagation of the shortest possible
pulses in different media. At present, femtosecond opti-
cal and picosecond acoustic pulses can be generated
under experimental conditions. An important feature of
pulses with these durations is that they have no carrier
frequency. These pulses are referred to as ultimately
short or video pulses (hereinafter, we will use both
terms). Investigations into the soliton (soliton-like)
regimes of propagation of ultimately short pulses are of
special interest.

Despite the similarity between optical and acoustic
solitons, there are two fundamental differences
between them. First, optical solitons can be only trans-
verse, whereas acoustic solitons can be longitudinal [3],
transverse [4], and both longitudinal and transverse
simultaneously [5–7]. Second, in the case of picosec-
ond acoustic pulses (unlike femtosecond optical
pulses), spatial dispersion effects are of particular
importance. Actually, the spatial size of a pulse in the
propagation direction can be estimated as ls ~ aτp,
where a is the velocity of sound in the material and τp

is the pulse duration. By assuming that a ~ 5 × 105 cm/s
and τp ~ 1 ps, we obtain the spatial size of the pulse ls ~
5 × 10–7 cm, which is only one order of magnitude
larger than the lattice spacing h (the distance between
sites, i.e., between the nearest neighbors) [2, 8]. For a
femtosecond optical pulse, the spatial size is estimated
as  ~ cτp ~ 5 × 10–5 cm @ ls and h. Therefore, spatialls'
1063-7834/05/4710- $26.00 ©1914
dispersion effects for optical pulses should be substan-
tially less pronounced.

Paramagnetic impurities in a crystal can bring about
additional nonlinear and dispersion effects associated
with the spin–phonon interaction. Theoretical and
experimental investigations have demonstrated that
paramagnetic ions with an effective spin S = 1 interact
most efficiently with lattice vibrations [9]. As an exam-
ple, one can consider Fe2+ and Ni2+ ions in a MgO crys-
tal matrix.

It should be noted that many aspects of the one-
dimensional dynamics (in the propagation direction) of
ultimately short acoustic pulses have been studied in
sufficient detail [4, 5, 10–17]. However, this is not true
for transverse effects. It is interesting to determine the
conditions under which a pulse will undergo self-focus-
ing and defocusing or will propagate in a self-channel-
ing regime. Solving this problem is the main objective
of the present work.

2. EQUATIONS OF MOTION

Let us consider a high-power longitudinal acoustic
pulse traveling along the x axis. In our case, the x axis
coincides with one of the fourfold axes of the cubic
crystal containing paramagnetic impurities with effec-
tive spin S = 1. The crystal is in an external magnetic
field B0 aligned with the axis perpendicular to the prop-
agation direction.

The interaction of the acoustic pulse with paramag-
netic impurities will be studied within a semiclassical
approach according to which paramagnetic ions and the
acoustic field are described in the framework of the
quantum-mechanical and classical theories, respec-
tively.
 2005 Pleiades Publishing, Inc.
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The Hamiltonian of the acoustic field can be repre-
sented in the form

where the Hamiltonian density is written as the sum of

the linear ( ), nonlinear ( ), and dispersive

( ) parts; that is,

(1)

Here, the linear and nonlinear parts of the Hamiltonian
density are represented by the following expressions
[18, 19]:

(2)

(3)

The strain tensor components are given by

In expressions (2) and (3), p is the momentum density
of local displacements in the crystal; ρm is the average
density of the material; c11 and c44 are the linear elastic
moduli; and c111 and c1111 are the nonlinear third-order
and fourth-order elastic moduli, respectively.

Before writing the expression for the dispersive part

of the Hamiltonian density , we discuss expres-
sions (2) and (3). The elastic wave is considered a
purely longitudinal wave; i.e., only one component of
the displacement vector ux ≡ u is nonzero. This assump-
tion corresponds to the paraxial approximation (i.e., a
small curvature of the wave front of the pulse); hence,
we have ∂u/∂x @ |∇ ⊥ u | (where ∇ ⊥  is the transverse gra-
dient). It is clear that, for large curvatures, the pulse
should be characterized by considerable velocity com-
ponents forming large angles with the symmetry axis at
the periphery. In this case, the wave cannot be consid-
ered purely longitudinal [20].

The relationship for the nonlinear part of the Hamil-

tonian density has the form of an expansion in
powers of anharmonicity. Therefore, with due regard
for the paraxial approximation, the terms containing the
derivatives ∂u/∂x are retained, whereas the terms
involving the derivatives ∂u/∂y and ∂u/∂z are omitted in
expression (3).

Since the parameter h/ls is small, the spatial acoustic
dispersion effects are weak. The expression for the dis-

persive part of the Hamiltonian density  can be
obtained in terms of the discrete theory of lattice vibra-
tions in the nearest neighbor approximation [8]. With
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allowance made for the paraxial approximation, the
dispersive part of the Hamiltonian density contains
only derivatives of the ∂2u/∂x2 type, whereas the second
derivatives with respect to the transverse coordinates
and mixed derivatives are omitted. Then, the expression
for the dispersive part of the Hamiltonian density

 can be derived in the framework of a one-dimen-
sional crystal model. In this case, the potential elastic
energy in the nearest neighbor approximation has the
form

where χ is the Hooke elastic constant and j is the ordi-
nal number of the crystal site along the x axis. Next, we
change over to the quasi-continuous model. Since uj =
u(x), we have

By retaining the terms up to the fourth order in the lat-
tice parameter h, we obtain

It is evident that the first term in this expansion corre-
sponds to the dispersionless limit and has already been
included in expression (2).

In the expression for Πlim, we change over from

summation to integration:   , where n is

the average atomic density in the crystal. With integra-
tion by parts assuming that the crystal is infinite (i.e.,
∂u/∂x = 0 at x  ±∞, we find

(4)

Here, we take into account that nχh2 = c11.

From expressions (1)–(4), taking into account the
approximate relationships
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(the second terms in parentheses in the formulas for ηxy

and ηxz are omitted with due regard for the paraxial
approximation and the relatively weak nonlinearity)
and retaining the terms up to the fourth order in the
derivative ∂u/∂x, we obtain the following formula for
the Hamiltonian density of the acoustic field:

(5)

According to [21], the operator describing the inter-
action of the acoustic field with paramagnetic ions can
be written in the form

where G11 is the spin–phonon interaction constant and

 are 3-by-3 matrices corresponding to the jth spin
(S = 1) [9].

By changing over to the quasi-continuous approxi-
mation, we find

(6)

where ns is the concentration of impurity paramagnetic
ions.

The expression in parentheses accounts for the spa-
tial nonlocality of the spin–phonon interaction [4, 5].
This nonlocality is significant for picosecond acoustic
pulses and becomes negligible in the continuum limit.

If the crystal sites located not only along the x axis
are taken into account in expression (4), after changing
over to the quasi-continuous limit, expression (5) will
contain terms with odd derivatives of u with respect to
the variables y and z. Owing to the symmetry y  –y
and z  –z, these terms should not make contribu-
tions. The term proportional to h2(∆⊥ u)∂u/∂x in paren-
theses in expression (5) can be omitted within the
paraxial approximation with allowance made for the
weak effects of the spatial nonlocality of the spin–
phonon interaction.

Expressions (5) and (6) can be supplemented by the
operator of the interaction between the effective spin
and the external magnetic field; that is,
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Ĥ int nsG11
∂u
∂x
------

h
2

6
-----∂3

u

∂x
3

--------+ 
  Ŝx
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where ω0 = 2gµBB0/" is the frequency of splitting
between the first and third levels of the Zeeman triple,
g is the Landé factor, and µB is the Bohr magneton.

According to the semiclassical approach [5], the
acoustic field can be described by the Hamiltonian
equation

(8)

where H = Ha + ,  = Sp( ) is the quan-
tum average of the interaction operator, and  is the
operator of the effective spin density. The last operator
obeys the equation of motion

(9)

By using expressions (7)–(9) and the explicit form of

the operators , , and  [9], we obtain the self-con-
sistent nonlinear system of equations describing the
pulse dynamics and the quantum states of paramagnetic
ions:
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representation of the eigenfunctions of the operator
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ρ̂

i"
∂ρ̂
∂t
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interaction. The constitutive equations (11) form the
system of Bloch equations for the spin–phonon interac-
tion [22] with allowance made for the spatial nonlocal-
ity of this interaction.

Let us assume that the pulse duration is τp ~ 10 ps
and the frequency of the Zeeman splittings is ω0 ~ 1012

s–1. Then, we obtain (ω0τp)2 @ 1. In this approximation,
with the use of relationships (11), the spin response can
be expanded into a series allowing for nonlinearity and
time dispersion [4, 23]; that is,

(12)

where W∞ = W(t = –∞).

In order for the spin–phonon interaction to affect the
pulse propagation significantly, the initial difference
W∞ between the populations has to be considerable. In
this case, the absolute temperature T must satisfy the
condition T < "ω0/kB [4, 5, 10], where kB is the Boltz-
mann constant. For ω0 ~ 1012 s–1, we have T < 10 K,
which holds at liquid-helium temperatures.

Now, we substitute expansion (12) into Eq. (10).
Then, after renormalizing the velocity of sound as =

, the small terms of expansion in nonlin-
earity, dispersion, and transverse perturbations remain
on the right-hand side of Eq. (10). In this situation, the
wave equation in the slowly varying shape approxima-
tion can be reduced with respect to the derivatives by
ignoring the reflected wave [24]. As a consequence, we
obtain

(13)

where

(since q ! 1, we set as ≈ a).

From analyzing the coefficients of Eq. (13), it fol-
lows that the quadratic nonlinearity is associated only
with the anharmonicity of the lattice vibrations. How-
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ever, the cubic anharmonicity is governed by both the
anharmonicity and the spin–phonon interaction.

For a ~ 5 × 105 cm/s, ω0 ~ 1012 s–1, and h ~ 10–8 cm,
we find that the first term in parentheses in the relation-
ship for the parameter bs is considerably larger than the
second term. Therefore, the normal time dispersion
caused by the spin–phonon interaction is substantially
larger than the anomalous dispersion due to the spatial
nonlocality of this interaction. As a result, b > 0 and the
total dispersion associated with the discrete crystal
structure and the spin–phonon interaction is normal.

It can be seen from the derived expressions that the
coefficients of the dispersion and the cubic nonlinearity
are modified by the spin–phonon interaction. As a con-
sequence, these coefficients depend on the external
magnetic field strength.

In the one-dimensional case (∆⊥  = 0), Eq. (13)
admits two types of one-soliton solutions,

(14)

where l has the meaning of the pulse length, c = β/l2,

and γ = 9bb3/ .

Hereinafter, the plus and minus signs stand for the
tensile and compressive strains, respectively.

It should be noted that Eq. (13) corresponds to two
special cases. At b3 = 0, Eq. (13) transforms into the
Korteweg–de Vries equation. In this case, the nonsingu-
lar solution is represented only by the compression
wave, which coincides with the Korteweg–de Vries
soliton. At b2 = 0, we have the modified Korteweg–de
Vries equation. This equation can possess both solu-
tions (14) coinciding with Korteweg–de Vries solitons
of different polarity.

Let us now analyze the conditions under which
pulses satisfying solutions (14) can exist. For this pur-
pose, we estimate the characteristic strains by using the
example of a MgO crystal. It is assumed that the exter-
nal magnetic field is absent. Then, we have b = ba and

b3 = . The constant , which involves the fourth-
order elastic modulus c1111, can be estimated from the
Morse interatomic interaction potential
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mum, the Morse potential can be represented in the
form of the expansion

ε±
3b/b2l

2±

γ/l
2

1+( )
1/2

ζ ct–( )/l[ ]cosh 1+−
-----------------------------------------------------------------------------,=

2b2
2

b3
a

b3
a

ΠM Π0 e
2r/r0–

e
r/r0–

–( ),=

ΠM Π0
h

2

r
2

----- ∂u
∂x
------ 

 
2 h

3

r0
3

----- ∂u
∂x
------ 

 
3

–
7h

4

12r0
4

----------- ∂u
∂x
------ 

 
4

+
 
 
 

.=
5



1918 BUGAŒ, SAZONOV
In our case, the interaction potential is given by

From the comparison of this relationship with the pre-

ceding expansion, we obtain the estimate  =

/18a2. Note that the following relationships are sat-
isfied: γ/l2 = 7h2/48l2 ! 1. Therefore, the relative dis-
placements under tensile and compressive deforma-
tions are as follows: |ε+ | ~ 3b/2b2γ ~ a2/b2 ~ 1/4Γ and

|ε−| ~ 3b/2b2l2 ~ h2/32Γa2 . For the MgO crystal, we
have a = 9 × 105 cm/s, Γ = 6.8, h = 2.1 × 10–8 cm, and
the critical strain ε ~ 3.8 × 10–5 above which the elastic
strain gives way to the plastic strain [3]. For the pulse
duration τp ~ 10 ps, we obtain |ε+| ~ 10–1 and |ε–| ~ 10–7.
It is obvious that, in the given case, the solution can
exist only in the form of the compression wave, which
approximately coincides with the Korteweg–de Vries
solution.

A decrease in the magnetic field strength (and,
hence, in the frequency ω0) leads to a decrease in the
strain of the rarefaction wave. For example, we can
assume that ns ~ 1019 cm–3, G11 ~ 10–13 erg [25], ω0 ~
1010 s, and τp ~ 300 ps. In this case, the cubic anharmo-
nicity and dispersion constants are determined prima-
rily by the spin–phonon interaction, so we have the

ratios ba/bs ~ 10–7 and  ~ 10–4 and the strains |ε+ | ~
10–5 and |ε– | ~ 10–6. Note also that γ/l2 ~ 1 and the effec-
tive spin–phonon interaction can occur if the tempera-
ture of the sample is decreased to ~ 0.1 K. In this situa-
tion, there can exist both compression and rarefaction
waves.

3. THE INCLUSION OF TRANSVERSE 
PERTURBATIONS

A further analysis of Eq. (13) will be performed
using the variational method of an averaged Lagrangian
[26]. The Lagrangian corresponding to Eq. (13) can be
written in the form

(15)

Here, we changed over from the strain field ε = ∂u/∂ζ to
the displacement field u. Taking into account relation-
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ship (14), the trial solution will be sought in the form

(16)

The inclusion of the non-one-dimensionality in the
paraxial approximation suggests that the functions θ =
θ(t, r⊥ ) and Φ = Φ(t, r⊥ ) in our case are slowly and rap-
idly varying functions of their arguments [27].

By substituting solution (16) into Lagrangian (15)
and integrating the obtained expression over the fast
variable ζ, we find the following averaged Lagrangians
for the tensile and compressive strains:

(17)

where

From here on, the subscripts ± on the quantities ρ and
ϕ will be omitted for brevity. For the quantities ρ and ϕ,
with the use of expression (17), we write the Euler–
Lagrange equations

(18)

where

In the one-dimensional case (∇ ⊥  = 0), the system of
equations (18) can be integrated easily. In this case, we
have θ = const and Φ = bθ2t/2γa = βt/l2. Therefore, as
could be expected, the trial solution coincides with the
exact one-dimensional solution.

The functions F⊥  describe the wave properties and
account for the diffraction effects. This can be
explained as follows. The relative diffraction effect can
be described by the dimensionless parameter δ ~ λ/D,
where λ is the characteristic wavelength of the pulse
and D is the characteristic size of transverse inhomoge-
neities induced in the medium by the pulse itself due to
the nonlinearity. For the video pulse, the role of the
wavelength is played by the spatial size of the pulse in
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the propagation direction. Consequently, the following

approximate equalities are satisfied: λ ~ 1/l =  and
∆⊥  ~ 1/D2. In our case, we have F⊥  ~ δ2.

At the initial stage of bending of the front, we can
disregard the wave properties and use eikonal (geomet-
ric) approximations when F⊥  = 0. Then, the system of
equations (18) coincides in form with the equations for
a potential flow of an ideal fluid (the continuity equa-
tion and the Cauchy integral for an unsteady flow,
respectively). Here, the quantities ϕ, P, and ρ are ana-
logs of the velocity potential V⊥ , the pressure, and the
density, respectively. The condition for the steady flow
of fluids [described by equations of type (18)] dP/dρ >
0 takes the form

(19)

Consequently, the pulses under consideration at the
eikonal stage are stable against transverse perturba-
tions.

Now, we assume that F ≠ 0 in Eqs. (18). This corre-
sponds to the inclusion of the diffraction of pulses in
their transverse dynamics.

First, we examine small transverse perturbations.
The functions θ and ϕ are represented in the form θ =

θ0 + θ1 and ϕ = ϕ0 + ϕ1, where ϕ0 = –  and θ0 =
θ(0). After linearizing the system of equations (18), we
obtain

(20)

The perturbations are chosen in the form of plane
monochromatic waves θ1ϕ1 ~ exp(iωt + ik⊥ r⊥ ). The
quantities ω and k⊥  are related by the expression

(21)

The pulse is stable against small perturbations if
modes exponentially increasing with time are absent at
any real value of k⊥ . Consequently, in order for the
pulse to be stable, the frequency ω must be real. For rar-
efaction waves, the inequality d(θ0) > 0 is satisfied and,
hence, these waves are stable against small perturba-
tions. In the case of compression waves, the inequality
d(θ0) > 0 holds for θ0 > 0.63. Therefore, it follows from
expression (21) that, when the duration of the compres-
sion pulses obeys the condition θ0 < 0.63, the frequency

ω at  > – /a2γ2d(θ0)(1 + ) becomes imaginary.
This means that the compression pulses with a suffi-
ciently long duration can be unstable against small per-
turbations.
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Let us analyze the influence of nonlinear transverse
perturbations. It is assumed that the strain field is axi-
ally symmetric. The function θ can be represented in
the self-similar form

(22)

where RT is the characteristic transverse size propor-
tional to the pulse radius.

The function ϕ is written in the form of the expan-
sion [28]:

(23)

Substituting formulas (22) and (23) into the system
of equations (18) gives

(24)

where the constant C0 is determined by the initial radius
R(0) = R0 and the length of the pulse. According to [1,
29], we use the paraxial approximation ((r/R)2 ! 1) and
retain the terms up to the second order in the ratio r/R.

Now, we determine the time dependence of the
transverse radius R of the pulse. The transverse inten-
sity distribution is represented in the form Im =
Imax(t)(1 – r2/R(t)2), which is similar to formula (22).

Since I ~ ε2, we have (θ) = I0θ4/( )2.
Substituting formula (22) into the obtained relationship
with due regard for expression (24), we find that the
transverse radius of the pulse is given by the expression

where

From expression (9), after equating the terms of the
zeroth and second orders in r on the left- and right-hand
sides, we obtain
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Fig. 1. Rarefaction pulse parameters corresponding to the
self-channeling regime.
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Fig. 2. Evolution of the quantity θ (proportional to the
reciprocal of the pulse duration) for the rarefaction wave in
the self-channeling regime for initial pulse parameters close
to the stationary parameters (θ0 = 1, µ = 0.018). The trans-
verse pulse size oscillates in the antiphase with respect to
the quantity θ.

20

1

µ

θ

Fig. 3. Evolution of the quantity θ for the compression wave
in the defocusing regime for initial pulse parameters θ0 = 1
and µ = 0.018.
P

Under the assumption that the pulse coming into
the material has a flat front, i.e., f2(0) = 0 [see expres-
sions (23), (24)], Eq. (26) is complemented by the ini-

tial conditions θm(0) = θ0 ≡ /l(0) and (0) = 0.

The solution to Eq. (26) enables us to readily deter-
mine the time dependences of the pulse parameters
(duration, radius, velocity, etc.).

The analysis of Eq. (26) for rarefaction pulses dem-
onstrates that the equilibrium state is stable. Within the
theory of dynamic systems, this corresponds to a sta-
tionary point of the center type. The stationary value θst
is determined from the conditions

It is assumed that θ0 = θst. The initial values of the
parameters θ and µ at which the regime is stationary are
presented in Fig. 1. The oscillations arising at small
deviations from these parameters are shown in Fig. 2.
These oscillations correspond to the regime of pulse
self-channeling. Obviously, the period of small oscilla-
tions can be given by the expression Tosc = 2πtc(∂k2(θ,
θst, µst)/ )–1/2. At τp ~ 300 ps and with allowance

made for the material parameters estimated at the end
of Section 2, we obtain θ ~ 1. This value corresponds to
the parameter µ ~ 0.01. The transverse radius of the
pulse is estimated as R0 ~ 1 µm. In turn, the period of
these oscillations is estimated as T ~ 0.3tc ~ 10–8 s ~

102τp. Since θ ~  and µ ~ , an increase in the
pulse duration leads to an increase in the average trans-
verse radius in the case of the self-channeling regime
(Fig. 1). In the case when the deviations from the sta-
tionary values of θ and µ are relatively large, the oscil-
lations become nonlinear. When their amplitude is suf-
ficiently large, the pulse radius can decrease signifi-
cantly. This actually leads to self-focusing.

In the case of compression pulses, the equilibrium
state is unstable. This corresponds to a stationary point
of the saddle type. The value of θm can only decrease.
This is accompanied by a spreading of the pulse and a
decrease in the amplitude and velocity, i.e., by pulse
defocusing (Fig. 3).

As was noted above, the generation of a rarefaction
wave is associated with the strong cubic nonlinearity
arising from the spin–phonon interaction. At the same
time, the compression wave can be generated only in
the presence of the quadratic nonlinearity. Similar cal-
culations for ultimately short optical pulses demon-
strated [28] that, if there is only a cubic nonlinearity, the
influence of diffraction leads to focusing. In the situa-
tion where the medium is characterized by a quadratic
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nonlinearity, the effect appears to be the opposite. If the
pulse is defocused at the eikonal stage, the diffraction
can lead to its self-channeling in the former case and
only to an enhancement of defocusing in the latter case.
In the problem under consideration, this is actually the
case: channeling and defocusing are observed for rar-
efaction and compression waves, respectively.

4. CONCLUSIONS

Thus, we analyzed the propagation of ultimately
short acoustic pulses in a paramagnetic crystal in a
magnetic field. It was shown that paramagnetic impuri-
ties in the crystal are responsible for the appearance of
additional nonlinear and dispersion effects, namely, the
renormalization of the coefficients of fourth-order
anharmonicity and acoustic dispersion. In the case
where the process occurs only through the elastic
mechanisms of nonlinearity (in the absence of para-
magnetic impurities), the wave equation can possess
only one type of soliton-like solution in the form of
compression pulses. When the fourth-order anharmo-
nicity is enhanced as a result of the spin–phonon inter-
action, there can arise another type of wave (rarefaction
pulses).

The main objective of this work was to elucidate
how transverse perturbations affect the pulse dynamics.
At the eikonal stage, both types of waves are stable
against transverse perturbations (self-focusing). The
inclusion of the wave properties (diffraction) in the
analysis leads to different propagation regimes. It was
found that the compression pulses can undergo only
defocusing. The self-channeling regime takes place
when the initial duration and radius of the rarefaction
pulse are close to stationary values. In this case, the
soliton parameters oscillate. A considerable deviation
of the initial duration and radius of the pulse from the
stationary values can lead to a significant decrease in
the pulse radius in the course of nonlinear oscillations.
As a result, there occurs self-focusing.

In this work, the transverse effects were taken into
account to a minimum extent (within the paraxial
approximation). However, nonparaxial effects can turn
out to be significant when the pulse front is strongly
curved. This problem calls for further investigation.
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Abstract—The character of interatomic interaction in ferrite Mg0.54Zn0.46Fe2O4 was studied using the x-ray
spectroscopy technique and theoretically. It was found that the electronic structure of samples is rearranged dur-
ing annealing at high temperatures (1280°C, 0.5–0.8 h). The electronic structure rearrangement was shown to
be associated with multilayered ferrite metallization in which alternating layers with metallic and ionic–cova-
lent bonds form. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Keen interest in magnetoresistive HTSC materials
and ferrites has been generated by studies into the
nature of magnetic and charge ordering in the elec-
tronic structure of these materials. Comprehensive
information on atomic charges can be obtained from x-
ray spectra [1]. According to earlier studies [2, 3],
structural-chemical inhomogeneities in ferrites
Mg0.54Zn0.46Fe2O4 change during high-temperature
annealing (T = 1280°C, 0.5–0.8 h), which results in var-
ious sorts of ordering in solid solutions [4, 5], including
magnetic (short-range), concentration (mesoscopic),
and structural (matrix) ordering. This is what causes
nonlinear changes in a range of parameters (including
in the electric, magnetic, and structural parameters) [6].
Changes in electrical properties can be accompanied by
multilayer metallization, which is to be studied in the
present work.

2. EXPERIMENTAL

Like in the studies of variations in the interatomic
interaction [7, 8], we studied FeKβ x-ray emission spec-
tra (Fig. 1), in which the energy position of the Fe
maximum is sensitive to the charge state of Fe ions.
These spectra were analyzed using a theoretical model,
which allowed the fine structure of the spectra to be
revealed. The FeKβ band was considered a multiplet Kij

with theoretically predicted energy positions of the Kβ
lines (Eij) corresponding to the transition energies
between certain energy states (table, Fig. 1). Based on
the experimentally measured intensities I(Eij) of these
lines for all samples, we chose the line with the maxi-
mum intensity (for example, K22 for an annealing time
τ = 2 h), and the intensities of all lines were normalized
to this maximum intensity. This normalization proce-
dure makes it possible to obtain information both on the
variation in the intensity of each separate line with
annealing time τ and on a possible redistribution of

Kβ1
1063-7834/05/4710- $26.00 1922
intensities between the fine structural lines. The posi-
tion of these lines is characterized by the energy ∆E =
Eij – E0τ (at a fixed value of τ) measured from the energy
position of the center of gravity E0τ of the FeKβ band.
The energy E0τ (measured in electronvolts) was calcu-
lated with respect to the standard CoKα1 line, taking
into account dispersion in the spectral region under
study. The results of studying the evolution of the FeKβ
lines carried out on zinc-magnesium ferrites are shown
in Fig. 2. They characterize variations in population of
the discrete energy states during high-temperature
annealing.

3. THEORETICAL MODEL

Let us identify the lines in the observed K spectrum
in terms of the theoretical model proposed in [9, 10].
The energy of the basic mode of the 1Fe0–4Fe2+–3Fe0

chain is responsible for the energy positions of the β1

and β' peaks. The quantum state of 1Fe0 atoms (the elec-
tron configuration is 3d8; the spin and the orbital and
total angular momenta of the electron shell are S = 1,
L = 3, and J = 4, respectively; the nuclear spin is I = 1/2)
and 3Fe0 atoms (configuration 3d7 , where  means
that the spin of the  electron is opposite in direction
to the total angular momentum of the 3d7 configuration;
S = 1, L = 3, J = 4, I = 1/2) are described by the state
vector |F; m〉  = |9/2; –1〉  with the energy of the basic

4s 4s
4s

Designations (Kij) and calculated energy positions Eij of K-
spectral lines

Kij Eij, eV Kij Eij, eV Kij Eij, eV Kij Eij, eV

K11 7031.56 K21 7064.02 K31 7036.42 K41 7065.32

K12 7036.98 K22 7058.62 K32 7036.12 K42 7059.49

K13 7038.73 K23 7056.82 K33 7038.07 K43 7057.54

K14 7046.01 K24 7049.62 K34 7045.86 K44 7049.76
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Intensities I of the Fe  lines plotted as a function of ∆E = Eij – E0τ for ferrites Mg0.54Zn0.46Fe2O4. On the abscissa axis,

point 0 is the origin of the energy coordinate reckoned from E0τ, where E0τ is the energy position of the center of gravity of the β1
line.

Kβ1β'
vibrational mode E = 302 keV. The quantum number F
is obtained as the result of composition of the electron
shell angular momentum and the nuclear spin. The
crystallographic orientations of the valence bonds are
described by the parameter m = 3cos2ϑ  – 1, where ϑ  is
the angle between the local Z axis and the local symme-
try axis [9, 10]. Spontaneous deformation of the basic
chain (corresponding to an order parameter ∆q ≠ 0)
accounts for the appearance of quasi-acoustic branches
in the spectrum and, as a consequence, of the K1 and K2

spectral lines (with transition energies E1 = 7047.81 eV
and E2 = 7393.29 eV, respectively). Further transforma-
tion of the spectrum is associated with a second order
parameter ∆ ≠ 0, corresponding to a soft mode of the
additional chain [1O– – 4Fe2+] – DFe – [3O– – 4Fe2+]. The
[1O– – 4Fe2+] and [3O– – 4Fe2+] complexes can exist in
one of two possible states, |1; –1〉  or |2; –1〉 , and are
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
exchange-coupled through an intermediate DFe ion.
These DFe ions can be 4Fe2+(1/2), 3Fe3+(1), 2Fe4+(3/2),
and 2Fe4+(1/2) ions, which differ from each other in
terms of their charge and magnetic state. (The figures in
parentheses are the quantum number F of the interme-
diate ion state.) The additional chain causes further
splitting of the spectral lines. Coupling between the
basic and additional chains results in the formation of
quasi-two-dimensional structures. The energies of the
normal vibrational modes of these structures determine
the energy positions of lines in the K spectrum. By
comparing the experimental and calculated K spectra,
information can be obtained on the possible electronic
structure and its evolution during annealing. The table
lists the designations and calculated energy positions of
the additional lines in the K spectrum that derive from
the basic K1 line when the contribution from the second
order parameter is taken into account. The Kij lines with
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Fig. 2. Distribution of the Fe  intensity over the multiplet components (N is the normalizing factor of the spectrum intensity).Kβ1β'
i = 1 and 2 are related to the |1; –1〉  state, and those with
i = 3 and 4 are related to the |2; –1〉  state of the oxygen–
iron complexes of the additional chain. The second
index (j = 1, 2, 3, 4) takes into account the contribution
from the intermediate ions 4Fe2+(1/2), 3Fe3+(1),

2Fe4+(3/2), and 2Fe4+(1/2), respectively. In a real spec-
trum, the K11, K12, K13, K31, K32, and K33 lines are not
observed because of their weak intensity. The calcu-
lated energy positions of the lines derived from the sec-
ond main line K2 are not discussed here, because this
energy region was not studied experimentally in the
present work.

4. FINE STRUCTURE 
OF FeKβ X-RAY SPECTRA

Let us analyze experimental spectra in terms of the
proposed theoretical model. It is known [11] that the 3d
and 4s electrons of the elements from transition group
VIII make the main contribution to transitions respon-
sible for the occurrence of x-ray spectra. Oxygen does
not have a core line, which could be used as a standard
when studying variations in the population of its
valence 2p shells. A comparison between the basic
mode chain and the chain complexes associated with
the soft mode shows that they contain the same iron ion
PH
(4Fe2+) in both cases. Consequently, the fine structure of
the FeKβ line is determined by variations in the state of
the soft mode of the additional chain. These changes
are due to the intermediate DFe ions being of different
types.

The formation of the β1 peak in the experimental
Fe  spectrum is related to a group of lines K23, K43,
K22, and K42. The high-energy slope of the β1 peak
(lines K21, K41) corresponds to metallic layers, whereas
the low-energy slope of this peak (the β' peak, formed
by the lines K34, K14, K1, K44, K24) corresponds to layers
with ionic–covalent bonding in which iron and oxygen
ions (p–d coupling) are involved.

In the sample annealed for τ = 0.5 h, line K22 is
closer to the maximum of the β1 peak than lines K23,
K43, and K42 The main contribution to its intensity is
made by the soft mode in the state |1; –1〉 . The shape of
the β1 line is smooth and symmetrical with respect to its
center of gravity, which suggests that there is exchange
coupling between the energy levels and that a quasi-
equilibrium population distribution takes place. With
an increase in annealing time (τ = 1 h), the β1 peak
shifts to the position of the K42 line, whose intensity is
determined by the same soft mode as in the case of the

Kβ1
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K22 line but in the state |2; –1〉 . Thus, during annealing
from τ = 0.5 to 1 h, the observed shift of the β1 peak and
the redistribution of intensities of the K22 and K42 lines
are caused by the soft-mode transition from the state
|1; –1〉 to the state |2; –1〉. For the samples with τ = 1–8 h,
the β1 line is asymmetrical (the Fano-like line profile is
determined by interaction between a single excitation
and a continuous background [12]), which can be inter-
preted as the result of partial charge carrier delocaliza-
tion (metallization) and generation of free carriers. The
fact that the line is broad and that the variation of its
wings (peak β') is nonmonotonic for the samples
annealed over time τ = 0.5, 1, and 8 h gives evidence of
nonuniform broadening of this line and possible rear-
rangement of the electronic structure.

Emphasis should be placed on the following discov-
ered feature of the Fe  spectra: the fine structure of
the spectra is mobile, which manifests itself in a varia-
tion of the intensity ratios of multiplet lines with an
increase in annealing time. Information on the variation
in the population of the corresponding electronic states
can be obtained not only from the fact that the spectrum
broadens but also from the intensity redistribution over
the lines (for example, K42, K22, K43, K23). Information
on the electronic structure can be obtained from the
energy position of individual lines of the spectrum. For
example, the positions of the K34, K14, K44, and K24 lines
are determined by the energy of quantum transitions
from the states with localized electrons in which the
localization is due to indirect exchange via the interme-
diate soft-mode 2Fe4+(1/2) ion, whereas the positions of
the K21 and K41 lines are determined by quantum transi-
tions from the states with itinerant electrons in which
the delocalization is due to exchange coupling via a
4Fe2+(1/2) ion. The distribution of itinerant electrons
over the states (represented by the K21 and K41 lines)
remains quasi-equilibrium during high-temperature
annealing. The intensity of the K21 line is higher than
that of the K41 line during annealing, I(K21) > I(K41);
i.e., the difference in population between these states
remains positive. However, the intensity of each line
changes during annealing. In the low-energy group of
lines during annealing over times τ = 0.5, 2, and 8 h, we
have I(K14) < I(K44) and I(K34) < I(K24), while for τ =
1 h, we have I(K14) > I(K44) and I(K34) > I(K24). Thus,
an anomalous change in the intensity ratio is observed
between the core lines K14 and K44 and between K34 and
K24. The difference in population between the localized
electronic states corresponding to the K14 and K44 lines
changes sign from minus (at τ = 0.5 h) to plus (at τ =
1 h) and then again to minus (at τ = 2 and 8 h). Similar
behavior is observed for the states corresponding to the
K34 and K24 lines. The position of the high-energy pair
of lines K23 and K43 is determined by the energy of the
quantum transition from a nonequilibrium metastable
state with localized electrons where the localization is

Kβ1β'
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due to indirect exchange via an intermediate 2Fe4+(3/2)
ion in the excited state with a quantum number F = 3/2.
In this case, the difference in population between the
localized electronic states corresponding to K23 and K43
remains negative during annealing. The position of the
other high-energy pair of lines (K22, K42) is determined
by the energy of the quantum transition from electronic
states stabilized due to indirect exchange via an inter-
mediate 3Fe3+(1) ion. The difference in population
between the K22 and K42 states changes sign during
annealing from plus at τ = 0.5 and 2 h to minus at τ = 1
and 8 h. This is evidence of rearrangement of the elec-
tronic structure during annealing and is a distinctive
behavioral feature of the above-mentioned states.

Our theoretical and experimental data on the fine
structure of the Fe  line are consistent with the stud-
ied dependences of the integral parameters of peaks β1
and β' on annealing time (Fig. 3). Figure 3a shows the
experimental intensity of the β1 and β' peaks plotted as
a function of annealing time. The total intensity of these
peaks was taken to be equal to 100 arbitrary units. The
intensity of peak β1 characterizes the distribution of the
main group of electronic d states of iron ions in ferrite.
Curves  and Iβ' vary only slightly for the samples
annealed over τ = 0.5, 2, and 8 h. However, for the sam-
ple annealed over τ = 1 h, correlated variations in the
electronic density of states are observed, which follows
from the fact that a local maximum of intensity Iβ' and
a local minimum of intensity  appear simulta-
neously. According to theoretical studies, the observed
redistribution of the Fe  and FeKβ' intensities is
mainly due to the redistribution of population between
the (K34, K14) and (K22, K42) states, which accompanies
the rearrangement of the electronic structure. The
increased intensity  for τ = 1 h as compared to that
for τ = 0.5 h (Fig. 3a) is caused by the increase in pop-
ulation of the K34 and K24 states (Fig. 2).

Figure 3b shows the dependence of the asymmetry
coefficient κ = a/b of the Fe  line on annealing time.
This coefficient is determined as the ratio between the
effective densities of states of itinerant electrons (high-
energy region a of peak β1) and localized electrons
(low-energy region b of peak β1). In the case where
κ ! 1, the contribution from ionic–covalent bonding is
dominant and the electronic states are localized. In the
opposite case of κ @ 1, the bonds are metallic and there
are free carriers in the material. In the intermediate case
of κ ≈ 1, the metallic and covalent bonds are equally
significant and the itinerant and localized electronic
states coexist in the structure. Therefore, the bonding
can be switched from metallic to covalent and vice
versa, which corresponds to the change in the sign of
the parameter κ – 1 when the value κ = 1 is passed dur-
ing annealing of a sample. Such variations in parameter
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Fig. 3. Dependences of integral parameters of the β1 and β'

lines on the sample annealing time. (a) Intensities  and

Iβ'; (b) asymmetry coefficient κ = a/b of the Fe  line,

where a and b are the half-widths of the β1 line (inset exem-
plifies the determination of the parameters a and b from the
x-ray spectrum for τ = 0.5 h); (c) integrated intensities of the
components of Mössbauer spectra (inset shows a Möss-
bauer spectrum); and (d) width γ = a + b of the Fe  spec-

tral line.

Iβ1

Kβ1

Kβ1

B1
PH
κ are observed over the range from τ = 0.5 to 2 h, with
the parameter reaching a local minimum at τ = 1 h.
Additional arguments in favor of the change in the
nature of bonding are the coincidence of the positions
of the local extrema (at τ = 1 h) observed in the time
dependences of , Iβ', κ, and γ (Figs. 3a, 3b, 3d) and

the correlated variations in the integrated intensities 
and Iβ' in the annealing time range indicated above
(Fig. 3a).

As the annealing time increases from τ = 1 to 8 h, the
contribution from metallic bonding increases, which
also manifests itself in an increased intensity of the
high-energy states K21 and K41 (Fig. 2) and is consistent
with the increased asymmetry coefficient κ (Fig. 3b).

5. MAGNETIC ORDERING FEATURES

In order to analyze the magnetic ordering [6], we
studied the Mössbauer absorption γ spectra of 57Fe in
our samples. The spectra were obtained using 57Co with
an activity of 50 mCi in a chromium matrix as a source
of γ rays. Figure 3c shows the dependence of the inte-
grated intensities of the Mössbauer spectral compo-
nents on annealing time for Mg–Zn ferrites. As is seen
from Fig. 3c (curve A), during annealing at T = 1280°C,
the integrated intensity SA is almost constant as the
annealing time increases from 0.5 h, which means that
the concentration and ordering of magnetic Fe3+ ions in
tetrahedral position A remain practically unchanged.
However, the relative intensities SB1 and SB2 of sextets
B1 and B2 change; these sextets are related to two non-
equivalent octahedral positions, B1 and B2, of iron
atoms in the magnetic structure of ferrite. The non-
equivalence of these positions is due to the different
nearest environments (consisting of magnetic ions) of
the octahedral lattice sites. The intensity SB1 is deter-
mined by the concentration of magnetic Fe3+ ions in the
B1 position that are exchange-coupled to the 5 and 6
magnetic nearest neighbor atoms, and the intensity SB2

is determined by Fe3+ ions in the B2 position that are
exchange-coupled to the 3 and 4 magnetic nearest
neighbor atoms [6]. If τ < 2 h, we have SB1 > SB2, while
when τ > 2 h, the inverse inequality SB1 < SB2 is true.
Consequently, as the point τ = 2 h is passed, the mag-
netic long-range order (SB1 > SB2) is replaced by mag-
netic short-range order (SB2 > SB1).

It is known [13, 14] that a variation in the magnetic
state of iron ions can cause a change in the spectral line
width that is dependent on the spin–orbit coupling of d–
d electrons: the stronger the coupling, the narrower the
β1 line. Therefore, it is interesting to compare the
dependences of the magnetic parameters (Fig. 3c) and
of the spectral line width (γ) of the main peak β1
(Fig. 3d) on the annealing time. For example, at τ =
0.5 h, there is magnetic order of iron ions (Fig. 3c) with
characteristic deviations SB1 – SA ≈ SA – SB2 and the

Iβ1
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spectral line width is minimum (Fig. 3d). At τ = 1 h, the
deviation SB1 – SA becomes smaller than SA – SB2 (i.e.,
the degree of disorder of the magnetic state increases),
which is accompanied by an increase in the width of
spectral line β1 (the width reaches a maximum;
Fig. 3d). At τ = 2 h, the contributions from the intensi-
ties of sextets B1 and B2 become approximately equal to
each other (Fig. 3c) and the spectral line width
decreases in comparison with that at τ = 1 h and reaches
a local minimum (Fig. 3d). As the annealing time
increases further to τ = 8 h, the intensity of sextet B2
becomes higher than that of B1 (Fig. 3c) and the spectral
line width increases monotonically (Fig. 3d). Thus, the
most disordered magnetic state occurs at τ = 1 h
(Fig. 3c), where the spectral line width is maximum
(Fig. 3d). In this case, the additional magnetic disorder-
ing appears before the subsequent magnetic phase tran-
sition (the change from the B1 to B2 magnetic qua-
siphase; Fig. 3c). A comparative analysis of all data
(Figs. 1–3) shows that all the samples studied contain
ferromagnetic domains with metallic electrical conduc-
tivity (Figs. 3b, 3c; lines K22 and K42 are sensitive to
itinerant ferromagnetic ordering, Fig. 2) and antiferro-
magnetic domains with dielectric-type conductivity
(Figs. 3b, 3c; lines K23 and K43 are sensitive to local
antiferromagnetic ordering, Fig. 2). The volume ratio
between these domains varies nonlinearly with anneal-
ing time (Figs. 3b, 3c). Ferromagnetic ordering is
accompanied by metallization, whereas antiferromag-
netic ordering is accompanied by localization of the
electronic states.

6. CONCLUSIONS

Thus, it has been found that the fine structure of the
FeKβ spectrum is determined by an additional chain of
intermediate ions 4Fe2+(1/2), 3Fe3+(1), 2Fe4+(3/2), and

2Fe4+(1/2) (which differ in terms of their charge and
magnetic state) via which indirect exchange coupling
occurs between the [1O– – 4Fe2+] and [3O– – 4Fe2+] com-
plexes.

During annealing of samples, there occurs a redistri-
bution of populations between the electronic states
involved in the formation of the Fe  spectrum. This
redistribution can cause the difference between the
populations of certain states to change sign as the
annealing time varies.

Kβ1β'
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The samples studied contain domains with itinerant
ferromagnetic ordering and metallic electrical conduc-
tivity and domains with antiferromagnetic ordering and
dielectric-type conductivity.

Due to multilayer metallization, the fine structure of
the Fe  band in the x-ray emission spectra contains
coexisting elements, some of which relate to the elec-
tronic structure with metallic coupling and others to
ionic–covalent bonding. In this case, switching from
metallic to covalent bonding and vice versa is observed
during annealing.
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Abstract—We show that a microscopic reason for the steep drop of the optical phonon branch into an acoustic
one (the so-called waterfall effect) in relaxor ferroelectrics may be the coupling of phonons with defects and
impurities of different kinds, which is always present in relaxors. Namely, we do not specify the type of impu-
rities but rather represent them as an ensemble of so-called two-level systems (TLS). This approach makes it
possible to trace the evolution of the “waterfall” with temperature and the TLS concentration. To facilitate the
planning of experiments on inelastic neutron scattering, we present a modification of the so-called Latin hyper-
cube sampling method, which, based on some significance criteria, allows one to perform measurements that
are highly significant for elucidating the physical nature of, e.g., phonon dispersion laws in relaxor ferroelec-
trics. © 2005 Pleiades Publishing, Inc.

l
l

l l

l l

l l
1 1. INTRODUCTION

The advantages of the neutron scattering method (as
compared to, e.g., Raman spectroscopy) in the investi-
gation of ferroelectrics and antiferroelectrics are well
known [1, 2]. Since the wavelength of neutrons is equal
(in order of magnitude) to the lattice constant of a solid
and their energy and momentum are comparable to
those of phonons, neutron scattering allows one to
obtain information that is inaccessible with other (e.g.,
optical) methods. For instance, it is possible to obtain
the dependence of the phonon energy on its momen-
tum, known as its dispersion law. Inelastic neutron scat-
tering makes it possible to obtain detailed information
on the soft phonon mode (and actually any other
phonon mode) dispersion throughout the entire Bril-
louin zone. Such investigations for the relaxor ferro-
electric PbMg1/3Nb2/3O3 have been performed, e.g., in
[3]. It is also possible to study the thermal displace-
ments of ions from their equilibrium positions in an ele-
mentary cell, also during a ferroelectric phase transi-
tion. Moreover, inelastic neutron scattering is free of
the limitations imposed by optical selection rules.

1 This article was submitted by the authors in English.
1063-7834/05/4710- $26.00 1928
Recently, much attention has been paid to the inves-
tigation of phonon dispersion in relaxor perovskites.
The main peculiar (and puzzling) feature here is the so-
called “waterfall effect” or very steep drop of the optic
phonon branch into an acoustic one at some value qwf of
momentum transfer. This effect was first observed in
[4], and qwf was interpreted as a characteristic wave
vector corresponding to the reciprocal size of so-called
polar nanoclusters (in other words, short-range-ordered
polar clusters), which prevent the optical phonons with
q < qwt from propagating in a lattice.

In disordered ferroelectrics, the size of the above
nanoclusters is defined by the so-called correlation
radius. The latter quantity, being the characteristic
length of the fluctuations of polarization, is a character-
istic feature of any ferroelectric (antiferroelectric) sub-
stance (see, e.g., [5]). The correlation radius grows infi-
nitely near the ferroelectric (antiferroelectric) phase
transition temperature, knowledge of the soft mode dis-
persion law at different temperatures makes it possible
to extract the temperature dependence of the correlation
radius. Measurements of the correlation radius in the
PbMg1/3Nb2/3O3 (PMN) relaxor [6, 7] revealed a pecu-
liar temperature dependence: a plateau at T ≤ Tg (Tg is
© 2005 Pleiades Publishing, Inc.
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the freezing temperature of the dipole glass state) and
another plateau at T ≥ 400 K.

The waterfall effect was later observed in a number
of relaxors [8] and described in terms of coupled optical
and acoustic phonon branches in [9]. The authors of [9]
based their explanation on a model suggested in an ear-
lier work [10]. Their key assumption was a drastic
increase in the damping of the “bare” (i.e., before cou-
pling) optical phonon branch at q ≤ qwf. Another expla-
nation of the waterfall effect was proposed in [11],
which uses essentially the same approach as above (i.e.,
the mode coupling model) but does not attribute qwf to
the size of polar nanoclusters. In other words, the
authors of [11] do not assume a sudden change in the
optical mode damping at q ≤ qwf but rather use a model
of two coupled damped harmonic oscillators represent-
ing optic and acoustic branches. The coefficients of the
corresponding bare dispersion laws, as well as of the
damping, were taken phenomenologically from the
best fit to experiments.

None of the above approaches takes into account the
influence of the ensemble of defects and impurities
(inherent to any disordered ferroelectric or relaxor in
particular) on the phonon dispersion law. One of the
aims of the present paper is to propose a formalism that
permits this. The main physical idea is that impurities
and defects of different kinds (for instance, impurity
dipoles) interact with each other indirectly via one of
the transversal optical phonon branches of a host
dielectric. Due to this interaction, the above mode soft-
ens by itself (i.e., its frequency renormalized by the
impurities becomes zero at some temperature and gen-
erally speaking wave vector q), so that the ferroelectric
phase transition may occur. This mechanism has been
shown to be the origin of ferroelectricity in incipient
ferroelectrics [12]. The long wavelength dispersion of
the soft phonon mode of this system was essentially
renormalized by the impurities, as compared to the case
of the host incipient ferroelectric. This renormalized
dispersion law defines the width of the distribution
function of random fields (created by the impurity
ensemble [13]) that influences all observable physical
quantities of disordered ferroelectrics. The static and
dynamic properties of the disordered systems have
been attributed to and expressed via the correlation
radius of a host lattice (see, e.g., [5, 14, 15]). The host
lattice is KTaO3 in the case of K1 – xLixTaO3 (KTL) [12]
and is the Burns reference phase in the case of relaxor
ferroelectrics [16].

The experimental investigations of relaxor ferro-
electrics by inelastic neutron scattering are dependent
on many parameters (see, e.g., [3, 6, 7]), such as tem-
perature, the concentrations of different kinds of
defects and impurities (sometimes called the degree of
disorder), the vectors of the reciprocal lattice, etc. To
draw the correct conclusions from anexperiment with
such a multitude of factors, we need to know exactly
which measurements (i.e., for which parameter values)
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
give the most significant information for the system
considered. An additional factor here is that neutron
scattering experiments are quite costly and the required
equipment can only be found in a very small number of
laboratories. So, the best way to improve the effective-
ness of neutron scattering experiments is to plan them
in advance. Usually, planning for a multifactor experi-
ment is performed using the so-called Latin hypercube
sampling (LHS) method first introduced by McKay
et al. [17]. In this method, the space of (n) experimental
parameters is represented as n-dimensional Euclidean
space, where the points correspond to each specific
measurement performed with a certain set of the above
parameters. In the standard LHS method, all the param-
eters are supposed to be of the same significance, so the
number of possible experiments is too high to be per-
formed in a reasonable time. Here, we present a modi-
fication of the LHS method, which, based on some sig-
nificance criteria, makes it possible to perform mea-
surements that are of great significance to elucidation
of the physical nature of, e.g., phonon dispersion laws
in relaxor ferroelectrics.

2. NEUTRON SCATTERING LINESHAPE
OF A DISORDERED DIELECTRIC

It is well known (see, e.g., [2, 18]) that the differential
cross section of neutron scattering is proportional to a Fou-
rier image of the density–density correlation function:

(1)

where

(2)

Here, angular brackets indicate quantum-statistical
averaging, "K is a vector of a scattered neutron
momentum, and "ω = "2K2/2mk is its energy.

The scattering density ρ(r, t) can be expressed in the
form

(3)

where bi is the scattering length for the ith nucleus
localized at the point

(4)

where rlk is the equilibrium position of the kth atom in
the lth elementary cell and ulk(t) is its displacement. If
this displacement is due to lattice vibrations, we can
expand it over the phonon normal coordinates in the
following way:

(5)

S K ω,( ) 3 r t,( ) i Kr ωt–( )[ ] d
3
r t,dexp∫=

3 r t,( ) ρ r' 0,( )ρ r' r t,+( )〈 〉 d
3
r.∫=

ρ r t,( ) biδ r ri t( )–( ),
i

∑=

ri t( ) rlk ulk t( ),+=

ulk t( )

=  
"

2Nmk

-------------- 
  1/2

lkj q( ) Q j q t,( ) iqrlk( )exp c.c.+[ ] .
q j,
∑
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Here, Qj(q, t) is the normal coordinate of the phonon
for the jth branch of the phonon spectrum, lkj is the
polarization of the phonon, and q is its wave vector
related (by virtue of the conservation of momentum) to
the wave vector K of a scattered neutron

where t is a reciprocal lattice vector. Note that, most
often, the neutron scattering measurements in relaxors
are performed for t = (2, 0, 0) and (3, 0, 0) (see, e.g., [3,
8]). We will use this fact below for planning experi-
ments by the LHS method.

The expression for S(K, ω) assumes the following
form with respect to relations (3)–(5):

(6)

where Fj(K) is a structural factor of inelastic scattering
and Φ(q, t) = 〈Qj(–q, 0)Qj(q, t)〉  is the phonon (of the
jth branch) displacement correlation function.

Since the experimentally sensitive quantity is just
the aforementioned correlator, we are not interested
here in the precise form of Fj(K). There are many ways
to calculate the correlator. Here, in order to capture the
waterfall effect, we will use the model of two coupled
oscillators, which are the optical and acoustic modes. In
this paper, in trying to keep everything as simple as pos-
sible, we assume that only the optical mode is coupled
to the impurity ensemble and that this coupling is the
source of its damping.

The fluctuation–dissipation theorem relates the
function S(K, ω) ≡ S(q, ω) to the imaginary part of the

retarded phonon Green’s function (q, ω), which in
the case of two coupled oscillators will be a 2 × 2
matrix. More precisely,

(7)

where F(q) is a structure factor,

(8)

and Π* = Π1 + iΠ2 is a self-energy, which we write in
the customary form for the interaction of phonons with
two-level systems (TLS) [19]; namely,

(9)

K q+ t,=

S K ω,( ) N F j K( ) 2 Φ q t,( ) iωt( ) t,dexp∫
q j

∑=

Ĝ

S q ω,( ) T
ω
----F q( )*Im Ĝ q ω,( )[ ] F q( ),=

Ĝ
1–

1 ω,( ) ω2 ωTA
2

– ∆

∆ ω2 ωTO
2

– Π1– iΠ2– 
 
 
 

,=

Π* α0
P λ( ) λd

ω2
iΓω λ–+

-------------------------------.

0

ωm
2

∫=
PH
Here, α0 is a phonon-TLS coupling coefficient, Γ
defines the damping of optical phonons due to their
interaction with a TLS [23],2 and P(λ) is a TLS density

of states. The value  =  (ωD is the Debye fre-
quency) defines the width of the distribution function
P(λ) such that it is normalized by the condition

(10)

where c = NTLS/N is a dimensionless concentration of
the TLS, defined as the ratio of the TLS number NTLS to
the host lattice particle number N, so that 0 < c < 1. We
take P(λ) in a simple form,

(11)

To calculate the intensity S(q, ω), we should now eval-
uate integrals (9) with respect to (11) and substitute the
dispersion laws for optical and acoustic phonons into
inverse matrix (8). We take the dispersion laws in the
long-wavelength limit

(12)

where we take Tc ≈ 400 K from [3]. Now, integrals (9)
can be easily evaluated. Their explicit form is quite
cumbersome, so we do not give it here.

Specific calculations were performed for the follow-
ing set of dimensionless variables:

(13)

Keeping in mind that in (12) a(T – Tc) ∝  1/χ, χ is the
dielectric susceptibility of a relaxor, it can be shown
that κ ~ 1. Also, s ~ 1. We perform our specific calcula-
tions for the following set of values: α = 0.8, κ = 1,
s = 2, δ = 10q2, and γ = 2. The shape of the intensity
profiles as functions of k and ω are qualitatively similar
to those from [8]. The most interesting features are
revealed in the dispersion curve ω(k) (y(q) in dimen-
sionless variables), which was obtained by the usual

2 We do not consider here the imaginary part of Π* (9) (namely,

Π* =  due to the Lifshitz tails of the density of

states as it is much smaller then its intrinsic damping term.

α P λ( ) λd

ω2
i0 λ–+

---------------------------
0

ωm
2

∫

ωm
2

cωD
2

P λ( ) λd

0

ωm
2

∫ c,=

P λ( ) c
2ln

-------- 1

ωm
2 λ+

----------------.=

ωTA
2

s0
2
k

2
,=

ωTO
2

a T Tc–( ) bk
2
,+=

y
ω
ωD
-------, yTA TO,

ωTA TO,

ωD
----------------, τ T

Tc

-----,= = =

κ
aTc

ωD
2

--------, q
b
2
---

k
10ωD
-------------, s

10s0 2

b
------------------,= = =

α
α0

ωD
4

-------, γ Γ
ωD
-------, δ ∆

ωD
2

-------.= = =
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005



THE LINESHAPE OF INELASTIC NEUTRON SCATTERING 1931
procedure of taking the positions of maximum intensity
(7) for several constant ω values.

The above curves y(q) are reported in Fig. 1 for dif-
ferent temperatures. It is seen from Fig. 1 that, at tem-
peratures close to Tc, the y(q) curves rise almost verti-
cally (with very small s shape) towards the correspond-
ing (coupled with acoustic) optical branch. At higher
temperatures, this jump is more s-shaped and at some
temperature (around 1.61 in our case; see Fig. 1b) splits
into two parts, one of them being close to the acoustic
and the other to the optical mode. With a further
increase in temperature, the acoustic part degenerates
into a small segment, which disappears at τ ≈ 1.71. For
higher temperatures, instead of the waterfall we have
separate (although coupled by virtue of δ) acoustic and
optical branches. It should be noted here that the parts
of the s-shaped curves y(q) where dy/dq < 0 correspond
to the minimum of the corresponding constant energy
curves. This means that two waterfalls (i.e., a sharp
drop or increase in the corresponding dispersion curve)
can be observed experimentally by increasing or
decreasing the wave vector q. Possible experimental
observation of such a waterfall hysteresis may be an
argument in favor of the present model and, contrarily,
absence of the effect would demonstrate that this fea-
ture is just an artifact. Note also that here we adjust the
remaining parameters in such a way that the waterfall
disappears around T0 ≈ 1.6Tc = 640 K, which corre-
sponds to the Burns temperature for PbMg1/3Nb2/3O3.

The above dispersion curves are also dependent on
concentration. This dependence is shown in Fig. 2. It is
seen that, while lowering the concentration, the water-
fall behaves qualitatively similar to that while raising
the temperature. Also, at very small concentrations,
there are two distinct phonon branches without any
waterfall effect. This is due to the simple fact that, at
c  0, Π* ≡ 0, so there is no imaginary part in the

matrix .

Curve 1 in Fig. 2 shows the curve y(q) for different
bare structural factors F = (0.5, 0.5). It is seen that the
position of the waterfall qwf remains almost unchanged,
while the s shape disappears. Our analysis shows that
the s shape is regained at higher temperatures or at
smaller concentrations, while qwf will follow the corre-
sponding value for F = (0.2, 0.8).

3. OPTIMIZATION OF PLANNING 
THE EXPERIMENT BY A MODIFIED LHS 

METHOD

To draw more specific conclusions about the vibra-
tional spectra of relaxors, it is necessary to perform
many experiments to extract reliable phonon dispersion
curves from the above inelastic neutron scattering line-
shapes. Here, we present a modified LHS method for
planning such experiments.

Ĝ
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Fig. 3. Examples of the density function for various values of parameters a, b, and p: (a) a = 0.2, b = 0.5, and p = 1; (b) a = 0.8, b =
0.5, and p = 3; (c) a = 0.8, b = 0.5, and p = 0.3; (d) a = 0.8, b = 2.8, and p = 0.3.
In the LHS method (see, e.g., [17, 20–24]), the
range of all d input variables (in our case, temperature,
impurity concentrations, etc.) is divided into n inter-
vals, with n being the number of sampling points. Each
interval for each variable is randomly chosen only once
with equal probability. A sampling point is chosen
within each interval using the uniform probability den-
sity. This procedure prevents the formation of clusters
of sampling points.

Formally, suppose that xi, j (i = 1, …, n, j = 1, …, d)
is the ith value of the jth variable (i.e., experimental
parameter), with n being the number of sampling points
and d being the number of input variables. Let us define
pi, j as the n + d matrix, with each column being an inde-
pendent random permutation of the set (1…n). More-
over, let ui, j be the n + d values of the uniform [0, 1]
independent random variables. The LHS points are
defined as

(14)

In this case, the points are well scattered and do not
form clusters because observations are restricted within
the respective interval. Moreover, it is possible to run

xi j,
1
n
--- pi j, ui j,–( ).=
PH
the LHS procedure many times to maximize the mini-
mal distance between two points in a generated sample.

Our modification of the LHS method is to apply
probability density functions (PDF) to change the dis-
tribution of the parameters of the experiment. Suppose
that xi, j is a standard Latin hypercube (LH) sample and
Fj(x) is a probability function (for the jth variable) cor-
responding to the probability density function (or dis-
tribution function) fj(x). We define the modified LH
sample as

(15)

Our extensive numerical modeling of the LHS planning
of experiments in different physical systems shows that
very accurate adjustment of the experimental parame-
ters can be accomplished by following the PDF of three
parameters:

(16)
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are from Figs. 3b and 3d, respectively. Corresponds to the modified LHS grid with the expert matrix; the areas marked with crosses
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where a ∈  (0, 1) affects the position of the peak of func-
tion f(x), b ∈  [0, 1 + 1/p] affects the elevation of the
peak, and p ∈  [0, ∞) affects the strength of the curve.
For a = 0 or a = 1, the f(x) in Eq. (16) is undefined, so
we have to use boundary PDF instead:

(17)

For b = 0.5 and p = 1 (and any a), we have a standard
triangle distribution. Increasing the parameter p causes
a stronger concentration of PDF points in the area
appointed by parameter a. Decreasing the parameter p
weakens the concentration. If b > 1, we obtain the dis-
persion of PDF points rather then their concentration.
For b = 1 or p = 0, Eq. (16) gives the standard uniform
PDF in [0, 1], f(x) = 1. To visualize the above behavior
of f(x), we plot its shape for different parameter values
in Fig. 3. Thus, adjusting the a, b, and p parameters
allows us to modify the distribution of the points freely
and therefore to include expert knowledge into the LHS
method. Such knowledge in our case is, for example,

f x( ) b 1 b–( ) p 1+( ) 1 x–( ) p
, a+ 0,= =

f x( ) b 1 b–( ) p 1+( )x
p
, a+ 1.= =
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the choice of the proper reciprocal lattice vector t (in
[3], it is (3, 0, 0)) to clearly observe the soft mode. In
particular, the authors of [3] have shown that observa-
tion of the soft phonon mode in PMN is much easier (as
compared to previous results obtained in the Brillouin
zone centered at (2, 0, 0)) in the [010] direction near the
(3, 0, 0) reciprocal lattice vector.

The next modification we propose is to allow a
researcher to indicate areas in which he/she wants to
put a sampling point. On the other hand, it is possible to
exclude certain areas from the sampling procedure.
Including (excluding) areas is only allowed if there a
possibility remains to generate a proper LH sample;
e.g., it is forbidden to indicate more than one area in the
same row or to exclude all columns. The information
about all indicated areas is stored in a structure we call
the expert matrix. After generating the LH sample (see
Fig. 4), experiments should be performed to obtain the
results. Then, the surface of the response parameters
(response surface) is created by interpolating the results
throughout the desired area. The surface is then used for
further analysis, e.g., for optimization procedures.
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Our comparison of the standard and modified LHS
methods according to several criteria show that the
modified LHS method substantially decreases the num-
ber of measurements necessary to achieve our goal. The
latter method is especially useful when it is possible to
take expert knowledge (see above) into consideration;
see Appendix for details.

4. CONCLUSIONS

In the present paper, we have considered the possi-
bilities of theoretical and experimental investigation of
relaxor ferroelectrics by the inelastic neutron scattering
method. We suggest a simple model which permits
description of the peculiarities of inelastic neutron scat-
tering lineshapes in ferroelectric relaxors. The essence
of our model is to consider the interaction of the
phonon subsystem of relaxor ferroelectrics with the
ensemble of defects and impurities that are always
present in such substances. This interaction has been
taken into account in a quite general yet simple form
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Fig. 5. Functions used in tests: (a) function f1 with a single
maximum and (b) function f2 with two separate maxima.
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without consideration of the detailed nature of defects
and impurities. Our simple approach makes it possible
to obtain temperature and concentrational dependences
of the so-called waterfall effect, which recently has
attracted much attention from scientists. Our depen-
dences of the corresponding dispersion laws on temper-
ature and the concentration of impurities are in qualita-
tive agreement with available experimental data (see,
e.g., [8, 9, 11]). Unfortunately, to make a more specific
comparison, we need to take into account many addi-
tional factors, for instance, the acoustic phonon damp-
ing. Even in our simple model, the problem remains
highly multiparametric; we have six model parameters
in addition to temperature and concentration. A small
variation of several of the above parameters may lead to
very large differences in the behavior of the calculated
S(q, ω). To have better parameters of our theory (such
as κ, s0, etc.), more experiments on relaxors aimed at
obtaining, e.g., precise values of the coefficients in
phonon dispersion laws need to be performed. Also,
other complementary approaches can be used to calcu-
late S(q, ω). One such approach is the so-called random
field method, which has already been applied for calcu-
lation of the correlation radius in relaxors [5]. The latter
calculation is also suitable for calculating the renormal-
ized (by dipole impurities) dispersion law of the soft
phonon mode in relaxors. Taking other types of impuri-
ties (such as elastic dipoles and point electric charges)
into consideration will make it possible to estimate
their partial contribution to the peculiarities of neutron
scattering in relaxors, e.g., in the waterfall effect.

Also, we suggest that, to optimize (multifactor)
experimental investigations into relaxor ferroelectrics
by inelastic neutron scattering, one may use a modified
Latin hypercube sampling method. The essence of this
modification is the introduction of empirical PDF (16),
which makes it possible to include the knowledge of an
expert in the consideration.

We note finally that, to distinguish between different
microscopic physical mechanisms leading to the
appearance of peculiarities in neutron scattering in
relaxors, such as the waterfall effect discussed above,
experiments elucidating the specific features of a cer-
tain theoretical model (such as the presence or absence
of s shape on the waterfall curve) would be highly
desirable.

APPENDIX

In this paragraph, we will compare the standard and
modified LHS methods according to several criteria. At
first, we will generate a standard LH sample and a mod-
ified LH sample 10, 15, 20, 25, 30, 35, and 40 points in
size. To properly count the errors of the response sur-
face adjustment, we will take for our results an analyti-
cal function with a single extreme (f1; see Fig. 5a) and,
in the second case, a function with two separate max-
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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ima located on the boundaries, with one of them being
a bit higher than the other (f2; see Fig. 5b).

As a response surface model, we will apply the
widely used rigging interpolation method [25]. Then,
we will compare the obtained surfaces according to the
“hitting the target” criteria (i.e., the distance between
the maximum of the function we are modeling and the
maximum of the evaluated surface)

(A1)

and the total mean square error of the surface adjust-
ment

(A2)

Considering the random character of the LHS
design, we will repeat every experiment 100 times and
take the average values of the calculated criteria as a
result.

Er rd x1
max

x̂1
max–( )

2
x2

max
x̂2

max–( )
2

+=

Er rMSE
1

N
2

------ f x1
i

x2
j,( ) f̂ x1

i
x2

j,( )–( )
2
.

i j, 1=

N

∑=

0

0.2

0.4

0.6

0.8

1.0
(a)

0.20 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

1.0

(b)
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To simulate the knowledge of an expert suspecting
nonlinearity in certain areas, we will modify the distri-
bution of the LH sample points as shown in Fig. 6.

Criterion 1: Hitting the Target

This is a frequently encountered goal for experi-
ments. Especially when dealing with optimization, it is
required that the extremum of the function be properly
indicated. In our experiment, we will focus on finding
the location of the maxima of the test functions. As a
measure, we will take the distance between the loca-
tions of real and evaluated maxima. As we can see in
Fig. 7, the error of finding the maximum is significantly
smaller (for both analyzed functions) if we use the
modified LHS. Of course, it also decreases when we
enlarge the size of the sample. Even so, it is higher for
the standard LHS.

Criterion 2: Mean Square Error

In this case, we will focus on the overall adjustment
of the response surface. The measure will now be the
mean square error. For function f1 (single maximum),
we observe better adjustment of the response surface
when using the modified LHS (see Fig. 8). On the other
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hand, the surface obtained when using the standard
LHS is significantly better for function f2. The reason is
that striving for the better adjustment near the maxima
of f2 caused worse fitting in the area between.
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Abstract—A theory of vibrational excitations in a solid solution is proposed. This theory allows for scattering
of excitations by multi-impurity clusters and offers an adequate description of the complex spectra of the solid
solution. The main feature of the theory is that the averaging and the Fourier transformation with respect to the
coordinate of the impurity cluster as a whole are performed at the first stage, whereas the averaging over the
distances between impurities in the cluster is carried out at the final stage. The calculations are performed in the
approximation similar to the average t-matrix approximation and also the coherent-potential approximation.
The theory is illustrated by calculating the spectra and dielectric functions of disordered linear chains with one
and two atoms per unit cell. The calculated vibrational spectra are in good agreement with the computer calcu-
lations performed by Dean. © 2005 Pleiades Publishing, Inc.
1. Description of the properties of elementary exci-
tations (electrons, excitons, magnons, phonons) in a
disordered medium still remains an important problem
that has no satisfactory solution. The main obstacle to
solving this problem is the difficulty associated with the
correct inclusion of excitation scattering by multi-
impurity complexes (clusters). This scattering has been
described by different methods; however, none of them
has led to results that are free of drawbacks. The
method of a cluster embedded in an effective medium
has been used in many studies (see the reviews [1, 2]).
Spectra calculated with this method reflect a complex
irregular structure of materials but in a very approxi-
mate fashion. The disagreement can be explained by
the fact that the method breaks the symmetry of the ini-
tial lattice. Moreover, some variants of the cluster
method lead to a nonanalytic frequency dependence of
the spatially averaged Green’s function. The traveling-
cluster approximation in combination with the aug-
mented space formalism used by Mills and Ratanavar-
araksa [3] and Kaplan et al. [4] is free of the above
drawbacks. However, this approach does not give a
clear and unique recipe for choosing summed diagrams
[2]. Furthermore, the approach is extremely compli-
cated for applications and has been used only for a clus-
ter composed of a pair of nearest neighbor impurities.
Jarrell and Krishnamurthy [5] used the dynamical clus-
ter approximation. This method is more likely numeri-
cal than analytical. When calculating integrals over the
Brillouin zone with this method, the zone is divided
into cells and the wave vectors connecting points of dif-
ferent cells are replaced by wave vectors joining their
centers. In the method, there are limitations imposed on
1063-7834/05/4710- $26.00 1937
the cluster symmetry. This symmetry must be in a cer-
tain correspondence with the symmetry of the Brillouin
zone. The spectra calculated in the dynamical cluster
approximation contain a larger number of features than
those obtained in the traditional coherent-potential
approximation CPA-1 (which accounts self-consis-
tently for multiple excitation scattering by a single-
impurity cluster). This was demonstrated for the case of
a high impurity concentration x = 0.5. Unfortunately,
spectra at low concentrations x, when fluctuations in the
impurity distribution are significant and the spectra are
the most irregular, are not reported in [5]. A comparison
of these spectra with the spectra constructed using com-
puter simulation would make it possible to elucidate
how different approximations of the method affect its
ability to reproduce fine spectral features.

The diagram technique is most attractive because it
is illustrative, provides a means for properly evaluating
and choosing diagrams, and allows one to generalize
the results obtained. The relationships of the coherent-
potential approximation [1, 2], which have found wide
application, were derived with the diagram technique.
However, when this technique was applied to clusters
containing two or more impurities [6, 7], the expres-
sions derived for the Green’s function averaged over the
impurity distribution were characterized by a nonana-
lytic frequency dependence [8]. This led to ambiguity,
negative densities of states, and other nonphysical rela-
tionships for physical quantities. All these problems
were described in detail in the reviews [1, 2]. As will be
shown below, the above difficulties can be resolved by
applying other approaches than those used in the previ-
ous works when averaging and taking the Fourier trans-
© 2005 Pleiades Publishing, Inc.
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form of equations. This can be illustrated using the
example of the simplest two-impurity cluster. First, the
terms (diagrams) responsible for the scattering of exci-
tations (for example, phonons) by an impurity pair are
chosen in a perturbation series for the Green’s function.
Then, the terms of the series are averaged and rear-
ranged with the aim of renormalizing the interaction
and including the multiple-occupancy corrections.
Finally, the Fourier transform is taken in order to obtain
solvable equations. This transformation, as a rule, is
performed with respect to the coordinate Rij, which is
the distance between the ith and jth components of the
pair. As a result, the derived equations possess the
aforementioned drawbacks. Instead, we fix the distance
between the components of the pair Rij = Ri 'j ' = … and
carry out the averaging and Fourier transformation with
respect to the distance between different pairs Rii ' or,
what is the same, the coordinate specifying the position
of the cluster as a whole. This procedure takes into
account the strongest resonant interactions between
vibrational modes of distant identical clusters. The
interaction of pairs with different coordinates Rij in the
approximation including only pair clusters is ignored
because the averaging performed over the coordinate
Rij at the final stage of the calculations is an additive
procedure. However, this weaker interaction can also
be taken into account upon changing over to clusters
consisting of a larger number of impurities. For exam-
ple, a cluster formed by four impurities can be treated
as a cluster composed of two pairs, in particular, with
different coordinates Rij. An increase in the number of
impurities in the clusters leads to rapidly convergent
results, at least in the case of strong perturbations when
there arise localized states. As follows from the com-
puter calculations carried out by Dean [9], it is suffi-
cient to take into account clusters consisting of five
impurities.

The described procedure can be used in both the
non-self-consistent and self-consistent approximations.

2. Specific calculations will be performed with a
model of the crystal lattice. It is assumed that the
replacement of a host atom by an impurity leads only to
a change in the mass by ∆m. The effect of this perturba-
tion depends on the frequency ω. The appropriate rela-
tionships are conveniently transformed into a form that
is independent of frequency. Then, the results obtained
can be easily extended to electronic systems. For this
purpose, we use the transformation proposed in [10].

The equation for lattice vibrations in the matrix
form can be written as

(1)

Here, W is the lattice displacement vector; C ≡

Cαβ  is the dynamic matrix for which the eigen-

value is represented by the square of the frequency

CW ω2
I δχ+[ ] W .=

l l '

k k ' 
 
 
PH
ωj(y)2 of lattice vibrations with the wave vector y and
the jth branch; the index l characterizes the position of
the unit cell; the index k characterizes the position of
the atom in the unit cell; α, β = x, y, z stand for the dis-
placement projections on the coordinate axes; I is the
unit matrix; δ =  is the relative change in the
mass of the k0 atom upon substitution; χ ≡

; and η(l) = 1 and 0 in the presence
and absence of the impurity in the lth cell, respectively.

Let us apply the operator [I + δχ]–1 to Eq. (1). Owing
to the property χ2 = χ, this operator is equal to I – ∆χ,
where ∆ = δ/(1 + δ). As a result, we obtain [C – ω2I]W =
∆χCW. The equation for the Green’s function has the
form

(2)

where L = C – ω2I. By applying the operator L–1 to
Eq. (2), we find

(3)

where the Green’s function g for the lattice without
impurities obeys the equation Lg = I. Finally, we apply
the operator C to Eq. (3) and obtain the basic equation

(4)

where f = Cg and F = CG(0). In the explicit form, we
have

(5)

where fj(y) = ωj(y)2/[ωj(y)2 – ω2], wα  are the

eigenvectors satisfying the conditions

and N is the number of unit cells in the periodically

repeating volume. The expression for gαβ  dif-

fers from the relationship for fαβ  in that the

quantity ωj(y)2 is absent in the numerator of the
summed expression.
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The calculation of the permittivity requires knowl-
edge of the Green’s function G that obeys the equation
(L – ω2δχ)G = I with the perturbation dependent on fre-
quency. By using this equation, Eq. (2), and the proper-
ties of the operator χ, we find that the Green’s functions
G and G(0) are related by the expression

(6)

3. Let us now perform the iterations of Eq. (4) and
change the type of summation over intermediate indi-
ces in the series obtained. We consider a cluster consist-
ing of n unit cells of arbitrary shape and size in which
impurities can be located at the k0th site in the unit cell.
Instead of the index l, each cell is numbered by the pair
of indices (i, µ), where the index i characterizes the
position of the cluster as a whole and the index µ char-
acterizes the position of the cell in the cluster. It is also
assumed that the origin of the coordinates of the ith
cluster can be located at any lattice cell. In this case,
upon summation over the index i, the number of cells
corresponding to the cluster in the lattice appears to be
n times larger than the number of cells existing in the
lattice. In order to avoid error associated with multiple
counting, each sum over the index i is multiplied by the
factor 1/n. Then, in the series for F, we choose and sum
all the terms associated with the given cluster. As a
result, we obtain

(7)

The bars over symbols indicate the rows, columns, and
matrices in the cluster space. Specifically,

are the row and column containing n elements (µ = 1,
2, …, n) and (i) ≡ ∆ [  – ∆ (ii)]–1, where  ≡ Iδµµ',

(i) ≡ Iη(iµ)δµµ', and I is the diagonal matrix in the
space of polarization indices. In particular, for a three-
dimensional lattice, we have I = δαβ; α, β = x, y, z;

(ii) ≡ f(iµ|iµ')η(iµ)η(iµ'); (ij) ≡ f(iµ|jµ') (µ, µ' = 1,

2, …, n); and (ij) = (ij)(1 – nδij). In the space of
dimensions d = 2 and 3, each matrix element of the type
f(iµ|jµ'), in turn, is a matrix in the space of the polariza-
tion indices f(iµ|jµ') ≡ fαβ(iµ|jµ'). In the above relation-
ships, we omit the index characterizing the atomic posi-
tion in the cell, because it is identical and equal to k0.

The factor 1 – nδij in the matrix (ij) forbids the
repeated scattering by the ith cluster since it is com-
pletely included in the matrix (i). The coefficient n
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appears in front of the δ function as this function
removes one summation over the cluster coordinate.
The matrix (i) in relationship (7) describes the multi-
ple scattering of the excitation by the ith cluster, and the
matrix (ij) characterizes the translation of the excita-
tion from the ith cluster to the jth cluster.

Let us average series (7) over the impurity distribu-
tion. The average of the product of the scattering matri-
ces can be represented in the form

The above approximation, which referred to as the
average t-matrix approximation, provides the possibil-
ity of summing series (7). In the diagram method, this
approximation corresponds to the rejection of diagrams
of scattering by clusters containing more than n impu-
rities and diagrams describing the “dressing” of the

zero-order Green’s function fαβ . These terms

(diagrams) arise, for example, in the initial average
when the indices of nonneighboring matrices (i) coin-
cide with each other, e.g., when i = k. The average of

(i) over the impurity distribution,  = , is calcu-
lated from the formula

(8)

where x is the fraction of impurity atoms in the lattice
(0 ≤ x ≤ 1).

By taking the Fourier transform of the averaged
series (7)

(9)

we obtain

(10)

Here,

(11)
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 = f  – n (ii),  is an n-by-n matrix

composed of identical elements I,  =

F ,  = f , and the

matrices (ii) and  are derived from the matrices

(ii) and  (8) using the replacement f(iµ|jµ') 
f(iµ|jµ')exp(–iφµµ'), where the quantity φµµ' = 2πyRµµ'
determines the change in the phase upon scattering,
with Rµµ' = Rµ – Rµ' being the vector connecting the µth
and µ'th cells in the cluster.

The self-energy part (y) can be defined by the
equation

(12)

From a comparison of relationships (10) and (12), we
obtain

(13)

where  ≡ (ii). Since all the elements of the matrix

 are identical, Eq. (10) can be repre-

sented in the form

(14)

where T(y) = (y)  and  and  are the row and
column consisting of n elements I, respectively. The
matrix T(y) can be rewritten in the form Tβδ(y) =

−dln(D(y))/dfδβ , where D(y) is the determi-

nant of the matrix (y) =  – n–1 . In the matrices f
and T, we note the opposite order of the indices β and δ.
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The function  can be expressed

through the self-energy part Σ(y); that is,

(15)

From expressions (14) and (15), we find

Here, all the quantities are matrices in the space of
polarization indices.

Thus, we derived Eqs. (14) and (15) accounting for
the multiple coherent scattering of excitations by the n-
impurity clusters and the strongest resonant interaction
between vibrational modes of distant identical clusters.

4. Equations (14) and (15) and similar equations are
obtained with due regard for scattering by n-impurity
clusters in the non-self-consistent approximation. This
approximation will be referred to as the modified aver-
age t-matrix approximation. In order to derive the equa-
tions within the self-consistent approximation, we use
expression (13). Next, we introduce the designation

( ) = n , which explicitly involves the dependence

on the matrix  formed from the bare Green’s func-
tion f. Equation (13) is equivalent to the series

(16)

where ( ) ≡ . This series can be interpreted as fol-

lows. The self-energy part ( ) is obtained if the cor-
rections for multiple occupancy caused by the breaking
apart of the interaction lines are subtracted from the
bare self-energy part ( ) [1, 2]. Figure 1 illustrates
this procedure for the simplest diagram of scattering by
a single-impurity cluster. The sums of all diagrams in
the first and second columns are added to the expres-
sions given in the first row of the table. The other col-
umns (2, 3, …) involve the diagrams of the multiple-
occupancy corrections. The sum of the diagrams with
two irreducible parts are added to ( ) ( ), etc.
In the self-consistent approximation, the self-energy
part depends on the full Green’s function; i.e.,

( ). Therefore, the diagrams with internal inser-
tions of the type shown in column 1 of Fig. 2 are added
to the diagrams depicted in Fig. 1. The terms of column
1 are rearranged to the left-hand side of the equality and
are added to the terms of the left column. Owing to the
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internal inserts, the argument in the function  is

replaced by the quantity  = [  – ]–1 .
The arguments in the function  in all the terms in the
series are replaced in a similar manner. By performing
the convolution of the series and returning to relation-
ship of type (13), we find

(17)

In order to determine the function  ( ), the

Green’s function  is expressed through the quan-

tity . As a result, we have  = [  +

]–1. Substituting the last expression into the
right-hand side of expression (17) and making the sub-
stitution   , we finally obtain

(18)

where  = [  + n (y) ]–1 and (y) ≡
( ). Thus, modified relationships of the n-impurity

self-consistent coherent-potential approximation are
obtained from relationships (13) for the n-impurity
modified average t-matrix approximation using the
replacement    on its right-hand side. At n =
1, formulas (18) transform into formulas for the single-
impurity coherent-potential approximation [1, 6]. Note
that relationships (18) of the n-impurity modified
coherent-potential approximation and those of the n-
impurity coherent-potential approximation [7] differ
significantly, even though they were derived by similar
methods. The expressions for the n-impurity coherent-
potential approximation [7] relate clusters with differ-
ent shapes and sizes, whereas the expressions for the n-
impurity modified coherent-potential approximation
relate clusters that differ only in translation. This ren-
ders them similar to clusters in the traveling-cluster
approximation [3, 4].

In order to derive the final relationships for the
Green’s functions, these functions should be averaged
over the distances |Rµµ' | between impurities in the clus-
ter. In this case, it is not necessary to take into account
very large clusters. For example, the vibrational spec-
trum of an alloy can be adequately described with
allowance made only for clusters of sizes that do not
exceed the mean distance between impurities |Rµµ' | ≤
(a/x)1/d, where a is the lattice constant and d = 1, 2, or 3
is the space dimension.

5. For illustration, we calculate the density of vibra-
tional modes for a linear monoatomic chain with allow-
ance made only for two-impurity clusters. The averag-
ing over the cluster size |R12 | = (r + 1)a is performed
using the distribution function P(r) = x(1 – x)r

(Σr = 0, …, ∞P(r) = 1), which has the meaning of the prob-
ability of finding a pair of impurities at a distance (r +

σ
Γφ I Fφ〈 〉σ Γ φ( ) Fφ〈 〉
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σ Γφ( ) I τ Fφ〈 〉( ) Fφ〈 〉+[ ] 1– τ Fφ〈 〉( ).=
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Σ Fψ'

f φ Fφ'
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1)a without other impurities between them. Then, we
have

(19)

where the second angle brackets indicate the averaging
over the distance R12. Since the function 〈F(y, r)〉  with
an increase in r tends rapidly to the function 〈F(y)〉  of
the single-impurity cluster, sum (19) can be determined
by calculating the function 〈F(y, r)〉  at r = 0, 1, …, rmax,
where rmax = 4. With the use of expression (19), we
obtain the density of vibrational modes ρ(ω2) =
(Nπ)−1Im(Σy〈〈 G(0)(y)〉〉 ), where 〈〈 G(0)(y)〉〉  = 〈〈 F(y)〉〉 /ω(y)2.
The results of calculations for ((m + ∆m)/m = 1/3 (∆ =

F y( )〈 〉〈 〉 Σ r 0 … ∞, ,= P r( ) F y r,( )〈 〉 ,=

σ(fφ) τ(fφ) 2 3

… … … …=

Fig. 1. Diagrams of the dressed (first column) and bare (sec-
ond column) self-energy parts in the single-impurity non-
self-consistent modified average t-matrix approximation. In
columns 2, 3, …, the diagrams of the multiple-occupancy
corrections containing 2, 3, … irreducible parts are given.

σ( 〈F〉φ) 1 2

… … … …= …

τ( 〈F〉φ) 3

Fig. 2. The same as in Fig. 1 in the single-impurity self-con-
sistent coherent-potential approximation. In column 1, the
diagrams with internal insertions are given.
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–2), x = 0.1, and the damping coefficient ε =
2Im(ω/ω0)2 = 0.01 are presented in Fig. 3. In this figure,
the spectral function ρ(ω2) in the dimensionless form,
i.e., σ(ν), where ν = (ω/ω0)2 and ω0 is the maximum
frequency in the lattice spectrum, is plotted along the
ordinate axis. The function σ(ν) is normalized so that

(ν)dν = 1. Peaks B and G (according to the nota-

tion proposed in [9]) are assigned to the vibrational
modes of pairs of the most closely spaced impurities
(r = 0). The band at ν = 1.7–2.0 is attributed to the
modes of single impurities (A) and impurity pairs with
r > 0. The function σ(ν) with the same parameters but
for a correlated impurity distribution was calculated in
[11]. The positions of the peaks shown in Fig. 3 are in
agreement with those obtained in [9] for one- and
two-impurity peaks from direct computer calculations
in the case of a disordered linear chain consisting of
8000 atoms.

Since the computer time it takes for the density of
states for multi-impurity clusters (n > 2) to be calcu-
lated is sufficiently long, we calculate not the density of
states but the function ∆(y, ω) = π–1Im(〈〈 G(y, ω)〉〉 ) for
different magnitudes of the wave vector y. The func-
tions 〈G〉  are calculated from the matrix relationship
〈G〉  = 〈G(0)〉  – 〈G(0)〉Σ, which can be derived from
expressions (6) and (15). The functions ∆(y, ω) in the
dimensionless form σ(λ, ν) at n = 3, x = 0.2, and λ ≡
2ya = 0.1 and 0.9 are depicted in Fig. 4. The other
parameters are the same as in Fig. 3. The averaging over
the distances between impurities |R1, 2 | = (r + 1)a and
|R2, 3 | = (q + 1)a is performed using the distribution
function P(r, q) = P(r)P(q). The Green’s functions

σ
0

∞∫

0.50 1.0 1.5 2.0 2.5 3.0
ν

0.5

1.0

1.5

2.0
σ(ν)

A

B G

Fig. 3. Dimensionless spectral functions σ(ν) of the linear
disordered chain for clusters containing n impurities at n =
0 (dashed line) and n = 1 and 2 (solid line). Conditions: the
fraction of impurity atoms x = 0.1, the mass ratio of impu-
rity and host atoms (m + ∆m)/m = 1/3 (∆ = –2), the damping
coefficient ε = 0.01, and ν = (ω/ω0).
PH
〈G(y, r, q)〉  are calculated at r = 0, 1, …, rmax and q = 0,
1, …, qmax, where rmax = qmax = 4 = 4. Peak T is associated
with the three most closely spaced impurities. The other
designations are the same as in Fig. 3. Knowing the
spacings between the peaks in the curves σ(0.1, ν) and
σ(0.9, ν), we can estimate the widths of the impurity
bands of the corresponding modes.

With the Green’s function 〈G〉 , it is possible to cal-
culate the dielectric function. This function for a cubic
crystal and a linear chain that contains two ions with
masses m1 and m2 per unit cell takes the form

(20)

where ε0 is the static permittivity, ε∞ is the high-fre-
quency permittivity, and ω0 is the frequency of opti-
cally active vibrations of the lattice containing no impu-
rities. The spectrum ε(ω) was also calculated for a lin-
ear chain. The number of specific features in this
spectrum is smaller than those in the spectra σ(ν) and
σ(λ, ν).

These calculations were carried out in the modified
average t-matrix approximation. The use of the modi-
fied coherent-potential approximation requires consid-
erably more computer time, and such calculations have
not been performed to date. It should be noted that the
n-impurity modified average t-matrix approximation
makes it possible to describe adequately the spectra at
x ~ 0.1–0.3, as can be judged from the comparison of
our results with the data obtained by Dean [9]. Note
also that the n-impurity modified average t-matrix
approximation includes internal insertions (nested dia-

ε ω( ) ε∞ ε0 ε∞–( )/ 1 ω/ω0( )2–{+=

× 1 m2/ m1 m2+( )( )Σ–[ ] 1– } ,

0.50 1.0 1.5 2.0 2.5 3.0
ν

10–4

10–3

0.01

0.1

1

10

100
σ(0.1, ν) σ(0.9, ν)

B

G

T

Fig. 4. Dependences of the imaginary parts of the Green’s
function σ(λ, ν) on the frequency ν = (ω/ω0)2 for two mag-
nitudes of the wave vector y for clusters n = 1–3 impurities
at x = 0.2 and λ ≡ 2ya = 0.1 and 0.9: σ(0.1, ν) (solid line)
and σ(0.9, ν) (dashed line). The other parameters are the
same as in Fig. 3.
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grams) which describe scattering by clusters containing
(n – 1) or less impurities.

6. Thus, a new method accounting for scattering of
elementary excitations by multi-impurity clusters was
proposed. This method allows one to describe complex
spectra of these excitations in a disordered material.
The theoretical relationships are free of the drawbacks
specific to many previous theories (breaking of transla-
tional symmetry, nonphysical relationships for physical
quantities). The expressions of the theory were derived
within the non-self-consistent (average t-matrix) and
self-consistent (coherent-potential) approximations.
The theoretical results were illustrated by calculating
the spectra of vibrational modes for one-dimensional
models of solid solutions.
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Abstract—The physical properties of a Ni2.14Mn0.81Fe0.05Ga shape memory alloy in various structural states
were studied using dilatometric data obtained in the region of first-order phase transitions. © 2005 Pleiades
Publishing, Inc.
1. INTRODUCTION

In Heusler Ni–Mn–Ga alloys, the first-order phase
transition from the high-temperature bcc phase (spatial
structure L21) to the low-temperature tetragonal phase
(lattice parameter ratio, c/a < 1) is thermoelastic and
can be accompanied by the shape memory effect [1, 2].
It should also be emphasized that, in samples with a
nonstoichiometric composition, there can exist marten-
site phases with orthorhombic and monoclinic distor-
tions due to martensite modulations along the [110]
crystallographic direction. Intermartensite transitions
(related to variations in the structural modulation
period of the martensite) caused by the influence of
both mechanical stresses and temperature are observed
in some alloys [3–7]. It is known that thermoelastic
martensite-to-austenite structural transitions are
accompanied by significant strains in the crystal lattice.
Moreover, it was shown in [8] that the strains in a
Ni52Mn24.5Ga23.5 single crystal caused by an inter-
martensite transition are even higher than those in the
case of a martensite-to-austenite transition. Ni–Mn–Ga
alloys are also unique because structural phase transi-
tions take place in them in the ferromagnetic state. As a
result, structural transitions in them are sensitive to
magnetic fields [9, 10]. The structural transition tem-
peratures depend, to a large extent, on the alloy compo-
sition [11, 12]. Notwithstanding the considerable
research interest expressed in these alloys, so far there
have been virtually no studies on the effect of grain size
on the physical properties of these alloys in the region
of phase transitions. In the present paper, we report on
the results of studies of the effect of the structural state
on phase transitions for three different states: initial
coarse-grained (CG), nanocrystalline (NC), and inter-
mediate (submicron) states, the last of which was
obtained through recrystallization of an NC sample
annealed at 773 K for 30 min in vacuum. The tempera-
1063-7834/05/4710- $26.00 1944
ture dependence of thermal expansion (which makes it
possible to detect structural phase transitions) is used as
the main characteristic in our studies.

2. EXPERIMENTAL

Coarse-grained Ni2.14Mn0.81Fe0.05Ga was obtained
using the technique described in [13]. Chemical analy-
sis with a JSM-840A scanning electron microscope
equipped with an x-ray microprobe analyzer indicated
high homogeneity of the alloy chemical composition.
In order to obtain the NC state, 0.5-mm-thich plates
were cut from samples of the initial alloy using the
electric-spark technique. The plates were then sub-
jected to intense plastic deformation on Bridgman
anvils at room temperature under a pressure of 7 GPa.
The rotation angle of the moving part of the anvils was
10π. The microstructure of a CG sample was studied
with an AXIOVERT-100A light metallographic micro-
scope. The microstructure of the NC state was studied
with a JEM-2000EX transmission electron microscope.
The temperature dependence of thermal expansion was
studied using a dilatometer containing a displacement
transducer based on a differential transformer. Thermal
expansion curves were recorded under heating in the
range from liquid-nitrogen temperature to 380 K and
then under cooling.

3. RESULTS AND DISCUSSION

The metallographic studies of a CG sample carried
out with a light microscope showed that it is a polycrys-
tal with a mean grain size of 0.5 mm (Fig. 1a; arrows
indicate two mutually perpendicular directions in
which thermal expansion was measured). Typical mar-
tensite plates are observed in the micrograph of the
microstructure obtained at 283 K. Misorientations of
© 2005 Pleiades Publishing, Inc.
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martensite plates in various grains show that the grain
boundaries are high-angled. Figure 1b shows thermal
expansion curves related to this CG structure. The
lower branch of curve 1, related to heating, shows that
normal expansion of the sample occurs up to 268 K. In
the range 270–273 K, an abrupt decrease in the sample
length is observed, after which normal expansion again
takes place up to 293 K. A more significant stepwise
elongation by ~0.1% is observed later in the range from
294 to 297 K. Heating of the sample above 297 K is
accompanied by an almost linear expansion. It should
be noted that the reverse transition in the range 297–
293 K under cooling is also accompanied by an abrupt
sample expansion instead of contraction. However, the
variation in the sample length observed in the range
270–273 K under heating is repeated only in the range
222–242 K under cooling. The complicated character
of the temperature dependence of thermal expansion
described above is apparently caused by the fact that a
series of various phase transitions takes place in the CG
sample. For example, the abrupt decrease in the sample
length observed at 270 K under heating should be due
to a change in the modulation period of the martensite
structure [4, 7, 8], which, in turn, begins to convert into
the high-temperature cubic phase (austenite) at 294 K,
causing stepwise elongation at this temperature. But
why is elongation of the sample again observed in the
reverse transition under cooling? It is known that mar-
tensite transitions are accompanied by displacements of
atomic planes. These displacements can, however, be
either favored or impeded by various kinds of defects
(stacking faults, dislocations). It is possible that a single
preferable direction of martensite crystal nucleation
arises after the first phase transition. Furthermore, this
martensite phase becomes so stable that the reverse
intermartensite modulating transformation becomes
complete only at 222 K.

In order to study the anisotropy of thermal expan-
sion during martensite transitions in the CG state,
dilatometric measurements were carried out in two
mutually perpendicular directions. Curve 2 in Fig. 1b
shows an abrupt decrease in the sample length at 294 K,
in contrast to the elongation observed in curve 1.
Indeed, when converting from the low-temperature
phase (with the lattice-parameter ratio c/a < 1) into the
high-temperature bcc phase, the crystal lattice should
expand in the c direction and contract in the a and b
directions, because the parameter a of the bcc lattice is
smaller than the parameters a and b of the low-temper-
ature phase. According to qualitative x-ray structural
analysis data, the following series of phase transitions
takes place under heating of the CG alloy under study:
at 270 K, the orthorhombic martensite (a modulated
7M-type martensite in which each seventh plane (110)
is not displaced) converts into a five-layer (5M) marten-
site, and then at 294 K the 5M phase converts into the
bcc austenite. The reverse transition of the austenite to
martensite under cooling proceeds irreversibly; it is
again accompanied by expansion (curve 1) or contrac-
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
tion (curve 2) of the sample with a very small hysteresis
of about 1 K. The intermartensite transition is, however,
significantly delayed and occurs in a wider temperature
range.

The fact that insignificant elongation of the sample
is observed in curve 2 under cooling in the range of
about 240–290 K is also surprising. This elongation can
be caused by nonhomogeneous (diffuse) nucleation of
the unmodulated martensite phase.

Figure 2 shows a micrograph of the microstructure
of an NC sample and the corresponding thermal expan-
sion curve. As is seen, the NC sample consists of very
small crystallites without clearly distinguished bound-
aries between them. The mean size of the crystallites
was estimated to be 10 nm. The diffraction pattern is a
run of diffraction rings consisting of reflections that are
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(∆ I/I0) × 10–6

(‡)
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2

Fig. 1. (a) Microstructure of a CG sample (martensite
phase) and (b) thermal expansion curve of this sample.
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considerably blurred in the azimuth direction, which
indicates strong internal stresses and high-angle mutual
misorientations of the crystallographic axes of various
crystallites. The ∆l/l(T) curve for the sample with an
NC structure shows a monotonic reversible variation in
the sample length, which indicates that phase transi-
tions do not occur in the temperature range covered.
This may be caused both by the small size of the crys-
tallites and by the disordered structure of the compound
in the NC state.

Annealing of the NC sample at 773 K results in sig-
nificant changes in its structure (Fig. 3a). Well-defined
boundaries appear between crystallites (with a mean

100 nm

4000

80 145 275
T, K

(∆l/l0) × 10–6

(b)

3000

2000

1000

0
210 340

(a)

Fig. 2. (a) Microstructure and electron diffraction pattern of
an NC sample and (b) the thermal expansion curve of this
sample.
PH
size of 200 nm). Boundaries with a thickness extinction
contrast are observed in some grains, which indicates
that recrystallization has occurred. Color contrast
between grains indicates misorientation. In the electron
diffraction pattern obtained for an area of 0.5 µm2,
sharp reflections are observed, which indicates that the
internal stresses are released. Figure 3b shows a ther-
mal expansion curve of the alloy in the NC state. In
contrast to the CG state, only one fairly abrupt change
in the sample length (which takes place at lower tem-
peratures, in the range 265–285 K) is observed both
under heating and cooling. It is interesting to note that
the strain due to the martensite-to-austenite transition

200 240 320
T, K

(∆l/l0) × 10–6

(b)

5000
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3000

2000

1000
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Fig. 3. (a) Microstructure and electron diffraction pattern of
a recrystallized sample (austenite phase) and (b) the thermal
expansion curve of this sample.
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in this case is no smaller than that in the CG state and is
approximately 0.1%. However, it should be noted that
no intermartensite modulating transformation is
observed in the annealed sample. It is also worth noting
that, unlike the CG state, the martensite-to-austenite
transition is essentially reversible. The martensitic
transformation in the recrystallized sample is caused by
crystallite grain growth and structural improvement due
to annealing. The decrease in the temperature of the
structural transition should be caused by the influence
of grain size, because grain boundaries prevent trans-
formation dislocations from motion and thereby limit
their free paths, which decreases the martensitic trans-
formation temperature [14, 15]. The broadening of the
temperature range of the structural transition is
explained by the fact that, in the recrystallized state,
there is grain size dispersion, which causes the marten-
sitic transition to occur in a wider temperature range.
The absence of a martensitic transition is probably
explained by internal stresses partially remaining in the
annealed sample (it is known that the structural transi-
tions in Ni–Mn–Ga alloys are sensitive to stresses) and
by the small grain sizes.

4. CONCLUSIONS

It has been established that a Ni2.14Mn0.81Fe0.05Ga
alloy in the CG state undergoes a series of structural
phase transitions, including intermartensite and mar-
tensite–austenite transitions. The martensitic transition
occurs with insignificant hysteresis and is irreversible,
whereas the intermartensite transition occurs with sig-
nificant hysteresis. It has been shown that, for these
structural transitions in the CG state, the sign and mag-
nitude of a sample dilatation depend on the crystallo-
graphic direction. It has also been established that no
phase transitions take place in the NC state in the tem-
perature range covered, but annealing at 773 K reverses
the martensite–austenite transition, which, unlike the
analogous transition in the CG state, is completely
reversible. The effect of the structural state on the char-
acter of a phase transition has been demonstrated,
which agrees well with the theories developed in [14,
15]. More comprehensive data on the dependence of
the characteristic martensitic transition temperatures on
grain size will be published in a later paper.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      200
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Abstract—Optical eigenstates in one-dimensional disordered photonic crystals were studied. The threshold
disorder level was established below which the probability of appearance of an eigenstate at the photonic band-
gap center is negligible. The threshold is reached when the relative fluctuation in the optical lengths of the struc-
ture periods becomes equal to the square root of one-third of the relative bandgap width. The dependence of the
ensemble-averaged structure transmission coefficient on the fluctuation of the period optical length has a break
corresponding to the threshold fluctuation. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The interest in studies of the properties of disor-
dered photonic crystals [1, 2] stems from two inti-
mately related reasons. First, there is a need to develop
for technical applications a photonic crystal with a pho-
tonic bandgap (PBG) that is not disorder-“contami-
nated” (i.e. not filled by states). Second, there is a pos-
sibility of light localization in photonic crystals [3].

Despite continual improvements in the technology
of preparation of photonic crystals, their samples are
disordered to some extent. In self-assembled photonic
crystals, such as opals, the size of the spheres making
up the crystal lattice varies. In addition, opals have
vacancies and stacking faults. Photonic crystals
obtained by lithography are not perfect because of the
wall roughness and nonuniform etching in depth.

It is known that the presence of disorder in semicon-
ductors may give rise to electron localization, which
becomes manifest in a decrease in electrical conductiv-
ity [4, 5]. It has been repeatedly suggested that an anal-
ogous effect, light localization, could be observed in the
corresponding dielectric structures as well [6]. Because
the theory of electron localization in disordered solids
has been developed to a sufficiently high level [7] and
permits description of a sizable part of the experimen-
tally observed phenomena, as well as due to the wave
equations for light and carriers being similar, it
appeared only natural to extend the results obtained for
carriers to the photonic case.

However, despite the similarity of the wave equation
for light

(1a)— — E r( )×× ε r( )ω
2

c
2

------E r( )=
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[where the spatial dependence of the dielectric permit-
tivity ε(r) includes a regular (for instance, periodic) and
a random part, ε(r) = ε(0)(r) + εfluct(r)] to the
Schrödinger equation for the electron wave function

(1b)

(where V(r) = V (0)(r) + Vfluct(r) is the potential energy
and E is the state energy), these two equations are
essentially different. The potential V(r) can be both
positive and negative. In addition, V(r) enters Eq. (1b)
irrespective of E. The dielectric permittivity ε(r) in
nonabsorbing materials is a real positive quantity enter-
ing Eq. (1a) as a product with ω2. An electron may be
localized in wells of the V(r) potential; by contrast, for
photons, whose energy is positive, this possibility is
ruled out. However, enhanced coherent backscattering
(analogous to weak electron localization) [8–10],
which is believed to be a precursor to “true” localiza-
tion, is observed experimentally and manifests itself as
an increase in scattered light intensity in a disordered
medium in the direction opposite to that of the incident
beam. This bears out the assumption that light localiza-
tion is indeed possible in disordered photonic micro-
structures.

One more important difference between the cases of
electrons and photons should be noted. Due to the elec-
tron–electron and electron–phonon coupling, for elec-
trons one may introduce the concept of the coherence
length [11]. In this sense, the electron is a particle rather
than a wave and the extent to which the wave properties
of the electron are essential is illustrated by the term
“quantum corrections to conductivity.” The interaction
among photons is negligible (zero in the linear approx-
imation), the photon scattering from phonons is

"
2

2m
-------∇ 2ψ V r( )ψ+ Eψ=
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extremely weak, and the photon scattering by fluctua-
tions (regular or random) in the dielectric permittivity
is elastic. Thus, in nonabsorbing media, one cannot
introduce for light the concept of the coherence length,
which is a basic concept in “electronic” theories. Said
otherwise, the coherence of the photonic state is not
destroyed at distances of the order of the sample size.
Whence it follows that the idea of photon propagation
as a diffusion process described by a diffusion coeffi-
cient depending on sample size [12] is not fully appli-
cable here. Moreover, description of the properties of
optical eigenmodes should preferably take into account
the sample boundaries.

It is appropriate to note also that the main subject of
study in the electronic case is the effect of a factor of
interest on conductivity. In the optical case, the corre-
sponding counterpart is the transmission coefficient for
light; the analogy is, however, incomplete. For systems
characterized by conductivity, the average electron
velocity varies and is proportional to the applied elec-
tric field. The velocity of photons is constant. In addi-
tion, conductivity is a quantity averaged over an ensem-
ble of different electrons, whereas the transmission
coefficient at a fixed frequency is a characteristic of one
photon mode (or of a small number of them).

Electron localization brings about suppression of
transport, i.e., a decrease in conductivity. Localization
of light is possible in microcavities representing a sin-
gle defect (for instance, a layer of half-wavelength
thickness) in a photonic crystal (a Bragg reflector
formed of a periodic sequence of quarter-wavelength-
thick layer pairs) if the electromagnetic energy density
ε for a microcavity eigenmode ε behaves as

(2)

where ξ is the attenuation length. A localized state man-
ifests itself in a transmission spectrum as a sharp peak
(with the transmission coefficient becoming as high as
unity); i.e., localization does not bring about suppres-
sion of transport.

Thus, one cannot extend the relations describing the
behavior of electrons in disordered systems (in particu-
lar, the scaling theory of localization [13], sometimes
called the scaling hypothesis [7]), to the “photonic”
case.

Studies of light propagation in experimental sam-
ples of photonic crystals (which are all disordered to
some extent) have revealed a dip in the light transmis-
sion spectra in the frequency region corresponding to
the PBG, with the transmission coefficient falling off
exponentially with increasing sample thickness but
with the attenuation length being larger than it should
be for an ideal structure [14–18].

Our understanding of disordered photonic micro-
structures gained considerably from the studies of John
[3, 19, 20], who put forward a hypothesis by which
light with a PBG frequency can be localized in photonic

ε z( ) z /ξ–( ),exp∝
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crystals even in the presence of a weak disorder. This
hypothesis draws on the following considerations.

(1) The amplitude of the electric field of a propagat-
ing wave is, to good accuracy, a superposition of the
fields of a free photon with wave vector k and of the
same wave that suffered Bragg reflection and has wave
vector k–G. As ω shifts into an allowed band, such a
standing wave becomes modulated by an envelope
whose wavelength is equal to 2π/q, where q is the devi-
ation of the vector k from the Bragg plane.

(2) A photonic state may be considered localized
when the Ioffe–Regel criterion is satisfied [21]: kl < 1,
where l is the mean free path. For photonic crystals, the
Ioffe–Regel criterion should contain the envelope
wavelength λenv = 2π/q; so the criterion 2πl/λenv ~ 1 near
the band edges is met automatically.

Obviously enough, assumption (1) is not valid. An
electromagnetic field of a frequency beyond the PBG
propagating in an ideal infinite photonic crystal is a
Bloch wave of constant amplitude. If the frequency lies
within the PBG, the electromagnetic field is an expo-
nentially decaying Bloch wave. Application of the
Ioffe–Regel criterion in assumption (2) appears some-
how artificial; indeed, the original meaning of this cri-
terion reads that “a section of a sine wave less than one
wavelength long can no longer be considered a sine
wave.” In other words, modes satisfying the Ioffe–
Regel criterion are not plane waves (which in no way
implies that the modes are localized). Moreover, it is
not clear what should one accept as the mean free path
length l in a photonic crystal. The elements of a photo-
nic crystal are scatterers, and for each of them one can
calculate the scattering cross sections (or reflectance in
the one-dimensional case) and, knowing their concen-
tration, deduce the photon mean free path. The com-
bined action of periodically positioned scatterers gives
rise, however, not to scattering but rather to the for-
mation of a Bloch wave, which propagates without
scattering.

Therefore, substitution into the Ioffe–Regel crite-
rion of a wavelength λenv (whose physical meaning is
far from clear) multiplied by a wave vector calculated
in the effective medium approximation (which does not
apply in the frequency domain of interest) does not per-
mit the conclusion that light can be localized in photo-
nic crystals.

One should bear in mind that the energy density can
be modulated in photonic crystals of finite size [22].
The envelope of energy density is a half-wave corre-
sponding to the sample size for the state closest to the
bandgap edge, two half-waves for the second closest
state to the edge, three half-waves for the third closest,
and so on; this modulation is determined by the number
of the state referenced to the PBG edge rather than by
the deviation of the frequency of state from the PBG
edge.

One of the most widely used theoretical methods of
studying the behavior of an electromagnetic field in dis-
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ordered photonic microstructures employs calculation
of the “localization length of light” ζ = –L/〈lnT〉 , where
T is the transmission coefficient and L is the sample size
[23–27]. The point underlying this approach is that the
field averaged over an ensemble of structures decays
exponentially in disordered structures.

Exponential attenuation of a light wave does not
imply, however, the existence of a localized state char-
acterized by the corresponding attenuation length.
Indeed, if the light frequency is within the PBG, light
does decay exponentially, but there are no states of the
electromagnetic field in this case.

The above theoretical approaches not only fail to
provide a quantitative answer to the question of PBG
stability against disorder in a photonic crystal, they do
not offer a general physical picture of the observed phe-
nomena either. The electron–electron and electron–
phonon coupling in the electronic problem do not allow
one to obtain an exact solution to the problem in a sys-
tem of real size, and this justifies invoking the above
theoretical methods. In the photonic case, the mode
structure in a large system can be calculated exactly (by
solving the Maxwell equations numerically).

In earlier numerical calculations of the refractive
index for a one-dimensional disordered photonic crys-
tal [28], it was shown that, if the parameter characteriz-
ing the disorder does not exceed a certain threshold
value, the attenuation length at the PBG center aver-
aged over an ensemble of structures does not grow sub-
stantially with increasing disorder. Similar results were
obtained for the two-dimensional case as well [29, 30].
In this connection, a hypothesis was put forward that
the filling of the PBG by photonic states starts only
after the disorder in the structure has exceeded a certain
threshold level.

This study is aimed at investigating the spectrum of
optical eigenstates in one-dimensional disordered pho-
tonic crystals in the PBG frequency region, as well as at
establishing the relation between the light transmission
coefficient (an experimentally observable quantity) and
the variations in the eigenmode spectrum induced by
structure disorder.

2. RESULTS AND DISCUSSION

Consider a one-dimensional periodic structure rep-
resented as a sequence of layer pairs A and B of the
same thickness d, whose refractive index is given by the
relation

(3)

where g is the refractive index modulation and n0 = 2.0
(Fig. 1a). The transfer matrix method yields for such a

nA B,
0( )

n0 g,±=
PH
periodic structure the dispersion equation

(4)

where D = 2d is the structure period and K is the Bloch
wave vector. Solving Eq. (4) reveals that the mode
spectrum of this structure has a PBG with a center fre-
quency ω0 = πc/(n0D) (Fig. 1b). The relative PBG width
is ∆ω/ω0 ≈ 4g/(πn0), and the light attenuation per period
is Im(K0D) = D/ξ0 = ln |n1/n2 | ≈ 2g/n0 (where K0 is the
imaginary part of the Bloch wave vector at frequency
ω0 and ξ0 is the bandgap center attenuation length) at
the PBG center frequency directly proportional to the
refractive index modulation g (Fig. 1c). Note that, for
the chosen n0 = 2.0, the light attenuation per period is
Im(K0D) ≈ g.

For a structure of finite size, one can impose bound-
ary conditions according to which light does not strike
the structure from outside and, using the equation

(5)

obtain the optical eigenmode spectrum of the structure.
Here, nf and nl are the refractive indices of the semi-infi-

nite media bounding the structure,  is the transfer
matrix of the structure, and A is a constant. The eigen-
mode spectrum for a finite structure will be discrete
(Fig. 2a), with the eigenfrequencies ωi having a non-
zero imaginary part due to the light leaking out through
the structure boundaries. In other words, the lifetime of
eigenstates τ = 1/Imωi will be finite. From the lifetime
of a state, one can judge whether this state is localized
or not. By the Thouless criterion, if a level width
(inverse lifetime) is less than the level separation, the
state is localized; otherwise, it is considered delocal-
ized.

The light transmission spectra have a dip corre-
sponding to the PBG, and the transmission coefficient
at the minimum for a structure with a refractive index
modulation g = 0.025 and a thickness of 200D is 2 ×
10−4 (Fig. 3).

To study the properties of a disordered structure, let
us introduce a random fluctuation of refractive indices
such that, for each pair of layers, the refractive indices
are defined as

(6)

where the quantity P takes on random values in the
interval from –1/2 to 1/2. Thus, the optical length of
periods Di in a disordered structure

KD
0( )( )cos nAdω/c( ) nBdω/c( )coscos=
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Fig. 1. Parameters of a model structure. (a) Refractive index profiles in ideal (solid line) and disordered (dashed line) structures;
(b) dependence of the Bloch wave vector K on the frequency ω for an ideal structure with g = 0.025; (c) dependence of the relative
PBG width ∆ω/ω0 and attenuation of light in one period Im(K0D) at the PBG center frequency on the refractive index modulation
g; and (d) distribution of the optical lengths of “structure periods” Di in a disordered structure.
is characterized by a relative fluctuation δ (Fig. 1d).
Figure 1a illustrates the refractive index profile of such
a structure.

Figure 2a presents the density of states in the PBG
region for an ideal structure (δ = 0), as well as the fre-
quencies of the eigenstates and the corresponding life-
times. The density of states shown in Fig. 2 for disor-
dered structures is averaged over an ensemble of 3000
structures with a randomly disordered refractive index
profile; these structures are characterized by a fluctua-
tion δ = 0.035, 0.07, 0.1, and 0.15. The refractive index
modulation of the structure is g = 0.025, and the thick-
ness is 200D; the structure is bounded on the outside by
media with refractive indices of unity. The frequency
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
interval between levels beyond the PBG in such a struc-
ture is of the order of 0.004ω0. Strictly speaking, the
relations shown in Fig. 2 are histograms, but the width
of the discretization interval in frequency is sufficiently
small (substantially less than the level separation) to
warrant referring to these relations as densities of
states. The only exception to this pattern is the ideal
structure where in place of histogram bars of unit length
there would be delta functions. We readily see that peri-
odic modulation of the refractive index brings about an
increase in the lifetime of states, this increase being the
larger, the closer the state is to the bandgap edge. We
shall call the states closest to the PBG the edge states.
Such features in the eigenmode spectrum, first
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Fig. 2. Eigenfrequencies of an ideal and a disordered structure. (a) Left: the density of states for an ideal structure; right: frequencies
Reωi and lifetimes τ = 1/Imωi for an ideal structure (δ = 0). (b–e) Left: the density of states averaged over an ensemble of 3000
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1000 disordered structures with the same δ. The structure thickness is L = 200D, and the refractive index modulation is g = 0.025.

δ = 0

δ = 0.035

δ = 0.07

δ = 0.1

δ = 0.15 δ = 0.15
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      2005



EIGENSTATE STATISTICS AND OPTICAL PROPERTIES 1953
1

10–1

10–2

10–3

T

1

10–1

10–2

10–3

T

1

10–1

10–2

10–3

T

1

10–1

10–2

10–3

T

0.98 1.02
ω/ω0

(1.0032959,
–i 2.3 × 10–4)

(1.0034674,
–i 7.6 × 10–5)

(1.0063401,
–i 2.61 × 10–4)

(1.0078383,
–i 2.25 × 10–4)

δ = 0.15

δ = 0.1

δ = 0.07

δ = 0.035

100

10
(1.0078383,

–i 2.25 × 10–4)

δ = 0.035

10
(1.0063401,

–i 2.61 × 10–4)

δ = 0.07

100

10
(1.0034674,

–i 7.6 × 10–5)

δ = 0.1

100

10
(1.0032959,

–i 2.3 × 10–4)

δ = 0.15

100

1.020.98

ε
ε

ε
ε

(a)

(b)

(c)

(d)

z/D

Fig. 3. Left: light transmission spectra for a single structure (dotted line) and those averaged over an ensemble of structures (bold
solid line) drawn for different values of the fluctuation δ. The dashed line plots spectra for an ideal structure, and the thin solid line
shows spectra for a half-wavelength microcavity based on an ideal structure. The structure thickness is L = 200D, and the refractive
index modulation is g = 0.025. Arrows refer to frequencies for which electromagnetic-energy density profiles are shown on the right
(dotted line). Shown for comparison on the right are the profiles of an edge state (dashed line) and of a microcavity eigenmode (solid
line).
described in [22], are employed in distributed-feedback
lasers.1 Shown on the right in Figs. 2b–2e for each

1 The coupled-wave theory developed in [22] is a rough approxi-
mation (the second derivative of the wave amplitude with respect
to the space coordinate is neglected) and, thus, is not applicable
to an analysis of disordered systems.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
value of δ are the solutions to Eq. (5) (Reωi , 1/Imωi)
for 1000 disordered structures with various disorder
configurations.

In accordance with the Thouless criterion, edge
states in an ideal structure are localized; indeed, the
level width 0.0002ω0 (inverse lifetime) is nearly an
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order of magnitude less than the level separation. Also,
the electromagnetic-field energy-density profile falls
off toward the edges of the structure more slowly than
an exponential would. In the right-hand panels in
Fig. 2, the top horizontal line (τω0 = 4800) specifies the
lifetimes of the edge states and the bottom horizontal
line indicates the lifetimes of states in the structure with
g = 0 (i.e., Fabry–Perot modes in a uniform structure,
τω0 = 580). The level width of such states is compara-
ble to the interval between levels; so the states are not
localized.

Is there an upper limit to the lifetime of an eigenstate
in such a structure? If we place at the center of this
structure a single defect, for instance, a layer of thick-
ness 2d with a refractive index nA (or nB), or, said other-
wise, form a microcavity, then the energy density pro-
file of the microcavity eigenmode electromagnetic field
will decay exponentially on both sides, as shown in
Fig. 3. This mode will have the longest lifetime possi-
ble for this layered structure, about 19000/ω0. The
transmission spectrum of the structure has a sharp peak
at the PBG center (Fig. 3).
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Fig. 4. Criterion for PBG stability against disorder. (a) PBG
boundaries plotted vs fluctuation δ for structures with
refractive index modulation g equal to (1) 0.025, (2) 0.05,
and (3) 0.1. (b) Threshold value of the relative fluctuation of
the period optical length δth plotted vs wave attenuation per
period at the PBG center for an ideal structure, Im(K0D);

the dashed line is a plot of δth = .0.27g
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As fluctuation δ increases to 0.035, the delta func-
tions in the density of states graph are replaced by bell-
shaped curves. While the tails in the density of states
function now start to penetrate into the PBG, most of
the PBG remains unfilled by states. The eigenmode fre-
quencies Reωi and eigenmode lifetimes τ fluctuate
close to the values corresponding to the eigenmodes of
an ideal structure; however, the lifetime fluctuation for
an edge state is larger than that for the others. The
energy density profile for a state within the PBG (see
Fig. 3a) does not differ strongly from that for an edge
state. This gives us grounds to maintain that edge states
penetrate into the PBG. Eigenstates are identified by
peaks in the transmission spectrum.

As the fluctuation δ increases to 0.07, edge states
penetrate ever deeper into the PBG and the field profile
of such states differs more strongly from that of an edge
state. The PBG narrows while still remaining suffi-
ciently broad.

With δ reaching 0.1, the probability of appearance
of optical states at any point in the PBG becomes sub-
stantially different from zero. The fluctuation in the
eigenstate lifetimes grows. The lifetime of certain states
closely approaches the microcavity value. The field
profile of such a state is shown in Fig. 3. We readily see
that the profile of this state is close to that of a micro-
cavity; i.e., it decays exponentially on both sides,
although at a fluctuation δ = 0.1 there are no single
defects on which light could localize. Thus, as disorder
increases, not only shifted edge states but also states
localized at random microcavities characterized by
long lifetimes appear in the PBG.

For δ of 0.15, the dip in the density of states
becomes shallower, the lifetime fluctuation grows, and
the probable lifetime in the PBG region decreases. As
the disorder becomes still more pronounced, the effects
associated with periodic modulation disappear.

In transmission spectra, eigenstates become mani-
fest as peaks in the PBG region, which are sharper, the
longer the lifetime. Ensemble-averaged transmission
spectra exhibit a dip in the PBG region, but its depth
decreases and shape changes as the fluctuation δ
increases (Fig. 3).

As seen from Fig. 2, the PBG width decreases with
increasing δ and, beyond a certain threshold value δth,
the density of states at the PBG center becomes sub-
stantially different from zero. The lifetimes of the states
suggest that most of the states, according to the Thou-
less criterion, are localized. Note that, judging from the
lifetimes of some states, they are more likely delocal-
ized than localized.

Figure 4a displays the variation of PBG boundaries
in position with fluctuation δ for structures that differ in
terms of their modulated refractive index (g = 0.025,
0.05, 0.1) and, hence, their bandgap width and attenua-
tion length ξ0. The PBG boundaries plotted in the δ–ω
coordinates resemble parabolas. We see that, for a weak
degree of disorder, the slope of the PBG boundary δ(ω)
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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is small (it may be that it is zero altogether; numerical
modeling does not permit such a conclusion). The ver-
tices of the parabolas correspond to the threshold value
δth; as the refractive index modulation (and, hence, the
PBG width) increases, the fluctuation threshold value
δth also increases. Figure 4b plots the threshold fluctua-
tion δth versus the refractive index modulation g. We
readily see that δth is proportional to the square root of
the refractive index modulation g and can be roughly

described by the relation δth = .
Because the relative bandgap width and light atten-

uation per period are directly proportional to the refrac-
tive index modulation, the criterion for PBG filling by
photonic states can be formulated as follows.

In a one-dimensional case, the probability of forma-
tion of an optical eigenmode at any point of the PBG
becomes substantially different from zero when the rel-
ative fluctuation of the optical period length becomes
approximately equal to one-fourth of the light attenua-
tion per period of the structure

(7a)

or to one-third of the relative bandgap width

(7b)

The square root dependence of the threshold fluctu-
ation on the bandgap width implies that, even for a very
small refractive index modulation, the PBG is stable
against disorder. This statement is at odds with the cur-
rent concepts on the PBG becoming filled by localized
states even under weak disorder [7].

The dependence of the transmission coefficient
averaged over an ensemble of structures on the sample
thickness L is presented graphically in Fig. 5. Within
the PBG, the transmission coefficient falls off exponen-
tially with increasing sample thickness:

(8)

Note that the attenuation length ξ grows with δ. At a
PBG edge and for small fluctuations δ, the transmission
coefficient 〈T〉  behaves in a manner that is not so
straightforward; indeed, it is determined in these condi-
tions by the edge state frequency, which varies with
increasing sample thickness L. As δ increases, the
transmission coefficient 〈T〉  decays exponentially with
increasing L.

Figure 6 shows the dependence of the ensemble-
averaged transmission coefficient at the PBG center
frequency 〈T〉 , of ln〈T〉 , and of the attenuation length
ξ = –L/ln〈T〉  on the fluctuation δ for structures with
refractive index modulation g = 0.025, 0.05, and 0.1. In
all cases, the graphs exhibit a break. When the fluctua-
tion δ is less than the threshold value, 〈T〉  grows slowly
with increasing δ, while the attenuation length ξ
remains practically constant. As δth is reached, a break

0.27g

δth Im K0D( )/4≈

δth ∆ω/ω0( )/3.≈

T〈 〉 L/ξ–( ).exp=
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appears in the 〈T〉(δ) dependence and 〈T〉  and ξ grow
strongly with δ. This behavior allows a straightforward
explanation. The increase in 〈T〉  is a consequence of the
formation of sharp peaks corresponding to localized
states in the transmission spectra of some structures
(Fig. 3). For δ < δth, the increase in the transmission
coefficient originates from the side regions of these
peaks and, therefore, is small. For δ > δth, localized
states and the corresponding peaks appear at the band-
gap center and 〈T〉  grows rapidly with increasing δ.
Note that, for a single structure, the transmission coef-

1
2
3
4

10–3

10–2

10–1

1

〈T
〉

10–3

10–2

10–1

1

10–1

1

(a)

(b)

(c)

ω0

PBG center

ω0 + ∆ω/4

500 100 150 200
L/D

ω0 + ∆ω/2

PBG edge 

Fig. 5. Transmission coefficient averaged over an ensemble
of structures [(a) at the PBG center frequency ω0, (b) at fre-
quency ω0 + ∆ω/4, (c) at the PBG edge frequency ω0 +
∆ω/2] as a function of the structure thickness L for various
values of the fluctuation δ: (1) 0.35, (2) 0.7, (3) 0.1, and
(4) 0.15. For comparison, the dashed line shows the corre-
sponding graphs for an ideal structure. The refractive index
modulation is g = 0.025.
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ficient within the PBG may assume any value from zero
to unity.

The square-root dependence of the threshold fluctu-
ation δth on the refractive index modulation g suggests

Fig. 6. Dependence of (a) the ensemble-averaged transmis-
sion coefficient at the PBG center frequency, (b) its loga-
rithm, and (c) attenuation length on the fluctuation δ for
structures with refractive index modulation g equal to 0.025
(dotted line), 0.05 (dashed line), and 0.1 (solid line). Sym-
bols refer to relations obtained by transformations

ln〈T〉    α ln〈T〉  and δ   or ξ  ξ/α and

δ   for structures with g equal to 0.025 (circles)
and 0.05 (squares). α is the ratio of the inverse attenuation
length for an ideal structure with g = 0.025 or 0.05 to the
inverse attenuation length of a structure with g = 0.1.
Arrows identify threshold values of δ. The structure thick-
ness is L = 200D, and the refractive index modulation is g =
0.025.
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an interesting implication. Let α be the ratio of inverse

attenuation lengths  and  for ideal structures
with different refractive index modulations g(1) and g(2):

(9)

Then, the dependence of the averaged transmission
coefficient 〈T〉  (or of the attenuation length ξ) on the rel-
ative fluctuation δ of the optical period length can be
derived through transformation:

(10a)

  (10b)

In Fig. 6, squares refer to the results of transformation
(10) applied to the 〈T〉(δ) or ξ(δ) relations for a structure
with g = 0.05 and α = ξ0(g = 0.05)/ξ0(g = 0.1) and cir-
cles show the result of the corresponding transforma-
tion for a structure with g = 0.025 and α = ξ0(g =
0.025)/ξ0(g = 0.1). For structures with g = 0.05 and 0.1,
transformation (10) relates the 〈T〉(δ) or ξ(δ) depen-
dences with a very high precision. The structure with
g = 0.025 and a value of δ above the threshold exhibits
a deviation due to the fact that the attenuation length in
such a structure is comparable to the size of the
structure, which substantially increases the effect of
boundaries.

Transformations (10), which reflect universal (inde-
pendent of the PBG) behavior of the attenuation length
in disordered photonic crystals, may serve as a key in
developing an “analytical” theory of disordered photo-
nic crystals.

3. CONCLUSIONS

There exists a threshold disorder below which the
probability of formation of an eigenstate at the center of
a photonic bandgap is negligible. The threshold is
reached when the relative fluctuation in the optical
lengths of the structure periods becomes equal to the
square root of one-third of the relative bandgap width.
The dependence of the attenuation length at the PBG
center on the fluctuation of the optical period lengths of
a structure has a break corresponding to the threshold
fluctuation. As long as the disorder parameter is less
than the threshold value, the attenuation length grows
slowly with increasing fluctuation. After the disorder
parameter has exceeded the threshold value, the attenu-
ation length starts to grow rapidly. The dependences of
the attenuation length on the disorder parameter reveal
a universal behavior common for all widths of the
bandgap.
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Abstract—The effect of a transverse electric field on the multiphonon absorption of light in quantum-well sys-
tems in a uniform magnetic field aligned parallel to the spatial quantization axis is investigated. It is shown that,
when the interaction of an electron with long-wavelength vibrations is taken into account, the half-width of the
absorption line does not depend on the electric-field vector E. As the electric field strength increases, the max-
imum of the light absorption shifts toward the long-wavelength range and decreases. The effect of the electric
field on the shape of the zero-phonon line and first vibrational satellites is analyzed with due regard for the inter-
action of charge carriers with optical phonons. It is demonstrated in particular that the half-width of the zero-
phonon line substantially depends on the electric-field vector E and can reach several millielectron-volts at the
electric field strength E = 2 × 104 V/cm. © 2005 Pleiades Publishing, Inc.
1. It is known that, in the case where the magnetic-
field vector H is directed perpendicular to the surface of
a quantum-well system, the spectrum of a free electron
is completely quantized; i.e., it is quasi-zero-dimen-
sional. It is this circumstance which is responsible for
the fact that the shape of the absorption and lumines-
cence bands is governed by multiphonon processes [1].
In the present paper, we analyze the specific features
observed in the optical spectra of quantum-well sys-
tems in a magnetic field aligned with the axis of spatial
quantization occurring in an electric field E oriented
parallel to the surface of a quantum well. In the subse-
quent discussion, the exciton effects will be disre-
garded, because we will restrict our consideration to the
special case of strong quantized magnetic fields in
which the Coulomb interaction of an electron with a
hole is weak as compared to the energy separation
between the levels of transverse quantization. A
detailed analysis and the criteria for the validity of this
approximation are given in [2]. The absorption coeffi-
cient is calculated in the one-band approximation. This
means that, at E ⊥  H, the strengths of the electric and
magnetic fields satisfy the following condition [3, 4]:

cE/(SH) ! 1, where S = , εg is the band gap of
the semiconductor material under investigation, mc is
the effective mass of the electron, and c is the velocity
of light.

2. The Hamiltonian for electrons in state i at H ≠ 0
(i = c for the conduction band and i = v  for the valence
band) in the given orientation of the electric and magnetic
fields in the Landau gauge A(–Hy, 0, 0) has the form

(1)

εg/4mc

Ĥi
1

2mi

-------- P̂x
eH
c

-------y– 
 

2 P̂y
2

2mi

--------
P̂z

2

2mi

-------- Ui z( ) eEy.+ + + +=
1063-7834/05/4710- $26.00 1958
Let Eni be the quantum-well energy in the one-dimen-
sional potential Ui(z). In this case, the eigenvalues of
the Schrödinger equation with Hamiltonian (1) can be
determined from the relationship

(2)

where ωi = eH/(mic) is the cyclotron frequency, ν is the
quantum number of the Landau level, Kx is the projec-
tion of the electron wave vector, R2 = "c/(eH), e is the
elementary charge, and mi is the effective mass of the
charge carrier.

The wave functions of the problem under consider-
ation are represented as the product of the wave func-
tion of the charge carrier in the one-dimensional poten-
tial multiplied by the wave functions of the electron in
the crossed electric and magnetic fields [5].

According to the Kubo formula [6], the coefficient
of interband absorption of light at a frequency Ω and a
polarization x can be expressed through the correlation
function of the dipole moments and, in the second
quantization representation, has the form

(3)

Here, (aα) and (αα) are the operators of creation
(annihilation) of an electron and of a hole, respectively;

εnνkx

i
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α(m, kx) stands for the set of quantum numbers charac-
terizing the state of the charged particle (m(ν, n)) is the

smoothed wave function in state ; Pcv is the matrix
element of the momentum operator in terms of the
Bloch functions; V is the volume of the system; m0 is
the mass of the free electron; and n0 is the refractive
index. The averaging 〈…〉  in expression (3) is carried
out with the density matrix for the electron in the
crossed electric and magnetic fields; that is,

(4)

The Hamiltonian for electrons and holes with allow-
ance made for their interaction with lattice vibrations in
the second quantization representation can be written in
the following form:

(5)

where ξ is the chemical potential; ξ1 = –ξ + εg; (bq)
stands for the operators of creation (annihilation) of

phonons with energy "ωq and wave vector q; and  is
the coefficient function, which describes the interaction
of the particle with phonons,

According to relationship (4), the equation of
motion for the operator aα(t) has the form

(6)

In expression (6), the effect exerted by the electrons on
the phonon spectrum is disregarded; i.e., it is assumed
that

This approximation holds for nondegenerated semicon-
ductors, because the corrections introduced into the
spectrum of free phonons are determined by the polar-
ization operator, which, to the lowest order in the elec-
tron–phonon interaction, is proportional to the concen-
tration of electrons. The solution to Eq. (6) will be
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---Ĥ 

  Â
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sought in the approximation diagonal with respect to
the quantum numbers m(ν, n) (the validity of this
approximation was discussed earlier in [1]). Within this
approximation, the operator

(7)

satisfies the equation of motion

(8)

Making allowance for the equality Kx –  – qx = 0
[this equality immediately follows from the matrix ele-
ment in expression (8)], the equation of motion for

(t) can be written in the form

(9)

where

The matrix element for the wave functions of the prob-
lem under investigation can be easily calculated from
the expression

(10)

Here,

where (qz) is the matrix element exp(iqzz) for the
wave functions of the one-dimensional potential well
Uc(z) and Lν(z) is the Laguerre polynomial.
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Taking into account relationship (10), expression (9)
can be rewritten as

(11)

It is a simple matter to demonstrate that the solution to
Eq. (11) has the following form [1]:

(12)

where

Therefore, according to expression (7), the time depen-
dence (t) can be represented by the relationship

(13)

A similar relationship holds for the dependence αα(t).

After substituting the functions (t) and (t)
into relationship (3), the absorption coefficient takes
the form

(14)
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When writing expression (14), we took into account
that the nondegenerated semiconductor systems satisfy
the following approximate relationship:

where {…}ph denotes averaging over the system of free
phonons.

The averaging in relationship (14) can be carried out
using standard methods of the theory of multiphonon
transitions [7], for example, the algebra of Bose opera-
tors [8]. Taking into account that averaging over the
system of free phonons is performed independently for
electrons and holes, we obtain the expression for the
absorption coefficient:

(15)

Here, we introduced the following designations:

(16)

where Nq is the distribution function of equilibrium
vibrations and a is the quantum-well width.

It should be noted that, in the absence of an electric
field (E = 0), expression (15) transforms into the rela-
tionship derived in [1].

3. In the quasi-classical description of vibrations
(this description is justified when the charge carriers
interact with long-wavelength acoustic phonons), the

function (t) can be expanded into a series with
respect to t up to and including the terms t2; that is,

In the case of rectangular quantum wells, we obtain the
following expression for the lower magnetic quantum-
well states [m = m1 = (0, 1)]:
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Here, Ec and Ev are the deformation potentials for
charge carriers in the conduction and valence bands,
respectively; ρ is the density of the semiconductor
material; v  is the velocity of sound in the medium; and
T is the temperature.

In the given case, the absorption line (as well as the
luminescence line) can be adequately described by a
Gaussian function and the electric field does not affect
the half-width of the optical spectra and leads only to a
shift in the maximum of the absorption (as the electric
field strength E increases) toward the long-wavelength
range and a decrease in the absorption coefficient. The
strong effect of the electric field on the absorption line
is observed when the electron interacts with optical
vibrations at a frequency ωq = ω0. If the electron–
phonon interaction is relatively weak, the absorption
spectrum (as well as the luminescence spectrum) is
characterized by zero-phonon lines and vibrational sat-
ellites due to the absorption of the electromagnetic
wave with the simultaneous absorption or emission of a
vibrational quantum.

The quantum wells GaN/AlGaN and InGaN/InN
are promising objects for the observation of zero-
phonon lines and vibrational satellites in the funda-
mental absorption range. At present, it is these quan-
tum systems that have been actively studied because
of the need to increase the lifetime of ultraviolet lasers
[9, 10] and to use these structures in the next genera-
tion of semiconductor electronic devices at high tem-
peratures [11].

Vibrational satellites have been observed experi-
mentally in both undoped and silicon-doped narrow
quantum wells GaN/AlGaN [12]. In this respect, inves-
tigation into the optical properties of these quantum
systems and elucidation of the mechanisms responsi-
ble, for example, for spontaneous emission in actual
instrument structures [13] have been an important
problem.

The specific features of the zero-phonon line in an
electric field can be conveniently analyzed using the
method developed in [14] and described in detail in
[15]. For this analysis, we use the relationships

,

(18)

where P is the principal value.
Then, we can write

(19)

For simplicity, we disregard the second equality in rela-
tionships (18).
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In the above relationships, we introduced the fol-
lowing designations:

Now, we take into account relationship (18) and the
interaction of the electron with acoustic vibrations.
After integration with respect to the variable t in rela-
tionship (15), the expression describing the zero-
phonon line takes the following form (in this case, we
consider the optical transition in rectangular quantum
wells between the lowest lying magnetically dimen-
sional ith states):

(20)

where

and Φ(z) is the probability function.

It follows from relationship (20) that, in the case

when Γ/  > 1, the zero-phonon line can be
described by a Lorentzian curve with the half-width

2"Γ. For Γ/  < 1, the zero-phonon line can be
described by a Gaussian curve with the half-width

2" .
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we have (a/R)2 ~ 10–1], the parameters Γ and M can be
calculated directly from the following expressions [16]:

(21)

where ε0 and ε∞ are the static and high-frequency per-
mittivities, respectively; Iν(z) is the modified Bessel
function; and K0(z) is the Macdonald function with the
zero index.

Figure 1 shows the dependences of the half-width of
the zero-phonon line on the electric field strength. It can
be seen from this figure that an increase in the electric
field strength leads to an increase in the half-width of

the zero-phonon line (Γ/  > 1). Therefore, the dom-
inant contribution to the intensity of the zero-phonon
line arises when the energy acquired by the electron as
a function of the magnetic length is of the order of the
limiting energy of the optical phonon: eER ≈ "ω0. Tak-
ing into account the universally accepted parameters
for rectangular quantum wells (for the GaN/AlGaN
quantum well at H = 1 T, c0 = 0.09, N = 0.5, and "ω0 =
0.03 eV, we have E ≈ 2 × 104 V/cm), the half-width of
the zero-phonon line is of the order of 7 meV. Figure 2
presents the dependences of exp(–M) (i.e., the contribu-
tion to the intensity of the zero-phonon line associated
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Fig. 1. Dependences of the half-width of the zero-phonon

line on the electric field strength τ =  (R0 = 2.56 ×

10–6 cm is the magnetic length in a magnetic field of 1.0 T)
for different magnetic field strengths H: (1) 0.25, (2) 1.0,
and (3) 4.0 T.

"ω0

2eER0
----------------
PH
with the electron–phonon interaction) on the electric
field strength. It can be seen from Fig. 2 that, when E <
104 V/cm (τ > 2), the quantity exp(–M) is virtually inde-
pendent of the electric field strength. Consequently, the
parameters of the zero-phonon line are determined only
by the dependence of the quantity K (0) on the electric
field strength E.

In order to investigate the frequency dependence of
the vibrational satellite in relationship (15), we expand
the exponent into a series in terms of g(t) and, for the
first vibrational satellites, restrict our treatment to the
terms describing the single-phonon processes. As a
result, we obtain

(22)

where q0 = ∆/ω0.
In relationship (22), the first term describes the

absorption of light with emission of an optical vibra-
tional quantum and the second term characterizes the
absorption of the electromagnetic wave with subse-
quent absorption of a nondispersive phonon. When q0 =
±1, i.e., at the maximum of the vibrational satellite,
there arise logarithmic divergences K0(x) ~ ln(2/x), x !
1) [16]. These divergences can be eliminated if one
takes into account the interaction of the electrons with
acoustic phonons (as was done in the analysis of the
zero-phonon line). In this case, the maxima of the
absorption of the vibrational satellites are determined
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Fig. 2. Dependences of exp(–M) (the intensity of the zero-
phonon line attributed to the electron–phonon interaction)

on the electric field strength τ =  (R0 = 2.56 ×

10−6 cm) for different magnetic field strengths H: (1) 0.25,
(2) 1.0, and (3) 4.0 T.
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by the parameter B, i.e., by the deformation potential
and temperature.
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Abstract—The spectral response of the lateral optical anisotropy of periodic undoped type-II ZnSe/BeTe het-
erostructures with nonequivalent interfaces was studied by ellipsometry. The spectra revealed two types of fea-
tures corresponding to optical transitions with energies lying in the bandgap. The position of features of the first
type does not depend on the heterostructure period. Features of the second type shift toward lower energies with
decreasing period of the heterostructure. This behavior is explained in terms of a model taking into account the
existence of electronic and hole interface states and of a mixed-type interface state. © 2005 Pleiades Publish-
ing, Inc.
1. INTRODUCTION
As far back as 1932, Tamm predicted the existence

of carrier states localized on the surface of a semicon-
ductor crystal [1]. Such states are characterized by one-
dimensional localization along the surface normal and
by an energy falling into the bandgap of a bulk semi-
conductor. Seventeen years later, the existence of simi-
lar states in the proximity of a sharp interface separat-
ing two different semiconductor materials was first
conjectured [2]. Like a surface, the interface between
two different semiconductors is a strong perturbation of
the periodic crystal potential.

The possible existence of electronic states localized
on a heterointerface and with an energy inside the band-
gap was theoretically substantiated in [3] in the tight
binding approximation without inclusion of spin–orbit
coupling. Hole interface states localized on the
InAs/AlSb type-II heterointerface were studied theoret-
ically in [4], likewise in the tight-binding approxima-
tion but with inclusion of the spin–orbit interaction. In
order to account for the temperature dependence of the
carrier concentration and the anomalously high elec-
tron mobility in InAs/AlSb quantum wells (QWs), Kro-
emer et al. [5] postulated the existence of localized
states of carriers with a high lateral mobility at the het-
erointerfaces bounding the QWs.

Heterointerfaces may considerably affect not only
the transport but also optical properties of semiconduc-
tor structures. It is an established fact that the lowered
point symmetry of an interface separating two zinc-
blende semiconductors gives rise to lateral anisotropy
in the optical properties of semiconductor heterostruc-
tures [6]. In the case of ZnSe/BeTe periodic structures
with nonequivalent interfaces, this becomes manifest in
a difference between the effective refraction coeffi-
1063-7834/05/4710- $26.00 ©1964
cients of the heterostructure as a whole in the [110] and

[ ] crystallographic directions. The difference
between both the real and imaginary parts of these
refractive indices was found to be the largest in the
spectral region corresponding to spatially direct exci-
tonic transitions in such structures [7].

This communication reports on an ellipsometric
study within a broad spectral range of the dependence
of the lateral optical anisotropy on the period of
ZnSe/BeTe heterostructures with nonequivalent inter-
faces. Two types of features corresponding to optical
transitions with energies within the bandgap were
found to exist in the spectral response of the optical
anisotropy. Measurements showed that features of the
first type remain practically in the same position when
the heterostructure period is reduced from 345 to 45 Å.
By contrast, features of the second type undergo a
monotonic displacement (ranging up to 110 meV)
toward lower energies with decreasing heterostructure
period. The observed behavior suggests the presence in
the structures under study of carrier states localized on
the ZnSe/BeTe heterointerfaces.

2. EXPERIMENT

We studied ZnSe/BeTe periodic heterostructures
with type-II band offsets, grown by molecular beam
epitaxy on GaAs substrates in the [001] direction. The
band diagram of the heterostructures is shown in Fig. 1.
The heterostructures studied had 20 periods each. The
ZnSe/BeTe layer thicknesses were 230/115, 100/50,
40/20, and 30/15 Å. Due to the reasonably chosen
thickness ratio of the ZnSe and BeTe layers (2 : 1), as
well as to the small difference in the lattice constants
between ZnSe, BeTe, and GaAs (within 0.4%), these

110
 2005 Pleiades Publishing, Inc.
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heterostructures have almost no strain. The samples
were not intentionally doped.

The bandgap of ZnSe at the Γ point is (ZnSe) =
2.8 eV [8], and the ZnSe bandgap associated with the X

valley is (ZnSe) = 4.6 eV [9]. The corresponding

values for BeTe are (BeTe) = 4.5 eV [10] and

(BeTe) = 2.6 eV [11]. BeTe is an indirect-gap semi-
conductor.

There are three types of optical interband transitions
in the heterostructures under study (Fig. 1): spatially
direct transitions in ZnSe layers (DT), spatially direct
transitions connecting valence band states with states in
the X valley of BeTe (DxT), and spatially indirect tran-
sitions (IT) between electrons in ZnSe layers and holes
in the BeTe layers mediated by the wave-function over-
lap of the carriers penetrating under the barriers.

Unlike a bulk semiconductor of Td point symmetry
with zinc-blende structure, an ideal interface and,
hence, a single heterojunction has point symmetry C2v .
In a heterostructure with a ZnSe QW surrounded by
BeTe barriers and possessing nonequivalent interfaces
of the type Zn–Te on the left (right) of the QW and Be–
Se on the right (left) of the QW, the C2v lowered sym-
metry is retained for the QW and, hence, for the hetero-
structure as a whole [12]. As shown by direct ellipso-
metric measurements of the optical constants, this gives
rise to a natural anisotropy of the effective dielectric
permittivity of ZnSe/BeTe heterostructures in the blue-
green region of the spectrum [7]. The optical anisotropy
induced by the low symmetry of the interfaces was used
in the present study of carrier states localized on the
heterointerfaces separating ZnSe from BeTe.

An ellipsometer with a rotating compensator was
employed to measure the spectral response of the lat-
eral optical anisotropy of ZnSe/BeTe heterostructures
with nonequivalent interfaces [13]. The measurements
were performed at a sample temperature of 77 K. The
spectral response of the ratio of the Fresnel complex
amplitude reflectances [14]

(1)

was measured at a fixed angle of incidence of light on
the sample for a fixed orientation of the [110] and

[ ] crystallographic axes relative to the plane of
incidence (specified by the rays striking the sample and
reflected from it). Next, the sample was rotated through
90° about the heterostructure growth axis and the spec-
tral response of the Fresnel coefficient ratio was mea-
sured again with all the other conditions kept
unchanged. In Eq. (1), rp and rs are the Fresnel complex
amplitude reflectances for the p and s polarized waves,
respectively; ρabs is the modulus of the Fresnel coeffi-
cient ratio showing the extent to which the p wave is

Eg
Γ

Eg
X

Eg
Γ

Eg
X

ρ E( )
rp

rs

---- ρabs E( ) i∆ E( )[ ]exp≡=

110
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reflected more weakly than is the s wave; ∆ is the argu-
ment of the Fresnel coefficient ratio actually represent-
ing the phase shift between the p and s waves generated
in reflection; and E is the photon energy. Because the
period of the ZnSe/BeTe heterostructures studied is
much smaller than the wavelength of light in the spectral
interval covered, these structures can be treated as a uni-
form, optically anisotropic film whose interaction with
light can be described by a permittivity tensor [15].

Figure 2 displays the spectral dependences of ρabs

and ∆ measured at an angle of incidence θ0 = 53.40°.

These dependences were measured with the [ ]
crystallographic axes of the samples set perpendicular
to the plane of incidence of light. Filled circles refer to
measurements made on a ZnSe/BeTe heterostructure
with a period of 345 Å (the total thickness of the hetero-
structure is 6900 Å), and empty circles refer to a hetero-
structure with a period of 45 Å (the total heterostructure
thickness is 900 Å). The plots exhibit a periodic varia-
tion in ρabs and ∆ with increasing photon energy, which
fits the pattern of interference of light waves reflected
from the boundaries between the heterostructure and
the external medium and between the heterostructure
and the substrate. At photon energies corresponding to
spatially direct optical transitions in the ZnSe layers,
the pattern of reflection from the samples under study
changes. For the thickest heterostructure with the
230/115 Å layer thicknesses, one observes a sharp vari-
ation of ρabs and ∆ due to strong absorption of the light
wave reflected from the heterostructure–substrate inter-
face (DT feature). For the structure with the 30/15 Å

110
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Fig. 1. Band diagram of ZnSe/BeTe periodic heterostruc-
tures with type-II band offsets. All the structures studied
contained 20 ZnSe/BeTe periods. The BeTe layer thick-
nesses L of the heterostructures were 115, 50, 20, and 15 Å.
In the diagram: DT refers to spatially direct optical transi-
tions in ZnSe layers, DxT to spatially direct optical transi-
tions involving BeTe valence band and X valley states, and
IT to spatially indirect optical transitions between electrons
in ZnSe layers and holes in BeTe layers, which are made
possible by wave-function overlap of the carriers penetrat-
ing under the barriers.
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layer thicknesses, the features corresponding to spa-
tially direct transitions are obscured by those caused by
the strong variation of the substrate refraction coeffi-
cient (E1 : GaAs feature). This feature originates from
interband optical transitions involving the states in the
GaAs L valley [16].

In the case where light is reflected from the anisotro-
pic-layer–isotropic-substrate system, the quantities ρabs
and ∆ are determined, in particular, by the orientation
of the permittivity tensor axes in the layer relative to the
plane of incidence. Therefore, the nonzero quantity

(2)

describes the anisotropy of optical constants in the
plane of the heterostructures under study. In Eq. (2),

 is the reflection-induced phase difference
between p- and s-polarized waves measured in the case

where the [ ] crystallographic axis of the sample is
perpendicular to the plane of incidence and ∆[110] is the
analogous quantity measured in the case where the

[ ] axis is parallel to the plane of incidence (i.e.,

δ∆ ∆
110[ ] ∆ 110[ ]–=

∆
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Fig. 2. Spectral responses of ρabs and ∆ measured on
ZnSe/BeTe heterostructures with periods of 345 (filled cir-
cles) and 45 Å (empty circles). The symbol DT identifies
features associated with spatially direct optical transitions
in the ZnSe layers, and El : GaAs is the manifestation of a
feature in the GaAs substrate refractive index. The measure-
ments were conducted at an angle of incidence of light on
the sample θ0 = 52.95° and a sample temperature of 77 K.
PH
after the sample has been rotated through 90° about the
growth axis).

3. EXPERIMENTAL RESULTS

Figure 3 presents the spectral dependences of δ∆
characterizing the lateral optical anisotropy. These
dependences are measured on four periodic hetero-
structures with layer thicknesses 230/115, 100/50,
40/20, and 30/15 Å, respectively.

These spectral responses exhibit two groups of lines
that shift toward higher energies with decreasing het-
erostructure period. In the energy interval E = 2.80–
2.93 eV, all samples exhibit DT features related to spa-
tially direct excitonic transitions in ZnSe layers. Such
transitions are characterized, first, by a shift toward
higher energies with decreasing ZnSe layer thickness
(which corresponds to an increase in the carrier size
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Fig. 3. Spectral response of the lateral optical anisotropy
measured on four periodic heterostructures with ZnSe/BeTe
layer thicknesses of 230/115 Å, 100/50 Å, 40/20 Å, and
30/15 Å, respectively. Symbols DT and DxT denote the fea-
tures characteristic of the heterostructures under study that
correspond to spatially direct interband transitions in ZnSe
and BeTe layers, respectively. Symbols RL, YL, GL, and
BL denote features whose energies lie in the bandgap and
which have not been observed earlier. Angle of incidence
θ0 = 52.95°. The sample temperature is 77 K.
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quantization energy) and, second, by a distinct sign
reversal of the signal, which is caused by the difference
in the sign of the lateral optical anisotropy between
optical transitions involving light and heavy holes [7].
The second group of lines, DxT, which shifts to shorter
wavelengths with decreasing heterostructure period, is
related to spatially direct transitions in the BeTe layers.
This semiconductor is an indirect-gap material, and the
observed features should be assigned to transitions
between valence band states and states in the X valley
in BeTe [10].

In addition, the above plots exhibit three groups of
features whose spectral positions remain practically
unchanged as compared to the spatially direct transi-
tions in the ZnSe and BeTe layers. We introduce the
notation for these features according to the color of the
spectral interval in which they are located. At an energy
E ≈ 2.75 eV, all samples produce a blue-line (BL) fea-
ture whose width increases with decreasing hetero-
structure period. In ZnSe/BeTe samples with layer
thicknesses 230/115 and 40/20 Å at an energy E ≈
2.47 eV, green-line (GL) features are observed whose
amplitude, just as in the case of DxT transitions, reveals
a dependence on the angle of incidence of light. At E ≈
2.15 eV, in all samples are detected one more group,
namely, yellow lines (YL), whose spectral position
likewise does not change noticeably when the hetero-
structure period decreases from 345 to 45 Å.

Finally, at energies below 1.80 eV, all samples pro-
duce a red line (RL) that undergoes a monotonic shift
to lower energies. This shift ranges up to 110 meV in
the ZnSe/BeTe heterostructure period range studied, a
figure comparable to the increase in interband transi-
tion energy resulting from quantum confinement.

4. INTERPRETATION 
OF THE EXPERIMENTAL RESULTS

Figure 4 plots the spectral positions of the observed
features versus the ZnSe and BeTe layer thickness
(period) of the heterostructures studied. Filled and half-
filled triangles denote features corresponding to spa-
tially direct transitions in the ZnTe and BeTe layers,
respectively (i.e., the DT and DxT features). The
dashed and dash-dotted curves refer to the energies of
spatially direct optical transitions in ZnSe and BeTe
layers, respectively, calculated in the effective mass
approximation. The dotted curve relates to the energies
of spatially indirect interband optical transitions (IT in
Fig. 1). Because of the small overlap (~5 Å) of the wave
functions of electrons and holes penetrating under the
barriers and, hence, of the weak oscillator strength,
such transitions manifest themselves only weakly at
liquid-nitrogen temperature in the spectral response of
δ∆ [see Eq. (2)].

The calculation of the interband optical transition
energies versus the layer thickness in the heterostruc-
tures was based on the following estimates of the car-
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
rier effective masses. For ZnSe, the effective masses of
electrons and heavy holes at the Γ points (expressed in
free electron masses) were assumed to be (ZnSe) =

0.16 and (ZnSe) = 0.70, respectively [8]. The effec-
tive electron mass in an X valley of BeTe was taken to
be (BeTe) = 6.0 [10]. The other carrier masses were
chosen using the empirical rule of the effective carrier
mass being proportional to the bandgap of the material:

(BeTe) = 0.25, (BeTe) = 1.15, and (ZnSe) =
3.80. The ground-state energy of a heavy hole localized
on the ZnSe barrier was calculated according to [17].

In Fig. 4, filled squares, half-filled squares, and
filled circles denote the BL, GL, and YL features,
whose positions remain practically unchanged as the
layer thickness in the heterostructures decreases. The
diamonds trace the spectral position of the RL feature,
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Fig. 4. Spectral position of features in the optical anisotropy
spectra plotted vs. the ZnSe/BeTe heterostructure period.
The filled and half-filled triangles denote characteristic fea-
tures corresponding to spatially direct optical transitions in
the ZnSe and BeTe layers, respectively. The dashed and
dash-dotted curves display the energies of these transitions
(DT and DxT, respectively) calculated in the effective mass
approximation. The dotted line corresponds to calculated
energies for spatially indirect transitions (IT). RL, YL, GL,
and BL refer to features not observed earlier and falling into
the bandgap region.
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which is seen to undergo a noticeable low-energy shift
with decreasing heterostructure period.

The four types of spectral features (BL, GL, YL,
RL) observed in the spectral dependences of the lateral
optical anisotropy cannot be accounted for by interband
optical transitions, first, because of their spectral posi-
tions and, second, because they do not undergo a high-
energy shift with a decrease in the ZnSe and BeTe layer
thicknesses. In addition, the amplitudes of the BL, GL,
YL, and RL features in the optical-anisotropy spectra
are of the same order of magnitude as those of the fea-
tures associated with spatially direct transitions. (Note
also that these features are not seen in the spectral
responses of ρabs and ∆ against the background of spa-
tially direct interband transitions; see Fig. 2.)

Finally, the observed features cannot be assigned to
the structural properties or defects of any concrete het-
erointerface, because this effect was observed on more
than one heterostructure, each containing a sufficiently
large number (20) of interfaces. This behavior suggests
the existence of Tamm interface states in the structures
under study, i.e., of carrier states strongly localized on
heterointerfaces as a result of a sharp jump in the
parameters of the crystal periodic potential.

The energy positions of the observed features, as
well as theoretical results obtained in the tight-binding
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ie1ie1ie1
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ih1ih1ih1

ih2ih2ih2

RLRLRL
BLBLBL

YLYLYL

GLGLGL

BeTe BeTeZnSe ZnSe BeTe
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X
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Fig. 5. Energy positions of interface states in ZnSe/BeTe
heterostructures. The electron-type interface states ie1 and
ie2 are due to conduction-band-level discontinuities at the Γ

point (Ec, solid broken line) and in the X valley ( , dashed

broken line), respectively. The hole interface states ih1 and
ih2 are connected with the offsets of the valence band of
light and heavy holes (Ev , solid broken line) and of the

spin–orbit-split valence band ( , dash-dotted, broken

line), respectively. The ieh symbol refers to a mixed-type
interface state. Bold vertical arrows specify observed opti-
cal transitions between the RL, YL, GL, and BL interface
states.

Ec
X

Ev
SO
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approximation [3, 4], which provide information on the
energy positions of interface states, suggest the follow-
ing pattern of optical transitions between interface
states in the heterostructures studied here (Fig. 5). To
interpret the results obtained, one has to take into
account the electronic and hole interface states (IS)
associated with the conduction and valence band off-
sets at the heterointerfaces, respectively. The electronic
interface state (IS) ie1 originates from the conduction
band offset at the Γ point. The electronic IS ie2 is con-
nected with the conduction-band X valley discontinuity
(dotted broken line in Fig. 5). In turn, the hole IS ih1 is
related to the heavy and light hole valence band discon-
tinuity and the hole IS ih2, to the spin–orbit-split
valence band offset (dash-dotted broken line). The off-
sets of the corresponding bands were taken from [9, 10].

This approach identifies the RL features observed in
the spectral dependences of heterostructure optical
anisotropy with optical transitions between the elec-
tronic ie1 and hole ih1 interface states (Fig. 5). The GL
features originate from optical transitions between
electronic ie2 IS and hole ih1 IS. Finally, the BL fea-
tures should be assigned to optical transitions connect-
ing the electronic ie1 IS with the hole ih2 IS.

Taking into account the above four ISs does not
explain the YL feature. To understand the origin of this
feature, one has to take into account the ieh IS, which,
because of its energy position, is apparently a mixed-
type IS (Fig. 5). The possible existence of states of this
type was mentioned in [18], a study of the generalized
boundary conditions at heterointerfaces performed in
terms of the many-band smooth-envelope method. By
introducing a mixed ieh IS, one can assign the observed
YL feature to optical transitions between the ieh IS and
the hole ih2 IS.

Considered within this model, the dependence of the
spectral position of the observed features on the hetero-
structure layer thickness can be interpreted in the fol-
lowing way. As follows from the general properties of
the Schrödinger equation, imposing a boundary condi-
tion on the wave function of a particle and its derivative
with respect to the particle coordinate is equivalent to
adding a zero-dimensional potential to the Hamiltonian
at the same point in space [19]. This approach is appli-
cable to an electron in a semiconductor crystal as well.
According to [20], the effect of boundary conditions
associated with a sharp heterointerface can be included
in crossing over from a multiband effective-mass
method to a single-band approximation by adding a
point potential of the type γδ(x – x0) to the Hamiltonian,
where x0 is the heterointerface coordinate and γ is the
potential strength. With the above boundary conditions,
we consider a state localized on two heterointerfaces,
namely, a state localized in a one-dimensional potential
symmetric with respect to the origin

(3)U x( ) UQW x( ) γ δ x a+( ) δ x a–( )+[ ] .–=
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Here, a is one-half of the distance between the inter-
faces, γ is a positive parameter determining the strength
of the δ function, and UQW(x) describes the potential
energy in a single QW with finite barriers of height U0
and width 2a (Fig. 6). The corresponding one-dimen-
sional Schrödinger equation has the form

(4)

The ground-state wave function can be represented as

(5)

Here, η0 is the particle wave vector in the region of
space x < –a and a < x, q0 is the particle wave vector in
the region of space –a < x < a, and A is a constant found
from the normalization condition. In Eq. (4) and hence-
forth, m is the particle effective mass. Figure 6 presents
the probability distribution for a particle with the wave
function defined by Eq. (5). The absolute value of the
energy of the state E0 and the relation connecting the
quantities η0 and q0 are given by

(6)

The continuity condition imposed on the first derivative
of the wave function with respect to the coordinate at
points x = ±a yields a transcendental equation for the
wave vector and, hence, the particle ground-state
energy:

(7)

This equation has a solution only if the condition

(8)

is met. The physical meaning of this condition can be
formulated as follows: the force acting on a particle due
to the δ-function potential and attracting this particle to
the interface must be stronger than the force caused by
the potential step, which tends to repel the particle away
from the interface. Figure 7 displays the dependences
of the left- and right-hand sides of Eq. (7) on wave vec-
tor q0 (for the case where condition (8) is satisfied). In
the case where the distance between the interfaces far
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exceeds the characteristic localization length of a parti-
cle at a single δ-function QW

(9)

the left-hand side of Eq. (7) can be replaced by unity.
This yields the energy of the state (its magnitude):

(10)

A decrease in the distance between the interfaces will
not bring about a noticeable change in the IS energy or,
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Fig. 6. Carrier localization on two interfaces.
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Fig. 7. Explanatory graph to the calculation of the wave
vector of a carrier localized on two interfaces. Solid curves
represent the left-hand side of Eq. (7) for different interface
separations. The dashed curve represents the right-hand
side of Eq. (7). As the interface separation decreases, the
wave vector and the absolute value of the energy of the
interface state grow, implying that the energy of the optical
transition connecting the electronic and hole interface states
decreases.
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hence, in the energies of the optical transitions between
them. This situation is observed for the BL, GL, and YL
optical transitions (Fig. 5), whose spectral positions do
not change markedly as the heterostructure period
decreases (Fig. 4).

The situation changes when the distance between
the interfaces is comparable to the characteristic length
L. As seen from Fig. 7, as a decreases, the wave vector
q0 corresponding to the solution of Eq. (7) increases.
Hence, the absolute value of the energy of a localized
particle defined by Eq. (6) will grow and the energies of
the optical transitions between the ISs will decrease.
This situation applies to the RL transitions (Fig. 5),
whose low-energy shift ranges up to 110 meV in the
heterostructure period range studied (Fig. 4).

The present study relates to heterostructures with
nonequivalent interfaces of the Zn–Te and Be–Se type.
The corrections to the above model for this nonequiva-
lence can be included within perturbation theory by
introducing into the Schrödinger equation (3) a perturb-
ing potential of the kind V(x) = β[δ(x + a) – δ(x – a)].
This will not, however, affect the pattern of the depen-
dence of the ground-state energy on interface separa-
tion. Depending on the actual relative magnitude of the
interface separation and characteristic length L (as the
interfaces are brought closer to one another), the abso-
lute value of the ground-state energy either will not
change noticeably or will increase, thus decreasing the
energies of the optical transitions connecting the inter-
face states.

Let us estimate the range within which the IS energy
levels lie (Fig. 8). For the longest period structure with
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Fig. 8. Explanatory graph to the estimation of the energy
position of interface states with respect to the ZnSe and
BeTe band edges. The dotted broken line is the conduction-
band X-valley level. Solid broken lines: Ec is the conduction
band level at the Γ point and Ev  is the heavy and light hole
valence-band level.
PH
layer thicknesses 230/115 Å, the IS energies will be
closest to those of the corresponding ISs on a single
interface. We can write

(11)

Here, dE1 and dE2 are the energy levels of the electronic
ie1 and ie2 ISs reckoned from the ZnSe conduction
band and BeTe X valley edges, respectively (Fig. 8);
dH1 and dH2 are the energy levels of the hole ISs reck-
oned from the ZnSe and BeTe heavy and light hole
valence band edges, respectively; ERL, EBL, and EGL are
the optical transition energies between the electronic
and hole ISs ie1–ih1, ie1–ih2, and ie2–ih1, respec-
tively; EDT and EDxT are the energies of spatially direct
interband optical transitions in the ZnSe and BeTe lay-
ers; and EIT is the energy of spatially indirect inter-
band transitions in the heterostructures studied. Equa-
tions (11) can be easily transformed to

(12)

Allowing for the quantities introduced by us earlier
being nonnegative, Eqs. (12) yield the ranges of possi-
ble values of the IS localization energies in the system
studied:

(13)

The energy dEm of the ieh IS reckoned from the top of
the BeTe heavy and light hole valence band (Fig. 8) is
given, in turn, by the relation

(14)

Here, EYL is the energy of optical transitions between
the ieh and the hole ih2 ISs, δEv is the heavy and light
hole valence band offset in the heterostructures studied,
and dH2 is the energy of the hole ih2 IS. It follows from
Eqs. (13) and (14) that the ieh state energy is confined
in the interval

dE1 dH1+
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dE1 dH2+
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Note that this energy level lies comparatively close
(90 meV lower) to halfway between the centers of the
ZnSe and BeTe bandgaps and far away from the band
edges of these materials. This suggests that this state is
apparently of mixed type, unlike the ie1, ie2, ih1, and
ih2 ISs, which are satellites of the conduction band and
valence band of the semiconductors making up the het-
erostructures under study.

5. CONCLUSIONS

We have reported on an ellipsometric study of the
low-temperature spectral relations governing lateral
optical anisotropy of the ZnSe/BeTe periodic hetero-
structures with nonequivalent interfaces. The hetero-
structures studied have various periods. The spectra of
the lateral optical anisotropy revealed two types of fea-
tures corresponding to optical transitions with energies
in the bandgap. Unlike interband optical transitions, the
spectral position of features of the first type does not
depend on the period of the heterostructures studied. As
the heterostructure period decreases, features of the
second type undergo a monotonic shift toward lower
energies comparable to the increase in interband optical
transition energy induced by size quantization. The
observed behavior can be interpreted within a model
allowing for the existence of two types of electronic
and two types of hole Tamm interface states, as well as
of a mixed-type interface state. The localization of such
states along the heterostructure growth axis is
accounted for by the discontinuity in the properties of
the periodic crystal potential at a heterointerface. By
using the effective mass approximation, with the inter-
face represented by a δ-function attractive potential, the
energy of optical transitions between interface states
has been shown to decrease with decreasing hetero-
structure period. By analyzing the energies of optical
transitions connecting interface states, the range of
interface state energy levels has been determined.
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Abstract—Temperature and magnetic field dependences of the resistivity and Hall coefficient in layered sin-
gle-crystal Nd2 – xCexCuO4 (x = 0.12) films are experimentally investigated and analyzed. It is shown that this
material clearly exhibits quantum effects characteristic of 2D semiconductor structures: negative magnetoresis-
tance caused by suppression of the interference quantum correction by a magnetic field, a near-logarithmic tem-
perature dependence of the conductivity, and a temperature dependence of the Hall coefficient related to e–e
interaction. It is shown that, when analyzing experimental data, it is necessary to take interlayer transitions into
account. Such an approach provides quantitative agreement between experiment and the standard theory of
quantum corrections. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The Nd2 – xCexCuO4 compound occupies a special
place among the oxide superconductors with a perovs-
kite structure. Standard high-temperature superconduc-
tor materials contain conducting CuO2 layers with oxy-
gen pyramids (YBaCuO, BiSrCaCuO) or octahedra
(LaSrCuO), whereas optimally annealed NdCeCuO
crystals contain CuO2 layers without apical oxygen
atoms; i.e., the CuO2 layers form quasi-two-dimen-
sional (2D) planes at a distance of a = 6 Å from each
other. Therefore, a NdCeCuO single crystal can be con-
sidered a selectively doped system of quantum wells
(CuO2 layers) separated by barriers doped by cerium
(buffer NdO layers). This statement is based on the fact
that macroscopic 3D-crystals of layered high-tempera-
ture superconductor materials exhibit strongly pro-
nounced 2D properties of charge carriers.

Undoped Nd2CuO4 compounds are insulators. Dop-
ing Nd2CuO4 by cerium and lowering the content of
oxygen down to the stoichiometric value produces n-
type conduction in the CuO2 layers of a Nd2 – xCexCuO4
crystal. As excess electrons pass to the CuO2 planes,
charged Ce4+ impurity centers randomly distributed
over the lattice produce an electric field in the buffer
layer between these planes and scattering by this field
determines, apparently, the charge carrier mobility.

Calculations of the NdCeCuO band structure [1]
have shown that the Fermi level is located in the pdσ
band formed by 3d(x2 – y2) orbitals of copper and
pσ(x, y) orbitals of oxygen. This pdσ band has a pro-
nounced 2D character, with almost no dispersion in the
1063-7834/05/4710- $26.00 1972
c direction perpendicular to the conducting CuO2
planes (ab planes). Because of low transition probabil-
ities between the planes, the conductivity of NdCeCuO
crystals in the normal phase is highly anisotropic,
σab/σc ≥ 103 [2–4]. Due to the quasi-2D nature of
charge carriers, the temperature and magnetic field
dependences of σab of NdCeCuO crystals are deter-
mined substantially by quantum corrections to the
Drude conductivity. There are two types of quantum
corrections to the conductivity: (i) corrections pro-
duced by the interference of electron waves propagat-
ing in opposite directions along closed trajectories
[weak localization (WL)] and (ii) corrections produced
by electron–electron (e–e) interaction, which can be
separated into corrections in the diffusion channel (the
Altshuler–Aronov term) and corrections in the Cooper
channel (also known as corrections due to supercon-
ducting fluctuations). These corrections increase in
magnitude with decreasing temperature or with
increasing disorder and basically determine the trans-
port in 2D systems at low temperatures.

There are a few publications reporting on the obser-
vation and study of the effects due to quantum correc-
tions to the conductivity σab of Nd2 – xCexCuO4 crystals.
For example, a linear dependence of the resistivity on
lnT (one of the signatures of 2D weak localization) has
been observed at T < Tc in a Nd2 – xCexCuO4 sample
with x = 0.15, where the superconducting state is sup-
pressed by a magnetic field [5]. Highly anisotropic neg-
ative magnetoresistance in fields B || CuO2 and
B ⊥  CuO2, which is also characteristic of 2D weak
localization, has been observed in nonsuperconducting
© 2005 Pleiades Publishing, Inc.
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Nd2 – xCexCuO4 samples with x = 0.11 [6], 0.15 [7], and
0.18 [8]. Furthermore, in analyzing the negative mag-
netoresistance in a magnetic field perpendicular to the
ab planes, the authors of [7] estimated the spin relax-
ation time to be τso > 5 × 10–11 s and showed that this
time is much greater than the phase relaxation time τϕ.
By processing negative-magnetoresistance curves, the
authors of [6] found the temperature dependence of the
phase relaxation time τϕ to be 1/τϕ ~ T0.4. The authors
of [9] used the theory of quantum corrections to con-
ductivity both in the Cooper [10] and diffusion [11, 12]
channels, and their results are in qualitative agreement
with the experiment performed on Nd2 – xCexCuO4 sin-
gle-crystal films. In [13], the ρab(T, H) dependences
were studied for a series of Nd2 – xCexCuO4 single-crys-
tal films with x = 0.12–0.18 and kFl = 2–150 (kF is the
Fermi quasimomentum, l is the mean free path) and all
three signatures of 2D weak localization were
observed: a logarithmic temperature dependence of
resistivity, negative magnetoresistance in a magnetic
field perpendicular to the ab plane, and anisotropy of
magnetoresistance in fields B || CuO2 and B ⊥  CuO2.

From the above short survey of the studies of quan-
tum corrections to the conductivity of layered high-
temperature superconductor materials, we see that
those studies are mainly fragmentary. For example,
there is no understanding as to the reason for the
unusual temperature dependence of the phase relax-
ation time 1/τϕ ~ T0.4, the contribution of the e–e inter-
action in the diffusion channel, and the role played by
interlayer transitions. Moreover, in spite of the numer-
ous studies of quantum corrections for 2D semiconduc-
tor structures, such as GaAs/AlGaAs and Ge/GeSi,
there are no reliable data on the role of the e–e interac-
tion in the Cooper channel. This is not surprising, since
the contribution of this interaction is determined by the
parameter (T – Tc) and must be important at tempera-
tures close to the temperature of the superconducting
transition, which is absent in usual 2D semiconductor
structures. In this respect, the study of quantum correc-
tions to the conductivity of layered high-temperature
superconductors is of special interest, since, by chang-
ing the material composition and oxygen content, it is
possible to change Tc over a wide range and, therefore,
to perform experiments at a known and controllable
value of the parameter (T – Tc). In our opinion, in order
to clarify the role of the e–e interaction in the Cooper
channel, it is necessary to understand well (not only
qualitatively but also quantitatively) the role of the
interference contribution and the contribution due to
the e–e interaction in the diffusion channel in nonsu-
perconducting structures. It is to this problem that the
present study is devoted. We analyze the temperature
and magnetic field dependences of the conductivity
and the Hall coefficient in nonsuperconducting
Nd2 − xCexCuO4 + δ (x = 0.12).
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In this study, we show that a three-dimensional
Nd2 − xCexCuO4 crystal clearly exhibits quantum effects
characteristic of 2D semiconductor structures, namely,
negative magnetoresistance due to suppression of the
interference quantum correction by a magnetic field, a
near-logarithmic temperature dependence of the con-
ductivity, and a temperature dependence of the Hall
coefficient related to e–e interaction. We also show that
interlayer transitions result in an apparent saturation of
the phase relaxation time with a decrease in tempera-
ture, in small values of the magnetoresistance prefactor,
and in a weaker temperature dependence of the conduc-
tivity and its deviation from a logarithmic dependence.

2. SAMPLES

Epitaxial Nd2 – xCexCuO4 + δ films were synthesized
by the method of pulsed laser sputtering. The techno-
logical process may be divided into two stages.

(i) Epitaxial film growth in vacuum. The original
ceramic target was sputtered by a focused laser beam
with subsequent deposition of the material of the target
onto a heated single-crystal (100)-oriented SrTiO3 sub-
strate 5 × 10 mm in size. The substrate temperature was
800°C, the pressure during sputtering was 0.8 mm Hg,
the residual gas was air, and the target was a sintered
ceramic Nd2 – xCexCuO4 + δ pellet of given composition.

In the single-crystal films prepared in this way, the
CuO2 planes (the ab plane) are parallel to the plane of
the substrate. Nd2 – xCexCuO4 + δ samples 120-Å thick
with a fixed cerium content of x = 0.12 were synthe-
sized.

(ii) Film annealing in vacuum. To obtain the stoichi-
ometric composition, samples were subjected to heat
treatment (annealing) at T = 780°C at a pressure p =
10−2 mm Hg over 60 min.

According to the data from x-ray structural studies,
single-crystal Nd2 – xCexCuO4 + δ films deposited on
SrTiO3 substrates are epitaxial (001)-oriented films.

Using photolithography, samples were obtained in
the form of a double cross with a 1-mm-wide central
strip and with potential contacts separated by a distance
of 3 mm. After etching, silver contacts were deposited
on the samples by laser sputtering in vacuum. The resis-
tivity ρab was measured using the standard four-probe
method, and the Hall coefficient was measured for two
directions of the electric current and magnetic field.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The temperature dependences of the resistivity, the
magnetoresistance, and the Hall coefficient of single-
crystal Nd2 – xCexCuO4 films with x = 0.12 were studied
in the range 1.5 ≤ T ≤ 40 K. The temperature depen-
dences of the conductivity and of the change in the con-
ductivity σ(B) – σ(0) ≡ 1/ρxx(B) – 1/ρ(0) in a field per-
pendicular to the plane of a sample (B ⊥  ab) are shown
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Fig. 1. (a) Temperature dependence of the conductivity (measured in units of G0 = e2/πh = 1.23 × 10–5 Ω–1) at B = 0; (1) the exper-
imental dependence of the conductivity, (2) the Drude conductivity (see text), and (3) the calculated temperature dependence of
σ(T) = σ(1.5 K) – ∆σWL(T) – ∆σee(T) with the parameters determined from the analysis of the magnetoresistance and Hall effect.
(b) Temperature dependence of ∆σ(T) = σ(T) – σ(1.5 K); (1) experiment, (2) the interference correction to the conductivity
∆σWL(T)–∆σWL(1.5 K), (3) the σ(T) ≈ a + 0.5ln(T) dependence, (4) the e–e interaction correction ∆σee(T)–∆σee(1.5 K), and (5)
the quantity ∆σ(T)–∆σ(1.5 K) including the WL correction and correction due to the e–e interaction.
in Figs. 1 and 2 (in these figures, the conductivity is
recalculated per layer and measured in units of G0 =
e2/πh = 1.23 × 10–5 Ω–1). We see in Figs. 1 and 2 that the
σ(T) dependence is almost logarithmic over a rather
wide temperature range from 1.5 to 10 K (Fig. 1a) and
that the magnetoresistance is negative (Fig. 2).

As noted previously [5–9, 13], the conductivity of
layered high-temperature superconducting cuprates at
temperatures T < 30–40 K is determined to a large
degree by quantum corrections. We first analyze the
negative magnetoresistance. As a first approximation,
we assume that the contributions from each of the CuO2
layers to the conductivity are the same and indepen-
dent; i.e., we neglect the transitions between the layers.
In this case, the magnetoresistance of one layer related
to the suppression of the interference quantum correc-
tion to the conductivity by a magnetic field is described
by the known expression [14]

(1)

∆σ B( ) σ B( ) σ 0( )– αG0Hi x( ),= =

Hi x( ) ψ 1
2
--- 1

x
---+ 

  x( ), xln+
B
Bϕ
------,= =
PH
where ψ is the digamma function; Bϕ = , D =

σDr/e2NF is the diffusion coefficient; NF is the density of
states at the Fermi level, which is equal to NF = m*/π"2

in the 2D case; τϕ is the phase relaxation time; σDr is the
Drude conductivity; and α is a numerical factor (pref-
actor), which is unity in the theory of weak localization.
The reasons for introducing a factor α < 1 into Eq. (1)
will be discussed below. Expression (1) is obtained in
the diffusion approximation, where τϕ/τp @ 1, B ! Btr =
Bϕτϕ /τp, and τp is the momentum relaxation time. The
physical parameters of the sample are determined from
the conductivity and Hall coefficient at T = 30 K, where
the quantum corrections to the conductivity are small.
We obtain τp = 3.7 × 10–15 s, an electron concentration
per layer ns = 2.5 × 1014 cm–2, and an electron mean free
path l = 1.6 × 10–7 cm. The effective mass is set equal
to the free electron mass (m* = m0).

When fitting formula (1) to experimental depen-
dences, we use two fitting parameters, α and τϕ. The
theoretical ∆σ(B) dependences obtained using this pro-
cedure and the temperature dependences of the fitting

"
4eDτϕ
----------------
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parameters τϕ and α are shown in Figs. 2 and 3. We note
that τϕ/τp > 2 × 102 and B ! Btr = 120 T; so the condition
of applicability of the diffusion approximation is reli-
ably satisfied. We see that the magnetoresistance calcu-
lated from Eq. (1) (Fig. 2) agrees very well with the
experimental curves but only for values of α that are
appreciably smaller than unity (Fig. 3b). The tempera-
ture dependence of the fitting parameter τϕ is close to
the theoretical dependence τϕ ~ 1/T at high tempera-
tures and deviates from it appreciably at T < 8–10 K
(Fig. 3a). A similar behavior of τϕ(T) in nonsupercon-
ducting Nd2 – xCexCuO4 was observed in [6]. Before
discussing the behavior of τϕ(T), we consider the rea-
sons for the low values of α.

We can indicate at least two reasons for a decrease
in the prefactor α: (i) the contribution of the e–e inter-
action in the Cooper channel and (ii) the transitions
between the layers.

First, let us discuss the role of the e–e interaction in
the Cooper channel. As shown in [11], two terms con-
tribute to the magnetoresistance in low magnetic fields:

(2)

The first term (known as the Maki–Thompson correc-
tion) has the same field dependence as the interference
correction in Eq. (1); i.e., ϕ1(B) = Hi(B). The function
β(g) is always positive, does not depend on the sign of
the “bare” constant g(T), and depends only on its mag-
nitude. The second term (density-of-states term) has
somewhat different field and temperature dependences
(the function ϕ2(B) can be found in [12]). The constant
g(T) is positive (negative) for effective repulsion
(attraction) between electrons. In order to estimate to
what extent the contributions ∆σ1 and ∆σ2 can change
the prefactor α, we calculated the total change in con-
ductivity ∆σ(B) = G0Hi(B) + ∆σ1(B) + ∆σ2(B) for vari-
ous values of g(1.5 K) and the value of τϕ given in the
caption to Fig. 2 for T = 1.5 K. Describing this magne-
toresistance, as well as the experimental ∆σ(B) depen-
dences, by expression (1) and using α and τϕ as fitting
parameters, we can also obtain good agreement in this
case. If the quantity g(T) is negative, the value of the
prefactor appears to be close to unity and is virtually
independent of temperature, in contradiction with
experiment. This circumstance is related to the fact that,
in low magnetic fields (B ! Btr), the corrections ∆σ1
and ∆σ2 almost completely compensate each other. At
a positive value g(1.5 K) = 0.34, the prefactor decreases
to a value close to the experimental value α = 0.45 but
becomes very strongly temperature-dependent. For
example, already at T = 5 K, the prefactor decreases to
α = 0.07, in disagreement with the experimental results
shown in Fig. 3b. Thus, the low value of the prefactor α
is not related to the contribution of the e–e interaction
in the Cooper channel.

∆σ1 B( ) β g( )G0ϕ1 B( ),–=

∆σ2 B( ) g T( )G0ϕ2 B( ).–=
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Another possible reason for the low value of α and

for the deviation of the temperature dependence of 
from a linear function can be the nonzero probability of
carrier transitions between the layers, which we disre-
garded in the preliminary data processing. The effect of
transitions between the layers in multilayer structures
and intersubband transitions in structures with several
filled quantum-confinement subbands on the interfer-
ence correction to the conductivity has been considered
in several studies (see, for example, [15–18]).

Qualitatively, the effect of transitions between the
layers can be easily explained using the following
model. When moving in a field of random scatterers, an
electron has a nonzero probability of returning to the
starting point. The electron can pass along the corre-
sponding closed path both clockwise and counterclock-
wise. If, during the motion of the electron along this
path, the phase of the wave function is not broken, the
interference of these paths is constructive and results in
an increase in the backscattering probability, i.e., in a
decrease in the conductivity. Thus, the total interfer-
ence correction is proportional to the probability of an
electron returning to the starting point in a time smaller
than the phase-breaking time τϕ. For example, let us
consider a structure consisting of two parallel layers. If

τϕ
1–

0.2

–2

σ(B)–σ(0), G0

B, T

1

2

3

4

0.4

0.6

0.8

1.0

0

–4 0 2 4

Fig. 2. Magnetic field dependence of the change in conduc-
tivity (magnetoconductivity) at various temperatures.
Points represent experimental data, and solid lines are theo-
retical dependences (disregarding the interlayer transitions)
calculated from Eq. (1) for various values of the parameters
α and τϕ. (1) T = 1.5 K, α = 0.42, and τϕ = 6.9 ps; (2) T =
4.2 K, α = 0.41, and τϕ = 4.1 ps; (3) T = 11.5 K, α = 0.42,
and τϕ = 2.2 ps; and (4) T = 30 K, α = 0.60, and τϕ = 0.51 ps.
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Fig. 3. (a) Temperature dependences (1, 2) of the phase relaxation time τϕ(T) and (3) of the interlayer transition time; (1) calculation
from Eq. (1) disregarding the interlayer transitions and (2) calculation from Eq. (3) with allowance for interlayer transitions; the
solid straight line corresponds to the function T–1. (b) (1) Temperature dependence of the prefactor α obtained by fitting Eq. (1) to
the experiment and (2) the theoretical α = 1 line in the absence of interlayer transitions.
there are no transitions between the layers, each of
them gives the correction –G0ln(τϕ/(τp) to the conduc-
tivity and the total correction to the conductivity of this
two-layer structure is –2G0ln(τϕ/(τp). What is the effect
of the transitions between the layers?

If the time τij of the transition from one layer to the
other is comparable to the phase-breaking time τϕ, then,
instead of returning to the starting point, the electron can
appear in the neighboring layer with the same coordinates
x, y but with a different value of z (x, y are the coordinates
in a CuO2 plane, z is the coordinate in the direction per-
pendicular to the CuO2 planes). Clearly, such paths no
longer contribute to the interference and the magnitude
of the correction is smaller than −2G0 ln(τϕ/(τp). This
effect not only reduces the magnitude of the total inter-
ference correction but also changes the shape of the
negative magnetoresistance curve.

The role played by interlayer transitions in multi-
layer structures has been considered theoretically in
two limiting cases corresponding to different values of
the interlayer transition time: τij < τp and τij > τp [15, 16,
18]. The physical meaning of these limiting cases is
clear: "/τij characterizes the width of a miniband in the
superlattice, and "/τp is the damping of the states.
Therefore, if τij < τp, there is a three-dimensional (prop-
PH
agative) Fermi surface and the quantum corrections for
such a structure can be considered in the same way as
for a three-dimensional anisotropic conductor. In the
opposite case of τij > τp, there is no three-dimensional
Fermi surface (the Fermi surface is diffusive) and the
behavior of the quantum corrections is closer to that in
the two-dimensional case. Since the conductivity of the
material under study is highly anisotropic, σab/σc ≥ 103,
it is natural to assume that τij > τp. In this case, the mag-
netoresistance (more exactly, magnetoconductivity)
(∆σWL) caused by the suppression of the interference
correction to the conductivity and the temperature
dependence of this correction are described by the
expressions [15]

(3)

∆σWL
B( ) G0F δ δ',( ),–=

F δ δ',( ) n 1/2 δ+ +( ) n 1/2 δ'+ +( )[ ] 1/2–

n 0=

∞

∑=

– 2 n 1 δ+ +( )1/2
n 1 δ'+ +( )1/2

+[ ]ln

+ 2 n δ+( )1/2
n δ'+( )1/2

+[ ] ,ln

δ B
Bϕ
------, δ' B

Bϕ
------

B
Bϕ
------2

τϕ

τ ij

----- 
  ,+= =
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(4)

Using only τij and τϕ as fitting parameters (without
introducing the prefactor α), we compare the experi-
mental dependence of the magnetoresistance with
expression (3) (Fig. 4). We see that, at low temperatures
and high fields, the agreement is somewhat worse than
for the magnetoresistance described by expression (1)
for a purely 2D case with a small prefactor. However,
on the whole, the agreement is satisfactory. The temper-
ature dependences of the parameters τϕ and τij obtained
by fitting expressions (3) to the experiment are plotted
in Fig. 3a. We see that the temperature dependence of
τϕ is close to T–1 over the entire temperature range, as
predicted from theory for the case where the phase
relaxation is determined by the inelastic e–e interaction
[11].

In Fig. 3a, we see that the interlayer transition time
τij decreases with increasing temperature; this time is
smaller than τϕ but is much greater than τp. This relation
between the times τij and τp agrees with the large anisot-
ropy of the conductivity in the material, because

At T = 1.5 K, we obtain σab/σc = 1.9 × 103, and at T =
32 K we have σab/σc = 2.5 × 102, in agreement with the
results from [2–4].

Now, let us analyze the temperature dependence of
the conductivity σ(T) (Fig. 1). In the case where this
dependence is determined by quantum corrections to
the conductivity for a 2D system, we can write [11]

(5)

where the second term is the interference correction to
the conductivity, the third term is the correction due to

the e–e interaction in the diffusion channel, and  is
the Fermi-liquid interaction constant. In the presence of
interlayer transitions, the temperature dependence of
σ(T) including only the interference correction is given
by Eq. (4). The temperature variation of the interfer-
ence correction ∆σWL(T) – ∆σWL (1.5 K) for the above
values of the parameters τϕ and τij is shown in Fig. 1b
(curve 2). This variation does not differ strongly from
logarithmic in the investigated temperature range but
has a slope of approximately 0.5 rather than 1 as
expected from Eq. (5); this slope is appreciably smaller
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than the experimentally observed slope of σ(T) at T <
10 K. This difference can be related to the contribution
from the e–e interaction to the conductivity. It should be
noted that this contribution gives a correction to the
component σxx of the conductivity tensor but not to the
component σxy [11]. For this reason, there appears a
correction to the Hall coefficient,

(6)

Thus, by measuring the temperature dependence of the
Hall coefficient RH(T), we can estimate the contribution
of the e–e interaction to the conductivity.

Figure 5 shows the results of measurements of
RH(T). The appreciable scatter of experimental points is
related to the properties of the material under study: a
high carrier concentration and, therefore, a small mag-
nitude of the Hall coefficient; a rather low conductivity;

∆RH

RH

-----------
2∆σxx

ee
–

σxx

------------------
2G0Kee

kBTτ p

"
-------------- 

 ln–

σxx

------------------------------------------------.= =

0.2
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0

0 0.01 0.02 0.03

Fig. 4. Comparison of the magnetoresistance (magnetocon-
ductivity) curves calculated from Eq. (3) with regard to
interlayer transitions with the experiment. The values of the
fitting parameters at various temperatures are (1) T = 1.5 K,
τij = 9.1 × 10–13 s, and τϕ = 3.7 × 10–11 s; (2) T = 4.2 K, τij =

6.9 × 10–13 s, and τϕ = 1.4 × 10–11 s; (3) T = 8.7 K, τij = 5.0 ×
10–13 s, and τϕ = 0.65 × 10–11 s; and (4) T = 26.6 K, τij =

1.7 × 10–13 s, and τϕ = 0.18 × 10–11 s.
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and a strong temperature dependence of the resistivity.
Due to all these factors, despite the fact that the poten-
tial of the Hall contacts is only slightly nonuniform, the
Hall voltage appears to be much smaller than the spuri-
ous voltage. Nevertheless, we reliably observe in Fig. 5
that the Hall coefficient decreases with increasing tem-
perature; this decrease can be attributed to the contribu-
tion of e–e interaction. The slope of the RH(lnT) curve
corresponds to Kee = 0.25 ± 0.15 in Eq. (5). From this
value, the Fermi-liquid interaction constant can be

determined to be  = –0.37 ± 0.06. The contributions
to the temperature dependence of the conductivity from
the e–e interaction, ∆σee(T)–∆σee(1.5 K), and from all
quantum corrections are shown in Fig. 1b. We see that
the variation in the conductivity with increasing tem-
perature at T < 10 K is described well if the quantum
corrections are taken into account. At higher tempera-
tures, the conductivity increases more sharply. The rea-
son for this behavior still remains unclear.

Let us estimate the total magnitude of quantum cor-
rections. From expressions (4) and (5) at T = 1.5 K, we
obtain ∆σWL = –6.1G0 and ∆σee = –2.5G0. The magni-
tude of the Drude conductivity is σDr = σ(1.5 K) –
∆σWL – ∆σee ≈ 19.9G0. We note that the sum of quan-
tum corrections is not small: at T = 1.5 K, it is almost
one-half of the Drude conductivity and the interference
correction is approximately 2.5 times greater than the
correction for the e–e interaction.

4. CONCLUSIONS

In this study, we have consistently analyzed the tem-
perature and magnetic field dependences of the conduc-
tivity and of the Hall coefficient in perfect single-crys-
tal nonsuperconducting Nd2 – xCexCuO4 films.

(1) We have proved that the transverse magnetore-
sistance is determined by the suppression of the quan-
tum interference correction to the conductivity.

F0
σ

0.13

0.12
3

RH, m3/K

T, K101

0.14

Fig. 5. Temperature dependence of the Hall coefficient. The
slope of the RH(lnT) plot corresponds to Kee = 0.25 [see
Eq. (5)].
PH
(2) When quantitatively analyzing the negative mag-
netoresistance, it is necessary to take interlayer transi-
tions into account; in this case, the determined τij/τp

ratio agrees with the anisotropy of the conductivity
σab/σc.

(3) We have established that the temperature depen-
dence of the phase relaxation time is close to T–1, in
accordance with the prediction from the standard the-
ory for the “dirty” limit in the case where the main
mechanism of phase relaxation is inelastic e–e interac-
tion.

(4) We have estimated the correction to the conduc-
tivity due to the e–e interaction; the Fermi-liquid inter-

action constant was found to be  = –0.37 ± 0.06.

(5) We have shown that, at T < 10 K, the temperature
dependence of the conductivity in the absence of a
magnetic field can be described if the corrections for
both the e–e interaction and interference are included.
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Abstract—The initial stages of oxidation of a Si(100)2 × 1 surface and the interaction of cobalt atoms with it
were studied by core-level photoelectron spectroscopy. The study was carried out with cobalt coverages of up
to 8 ML. Computer modeling of the spectra of photoexcited electrons revealed Co atom penetration under the
silicon oxide layer, an effect observed even at room temperature. This process was shown to give rise to the
disappearance of silicon interface phases at the oxide-layer–silicon boundary and to the formation of a more
complex phase involving atoms of Co, O, and Si. After completion of the process, a Co–Si solid solution forms
at the interface. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Forming and studying nanosized objects on the sur-
face of a solid (clusters, thin films, etc.), which possess
unusual properties, is of fundamental significance for
science and nanoelectronics. Intense research interest is
focused on nanosized objects formed from cobalt and
its compounds, which can exhibit anomalous magnetic
properties and can have an atomically sharp interface
with the substrate. Among such objects are, in particu-
lar, ultrathin layers of cobalt disilicide on a Si(100)2 ×
1 surface, which are widely used as Ohmic and barrier
contacts in semiconductor electronics. Available litera-
ture data on the initial stages of their formation are,
however, contradictory. It was reported in [1], for
instance, that cobalt grows on silicon at room tempera-
ture as an epitaxial film. However, other authors insist
that cobalt atoms incident on a surface immediately
begin to react chemically with silicon to form cobalt
silicides [2]. These differences are apparently due to the
fact that the interaction of Co atoms with silicon
depends on a variety of factors that are difficult to con-
trol, which seriously complicates the reproducible for-
mation of acceptable CoSi2 layers on the silicon (100)
face.

The presence of oxygen noticeably affects the pro-
cess of solid-phase epitaxy of cobalt disilicide on the
surface of a crystal. For instance, a thin oxide layer may
improve the morphological properties of growing sili-
cide films [3–5]. The mechanism of this effect was not,
however, established in the above references. We have
succeeded recently in obtaining experimental data
which suggest that cobalt deposited on an oxidized sil-
1063-7834/05/4710- $26.00 1980
icon surface, rather than staying on it, penetrates down
to the SiOx/Si interface [6]. Therefore, the improvement
in the quality of grown CoSi2 layers may be due to a
solid-phase reaction proceeding under the oxide layer,
which spatially confines the region involved in the reac-
tion and inhibits large-scale atomic rearrangement.
These conclusions were drawn, however, only from a
qualitative analysis of the photoelectron spectra
obtained.

We report here on a more comprehensive study of
the interaction of cobalt atoms with the oxidized
Si(100)2 × 1 surface by core-level photoelectron spec-
troscopy under synchrotron irradiation [7] and on com-
puter modeling of the Si 2p spectra. It was shown that
cobalt adatoms do indeed penetrate through the oxide
layer at room temperature. This powerful method per-
mitted reproduction of the totality of the atomic pro-
cesses occurring in this system during cobalt deposi-
tion. Early stages of silicon oxidation were also inves-
tigated in considerable detail, which is important from
a more general standpoint, because SiO2/Si structures
enjoy wide use in present-day solid-state electronics
and this problem is still being actively discussed in the
literature [8–12].

2. EXPERIMENTAL TECHNIQUE

Measurements were conducted using the Russian–
German synchrotron beam line of the BESSY II storage
ring (Berlin). The instrument used in the experiment
was an ultrahigh vacuum photoelectron spectrometer,
whose total energy resolution, including the monochro-
© 2005 Pleiades Publishing, Inc.
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mator and the analyzer, was 130 meV. The spectrometer
detected photoelectrons ejected within a cone aligned
with the surface normal. The main measurements were
conducted at a photon energy hν = 130 eV, correspond-
ing to the maximum surface sensitivity under Si 2p
core-level excitation. The silicon samples studied were
fabricated from KÉF-1 single-crystal silicon plates.
Their surface misalignment relative to the (100) face
was less than 0.1°. Before being loaded into the spec-
trometer chamber, the samples were chemically treated
by the Shiraki method [13]. After this, they were heated
for a short time in ultrahigh vacuum to 1200°C and
cooled slowly at a rate not exceeding ~50°C/min. This
procedure provided a Si(100)2 × 1 reconstructed sur-
face free of carbon and oxygen contaminations. The
elemental composition of the sample surface was mon-
itored by photoelectron spectroscopy.

The surface of the silicon single crystals was oxi-
dized at room temperature by exposure to an oxygen
environment at a pressure of ~10–5 Pa. The exposure
was varied from a few L to 104 L, the level of saturated
surface coverage by oxygen. Cobalt was deposited on
the surface of a substrate maintained at room tempera-
ture from a thoroughly degassed source, in which the
material to be evaporated (a rod of extra-high purity
cobalt) was heated by electron bombardment. The
cobalt deposition rate was ~1 ML/min. One monolayer
(ML) of cobalt coverage was identified with 6.8 ×
1014 at/cm2, which is the silicon atom concentration on
the substrate surface. All measurements of the photo-
electron spectra were performed at room temperature in
vacuum at a pressure not exceeding 1.2 × 10–8 Pa.

3. RESULTS AND DISCUSSION

3.1. Silicon Oxidation

Figure 1 shows typical Si 2p spectra obtained from
a clean Si(100)2 × 1 surface and during its oxidation at
room temperature. These spectra do not contain a back-
ground of inelastically scattered electrons, which was
eliminated using polynomial approximation of the
spectral regions without lines and the Shirley method
[14]. As seen from Fig. 1, interaction of oxygen with
the Si(100)2 × 1 surface changes the pattern of the spec-
tra substantially. In particular, the intensity of the 2p3/2
and 2p1/2 doublet of pure silicon decreases and the
shoulder on the right-hand side of the 2p3/2 line (the
substrate up-dimer atom mode [15–18]) disappears. In
addition, the dip between the 2p3/2 and 2p1/2 sublevels
(in the region of the second-layer atom mode of the
reconstructed surface) grows markedly. The main
changes in the spectrum originate, however, from the
appearance of new components having positive energy
shifts. The range over which they can be seen broadens
with increasing exposure and is about 4-eV wide. As
follows from literature data [8–12], these modes are
due to oxide phases of silicon with valences varying
from +1 to +4 determined by the number of oxygen
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
atoms that surround a silicon atom and with which it
interacts. The above changes in the spectra indicate
rearrangement of the near-surface region of the crystal
and the formation of a SiOx oxide layer of complex
composition on its surface.

The spectra obtained were numerically simulated to
gain more comprehensive information on the structure
of this layer. Each spectrum was assumed to be the sum
of a bulk and of a number of surface spin–orbit doublets
with a splitting of 608 meV between the 2p3/2 and 2p1/2
sublevels. The line intensity ratio of these sublevels was
assumed to be two, in accordance with their population.
All the spectral modes were represented by Voigt func-
tions customarily used for this purpose [15]. These
functions are essentially convolutions of Lorentzians
(taking into account the hole lifetime in the core level)
with Gaussians describing the phonon-induced line
broadening and the energy resolution of the instrument.
Decomposition of a spectrum into its constituent parts
was performed under variation of the width, energy
position, and intensity of the lines.

The results obtained are illustrated by data pertain-
ing to a surface covered by oxygen to saturation
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Fig. 1. Spectra of silicon 2p photoelectrons measured at
hν = 130 eV in the course of room-temperature oxidation of
the Si(100)2 × 1 surface. (1) Initial Si(100)2 × 1 surface.
The sample exposure in the oxygen environment is (2) 3,
(3) 15, (4) 100, and (5) 104 L.
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(Fig. 2). The spectrum is seen to be contributed by the
pure-silicon bulk mode (B), four oxide modes (Si1+,
Si2+, Si3+, Si4+), and two additional modes (α, β), with-
out which calculations could not be fitted well enough
to experimental data. Note that oxidized-silicon spec-
trum components similar to the latter two modes were
detected in other studies as well [9, 11, 19, 20], where
they were related to the formation of the SiOx/Si inter-
face. These modes can be assigned to silicon atoms
being located in the second coordination shell rather
than being in direct contact with oxygen atoms. The
energy shifts ∆E obtained by us for the above modes, as
well as their FWHMs, are presented in the table; they
also compare well with literature data [8–12].

The structure of the near-surface region of oxidized
silicon is shown schematically in Fig. 3a. The thickness
of the oxide layer d as estimated from damping of the
bulk mode of pure silicon is no less than ~3 Å. Accord-
ing to the literature data, this layer is nonuniform in
depth; indeed, the low-valency phases (Si1+, Si2+) are in
direct contact with the silicon crystal, while the Si3+ and
Si4+ phases are localized in close proximity to the sur-
face of an oxidized sample [21]. Decomposition of the
spectra obtained by us at lower exposures of the crystal
to oxygen (3–100 L) support this conclusion, because
in the earliest stages of silicon oxidation at room tem-
perature the Si3+ and Si4+ modes are not seen at all. Note
that high-temperature oxidation of silicon is character-
ized by a different dynamics of spectral changes. In this
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Fig. 2. Computer-simulated decomposition of a Si 2p spec-
trum of a Si(100)2 × 1 surface saturated by oxygen at room
temperature.
PH
case, the intensity ratio of different oxide modes does
not vary in the course of oxidation, with only their lin-
ear growth being observed. This behavior can be attrib-
uted to the formation on the silicon surface of oxide
spots which include all four oxide phases from the very
onset and to the subsequent lateral growth of these
spots with increasing exposure of the sample to oxygen
[19].

Our results suggest a different scenario of the silicon
oxidation process at room temperature. In our case, as
seen from a comparison of curves 1 and 2 in Fig. 1, the
silicon up-dimer atom mode on the low-energy side of
the 2p3/2 line disappears in the earliest stages of oxida-
tion. It thus follows that the process encompasses prac-
tically the whole crystal surface. This may be assigned
to the fact that the migration of oxygen atoms over the
surface at room temperature is inhibited and the surface
turns out to be more uniform than in the case of high-
temperature oxidation.

3.2. Cobalt Deposition on an Oxidized
Si(100)2 × 1 Surface

Figure 4 displays experimental data obtained with
cobalt evaporated on the surface of oxidized silicon. We
readily see that the shape of the spectral lines changes
as the dose of the deposited metal increases, which
implies interaction of cobalt atoms with silicon. Also,
unlike the oxidation stage described above, the oxide
modes of the spectrum, on the whole, change very little,

SiOx

(Si1+, Si2+, Si3+, Si4+) (Si1+, Si2+, Si3+, Si4+) (Si1+, Si2+, Si3+, Si4+)

SiOx SiOx

Si (α, β) Si (α, β) Co–Si(γ) Co–Si(γ)

Co–Si(σ)

Si (bulk) Si (bulk) Si (bulk)

(a) (b) (c)

Fig. 3. Schematic representation of the structure of the near-
surface region (a) in an oxidized silicon crystal and (b, c) in
this crystal coated by (b) 2 and (c) 8 ML of cobalt.
Energy shifts ∆E of various Si 2p spectral modes and their half-widths (FWHM)

Parameter B Si1+ Si2+ Si3+ Si4+ α β γ σ

∆E, eV 0 0.94 1.73 2.52 3.29 0.35 –0.32 0.38 –0.28

FWHM, eV 0.35 0.60 0.80 0.85 1.08 0.44 0.57 0.55 0.41
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with major changes observed in the region of the lines
of pure silicon. They become manifest, first, in a strong
intensity drop of the whole 2p doublet and, second, in a
leveling off of the intensities of the maxima located in
the region of the 2p3/2 and 2p1/2 sublevels. The latter
effect is particularly clearly pronounced in the spec-
trum measured after the deposition of 8 ML of cobalt
(curve 6 in Fig. 4). This dynamics of spectral variation
gives us grounds to suggest that the cobalt atoms depos-
ited on the sample surface, rather than condensing on it,
diffuse under the oxide layer [6]. If this were not so, the
cobalt film forming on the surface would have strongly
screened the oxide layer signal, an effect not observed
in experiment. Note that the intensity of the oxide
phases could weaken slightly also in the case where
three-dimensional cobalt islands form. In this situation,
however, the bulk mode intensity of pure silicon should
not vary strongly; in actual fact, it undergoes, as already
mentioned, the strongest changes of all.

To verify the conclusion that evaporated cobalt
atoms penetrate under the oxide layer, we carefully
studied the totality of the measured spectra by unfold-
ing them into constituent parts. We did this by the same
curve-fitting procedure as in the simulation of the Si 2p
spectra of oxidized silicon. The results obtained are
illustrated in Fig. 5, which presents data for three
increasing cobalt doses (2, 4.5, and 8 ML). Evaporation
of 2 ML of cobalt is seen to bring about a drop in the
intensity of the silicon bulk mode B, a noticeable
decrease of the interface modes α and β in intensity,
and the appearance of a new mode γ with a positive
energy shift of ~0.4 eV. This variation of the spectral
modes can be interpreted only if we assume that cobalt
atoms incident on the surface penetrate into the region
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Fig. 4. Silicon 2p photoelectron spectra measured at hν =
130 eV after deposition of increasing cobalt doses onto an
oxidized silicon surface. (1) Starting oxidized silicon sur-
face. The Co dose is (2) 0.7, (3) 2, (4) 4, (5) 6.5, and
(6) 8 ML.
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of the oxide-layer–silicon interface and modify it into a
new interface phase γ whose properties are now deter-
mined by three components, namely, Si, O, and Co.

Because deposition of 2 ML of cobalt does not bring
about complete decay of the α and β modes, the new
phase forming in the region of the interface grows by
the island pattern. The structure of the near-surface
region of the sample in this stage of the process is
shown schematically in Fig. 3b.

After deposition of 4.5 ML of cobalt, the α and β
phases are no longer seen, while the γ component grows
noticeably in intensity (Fig. 5b). This suggests that the
new interface in this ternary system has already formed.
In addition, there appears one more new mode (σ) with
a negative energy shift of ~0.3 eV, which corresponds
to the shift of the Co–Si solid solution mode [22–26]. It
is known that deposition of cobalt on a clean Si(100)2 ×
1 surface gives rise to the formation of a film of a Co–
Si solid solution [22–26]. As the thickness of this film
grows, the silicon atom concentration near the surface
decreases, until at doses of above 6–7 ML a film of pure
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Fig. 5. Computer simulation of the Si 2p spectrum of an oxi-
dized Si(100)2 × 1 surface atop which increasing cobalt
doses were evaporated. The Co dose is (a) 2, (b) 4.5, and
(c) 8 ML.
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metal forms. Observation in our case of the σ mode
with such a shift gives us grounds to maintain that, after
the formation of the new intermediate layer character-
ized by mode γ, a Co–Si solid solution starts to form
under it too. This is in accord with the further growth in
the mode σ intensity with increasing cobalt dose. As is
evident from Fig. 5c, mode σ does indeed grow after
the deposition of 8 ML of cobalt. As for the γ mode, its
intensity varies only weakly in the process. The struc-
ture of the near-surface region after the deposition of
8 ML of cobalt is shown schematically in Fig. 3c. It
should be stressed that only deconvolution of the spec-
tra into constituent parts permitted us to detect the stage
of formation of a Co–Si solid solution under the oxide
layer.

Deposition of cobalt also brings about a change in
the oxide mode intensities. As seen from Fig. 5, these
changes are most clearly pronounced for the Si1+ mode,
whose intensity decreases with increasing cobalt dose.
Because the silicon atoms responsible for this mode are
in direct contact with the silicon crystal, it may be sug-
gested that a cobalt atom penetrating under the oxide
layer enters the Si–O bond to form the O–Co–Si block,
which becomes incorporated into the new interface.
One can see also a slight increase in the Si4+ mode
intensity, which indicates a slight change of the top
layer in the oxide film as well.

The buildup of cobalt atoms in the proximity of the
SiOx/Si interface is apparently due to its being energet-
ically favorable for them to reside under the oxide layer.
One may ask how Co atoms get under it. We believe
that this process is most probably related to discontinu-
ities (pinholes) in the oxide layer. In this case, an
adsorbed atom first migrates over the oxide surface,
reaches a defect, and penetrates through it under the
layer. Note that the absence in the 2p spectrum of the
oxidized silicon surface of the up-dimer atom mode
characteristic of a reconstructed Si(100)2 × 1 surface
would seemingly indicate the formation of a solid oxide
layer on the crystal surface. This conclusion can be
drawn, however, only within the sensitivity of the
method used. Recalling that this mode is weak, this sen-
sitivity turns out to be fairly poor. Assuming the migra-
tion activation energy to be 0.6–0.8 eV, one can esti-
mate the number of migration hops made by an atom
per second [27]. This number turns out to be more than
100. Therefore, if there is even 1 defect per 100 surface
atoms, a Co adatom can certainly reach a defect in 1 s
and after that penetrate under the thin oxide layer.

4. CONCLUSIONS

Based on the decomposition of Si 2p spectra, we
have proved the existence of a fairly nontrivial effect of
the penetration of cobalt adatoms under a thin (~3-Å-
thick) SiOx layer of complex composition that forms on
a Si(100)2 × 1 surface. This effect is observed at room
temperature and results in the buildup of cobalt at the
PH
SiOx/Si interface and in the disappearance of the α and
β interface phases, which existed at the boundary
between the oxide layer and silicon. These phases are
replaced by a new phase γ characterized by a spectral
mode with a positive energy shift, whose formation
involves atoms of silicon, cobalt, and oxygen. On com-
pletion of the formation of this phase, a film of a Co–Si
solid solution forms under it, exactly as in the case of
pure silicon.
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Abstract—A molecular-dynamics simulation of sputtering of isolated clusters consisting of 13, 27, and 195 Cu
atoms from the (0001) graphite surface by 200-eV Ar and Xe ions is carried out. The angular and energy param-
eters of sputtered Cu atoms and scattered ions are discussed. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Studying metallic nanometer clusters on various
substrates, including carbon-containing surfaces [1–9],
is of particular interest due to the development of new
materials in electronics, atomic engineering, and the
chemical and biological industries. Over the past
decade, the following composing elements and pro-
cesses relating to cluster/substrate systems have been
simulated: carbon structures [10–13]; metallic clusters,
including their sputtering onto atomic surfaces [14–
18]; surface sputtering by atomic clusters [19–23]; and
sputtering mechanisms of materials in the form of clus-
ters [24] and molecular fragments [25]. However, sim-
ulations of sputtering of nanometer metallic clusters
from substrates have not been carried out, except for
rough estimations made (using classical molecular
dynamics (MD) [26]) for copper cluster sputtering
from a graphite surface [27].

In this study, we carried out MD simulation of the
bombardment of isolated copper clusters consisting of
various numbers of atoms on the (0001) graphite sub-
strate by 200-eV Ar and Xe ions. Comparing the results
of the interaction of Ar and Xe ions with surface clus-
ters makes it possible to separate manifestations of
many-body interaction of Xe ions with lighter cluster
atoms. Analogous interaction effects have already been
considered within the MD model with many-body
atomic potentials for smooth metal surfaces as a target
[28, 29].

2. MOLECULAR DYNAMICS MODEL

Substrates with the hexagonal atomic structure were
simulated by two atomic layers arranged in the (0001)
plane, each consisting of 792, 960, and 1500 carbon
atoms for clusters consisting of 13 (13 Cu), 27 (27 Cu),
1063-7834/05/4710- $26.00 1986
and 195 (195 Cu) Cu atoms, respectively. Cluster–sub-
strate systems were created by relaxation of copper
clusters (initially isolated in space and minimized in
energy) on the (0001) graphite surface [19, 24]. After
20- to 40-ps relaxation of the cluster–substrate systems,
the highest kinetic energy of Cu atoms in the surface
clusters did not exceed 0.02 eV/atom. The position of
the graphite atomic layers with respect to the normal to
the substrate surface was assumed to remain
unchanged, in contrast to the model [27], where the
substrate during relaxation of a binary system was free
and its surface was slightly deformed. Simulation of the
second atomic layer in the substrate allowed more com-
prehensive consideration of collisions in the target,
which resulted in a 5–10% increase in the cluster sput-
tering coefficient. A further increase in the number of
substrate atomic layers had no effect on the cluster
sputtering coefficient.

Copper atoms separated by a distance of 1.3–5.5 Å
interacted with each other via a many-body potential in
the Gades–Urbassek representation [30], which yields
reasonable sublimation energies for small atomic clus-
ters, in particular, 2.64 eV for the Cu–Cu dimer [31]. In
this model, the potential from [30] was immediately
joined to the Born–Mayer pair repulsive potential
describing high-energy atomic collisions [32] in the range
0–1.3 Å. The interaction of carbon atoms was described
by the Tersoff many-body potential with a cutoff radius
of 2.1 Å [33], which was joined to the Ziegler–Bier-
sack–Littmark pair repulsive potential [32] using a cou-
pling function in the form of a fifth-degree polynomial
in the range of 0.5–0.98 Å. The shortest distance
between carbon atoms in the (0001) plane was 1.46 Å,
and the interplane distance was 3.35 Å. The Cu–C
interaction at distances of 1.946–3.75 Å was described
by the Lennard–Jones pair potential [34] with a mini-
© 2005 Pleiades Publishing, Inc.



        

MOLECULAR DYNAMICS SIMULATION 1987

                                                
mum Cu–C interaction energy of –0.11 eV at an inter-
atomic distance of 2.34 Å. The Lennard–Jones poten-
tial was joined to the Ziegler–Biersack–Littmark poten-
tial using a coupling function that was likewise in the
form of a fifth-degree polynomial in the range 1.2–
1.946 Å. Periodic boundary conditions [26] were
imposed, and a dissipative layer [35] was assumed to be
at the perimeter of the graphite atomic layers. Equa-
tions of motion of particles were solved using the Verlet
method [26, 32]. The interaction of Ar and Xe ions with
carbon and copper atoms was described by the Ziegler–
Biersack–Littmark potential with a cutoff radius of 5 Å.
The largest time integration step did not exceed 4 fs.
The simulated time of a single collision cascade devel-
opment was 2 and 3 ps for Ar and Xe ions, respectively.
The energy conservation law in each model cascade
was satisfied with an accuracy of better than 1%. For
each cluster, 2000 tests were carried out. Each new test
was performed for the initial cluster–substrate system.
The initial ion coordinates were chosen using random
numbers; so the highest possible ion interaction energy
with at least one Cu atom approaching a cluster was no
lower than 37 eV.

3. RESULTS AND DISCUSSION

3.1. Energy Loss of Bombarding Ions
and Their Scattering

Figure 1a shows the model distributions of the prob-
ability that bombarding Ar and Xe ions occur in copper
clusters and substrate atomic layers after tests. The
probability of reflection of bombarding Ar ions to range
1 (Fig. 1a) is slightly higher than that of Xe ions. There
are no bombarding particles in copper clusters already
0.5 ps after a collision evolution, because only the Cu–
ion repulsive interaction is included. Taking into
account the possibility that Ar and Xe ions can be in
range 2, the probabilities of Ar and Xe ions occurring
above the substrate after interacting with the target dif-
fer insignificantly. An appreciable difference in the
probabilities of Ar and Xe ions occurring in the first
atomic layer of the substrate is due to the significantly
larger mass of the Xe ion in comparison with those of
the Cu, C, and Ar ions. The probabilities that Ar and Xe
ions occur in other target regions differ insignificantly.

Figure 1b shows the distributions (averaged over the
number of tests) of the elastic energy loss of bombard-
ing Ar and Xe ions in clusters and in atomic layers of
the substrate. We can see that the average energies of
the reflected Xe ions are lower than those of the
reflected Ar ions by a factor of 3–4 for all the clusters
under consideration. For both types of bombarding
ions, elastic losses in copper clusters are dominant; they
can be as large as 60–70% of the initial energy for Xe
ions and 50–55% for Ar ions and tend to increase with
cluster size. In substrate atomic layers, elastic energy
losses of Ar and Xe ions decrease in a similar way.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
Figure 2 shows the polar-angular distributions of
scattered Ar and Xe ions. The polar angle was measured
from the outward normal to the substrate surface. For
both ion types and all clusters under consideration, the
main maximum of the distributions is in the angular
range 60°–80°. In the case of Xe, the maximum clearly
tends to shift to larger polar angles as the cluster size
increases. The maximum at angles of 60°–80° is caused
by the overlapping of two reflected ion intensities: one
of the ions that preliminarily interact with a cluster and
then are reflected from the substrate and one of the ions
that are reflected from clusters without significant inter-
action with the substrate (see Subsection 3.2). A num-
ber of local maxima [such as those in the range 90°–
105° in the case of cluster (195 Cu) bombarded by Ar
ions] arise as a manifestation of the geometrical fea-
tures of the cluster/substrate model systems under con-
sideration.

3.2. Angular Distributions of Intermediate-Energy 
Scattered Ions

Figure 3 shows the polar angular dependences of
intermediate-energy scattered Ar and Xe ions. The
maximum in the polar-angle range 50°–85° is charac-
teristic of all cases and approximately coincides in
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Fig. 1. Distributions of (a) the probability of finding 200-eV
bombarding ions and (b) their average elastic energy losses
for Ar and Xe ions in various simulated target ranges. Ar
ions: (1) (13 Cu), (2) (27 Cu), and (3) (195 Cu). Xe ions:
(4) (13 Cu), (5) (27 Cu), and (6) (195 Cu). Target ranges:
(1) backscattered ions; (2) surface cluster; (3, 4) first and
second substrate atomic layers, respectively; and (5) space
behind the substrate.
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position with the main maximum of the probability dis-
tribution of ion scattering in Fig. 2. Thus, the main
maximum of the ion scattering probability is mostly
formed due to high-energy reflected ions. Figure 3a
(dashed line) shows the analytically calculated energy
of the Ar ion after its interaction with a free Cu atom in
the case where the initial ion energy is 200 eV. It fol-
lows from this dependence that the general tendency
toward an increase in the average energy of the scat-
tered Ar ions with an increase in the scattering angle is
caused by the Ar–Cu pair interaction, which is respon-
sible for the second maximum in the angular range
90°–105°. Significant many-body interaction in the
scattering angle range 50°–85° is superimposed on the
pair interaction. The many-body interaction consists of
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Fig. 2. Polar-angle distributions (with a resolution of 1°) of
the probability of (a) Ar and (b) Xe ion scattering by various
clusters: (1, 4) (13 Cu), (2, 5) (27 Cu), and (3, 6) (195 Cu).
Curves 4–6 are piecewise linear five-point approximations.
PH
Ar ion scattering by cluster atoms and, in many cases,
subsequent ion interaction with the substrate. The
many-body and multiple interactions of the Ar ion with
cluster copper atoms consist of simultaneous and suc-
cessive interactions, respectively, with a few Cu atoms,
which results in a higher retained ion energy in compar-
ison with the energy of a scattered ion moving in the
same direction after interacting with a single Cu atom.
When ions are scattered by clusters in directions with
polar angles larger than 90°, the ions are secondarily
scattered by the substrate (if they fall within the model
substrate); the latter process also has a many-body
character. When an ion is incident on the substrate at a
large angle, the ion loses a small fraction of its kinetic
energy and is finally scattered from the substrate also at
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(b) Xe ions scattered by (0) one Cu atom and (1–6) various
clusters (1, 4) (13 Cu), (2, 5) (27 Cu), and (3, 6) (195 Cu)
over the emission polar angles (with a resolution of 1°).
Curves 4–6 are piecewise linear five-point approximations.

0

YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005



        

MOLECULAR DYNAMICS SIMULATION 1989

                                                                    
a large polar angle. As a result, a characteristic peak of
the average energy of scattered Ar ions arises in the
polar-angle range 50°–85° (Fig. 3a). In the case of the
(13 Cu) cluster, the peak in the angular range 50°–85°
is the least pronounced due to the limited probability of
many-body or multiple interactions of the Ar ion with
Cu atoms.

At small scattering angles of Ar ions, low reflection
energies dominate, because the Ar–Cu interaction is
predominantly pair interaction, which is confirmed by
the insignificant difference between the scattering ener-
gies at polar angles of 10°–40° and the pair interaction
energies shown in Fig. 3a. The role of the graphite sub-
strate during these interactions remains insignificant,
although secondary low-energy reflections from the
substrate can occur. However, in the case where the ion
retains a high energy after interacting with a cluster and
the polar angle of incidence on the substrate is large, the
ion, as a rule, is introduced into the graphite. When the
ion energy after interaction with a cluster is 50–150 eV,
the critical polar angle of the Ar ion incidence on the
substrate, with its damage and possible ion penetration
into the substrate, is 130°–160°. These data agree with
the experimental results from [36], where the threshold
energy for the penetration of normally incident Ar ions
through the (0001) surface into the graphite layer was
determined to be 43.5 eV.

We can see in Fig. 1b that the difference between the
average energies of scattered Ar and Xe ions is due to
the mechanisms of reflection of bombarding Ar and Xe
ions being different, which also manifests itself in
much different behaviors of the average reflection ener-
gies at polar angles of 85°–105°. Xe ions are reflected
from a cluster due to the mechanism of collective
reflection of a heavy particle by a group of lighter Cu
atoms. At polar scattering angles of up to 50°, the aver-
age energies of the reflected Xe ions are rather low
(Fig. 3b) and differ only slightly for different clusters.
This counts in favor of the mechanisms of collective
reflection of heavy ions by 3 to 4 cluster atoms at small
angles being identical. When an energy of 50–150 eV
is retained after interaction with a cluster at polar angles
of motion greater than 135°, Xe ions (as tests showed)
damage the surface atomic layer of the graphite. In this
case, the ions lose most of their energy and, as a rule,
penetrate into the substrate. It should be noted that,
even in the case where the polar angle of incidence on
the (0001) graphite surface is 115°–120°, Ar and Xe
ions lose approximately half their energy in reflection
from the substrate. The dependence shown in Fig. 3b is
similar to that in Fig. 2b; namely, the polar angle corre-
sponding to the maximum of the average energy of
reflected Xe ions increases with cluster size.

3.3. Polar and Azimuthal Distributions
of Sputtered Cu Atoms

Figure 4 shows the polar angular dependences of the
differential sputtering coefficient dY/dϕ (where ϕ is the
PHYSICS OF THE SOLID STATE      Vol. 47      No. 10      20
polar angle) for isolated copper atoms (disregarding
sputtered dimers, trimers, etc.) knocked out of the
(13 Cu), (27 Cu), and (195 Cu) clusters by Ar and Xe
ions with a primary energy of 200 eV. We can see that
the dY/dϕ distribution maximum is near the normal
polar angle for both ion types, irrespective of the cluster
size. There is no principal difference between the polar
distributions of dY/dϕ of sputtered atoms for Ar and Xe
ions. There are at least two sputtering mechanisms for
both ion types: (1) the recoil mechanism (1 to 2 colli-
sions of Cu atoms) with random and focused emission
directions of particles sputtered from clusters in the
entire range of polar angles and (2) the mechanism of
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Fig. 4. Dependence of the differential coefficient of sputter-
ing of Cu atoms by (a) Ar and (b) Xe ions on the polar angle
of atom emission (with a resolution of 1°). Curves 1–3 cor-
respond to the clusters (13 Cu), (27 Cu), and (195 Cu),
respectively.
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successive collisions [2 to 4 collisions of Cu atoms in
the (27 Cu) and (195 Cu) clusters], some of which are
focused. The second mechanism is efficient if there is a
free surface area on the cluster side faces, through
which emission occurs of most of the sputtered copper
atoms and of straight atomic chains (parallel to the sub-
strate; 3 to 6 Cu atoms) in clusters. As is evident from
Fig. 4, there is no direct relation between the shape of
the polar distribution and the atomic structure of a clus-
ter, since there are no qualitative differences between
the polar distributions for the (13 Cu) cluster, on the one
hand, and the (27 Cu) and (195 Cu) clusters, on the
other, despite the fundamental differences in their
atomic structures. In the case of the (13 Cu) cluster, the
first mechanism controls sputtering in the entire range
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of Cu atoms from (a) (13 Cu), (b) (27 Cu), and (c) (195 Cu)
clusters by Ar ions (curve 1) and Xe ions (curve 2) on the
azimuthal angle of atom emission (with a resolution of 4°).
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PH
of polar angles. A certain number of sputtered atoms
leave clusters in directions with polar angles greater
than 90°. We can see in Fig. 4 that some of these atoms
are not reflected from the model substrate since the sub-
strate is bounded in space.

Figure 5 shows the azimuthal angular dependences
of the differential sputtering coefficient dY/dθ (θ is the
azimuthal angle of emitted Cu atoms) for isolated
atoms in the case of the (13 Cu), (27 Cu), and (195 Cu)
clusters bombarded by Ar and Xe ions. The azimuthal
angle was measured counterclockwise from the [1000]
direction in the (0001) graphite surface. The character-
istic components of the distributions correspond to each
other in the case of Ar and Xe ions for all clusters
(although they can differ in terms of their intensities),
which suggests that the mechanisms of cluster sputter-
ing by different types of ions are similar.

For the (13 Cu) cluster in Fig. 5a, there is no angular
azimuthal periodicity in the distributions of sputtered
particles. In Figs. 5b and 5c, the differential sputtering
coefficients for the (27 Cu) and (195 Cu) clusters,
respectively, have maxima in sectors near 30°, 90°,
150°, 210°, 270°, and 330° for both ion types. The pref-
erential sputtering directions of Cu atoms in the azi-
muth for the (27 Cu) and (195 Cu) clusters are almost
coincident with the 〈1100〉  directions of the graphite
substrate. The largest openness of atomic structures of
these surface clusters was observed in the 〈1100〉  direc-
tions, along which parallel chains of 3 to 6 Cu atoms
(oriented in the azimuth along the (0001) atomic plane
of graphite) are arranged. Thus, preferential sputtering
of the (27 Cu) and (195 Cu) copper surface clusters in
the 〈1100〉  directions is caused by the occurrence of 2
to 4 focused atomic collisions in the clusters. For the
(13 Cu) cluster, the absence of azimuthal periodicity of
the sputtering intensity is due to the small number of Cu
atoms and to its atomic structure being different from
that of large clusters. The (13 Cu) cluster remains an
almost perfect cubic octahedron even on the substrate.

We can see in Figs. 5b and 5c that, when the (27 Cu)
and (195 Cu) clusters are bombarded by Xe ions, addi-
tional maxima arise in some cases near the main sput-
tering peaks (which coincide in azimuth with the peaks
characteristic of Ar ions). For example, for the (195 Cu)
cluster, two peaks arise near azimuthal angles of 180°
and 300°. In the case of Ar ions, insignificant spikes in
the sputtering intensity are also observed at these azi-
muthal angles; however, they are weak in comparison
with the main maxima. Presumably, Xe ions incorpo-
rated into the cluster increase its atomic structure open-
ness, which brings about an increase in the sputtering
intensity in the directions that are less open under bom-
bardment by Ar ions.

3.4. Sputtering Coefficients

Figure 6 shows the sputtering coefficients taking
into account isolated atoms, dimers, trimers, etc., for
YSICS OF THE SOLID STATE      Vol. 47      No. 10      2005
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the clusters bombarded by Ar ions (curves 1, 2) and Xe
ions (curves 3, 4). The total number of atoms in sput-
tered multiatomic Cu particles accounts for 10–20% of
all sputtered Cu atoms. In the case of Ar ions, this num-
ber is 10% for (13 Cu) and 20% for (195 Cu); in the
case of Xe ions, this number is ~20% for all clusters
The difference between the model sputtering coeffi-
cients for Cu particles emitted from clusters at polar
angles of up to 90° [curves 1 (Ar) and 4 (Xe)] and for
Cu particles emitted at all polar angles [curves 2 (Ar)
and 3 (Xe)] can be as large as 50%. Since some sput-
tered cluster atoms can adhere to the substrate in the
case where they are emitted from the cluster at polar
angles greater than 90°, the actual values of the sputter-
ing coefficient lie between the total sputtering coeffi-
cient of Cu atoms and that for angles smaller than 90°.
The values of the puttering coefficient for Xe ions are
larger than those for Ar ions in all cases under consid-
eration. This difference is likely due to the difference
between the elastic energy losses of Ar and Xe ions in

13 27 195
Number of atoms in clusters

0

1

2

3
Sp

ut
te

ri
ng

 y
ie

ld
, a

to
m

s/
io

n

1
2
3
4

Fig. 6. Sputtering coefficients of the (13 Cu), (27 Cu), and
(195 Cu) clusters for the emission of Cu atoms at polar
angles of up to 90° (curves 1 and 4 correspond to Ar and Xe,
respectively) and at all polar angles (curves 2 and 3 corre-
spond to Ar and Xe, respectively) at a primary ion energy of
200 eV.

Energy and dimensional parameters of clusters

Cluster 
parameters (13 Cu) (27 Cu) (195 Cu)

Usub, eV 2.57 2.65 3.08

Ucoh, eV 2.58 9.89 22.65

Na 3 14 32

Hn, Å 5.8 5.9 14.2
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clusters (see Subsection 3.1). The total sputtering coef-
ficients of surface clusters have insignificant minima
for the (27 Cu) cluster and maxima for the (195 Cu)
cluster for both ion types. The sputtering coefficient of
graphite for Ar and Xe ions with an energy of 200 eV is
negligible and is not considered in this paper.

The table lists the energy and dimensional parame-
ters of simulated clusters. The sublimation energy Usub
of clusters slightly increases with the number of atoms
composing the cluster. The cohesion energy (Ucoh) of
model clusters to the substrate is proportional to the
number Na of Cu atoms at the copper–graphite interface
(see Section 2). The cluster height Hn was determined
as the distance from the graphite substrate to a cluster
atom at the longest distance from it. The smaller total
sputtering coefficient of the (27 Cu) cluster in compar-
ison with (13 Cu) is obviously caused by a change in
the type of cluster attachment to the substrate as the
cluster size increases, which is evident from the values
of the parameters Na and Ucoh. An increase in Na pro-
motes a more efficient transfer of the energy introduced
by a bombarding ion from the cluster to the substrate,
which decreases the ion energy fraction expended on
cluster sputtering. The heights Hn of the (13 Cu) and
(27 Cu) clusters are almost identical; therefore, their
difference has no effect on changing the sputtering
coefficient. The larger sputtering coefficient of the
(195 Cu) cluster in comparison with that of (27 Cu) is
caused by a significantly larger height of the (195 Cu)
cluster. The ion energy transferred to upper atoms of
this cluster (which consists of more than three atomic
layers) does not reach the substrate for a characteristic
sputtering time, which is of the same order as the period
of lattice atom vibrations (~10–13 s). Therefore, the role
of the copper–graphite interface area in sputtering is
insignificant for clusters with a large height Hn, which
is evident from the data given in the table and Fig. 6.

4. CONCLUSIONS

A molecular-dynamics simulation of the interaction
of Ar and Xe ions having a primary energy of 200 eV
with copper surface clusters consisting of 13, 27, and
195 Cu atoms has been carried out. It has been shown
that the coefficients of reflection of Ar and Xe ions from
copper clusters differ insignificantly, although the ener-
gies of the reflected Xe ions are much lower than those
of Ar ions. The cluster sputtering coefficients for Xe
ions are larger than those for Ar ions. Two cluster sput-
tering mechanisms have been identified. With these
mechanisms, the sputtering intensity is maximum at
incident directions close to the normal and the maxima
in the azimuthal distributions of the sputtering intensity
are periodic with a period of 60°. The azimuthal period-
icity in cluster sputtering is dictated by the most open
〈1100〉  directions in the cluster atomic structure, which
arise due to the interaction of surface clusters with the
(0001) graphite substrate.
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Abstract—An orientational phase transition in C60 crystals was studied by differential scanning calorimetry
with the highest resolution provided by this method. The temperature dependence of the specific heat ∆Cp(T)
was found to have a double peak in the range 250–270 K. An analysis of the temperature dependences of heat
capacity in the region of the peaks revealed that the lower temperature peak follows a power law of the type
∆Cp = A/(T – T0)1/2 characteristic of order–disorder second-order phase transitions, while the high-temperature
peak can be identified with a diffuse Λ-shaped first-order phase transition. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The phase transition in the C60 fullerene occurring
near 260 K has been sufficiently studied by a variety of
physical methods. This transition is assigned to an ori-
entational transition originating from the onset of an
additional orientational order of rotating C60 molecules
below the phase transition point, which is assumed to
account for a change in the crystal symmetry, more spe-
cifically, to the transition from the face-centered cubic
(fcc) to a simple cubic (sc) lattice. It has been estab-
lished that in this transition the positions of the C60 mol-
ecules preserve the fcc structure and that the additional
orientational order stems from the fact that to each sc
lattice site now corresponds a tetrahedron formed by
four molecules with fixed orientations along four dif-
ferent directions [1, 2].

The temperature dependence of the heat capacity of
polycrystalline samples measured in the 259- to 270-K
interval exhibits a fairly sharp asymmetric peak (endot-
hermal on heating and exothermal on cooling) [1, 3],
which shows a ~1- to 3-K hysteresis in the heating–
cooling cycle [4]. The peak shape depends strongly on
the technology of preparation used and on the mechan-
ical prehistory of the sample [5]. C60 powders, as well
as fullerene samples subjected to preliminary hydro-
static compression, revealed a double rather than a sin-
gle peak [6]. The dependence of the thermodynamic
parameters of the phase transition and of the macro-
scopic properties of C60 crystals on the quality of the
starting samples and on the thermal [7] and mechanical
[8–11] prehistory accounts for the discrepancies
between the calorimetric data (temperature, enthalpy)
obtained by different researchers.

The present communication reports on an experi-
mental DSC determination of the thermodynamic
1063-7834/05/4710- $26.00 1993
parameters of the orientational phase transition in the
most perfect C60 crystals under conditions providing
the highest possible resolution of the method.

2. EXPERIMENTAL TECHNIQUE

The heat capacity of C60 crystals was studied by
DSC on a DSC-2 Perkin–Elmer calorimeter in a nitro-
gen environment at heating and cooling rates variable
in the range 5–0.3 K/min. The temperature scale was
calibrated against the melting points of ice (273.1 K)
and indium (429.7 K), and the heat flow scale was cal-
ibrated using the sapphire specific heat. The character-
istics determined for the C60 samples studied were the
temperatures of the maximum of the endothermal peak
Tmax under heating and of the minimum of the exother-
mal peak Tmin under cooling, as well as the temperature
dependence of the specific heat, Cp(T), in the range
220–280 K.

C60 single crystals were prepared by a modified
technique [12] of vapor phase crystal growth [13] in
which the starting material used consisted of small C60
crystals purified preliminarily by repeated sublimation
in vacuum. The weight of the samples intended for cal-
orimetric measurements by DSC was ~3 mg. The sam-
ples were well-faceted plane-parallel platelets measur-
ing 0.5 × 2 × 2 mm, which shape provided the smallest
thermal resistance of samples of this weight.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

Figure 1 presents DSC curves obtained under heat-
ing and cooling of C60 samples at scanning rates of 0.31
to 5 K/min which exhibit endo- and exothermal phase
© 2005 Pleiades Publishing, Inc.
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transition peaks. The pattern observed at a high heating
rate (curves 1, 2) fits, on the whole, the results reported
in available publications; namely, one clearly sees an
asymmetric peak with a well-pronounced temperature
hysteresis in the heating–cooling cycle. At lower scan-
ning rates, however (curves 3–5), the direct and reverse
evolution of the phase state of C60 crystals occurs in two
stages; indeed, in place of one peak, the DSC curves
obtained both under cooling and heating exhibit a dou-
blet. To understand the physical nature of the observed
transitions, one has to elucidate the situation where the
peaks do not coincide in temperature, i.e., where hys-
teresis occurs. As seen from Fig. 1, the maxima of both
the endo- and exothermal peaks of the doublet obtained
in the heating and cooling DSC cycles shift in relative
position (i.e., Tmax1 – Tmin1 and Tmax2 – Tmin2 are non-

∆Cp = 5 J/g K
Tmax1 Tmax2
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Fig. 1. DSC curves of a C60 sample obtained under heating
(solid lines) and cooling (dashed lines) at a rate of (1) 5, (2)
2.5, (3) 1.25, (4) 0.62, and (5) 0.31 K/min.
PH
zero). It was found that these shifts (the so-called hys-
teresis effect) are of different natures for each of the
doublet peaks, which can be traced to both method-
ological and physical causes.

It is known [14] that the temperature parameters of
the heat capacity peaks (including Tmax and Tmin) as
determined by DSC contain a methodological error ∆T,
which doubles in the heating and cooling cycle to pro-
duce a semblance of a temperature hysteresis, the so-
called apparent hysteresis. The absolute value of ∆T
depends on the scanning rate and sample mass. For
samples ~10–20 mg in mass and with the customarily
used scanning rates of 5–10 K/min, this error can
amount to 5–7 K. In the present study, this error was
removed by employing a special procedure [15] in
which the experimental data obtained at different scan-
ning (heating or cooling) rates V are used to construct
Tmax, min = f(V1/2) graphs. In the absence of any struc-
tural transformations, these graphs should be linear.
Extrapolation of these linear relations to V  0 yields
the true phase transition temperatures not distorted by
methodological errors.

Figure 2 displays such graphs obtained in heating–
cooling runs on the C60 samples studied. It was found
that the extrapolated (true) phase transition tempera-
tures are Tmax1 = Tmin1 = Tmin2 = 261.6 K and Tmax2 =
262.2 K. These data suggest that in actual fact the lower
temperature peaks have no hysteresis in the heating–
cooling cycles at all and that the difference in their posi-
tions in the experimental DSC curves stems from the
methodology employed. The absence of hysteresis
assigns this peak in the doublet directly to a second-
order phase transition. If, rather than resorting to the
Tmax, min = f(V1/2) extrapolation as done in this study, one
chooses to use the data obtained at one scanning rate in
temperature (which seem to suggest an apparent hyster-
esis), these peaks cannot be attributed to second-order
transitions.
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Fig. 2. Phase transition temperatures plotted vs the scanning
(heating–cooling) rate for C60 samples.
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Elimination of the methodological error through
extrapolation permitted us to establish a hysteresis of
~0.6 K for the higher temperature peaks and to assign
this phase transition to the first order.

The enthalpy of the transition ∆Hexp is defined by the

expression ∆Hexp =  and can be found

without having to resort to extrapolation, because the
area bounded by the heat capacity peak in the DSC
curve depends on neither the thermal resistance nor the
scanning rate. The total enthalpy of the transition (the
doublet) was found to be equal to ∆Hexp = 10.9 J/g.

The absence of a temperature hysteresis and the spe-
cific λ shape of the low-temperature peak are signatures
of a second-order phase transition of the order–disorder
type, for which the temperature dependence of the spe-
cific heat Cp(T) is described by a power-law function
[16]

(1)

where A, T01, and α are constants. T01 has the meaning
of the true temperature of a second-order phase transi-
tion. A good fit of the calculations to the experimental
∆Cp(T) relation for the low-temperature shoulder in the
λ-shaped peak was obtained with A = 1.1, α = 0.5, and
T01 = 261.6 K (circles in Fig. 3a), which convincingly
supports our interpretation of this phase transition to be
of the order–disorder type [17].

This is insufficient, however, for experimental deter-
mination of the entropy and of the heat of transition,
because the peaks in the doublet overlap and isolation
of the low-temperature peak based only on Eq. (1) for
the low-temperature branch does not appear possible.
One can try to use the difference between the experi-
mental Cp(T) relation (for the doublet) and the isolated
high-temperature peak to resolve the low-temperature
feature.

It is well known [17] that the presence or absence of
a temperature hysteresis in a physical property, includ-
ing peaks in the temperature dependence of the heat
capacity, is a signature of the first- and second-order
phase transitions, respectively. To characterize thermo-
dynamic transitions in calorimetric measurements,
information on the peak shape is also appropriate. Ideal
first-order transitions are associated with a δ-function
peak with a zero temperature interval and a discontinu-
ity in the Cp(T) relation at the phase transition point. In
real crystals, interaction of the interface (the presence
of an interface is an essential feature of a first-order
transition) with structural defects, as well as the pres-
ence of compositional fluctuations, gives rise to a non-
zero temperature width of the transition and a diffuse
peak shape. Such transitions are called diffuse first-
order transitions [18], and they are characterized by a
symmetric Λ-shaped peak and a nonzero temperature
interval. The hysteresis observed in this study, the finite

∆Cp T( ) Td∫

∆Cp T( ) A T01 T–( ) α–
,=
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temperature width of the peak, and its Λ-shaped profile
permit its assignment to a first-order transition.

The temperature dependence of the specific heat
associated with a diffuse Λ-shaped first-order phase
transition can be written as [19]

(2)

where F(T) = exp[B(T – T02)/T02], T02 is the first-order
phase transition temperature and ∆Cm is the maximum
value of the specific heat at T = T02. Figure 3b plots the
specific heat calculated from Eq. (2) using the known
values ∆Cm = 21.9 J/gK and T02 = 262.2 K. The best fit
of the calculated to experimental relation was found
with B = 4200. The parameter B contains the most inter-
esting information on the physical nature of a phase
transition, because it is related [19] to the height of the
specific-heat peak ∆Cm (∆Cm = qB/4T02, where q is the
heat of transition) and to the elementary volume of
transformation ω (B = ωq/kT02, where k is the Boltz-
mann constant). The first relation yields for the specific

∆Cp T( ) 4∆CmF T( )/ 1 F T( )+[ ] 2
,=
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Fig. 3. DSC curve obtained by heating a C60 sample at a rate
of 0.31 K/min (dashed lines). The circles in panel (a) plot
the temperature dependence of the second-order phase-tran-
sition specific heat calculated from Eq. (1). The solid line in
panel (b) is a plot of the first-order phase-transition specific
heat calculated from Eq. (2). The solid line in panel (c) is the
specific heat for the second-order phase transition obtained
by subtracting the first-order phase transition specific heat
from the experimental data.
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heat (enthalpy) of the transition q = ∆H2 = 5.25 J/g (for
the C60 crystal density ρ = 1.62 g/cm3 [20], the volume
specific heat of transition is q = 8.5 J/cm3), and the sec-
ond relation gives the elementary volume of the trans-
formation ω = (kT02/q)B ≈ 1.8 × 10–18 cm–3. Using the
lattice parameter of the C60 crystal a = 1.41 nm, the
number of molecules involved in a correlated transfor-
mation event in this case can be found to be n ≈ ω/a3 ≈
640.

The elementary volume of transformation obtained
is of a mesoscopic scale and does not compare to
known microscopic transformation volumes, for
instance, to the volume of a tetrahedron formed by four
C60 molecules (n = 4) or to the volumes of transforma-
tion of the orientational transition in C60 (n ≈ 20) mea-
sured in neutron studies [21, 22]. On the mesoscopic
scale, this volume may be compared to the volume of
the Känzig region (~10–18–10–17 cm3) [23, 24]. The lat-
ter volume represents a structure-sensitive parameter
characterizing regions of new-phase nucleation in
materials undergoing a diffuse first-order phase transi-
tion.

Using the first, low-temperature peak, one can find
the thermodynamic parameters of the corresponding
phase transition. For instance, the enthalpy ∆H1 can be
determined from the difference ∆H1 = ∆Hexp – ∆H2 =
10.9 – 5.25 = 5.65 J/g. To learn the entropy of the λ-
shaped transition, one needs to know the temperature
dependence of the specific heat ∆Cp1(T). The good fit
between the calculated, ∆Cp2(T), and experimental,
∆Cexp(T) temperature dependences of the specific heat
for the high-temperature peak permits one to isolate
∆Cp1(T) from the doublet using the difference
∆Cp1(T) = ∆Cexp(T) – ∆Cp2(T) (Fig. 3c). The entropy of
the transition ∆S1 as derived from the relation ∆S1 =

 was found to be ∆S1 = 0.0238 J/gK.

It is well known [16, 25] that the variation of the
heat capacity due to an order–disorder transition origi-
nates from the change in the configurational entropy,
whose limiting value upon completion of the phase
transition is ∆Sc = Rln2 = 5.73 J/mol K. By comparing
∆S1 with ∆Sc one can determine the mass of one mole
of building blocks involved in the phase transition; if
∆S1 = 0.0238 J/g K and ∆Sc = 5.73 J/mol K, then 1 mole =
240 g. Therefore, the relevant building block consists of
n ≈ 3.4 C60 molecules (for C60, 1 mole = 72 g). This
result suggests that the building blocks involved in the
order–disorder phase transition are close in mass to tet-
rahedra. Thus, our estimate is consistent with the inter-
pretation of the phase transition according to which the
additional orientational order is accounted for by each
site of the sc lattice being identified with a tetrahedron
formed by four C60 molecules.

∆Cp1 T( ) Tln( )d∫
PH
4. CONCLUSIONS

Experimental DSC data obtained under variation of
the heating and cooling rates have permitted us to elim-
inate methodological errors and determine the true val-
ues of the thermodynamic parameters of phase transi-
tions in C60, in particular, the order–disorder transition
temperature (Tmax1 = Tmin1 = 261.6 K) and the tempera-
tures and hysteresis of the diffuse first-order transition
(Tmax2 = 262.2 K, Tmin2 = 261.6 K). The good fit
between the theoretical and experimental dependences
of the heat capacity on temperature for the Λ-shaped
transition made it possible to isolate the peak corre-
sponding to the order–disorder solid-phase transition
and to estimate the elementary volume of transforma-
tion, which turned out to be comparable to the volume
of the Känzig region. A comparison of the experimental
entropy with the calculated entropy of the order–disor-
der transition has revealed that the phase transition
involves building blocks close in mass to tetrahedra.
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